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The aim of the current research is to investigate the pile group functions in liquefaction prone soil under
the influence of far and near earthquakes and structural responses such as acceleration history,

Received in revised form 16 December 2023 displacement and bending moments. The method of estimating the response spectrum of the building
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was used according to the distance, size, structural conditions and fault mechanism and measuring the
response spectrum of a selected recorded or artificial earthquake. By using opensees software, Midas

Keywords:
Liquefaction

Soil Liquefaction
Building Pile
System Dynamics
Numerical Modeling

Gts, different modes of research were formed. In the selection of earthquake accelerometers for the far
and near areas, Peer Seismography Center, Iran Accelerography Center and Road and Housing Research
Center were used to select and modify the accelerometers. The results of the research showed that
increasing the diameter of the pile reduces the possibility of liquefaction, so that by increasing the
diameter of the pile from 0.5 m to 1 m, the possibility of liquefaction and collapse of the pile group
decreases by about 33%. In addition, with an increase in the distance between the piles, the probability
of liquefaction increases, so that the probability of liquefaction of the group of piles and its collapse
increases by about 14% when the distance between the piles increases from 1.5 to 5 meters. Finally,
using the results of numerical modeling and with coding software, a suitable model for the pile group
against liquefaction was presented for earthquakes in the far and near domains.
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1. INTRODUCTION

The damages caused by the earthquake may be directly
attributed to the effects of earthquake or may be the
indirect result of its direct damages. In addition, direct
damages may be caused by the primary effects of shaking
(namely, earthquakes and fault displacements) or
secondary effects such as landslides and soil liquefaction,
which themselves arise from the primary effects (1).
Liquefaction is a term used to describe phenomena in
which the production of excess pore water pressure leads
to significant softening or weakening of soil deposits (2).
This softening can be caused by dynamic loading or static
loading. The phenomenon of changing the behavior of
sand from solid state to liquid state was recognized in the
first steps of expanding the knowledge of soil mechanics
(3). Observing the destruction and failure of surface
foundations due to liquefaction and lateral expansion in
past earthquakes has revealed the need to fully
understand the effects of this phenomenon on surface
foundations. In such a way that the seismic response
studies of foundations in liquefied soil are now one of the
main topics of research in seismic geotechnical
engineering. Significant research efforts have been made
in this field over the past few years.

The review of past studies shows good information
about parameters affecting liquefaction, but still there is
a lack of a comprehensive parametric study considering
earthquakes in the near area and the effects related to the
type of faulting and extrawall and subwall effects. The
lateral expansion caused by liquefaction has caused
severe damage to many important structures during
earthquakes (4). As a result, the evaluation of mass
response to lateral expansion is an important step towards
safe and resistant design against this destructive
phenomenon (5). The purpose of the current research is
to study the response of the group of piles that are
exposed to lateral expansion caused by liquefaction, the
responses of the structure such as the history of
acceleration, displacement and bending moments should
be investigated. In addition, the distribution of lateral soil
pressure and movement patterns around the piles should
be investigated and based on the results of the analysis of
the responses of the pile group for different earthquake
states (far field and near field), a suitable model for the
design and arrangement of the pile group for different
states should be made. According to the research
conducted in non-flowing soils, the appropriate relative
distance for arranging the piles is 3 to 5 times the
diameter of the pile.

Fluidization has a significant effect on the dynamic
response of the piles and increases the displacement of
the pile compared to the non-fluidized state (6). Now, the
question arises that in liquefied soils, can the same
arrangement be used, or do other factors that result from

the effect of liquefaction on the dynamic response of the
pile group have an effect on the choice of arrangement?
In this research, an attempt is made to answer this
question by studying this problem with the help of
numerical modeling with the finite element method, and
based on that, the optimal distance in flowable soils for
the pile group is obtained. In this research, the
assumption of a continuous environment and the
assumption of large deformations are used.

At first, for an earthquake record, parametric studies
will be done on the distance between the piles.
Considering the importance of earthquakes in the nearby
area, the effect of these earthquakes on liquefaction will
also be investigated. Earthquakes in the near-fault zone
are characterized by a shock movement with a short
duration and a long period, which exposes the structure
to a large input energy at the beginning of the record (7).
This pulsed motion is particularly common in the forward
direction (“progressive directionality"), where the fault
rupture propagates toward the structure at a speed close
to that of the shear wave. The "permanent displacement
effect” which is the result of the displacement of the
residual earth due to the tectonic deformations related to
the failure mechanism, is described by a one-way
velocity pulse with a long amplitude and with a uniform
step in the time history of the displacement (8). Another
feature of these earthquakes is the "overwall effect"
which is created due to the proximity of the buildings on
the overwall to the fault plane compared to the buildings
with the same distance on the downwall (9). Investigating
this factor (underwall or extrawall effect) on the structure
and if the structure is in the area of the extrawall or
underwall, what acceleration will it receive and how will
the response of the structure be in front of these
accelerations. Another important feature is "vertical
component effect”. The reason for the importance of this
characteristic is the greater ratio of the maximum vertical
to horizontal acceleration of the earth in records near the
fault compared to far from the fault. Considering the
importance of knowing the characteristics of these
earthquakes, the characteristics of earthquakes near the
fault and far from the fault and the effect of these on the
acceleration on the structure and the type of failure and
the design mechanism of the pile group for each of the
acceleration pulses and providing a suitable model and
taking into account the effect of types. The fault
movements and liquefaction conditions are from the
Shama group’s plan using parametric analysis in the field
of finite elements and dynamic analysis, i.e. Midas and
Opensees, which will be done using the outputs of these
two softwares and checking, comparing and relating the
results of these two softwares. The purpose of this
research is to provide a suitable model of the pile group
design against lateral expansion resulting from
liquefaction for near and far earthquakes.
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2. MATHEMATICAL MODEL

In short, the research steps are as follows. The first step
provides an overview of earthquakes in far and near
areas. In the next step, numerical modeling for different
research situations is created using opensees, Midas Gts
engineering software. The number of research models is
based on the number of variables. Another research step
covers the use of the specific constitutive model or
liquefaction. In the selection of earthquake
accelerometers for far and near areas, the Peer
Seismography Center, the National Accelerography
Center, and the Road and Housing Research Center are
used to select and modify the accelerometers. Finally, a
suitable model is presented for the pile group against
liquefaction for far and near-field earthquakes using the
results of numerical modeling and coding software. To
check the effect of the overwall and underwall, the pile
group is once modeled above the fault (the pile group on
the side where the fault moves upwards) and again below
the fault (the pile group on the side where the fault moves
downwards). Then, the behavior of Shama group is
investigated against earthquakes in far and near areas.

In this article, all the simulations were done in three
stages using OpenSees software. After validating the
numerical model using centrifuge test, analysis was done
for different conditions. By comparing the numerical
results with the centrifuge test, it can be concluded that
the use of P-Y curves with different degradation factors
in flowable sand brings reasonable results. In addition,
the non-parallel surface layer plays a key role in ground
displacement, especially in sloping terrain.

2. 1. The Record Selection Method Selecting a
number of earthquake records is the first step of
incremental dynamic analysis. Here, a set of 40 three-
component ground motion records (in three directions)
without scale, each in the direction of the normal
multiplication component, is used as earthquake
excitation. This group of records has a large and almost
constant variance around the average spectral values in
different periods. The last feature ensures that earthquake
records with different specification ranges are available
for analysis and the aleatory ground motion uncertainty
can be considered in situations where researchers are
interested in evaluating the effect of ground motion
variance on structural response estimation.

2. 2. Introduction of the UBCSAND Constitutive
Model In this research, the UBCSAND constitutive
model was used to investigate the behavior of liquefacted
sand under dynamic loading. UBCSAND is a two-
dimensional effective stress plasticity model that is used
in advanced stress-deformation analysis of geotechnical
structures (10-19). This model was developed to
investigate the behavior of sandy soils with liquefaction

potential under dynamic loading (e.g. sands and silty
sands with a relative density of approximately less than
80%). In this model, the stress-shear behavior of the soil
is forecasted using a hypothetical hyperbolic relationship
and the volumetric strain of the soil skeleton with a flow
rule that is a function of the instant stress ratio. This
model can perform a fully-coupled analysis in which the
mechanical calculations and water flow are considered
simultaneously and parallelly. In the UBCSAND
constitutive model, the elastic components of the soil
response with shear modulus G¢ and bulk modulus B¢
are specified as follows:

G® = K§.Po. ()" ®

B® =a.G® @)

where k¢ is the shear modulus number that depends on
the relative density and ranges from 500 for loose sand to
2000 for dense sand. p, is the atmospheric pressure, o' is
the average all-round stress in the loading plane, n,
ranges from 0.4 to 0.6 and is almost equal to 0.5, and «
refers to Poisson's ratio. Plastic strains are controlled by
yield surface and flow rule. The vyield surface is
expressed by a radial line passing through the origin of
the stress space as shown in the figure. For the first shear
loading, the yield surface is controlled by the current
stress state (point A in Figure 1). When the shear stress
increases, the stress ratio (3 = 5) increases and causes the

stress point to move to point B. = and s'are the effective
shear and normal stresses in the maximum effective shear
stress plane. The yield surface is moved to a new location
that passes through point B and the origin, leading to the
creation of shear and volumetric plastic strains. The
development of shear plastic strain is obtained by dy? =

L dn where 6 is the plastic shear modulus. Further, it

GP /g’
is assumed that a hyperbolic relationship exists between
n and ¢as follows:

— Gi n 2
GP = G;,.(l—n—f.Rf) ©)

where 6} is the plastic modulus at a low stress ratio. 7, is
the ratio of stress and tension in rupture equal to
sing where ¢, is the maximum friction angle. g, is the
rupture ratio which is used to fit the best hyperbolic
relationship and avoid overpredicting the resistance
during the rupture. R, varies from 0.7 to 0.98 and
decreases by increasing relative density (20, 21).

de? refers to the plastic volume strain development,
and p represents the flow rule. Further, dy? refers to the
plastic shear strain development according to the
following equation.

deb = (sin@,, — 5)(1)/" @)

where @¢.,is the constant volume friction angle or the
phase transformation angle.
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Yield surface

Shear stress

Normal effective stress

Figure 1. Yield surface in the UBCSAND model (10)

2. 3. Introduction of Moore-Coulomb's
Constitutive Model The Mohr-Coulomb model
is often used for granular materials, such as MIDAS GTS
concrete. In this model, the stress-strain relationship is
considered as a complete elastic paste. Figure 2 presents
Mohr-Coulomb yield criterion based on assumption
causes a logical solution in nonlinear analysis.

The Mohr-Coulomb failure criterion is determined
according to the failure envelope based on the Mohr
stress circles and r, (o)from laboratory tests. This criterion
is a more general form of the Tresca criterion, in this way
that the maximum shear stress is the yield criterion, but
the maximum shear stress depends on the condition the
compressive stresses are dependent. In other words, the
following equation is true in the two-dimensional state:

IT| =F (2) (5)

Where 1 is the maximum shear stress and o is the
compressive stress. r, is the function obtained from the
test. The simplest form of function r, (o), is a linear
function. We can display this linear function as follows:

[Tl =c—=sTAN® (6)

where ¢ and ¢ are obtained from experimental results.
Physically, cis adhesion and ¢ is the angle of internal
friction. This relationship was first presented by
Coulomb and then independently by Mohr.

In the case that 6 1>c 2>c 3, using the principal
stresses, the Mohr-Coulomb criterion is written as
follows:

—— Mohr-Coulomb
(¢ constant )

e Real soil

(a) Stress-strain relation (b) Schemetic of yield function

Figure 2. Mohr-Coulomb yield criterion (22)
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(1—-sIN®) _
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The Mohr-Coulomb failure surface is an irregular
hexagon in the 3D space of principal stresses. where the
bisector is a straight line. Figure 3 shows the Moore-
Coulomb fracture surface in the three-dimensional
apparatus of principal stresses. The failure surface of a
regular octagon is located on the m plane (o, + 0, +
o3 = 0).

(1+SIN®) -1 (7)

3 2ccose

__ 2v/6ccosg
Pro = 3+sing 8)
_ 2\/6ccosg
© = 3 oing ©)
Pro _ 3—sing (10)

Pco - 3+sing

The Mohr-Coulomb yield surface on m plane and
bisector plane is shown in Figure 4.

2. 4. Specifications of Numerical Model in Midas
Software In this research, a two-dimensional model
was used based on the type of analysis and the time-
consuming nature of the analysis. Figure 1 shows

i
S ‘\\‘\\\\\\\\\

Figure 3. A view of the Moore-Coulomb fracture surface in
the three-dimensional apparatus of principal stresses (6)
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Figure 4. Mohr-Coulomb yield surface on m plane and
bisector plane (12)
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components in the numerical model. The model in the
software includes three parts: Soil, pile, and foundation.
The model consists of 4 layers of soil, respectively. The
first layer is 2 meters thick, the second layer is liquefiable
soil with a thickness of 5 meters, the third layer is 2
meters thick granular soil, and the last layer is a 15-meter
thick weak rock. There is a foundation with a thickness
of 1 meter and a length of 5 meters above the soil. Under
the foundation, 4 piles with different distances and
different lengths are modeled according to the type of
analysis. Figure 5 shows the numerical model built in
Midas.

2. 5. Boundary Conditions Elastic boundaries
are needed in the boundaries due to the dynamic analysis
of the model. For a better and more optimal performance
of the process of applying the acceleration time history
during seismic dynamic analysis, if boundaries are
simultaneously elastic, the state with viscose, false, and
intensified vibrations disappear and the model will be
more closer to reality (23). The necessary tools are
available in the Midas GTS software. In this regard, the
supports are perpendicular to the plane with the spring
capability of the bed itself. According to the following
equation, they have damping coefficients to create a
viscose mode. The equations for the coefficients of
damping and damping are as follows:

1
kyo = kno 25‘5(‘50 (11)

It ranges from 1 to 4 according to the sample and
laboratory conditions. The ground reaction coefficients
(Ky, K,) can be obtained by the following equation (in cm):

=3
Ky = kyo = (j—g) ', By = Ay 12)

Damping coefficients ¢,,¢; are also calculated using
Figure 6 as follows:

,/1+zc f,1+zc

Cp =p-A- p =W-A- [—o==cp-A (13)
G G

Cs =p-A- /;_W-A- /WXQ_Bl—cS~A (14)

Manual sol layer

T Flowable soil layer

Dense granular soil

Weakk rock soil layer

b

Figure 5. Numerical model built in Midas

z Damper BC Cx=Cs
Y Zcy =
cx Cz=
Cx=Cp
Cx=Cs Cy=Cs
X Cy=Cp €27 Cs
Cz=Cs

Figure 6. Components of the damping coefficient in the
general coordinate system (10)

_ VvE _ E
T a+v@a-2v)’ T 201+v)

(15)

The seismic risk estimation and design criteria for x,
y, z directions are presented based on the acceleration
results of artificial maps in the region, as well as the
history of accelerations that are proposed as seismic
design criteria. Design engineers should understand how
loads are carried from the to piles and soil media so they
can predict performance like settlement, bearing pressure
enhancement, and borrowing capacity rate, as well as
behavior like displacement and load sharing across (10).
(Experimental Study of Lateral Loading on Piled Raft
Foundations on Sandy Soil).Therefore, the acceleration
history is selected based on this critical seismic profile in
the software. It is worth noting that the vibration period
is reduced to 10 seconds by ignoring the low-amplitude
vibrations to shorten the analysis period or run the
numerical model. In this way, the model is ready to be
analyzed under the influence of the benchmark
acceleration history in the main coordinate directions. It
should be noted that a simple static analysis is necessary
for the mesh control. Further, there is a need for
eigenvalues and natural vibration periods of different
modes of the model, which is also obtained by taking an
Eigenvalue analysis for dynamic analysis settings.
Additionally, the Rayleigh damping value of 0.05 is used
in the dynamic analysis (11).

3. NUMERICAL MODELING AND ANALYSIS
RESULTS

This research introduces a set of records of earthquakes
in the near field with a pulse caused by the progressive
directionality in the time history of the speed of earth's
movement. Assuming the problem that the location of
accelerograms is on the bedrock, 10 accelerograms (5
near-field accelerograms and 5 far-field accelerograms),
recorded on hard rock, are used for analysis. Table 1
presents the specifications of these accelerometers.

3. 1. Analysis Parameters In this research, 4
parameters were subjected to sensitivity analysis. The
analysis parameters included the pile length, pile
diameter, pile distance, and pile load. For sensitivity
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TABLE 1. Records of earthquakes in the near area
Earthquake Year Station Tp PGV Mw

San Fernando 1971 Pacoima Dam 16 28 6.6

Coyote Lake 1979 Gilroy Array 12 4 5.7

Morgan Hill 1984  Coyote Lake Dam 1 27 6.2
Cape 1992 Petrolia 3 47 7
Mendocino

Northridge -01 1994 Pacoima Dam 05 34 6.7

analysis, each of the four parameters are studied three
times. Table 2 presents the number of far-field analyses.
The analysis parameters of the pile groupn are
summarized in Table 3.

3. 2. Geotechnical Specifications of the Model
The Moore-Coulomb model was used for non-liquefiable
layers, and the UBCSAND constitutive model was used
for liquefiable soil. The following tables present the
parameters for each layer.

The model used in the free response analysis of the
soil in this article is a finite element model in which the
soil layers are modeled by the FourNodeQuadUP
element and in two modes of pressure-dependent
materials and pressure-independent materials with
multifaceted yield surfaces. These materials can be used
in two-dimensional and three-dimensional elements.
Explanations related to these two items are provided
below.
nDMaterial PressureDependMultiYield $tag $nd $rho
$refShearModul $refBulkModul $frictionAng
$peakShearStra $refPress $pressDependCoe $PTANg
$contrac $dilatl $dilat2 $liquefacl $liquefac2 $liquefac3
where in:
$tag number of material used
$nd the number of dimensions that can be 2 for plane
strain and 3 for three-dimensional analysis.
$rho is the saturated mass density of the substance
$refShearModul soil shear module
$refBulkModul is the bulk modulus of the soil obtained
from equation 25-4

$frictionAng internal soil friction angle
$peakShearStra octahedral shear strain where the
maximum shear strength occurred and from the relation

2G 1+v

T3 1-20 (16)

b

7= % [(% -z, )z + (aw -c, )z +Hey,-e, ) + Bes +665, + Ggfz]% 17)

$refPress Confinement average pressure where , and are
defined.

$pressDependCoe is a non-negative coefficient that
represents the G and B variables as a function of the
effective confinement coefficient, which is based on the
following relationship.

P’ P’
e :G,(FJ B- B,(Fr] 18)
$PTANg phase change angle in degrees
$contrac is a non-negative coefficient that represents the
volume reduction or pore water pressure production.
$dilat1, 2 coefficients that are used as indicators of
volume increase or expansion.

$liquefacl parameters that control the liquefaction
mechanism.

3. 3. Calibration of Materials The Morcoulomb

pattern behavior was used to calibrate the model
materials, using the three-axis experiemntasl results of

TABLE 2. Records of earthquakes in far area

Earthquake Year Station Tp PGV Mw
San Fernando 1971 Lake Hughes - 10 6.6
San Fernando 1971  Santa Anita Dam - 11 6.6
Manjil Iran 1990 Abbar - 29 7.4
gﬁjl"/i(a;ﬂ 1986  SMART1E02 - 367 73
Nahanni 1985 Site 1 - 15 6.76

TABLE 3. Parameters used for non-liquefacted and liquefacted materials

(kN/m?) (KN/m3) Sat (kN/m?) C (KN/m?) P K(cm/s) v y
EMBANKEMENT 4000 18 20 15 25 0.1 0.35 1
WEATHER ROCK 1000000 20 51 35 33 0.1 0.3 7
SOFT ROCK 900000 24 25 150 37 0.01 0.01 7
ELASTIC SHEAR ELASTIC SHEAR

LIQUFACTIOM 60000 20 21 100 1069 05

LAYER
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the calibration. To calibrate, an axially symmetric two-
dimensional model was created in the software with all
experiemntasl conditions for performing three-axis tests
on model materials. In this model, a triaxial cylinder is
used with a diameter of 15 cm, a height of 30 cm, with
48 nodes, and 33 elements. Figure 6 shows the axial
symmetry section of the triaxial test in MIDAS GTS. The
calibration curves of materials and product materials in
the CD test under 6 kg/cm? are shown in Figures 7 and 8,
respectively.

3. 4. Length Change Results This section
examines the results of changes in pore water pressure

i

Figure 6. Triaxial geometry pattern in MIDAS GTS

03=6 kg/cm2

14 -

12

10 —
q=deviatoric ——sample-2
stress & sample-3

4 / m—arnple-d

2 —test

o . . .

0 0.05 0.1 0.15 0.2
E = Axial strain

Figure 7. Calibration of materials in the CD test under 6
kg/cm? all-round stress

03=6 kg/cm2
0.2
m—ample-2

EV=Volumetric
strain

sample-3
s—sample-4

st

E= Axial strain

Figure 8. Calibrated product of materials in CD test under
6kg/cm? all-round stress

ratio, as well as the liquefaction criterion ratio for
different acceleration maps. Figures 9 and 10 show the
acceleration maps of 1 and 5, respectively.

3. 4. 1. Bore Water Pressure Results With
changes in the length of the pile (5, 8 and 10) meters for
5 distant earthquake records, the pore water pressure
decreases with an increase in the pile length. Further, the
pressure changes start from the 4th second onwards for
most of the acceleration maps. The rate of changes
decreases with increasing the candle length.

3.4.2. The Results of the Ratio of Shear to Vertical
Stress (Liquefaction Criterion) With changes
in the pile length (5, 8, and 10 meters) for 5 distant
earthquake records, the ratio of the maximum stress
decreases with an increase in the pile length. Further, the
stress changes start from the 4th second onwards for most
acceleration maps. Additionally, the rate of changes
decreases with an increase in the pile length. Based on
the diagrams for all deflection maps, the probability that
liquefaction will occur is close to zero for a pile with a
length of 10 meters. The acceleration map 1 normalized
maximum stress ratio is shown in Figure 11.

3. 5. The Results of Changing the Candle Diameter
This section examines the results of changes in the pore
water pressure ratio and the liquefaction criterion ratio

PORE PRESSURE RATIO
0.16
0.14

porm Ao
0.12 4
0.1 I
9 008 —H=5m
=
é 0.06 H=8 m
0.04 | H=10m
0.02 ,\j/\i
0 naad
oo ¥ 2 4 6 8 10 12
TIME(s)
Figure 9. Acceleration map 1
PORE PRESSURE RATIO
0.005
0.004
0.003
0.002 | |
0.001 X ~h AR A
9 0 ) A —H=5m
5,0.001 0 2V P & [V Yo 12 H=8 m
v
-0.002 H=10m
-0.003
-0.004
-0.005
-0.006
TIME(s)

Figure 10. Acceleration map 5



M. R. Gavadimoghaddam et al. / IJE TRANSACTIONS A: Basics Vol. 37 No. 07, (July 2024) 1208-1220 1215
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Figure 11. Acceleration map 1

for the acceleration of different mappings with changes
in the pile diameter.

3.5. 1. Results of Pore Water Pressure With the
changes in pile diameter (0.5, 0.8, and 1 meters) for 5
earthquake records in the far area, an increase in the pile
diameter raises the pore water pressure, as well as the
pressure changes from 4th second onwards for most of
the acceleration maps. Additionally, the rate of change
increases with an increase in candle diameter. An
increase in the ratio of pore water pressure is due to the
greater confinement of soil between the piles with an
increase in the pile diameter. The acceleration map 1 pore
pressure ratio is shown in Figure 12.

3.5. 2. The Results of the Ratio of Shear to Vertical
Stress (Liquefaction Criterion) With the changes
in pile diameter (0.5, 0.8 and 1) meters for 5 remote area
earthquake records, it can be seen that with the increase
in pile diameter, the maximum stress ratio has a
decreasing trend, and also the stress changes from the 4th
second onwards for most of the acceleration maps start
Also, the rate of change decreases with the increase of the
diameter of the pile. Also, by checking the graphs for all
acceleration maps, it can be seen that the probability of
liquefaction is less for piles with a length of 10 meters.

PORE PRESSURE RATIO
035
03
025
02

9 015 D=05m
5 0.1 D=0.8m
0.05 D=Im

0
005 0 5 10 15 20
-01
TIME(s)

Figure 12. Acceleration map 1

For the acceleration mapping number 4, diameter 0.8
has given a lower stress ratio than the pile with a diameter
of 1 meter. This inconsistency in the results is due to the
convergence operator of the analysis, which was difficult
for the navigation map number 4 due to the acceleration
of the analysis convergence mapping, and this
contradiction is due to the difference in the convergence
of the analysis. The acceleration map 1 normalized
maximum stress ratio for 0.5, 0.8 and 1m is shown in
Figure 13.

3. 6. The Results of Changing the Candle Distance
This section examines the results of changes in pore
water pressure ratio, as well as the liquefaction criterion
ratios for different acceleration mappings under the effect
of pile distance changes.

3.6. 1. Bore Water Pressure Results With the
changes in pile distance (1.5, 2.5, and 5 meters) for 5
distant earthquake records, an increase in pile distance
decreases the pore water pressure. Further, the pressure
changes from 4th second onwards for most of the
acceleration maps. The rate of change is constant with
increasing candle distance. The reduction of the pore
water pressure ratio is due to the reduction of soil
confinement between the piles by increasing the pile
distance. The acceleration maps 1 and 5 pore pressure
ratio for 1.5, 2.5 and 5m are shown in Figures 14 and 15,
respectively.

NORMALIZED MAX STRESS RATIO
16
14
12

[% 08 D=0.5m
;2 06 D=0.8m
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0.2
0
02 0 5 10 15 20
TIME(s)

Figure 13. Acceleration map 1
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Figure 14. Acceleration map 1
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Figure 15. Acceleration map 5

3. 6. 2. The Results of the Ratio of Shear to Vertical
Stress (Liquefaction Criterion)  Based on changes
in pile spacing (1.5, 2.5, and 5 meters) for 5 earthquake
records in the far area, an increase in pile spacing raised
the ratio of the maximum stress, and also the stress
changes from the 4th second onwards for most of the
acceleration maps. Further, the rate of changes with
increasing pile distance is almost constant. Based on the
diagrams for all acceleration maps, short pile distance
reduces the probability of liquefaction for almost 5
earthquakes, but the rate of decrease in the probability of
liquefaction is lower with increasing distance from 2 to 5
meters, indicating that increasing the pile distance
beyond a certain limit has no effect on liquefaction. The
acceleration maps 1 and 5 normalized maximum stress
ratio are shown in Figures 16 and 17, respectively.

3. 7. Results of Changing the Pile Load This
section presents the results of changes in pore water
pressure ratio, as well as liquefaction criterion ratio for
different acceleration mappings under the effect of load
changes on the piles.

3. 7. 1. Results of Bore Water Pressure Based
on changes in the load on the pile foundation (1, 5, and
10 tons) for 5 records of far-field earthquakes, an increase
in the pile load decreases the pore water pressure, as well
as the pressure changes from the 4th second onwards for
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Figure 16. Acceleration map 1
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Figure 17. Acceleration map 5

most of the acceleration maps. Additionally, the rate of
change is constant with an increase in entering the candle.
The reduction of the pore water pressure ratio is due to
the increase in effective soil stress between the piles with
an increase in the pile load. The acceleration map 5 pore
pressure ratio is shown in Figures 18.

3.7.2.The Results of the Ratio of Shear to Vertical
Stress (Liquefaction Criterion) Based on
changes in the load on the pile foundation (1, 5, and 10
tons) for 5 earthquake records in the far area, an increase
in the pile load decreases the ratio of the maximum stress,
and the stress changes start from the 4th second onwards
for most of the acceleration maps. Addiotnally, the rate
of change increases with an increase in the pile load.
Based on the graphs for all acceleration maps, an increase
in the pile load reduces the probability of liquefaction for
almost 5 earthquakes, and these changes increase with
the load. The acceleration map 1 normalized maximum
stress ratio is shown in Figure 19.

3. 8. Incremental Dynamic Analysis The
incremental dynamic analysis method is a non-linear
dynamic analysis that can determine the level of damage
by the earthquake intensity. In this method, the scaling of
the acceleration maps of past earthquakes is used in such
a way that it covers the structure behavior from a linear
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Figure 18. Acceleration map 5
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Figure 19. Acceleration map 1

elastic to a collapse stage of the structure. In this method,
which is also developed to consider the effect of inherent
uncertainty in earthquakes, the seismic response of
structures is evaluated to take into account the
uncertainty of frequency and spectral shape of
earthquakes. Further, an appropriate number of
earthquake records should be used. Each earthquake
record is scaled in such a way to cover a suitable range of
earthquake intensities and structure behavior from elastic
limit to failure (24, 25).

To perform the analysis, first, the seismic intensity
parameter is considered, for example, the maximum
ground  acceleration or  spectral  acceleration
corresponding to the first mode of the structure, from a
very small value for the occurrence of elastic behavior in
the structural model under dynamic analysis to a certain
level of seismic intensity to achieve the desired failure
limit, with an appropriate algorithm. Each time, this scale
factor is applied to the earthquake record, and the
structure under the influence of that record becomes a
dynamic time history analysis. At the end of each
analysis stage, the level of damage intensity
corresponding to the earthquake intensity level, in which
the analysis is performed, is recorded. Finally, under each
scaled record, a response curve is obtained against the
intensity that is referred as the IDA single record curve.

The structure behavior under an earthquake record
cannot be generalized for all records because the result is
not general and cannot be considered as the general
behavior of the structure under all conditions at different
times and earthquakes. Several single-record curves are
needed to conduct probabilistic and statistical studies to
achieve the correct result of the structure's behavior;
hence, this operation is performed for all desired records,
and the resulting single record curves are all drawn in a
seismic intensity-damage intensity coordinate system,
called IDA curves. Figure 20 shows the IDA curves for a
five-story structure.

3. 8. 1. Incremental Dynamic Analysis (IDA)
Results for Different Pile Diameters Even
though the structure's behavior under an earthquake

I
% 006 00 X

Figure 20. A set of IDA curves for a five-story structure

record is important but cannot be generalized for all
records because the result does not have a general state
and cannot be considered the general behavior of the
structure under all conditions at different times and
earthquakes, in other words, for evaluating the seismic
behavior of the structure. Several single curves are
necessary to achieve the correct result of behavior. Based
on IDA curves, there are 15 records for the candles in the
figures below. Based on the curves, all stages of pile
group behavior under earthquake can be fully observed
from elastic to collapse limit, and general instability. At
the beginning of all curves, there is an elastic region as a
straight line and a part of the IDA curve as a common
section of all curves. After this area, the nonlinear
behavior is visible in the curves when the curve leaves
the a straight line. Further, a decrease in hardness or its
increase show the nonlinear behavior. Therefore, this set
of curves can get a general view of soil and pile behavior
from full elastic limit to full failure. A comparison of the
behavior of piles at different diameters and on the same
type of ground incates that an increase in the diameter of
piles leads to the entry of the pile group into the nonlinear
region and a higher capacity. Figure 21 illustrates the
IDA diagram for a pile in 1 m diameter.

Figure 21. IDA diagram for a pile in a diameter of 1 m
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3. 8. 2. The probability of Liquefaction for
Different Pile Diameters under Far-field Records
Fragility curves are used to extract the probability of limit
states from the output of IDA. To draw these curves, IM
values corresponding to the occurrence of the desired
limit state are arranged in descending order for all
records. Then, the probability of occurrence of the limit
state in the pile is calculated using the sorted values, and
its curve is drawn against IM. Based on the curve, an
increase in the diameter of piles at a fixed level of seismic
intensity decreases the probability of collapse or lack of
a performance level. The fragility curves for different
diameters is shown in Figure 22.

Based on the results, an increase in pile diameter
decreases the probability of liquefaction so that the
probability of pile group liquefaction and collapse
decreases by about 33% when the diameter of piles
increases from 0.5 to 1 meters. It is also significant. When
the diameter increases from 0.5 to 0.8 meters, the
probability of liquefaction decreases by about 12%.
Table 4 summarized numerical analysis of liquefaction
probability.

3. 8. 3. Results of IDA for Different Pile Distances
The IDA method greatly depends on the acceleration map
and the desired structure. Therefore, the same models
sometimes show different behaviors under the influence
of different acceleration maps. The occurrence of a
specific and linear region in seismic intensities is
common among all IDA curves. This linear behavior
ends with the appearance of the first submission in the
candlestick. The slope of this linear area is an indicator
of elastic stiffness of the structure and is different under
the effects of different records on the structure. After

D=0.5m D=0.8m D=1m

1.2

0.8
0.6
0.4
0.2

0 0.5 1 15 2

Figure 22. Fragility curve for different diameters

TABLE 4. Numerical study of liquefaction probability

D=0.5m D=0.8m D=1m
Sa(T1,g) 05 05 05
Probability% 70 62 47

crossing the linear region, the behavior of the IDA curve
is different and varied. After the first yield in the
members in some cases, a sharp drop in the curve occurs
and the graph quickly moves towards larger values of the
failure criterion. In other cases, the curve becomes
steeper due to hardening. In some cases, the curve
oscillates around its initial slope in a way that expresses
successive hardening and softening. This phenomenon
occurs due to the irregular nature of the record so that the
acceleration or the force resulting from the earthquake
causes damage at a certain time of the acceleration map.
Based on the occurrence of yielding in some members at
other times, this acceleration decreases so much and turns
the curve into a lower failure criterion or even reverses
the direction of the curve. Comparing the behavior of
piles at different distances (3d, 5d, 10d) equivalent to 1.5,
2.5, and 5 meters on the same type of ground indicates
that an increase in distance between the piles leads to the
quick entry of the pile group into the nonlinear region at
a lower capacity. The IDA diagram for 5d distance is
shown in Figure 23.

3.8.4. The Probability of Liquefaction Occurrence
for Different Pile Distances under Far Field
Records The fragility curves are used to extract the
probability of occurrence of limit states from the output
of IDA. Based on the curves, an increase in the distance
of piles at a fixed level of seismic intensity increases the
probability of collapse or failure to meet the performance
level. Figure 24 shows analytical analysis of the fragility
curve at different distances.

The results indicate that the possibility of liquefaction
increases with an increase in the pile distance so that the
probability of liquefaction and collapse of the pile group
increases by about 14% when the pile distance increases
from 1.5 to 5 meters. The probability of liquefaction
increases by 7% when the distance increases from 1.5 to
2.5 meters.

Figure 23. IDA diagram for 5d distance
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Fragility Curve
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Figure 24. Analytical investigation of the fragility curve at
different distances

4. CONCLUSION

With changes in the length of the pile (5, 8 and 10) meters
for 5 distant earthquake records, it can be seen that with
the increase in the length of the pile, the pore water
pressure has a decreasing trend, and also the pressure
changes start from the 4th second onwards for most of
the acceleration maps. The rate of change decreases with
increasing candle length. Also, the stress changes start
from the 4th second onwards for most of the acceleration
maps, and the rate of change decreases with the increase
in the length of the pile. In addition, by checking the
graphs for all the swing maps, it can be seen that for a
pile with a length of 10 meters, the probability that
Liquefaction occurs close to zero. By checking the
graphs for all acceleration maps, it can be seen that the
probability of liquefaction is less for piles with a length
of 10 meters. For the acceleration mapping number 4,
diameter 0.8 has given a lower stress ratio than the pile
with a diameter of 1 meter. This inconsistency in the
results is due to the convergence of the analysis, which
for the number 4 floating map, according to the type of
acceleration, the convergence of the analysis was
difficult, and this contradiction is due to the difference in
the convergence of the analysis. Also, the pressure
changes from the 5th second onwards for most of the
acceleration maps. Likewise, the rate of change decreases
with increasing candle length. The rate of change
decreases with the increase in the length of the pile. Also,
by checking the graphs for all deflections, it can be seen
that for a pile with a length of 10 meters, the probability
that liquefaction will occur is very low. Comparing the
behavior of piles with different diameters and on the
same type of ground, it can be said that by increasing the
diameter of the piles, the pile group enters the nonlinear
region later and has more capacity. As the diameter of the
pile increases, the possibility of liquefaction decreases,
so that the possibility of liquefaction and collapse of the
pile group decreases by about 33% when the diameter of
the piles increases from 0.5 to 1 meter, which is a
significant number. Also, when the diameter increases

from 0.5 meters to 0.8 meters, the probability of
liquefaction decreases by about 12%. Comparing the
behavior of piles with different distances (3d, 5d, 10d) is
equivalent to (1.5, 2.5 and 5 ) meters on the same type of
ground, it can be said that by increasing the distance
between the piles, the pile group enters the nonlinear
region earlier and has a lower capacity.
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1. INTRODUCTION

Energy, raw materials-related. and environmental issues
are currently acquiring a global scale, which determines
the relevance of the search for technical, organizational,
and economic solutions for the rational use of all kinds of
natural energy resources, including associated gas (1).

Associated gas (AG) is a gaseous mixture consisting
of methane, ethane, propane, butane, and other
hydrocarbon compounds. Associated gas flaring and
emissions into the atmosphere result in a marked increase
in greenhouse gases (2). According to the International
Energy Agency (IEA), emissions from the world’s
energy sector are steadily high. In 2022, 37 Gt of carbon
dioxide was recorded, which is 1% above the 2019 level
(3). It is also worth noting that a fast and sustained
reduction in methane emissions is key to combating
global warming (4). Gas flaring generates more than 500
million tons of COj-equivalent greenhouse gases per
year, including both CO, and methane emissions.

Over the past nine years, the top seven gas-flaring
countries have been Russia, Iraq, Iran, the United States,
Algeria, Venezuela, and Nigeria (5). These countries
produce 40% of the world’s oil annually but account for
about two-thirds of the world’s associated gas flaring (5).

Russia topped the world ranking of associated gas
flaring countries in 2020. At the same time, different
trends were observed in different regions of the country:
a significant increase in associated gas flaring utilization
in Eastern Siberia along with a significant flaring
reduction in the Khanty-Mansy and Yamalo-Nenets
Autonomous Areas in Western Siberia. The Global
Methane Tracker study used satellites to record active
outbreaks of gas emissions worldwide from January
through August 2022. By superimposing the obtained
maps on each other, one can identify three main gas
emission zones in the Russian Federation: the coal
industry zone and oil and gas zones in Western and
Eastern Siberia (Figure 1). Although satellite coverage of
Russia is low, it is enough to give an estimate of major
emission sources.

Although over 54% of all flared associated gas is
located within a radius of 20 km from the nearest
pipeline, at least 46% remains, which includes most of
the remote and hard-to-reach fields. Active development
of oil and gas production in remote regions contributes to
an increase in the amount of gas flared (6).

Currently, when natural gas prices are near their all-
time highs (7), gas flaring not only exerts a negative
impact on climate change and human health but also is an
enormous waste of money (8). Sun et al. (9) highlighted
two main directions for reducing methane emissions:
controlling natural gas demand for future emissions and
introducing cost-effective reduction technologies for
current emissions.

/

Figure 1. Red zone - coal industry in the Urals, green zone
- Western Siberia, blue zone - Eastern Siberia

The main solutions currently implemented at gas
fields include:

1. Gas flaring: large energy losses with significant
environmental impacts. This practice is still common due
to the large volumes of natural gas in the subsoil and its
relatively low price (10). According to Federal Law No.
296 “On limiting Greenhouse Gas Emissions” of
December 30, 2021, conditions must be created to
promote sustainable and balanced development of the
country's economy in the context of reducing greenhouse
gas emissions.

2. Heat generation: providing heat supply to
production buildings and structures of the field, heating
of auxiliary and social facilities. Heat-generating units
can also be used for heating oil emulsions and formation
water.

3. Electricity generation: using gas-turbine or gas-
piston power plants, associated gas can be used to cover
the field’s own needs for electricity. However, any
failures in the operation of the gas turbine power plant
may result in associated gas flaring (11). Besides,
electricity consumption is limited by the needs of the
field. If there are no consumers other than the subsoil user
company itself, there may be a situation of energy
oversupply (12). The payback of this technology is most
often achieved by selling electricity to a third-party
consumer (13).

4. Increasing oil recovery: application of
waterflooding technology often becomes impossible
within oil and gas condensate fields due to possible
entrapment of gas by water; therefore, it becomes
relevant to apply gas methods, more specifically, to
enhance oil recovery by injecting carbon dioxide or its
mixtures with other gases (for example, as part of
associated gas). Water-gas stimulation technologies are
also becoming more and more widespread. Nevertheless,
it should be noted that in the process of enhancing oil
recovery, carbon dioxide accumulation occurs, which
requires the introduction of a monitoring and accounting
system (14).
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5. Increasing gas recovery: hydrodynamic modeling
of injection of a mixture of carbon dioxide and hydrogen
sulfide, as one of the most harmful associated gas
components, in the work (15) showed the realizability of
increasing gas production. Gas, due to its high viscosity,
density, and solubility, re-pressurizes the formation when
injected into the lower part of the formation to displace
gas. At the same time, the mixing process is minimized.

6. Gas-to-liquid conversion: converting associated
gas into liquid is a complicated and expensive
technology, highly susceptible to changes not only in oil
prices but also in gas prices. The implementation of this
technology is cost-effective not under all market
conditions (16). GTL technology makes it possible to
convert natural gas into various products such as motor
fuel, liquefied gas, lubricating oils, and other chemical
products. It is potentially possible to implement GTL
technology in the Russian Federation, since the country
has significant natural gas reserves. However, specific
projects have not been implemented yet. The main
reasons for the delay are the high cost and complexity of
the technology. Nevertheless, in light of the growing
interest in environmentally friendly and energy-efficient
fuel production, future development of GTL projects in
Russia is possible.

7. Storage: in case of large associated gas volumes
and the absence of field connection to the Unified Gas
Supply System, the method of temporary underground
gas storage is used. This method is based on the theory of
creating underground gas storage facilities. Geological
objects can be hydrocarbon deposits or aquifers (17).
Using this technology within a field has a number of
essential advantages: the availability of development
history, the state of geological and geophysical
exploration, and the confirmed containment capacity of
already developed reservoirs.

The choice of one or another technology is based on
the reserves of the field, its remoteness from the gas
transportation system, the composition of the formation
fluid, the stage of field development, already applied
associated gas utilization technologies, and many other
factors (18).

Currently, a rather new and promising direction is the
temporary underground storage of associated gas. As in
the case of creating underground gas storages, the objects
for future injection can be oil and gas deposits and
aquifers. To date, temporary underground gas storage
facilities in the gas cap of the developed deposit have
been created at the Yurubcheno-Tokhomskoye (19) and
Novoportovskoye (18) fields. They also were created in
the gas reservoir of the neighboring Vostochno-
Messoyakhskoye field, which has not yet been put into
development (19), and in the undeveloped gas horizon at
the Verkhnechonskoye oil and gas condensate field.
Figure 2 shows the classification of temporary

underground gas storage facilities created on the basis of
the classification of underground gas storage facilities.

The oil and gas industry of Eastern Siberia has been
developing rapidly over the last decade. Owing to the
remoteness of the main production centers from the
existing infrastructure of the region, a significant increase
in the volume of gas flared has become noticeable. The
existing gas transportation capacities do not yet cover all
fields under development or planned for development.

On the example of oil and gas fields in Eastern Siberia
we can realize a preliminary algorithm of object
selection, which will allow us to distinguish groups of
fields, where it is possible to implement the technology
of temporary underground gas storage (Figure 3). The
fields that already have a connection to the Power of
Siberia gas trunkline (Chayanda field) and that will
receive it in the near future (Kovykta field) are not
included in this algorithm.

The creation of temporary underground gas storage
facilities at Eastern Siberian fields will not only help
avoid penalties, but also make it possible to generate
future profits from gas sales through the Power of Siberia
gas pipeline. The experience of realization of such type
of facilities at Verkhnechonskoye, Yurubcheno-
Tokhomskoye and other fields will help to find the most
suitable solutions for such fields as Alinskoye, Tas-
Yuryakhskoye and Srednebotuobinskoye.

In this paper aimed to solve the problem of utilization
of huge volumes of associated gas from developed oil and
gas condensate fields in Eastern Siberia. The technology
of temporary underground storage of gas in the aquifer
will be considered. Although the topic of this research is
relevant to Eastern Siberia, the analysis and conclusions
may find application in future research on natural gas
storage in aquifers.

=storage until connection to the main gas
pipeline
purpose *maintaining reservoir pressure by injection

By main

saquifers

By object of : .
*gas, gas condensate and oil reservoirs

operation

ssingle reservoir

By number of ; )
smulti reservoirs

objects

By type of [EEH3
reservoir swater-bearing
energy

+with partial substitution of
hydrocarbon gas

swithout substitution

By nature of
cushion gas

Figure 2. Classification of temporary underground gas
storage facilities
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Figure 3. Algorithm for selecting a facility for temporary
underground gas storage

2. MATHERIALS AND METHOD

Unlike underground gas storage facilities created in
depleted oil and gas reservoirs, aquifers do not have a
sufficient amount of wells, and there is not enough data
to evaluate the reservoir and fluid seal characteristics.
The key indicators for evaluating the pressure integrity of
the future storage include permeability, breakthrough
pressure, mineral and mechanical brittleness, and the
thickness and area of caverns (20).

One of the largest capital expenditure items when
creating an underground gas storage facility is the cost of
cushion gas, which accounts for about 25-30% of the
overall storage facility cost (21). It is also worth noting
that cushion gas can account for 15-75% of the total gas
volume of the storage facility. Therefore, minimizing its
volume makes it possible to significantly reduce capital
expenditures.

To replace part of the cushion gas in underground
storage facilities, it is possible to use inert gases such as
nitrogen and helium or carbon dioxide, as well as various
mixtures of these gases. However, then a new problem
arises: high miscibility of non-hydrocarbon gases with
hydrocarbon gases, resulting in a significant deterioration
of the quality and calorific value of the gas extracted from
the storage facility. It is also necessary to work out the
possibility of using part of hydrocarbon components for
the own needs of the field: boiler houses at the facilities,
heating of well products, operation of compressor drives,
and many other things making up the energy complex and
technological needs. In particular, when injecting CO»,

one should take into account the corrosion hazard for
equipment due to such factors as the high salinity of
formation water and pressure.

Figure 4 presents a typical scheme for an
underground gas storage facility in an aquifer combined
with partial replacement of cushion gas. The
effectiveness of this storage scheme is ensured by various
factors. The aquifer should possess both the ability to
accumulate gas, i.e. sufficient permeability and porosity,
and a reliable fluid seal to prevent gas migration and
crossflows. Other mechanisms that determine the
efficiency of underground gas storage include rock
heterogeneity, relative permeability hysteresis, gas
dissolution, and gas miscibility (22).

Two main research methods were chosen for the
study:

- Analysis of actual publications on the topic "Methods
of associated gas utilization™;

- hydrodynamic modeling of aquifer and temporary
underground gas storage with partial replacement of
cushion gas.

A detailed analysis of existing scientific research in
the chosen direction was carried out using the allocation
of key topics, taking into account the specific features of
the found problem. To achieve the most accurate result,
hydrodynamic modeling was carried out in a specialized
program using modern computational algorithms that
increase the accuracy and speed of calculations.

The results of the study were analyzed using the
method of comparing gas and methane withdrawal-to-
injection ratios.

2. 1. Associated Gas In hard-to-reach fields, there
is no possibility to deliver gas from the outside; therefore,
when choosing cushion gas, it is necessary to take into
account the composition of associated gas produced at
the field, since the source will be flue gases obtained by
combustion. Table 1 presents associated gas composition
used in this research.

A

/_\

-

Figure 4. Schematic representation of underground gas
storage with partial replacement of cushion volume
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TABLE 1. Associated gas composition
N, CO; H,S CH; CyHg CsHg iCsHypp nCsHyp  Cose
0,002 0,035 0,003 0,693 0,132 0,065 0,010 0,028 0,032
0,008 0,025 0,000 0,700 0,224 0,076 0,014 0,035 0,018
0,006 0,025 0,002 0,709 0,163 0,054 0,008 0,016 0,016

2. 2. Aquifer The thermobaric conditions of the
selected geological object and the component
composition determine such characteristics of the
injected gas as the supercompressibility coefficient,
density, and viscosity. They also exert a significant
impact on the completeness

of displacement, the degree of gas mixing, and the
volume of cushion gas (23). Calculation was performed
for reservoir temperature 298,15 K.

For Eastern Siberia, and in particular, for the
Yurubcheno-Tokhomskaya oil and gas accumulation
area, three water-bearing complexes are typical:
suprasalt, saline, and subsalt. Since for gas storage, a
good fluid seal is required, this paper will consider the
Osinsky horizon, which is located at the junction of the
saline and subsalt formations and overlain by a regional
cover — the Usolye suite. Waters of this complex are of
the calcium chloride type (24). Table 2 presents the
component composition of waters (in mg-eq/dm®) with a
mineralization of 299 g/dm? (depths 2090-2100).

Temperatures in the Osinsky horizon vary within 20—
30 °C; the pressure is within 21-23 MPa (25). When gas
is injected into the horizon, a significant increase in
pressure occurs, resulting in changes in the properties of
both gas and formation water. To calculate the
supercompressibility coefficient, density, and viscosity,
it is necessary to assume that the formation temperature
is constant.

2. 3. Cushion Gas Properties In this work, the
pseudocritical properties of the gas mixture are
calculated by the Sutton method for associated gas (26).
To correct the dependencies on the content of carbon
dioxide and hydrogen sulfide in associated gas,
corrections for pseudocritical pressure and temperature
obtained by Sutton (26) can be used. In the considered
case, the presence of nitrogen should also be taken into
account (27). As early as 1942, Standing and Katz (28)
developed a diagram of the dependence of the z-factor on
pseudo-reduced pressures and temperatures. After that,
various researchers proposed mathematical correlation
dependencies most closely reproducing the original

TABLE 2. Component composition of the Osinsk aquifer
(ol Br SO, HCO; Ca* Na' Mg?*  Fe*

99,1 06 0,2 0,1 453 40,6 13,8 0,3

diagram (27). Standing and Katz (28) evaluated the
convergence of most of the above-presented models. The
best results were shown by the Hall and Yarborough
model. The best results were demonstrated by Hemmati-
Sarapardeh et al. (29). Taking this into consideration, the
results of the calculation of the supercompressibility
coefficient based on these dependencies for associated
gas and temperature and pressure of the Osinsky horizon
are presented in Figure 5.

Density and viscosity are found according to Lee’s
dependencies. The dependency graphs are shown in
Figures 6 and 7.

In aquifer conditions, CO, has the lowest
supercompressibility coefficient, which implies that the
volume it will occupy in the formation will be
significantly less than that of natural gas, let alone
nitrogen. Besides, since the density of CO. is
significantly higher than that of hydrocarbon gas and
nitrogen, carbon dioxide, when injected into the
formation, under the influence of the gravity gradient will
accumulate in the lower part of the formation. This will

G 1 (Hall and Yarborough)

—_—

Figure 5. Z-factor dependence on pressure

nsity, kg/m3

De

200
sure, bar

—AG1 AG2 AG3 (o2 N2

Figure 6. Dependence of density to pressure
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make it possible to reduce the degree of mixing of
hydrocarbon and non-hydrocarbon gases. When injecting
CO,, it is expedient to perforate the bottom of the
production string closer to the formation bottom.

The higher the viscosity of the injected fluid, the
better its displacement properties due to the higher ratio
of gas viscosity to formation water viscosity.

One can conclude that carbon dioxide has the best
displacement ability among gases proposed for use as
cushion gases. Nitrogen, in turn, has the worst
displacement ability, but due to its significant expansion
in the formation, it can provide an effective cushion
between CO, and associated gas.

Kareem et al. (30) considered the possibility of
sequential injection of N2 and CO.. The results of the
sequential injection experiment showed that this
technology made it possible not only to increase the CO;
storage capacity but also to improve CH4 recovery. Nuhu
etal. (31) studied the displacement of stored CH, using a
CO,-N2 mixture. The results showed that this technology
reduced pore swelling and provided high hydrocarbon
gas recovery and CO; storage. Nitrogen acts as a kind of
cushion preventing the mixing of carbon dioxide and
methane. It can be concluded that the combined use of
nitrogen and carbon dioxide provides better results in
terms of both reducing miscibility and displacement of
hydrocarbon gas. Zhang et al. (32) investigated
adsorption at the gas-rock interface. The highest
convergence was achieved using the Cuckoo algorithm.

2. 4. Case Study The present work studies the
possibility of minimizing cushion gas by partially
replacing it with CO», Nz, or their mixture. Using the
aquifer model (parameters are presented in Table 3) built
in the RFD tNavigator software, an experimental study of
24 storage scenarios was conducted (Figure 8).
Although the presence of water and low temperature
catalyze hydrate formation, they were not considered in
this model (33, 34). Any deposits in both the borehole
and bottomhole area of production and injection wells
reduce the productivity and throughput of the well (35,
36). This aspect will also be considered in future studies.

TABLE 3. Aquifer model

Property Value
Depth, m 2000
Temperature, K 298,15 308,15
Formation pressure, bar 220
Salinity, g/l 290
Porosity, % 20
Permeability, mD 300
Capacity, m 100

The base option was associated gas injection without
partial replacement.

The calculation time was taken based on the
assumption that in 10 years, the field will be connected
to the main gas pipeline, and reverse gas production will
start. The model took into account the solubility of
injected gas components in the reservoir water.

The relative phase permeabilities in the gas-water
system were adjusted based on laboratory studies by Zhu
et al. (37). The results are shown in Figure 9.

In models 1-8, both production and injection wells
are perforated in the lower part of the formation, and in
models 9-16, the upper part of the production well is
perforated. The aggregate state of carbon dioxide
changed depending on the formation temperature. When
the temperature reaches 31.2 °C, it passes to a
supercritical state at formation pressure.

The model did not take into account the hysteresis of
relative permeabilities. With successive changes in
filtration directions, the relative permeability to water is
reduced with each cycle (37). The cyclic process results
not only in the expansion of the filtration area and
enhanced rock hydrophilicity but also in enhanced gas
saturation (38).

3. RESULT AND DISCUSSION

Figure 10 shows a dot plot of the dependence of the
injected gas volume on the CH4 extraction-to-injection

Figure 8. Aquifer model

Figure 9. Gas-water relative phase permeabilities
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ratio. It can be seen from the figure that the models
located 1-6, included in Zone I include a production well
and an injection well with perforations from 2050 to 2100
meters, and in Zone Il (models 7 -16) a production well
with perforations from 2000 to 2050 meters and an
injection well with perforations from 2050 to 2100
meters. This implies that it is more efficient to inject
cushion gas into the lower part of the aquifer and extract
active gas from the upper part. Taking into account that
the temporary underground gas storage facility should be
able to contain as much associated gas as possible for
utilization, the optimal solution is Model 12, where the
cushion gas is carbon dioxide in a supercritical state.
Table 4 presents the calculation results for the simulation
of partial cushion gas substitution scenarios. When
evaluating the results obtained by the ratio of the injected
hydrocarbon gas volume to the pumped-out volume, the
best results were shown by scenario 16, in which carbon
dioxide in a supercritical state is injected first, followed
after some time by the injection of nitrogen and then
storage gas.

The efficiency of gas extraction from the storage
facility is achieved if the injection well is perforated at
the bottom and the production well at the top. When
calculating options with alternate injection of carbon
dioxide and nitrogen, it was considered that the gases
were injected for half a year before the injection of
hydrocarbon gas started. To further investigate the
technology of temporary underground gas storage with

2500
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Gas volume, min. m3
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x5 @6 +7 =8
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13 %14 ©15 +16
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Gas withdrawal to injection ratio

Figure 10. Graph of injected gas volume versus CHa
withdrawal/injection ratio

partial replacement of cushion gas, it is recommended to
study the ratio of carbon dioxide and nitrogen.

Modeling confirmed the effectiveness of injecting
dioxide into the lower part of the reservoir: due to its
higher density, it is located in the formation below
nitrogen and hydrocarbon gases, which reduces its final
content in the well products. Water produced together
with gas from a production well can be reinjected into the
lower part of the formation to increase pressure and
increase gas displacement by water when pumping gas
out from storage.

TABLE 4. Modeling results

) Temperature Gas composition Production Gas withdrawal to
Scenario A .
25°C 35°C CH, min.m?® CO, min.m* N, min.m?® Gas, min.m® Water, ths. m®  injection ratio/CH4
1 + — 1872 — — 281 2986 0,150 0,150
2 — + 1828 — — 283 3013 0,155 0,155
3 + — 2105 307 — 401 2928 0,166 0,190
4 — + 1996 322 — 393 2946 0,169 0,197
5 + — 1687 — 150 337 3010 0,183 0,187
6 — + 1644 — 144 288 3023 0,161 0,158
7 + — 1702 133 216 337 2986 0,164 0,198
8 — + 1638 136 202 330 3003 0,167 0,201
9 + — 1872 — — 870 1789 0,464 0,464
10 — + 1828 — — 877 1767 0,480 0,480
11 + — 2105 307 — 1016 1717 0,421 0,483
12 — + 1996 322 — 1005 1700 0,433 0,503
13 + — 1687 — 150 885 1783 0,482 0,524
14 — + 1645 — 144 890 1759 0,497 0,540
15 + — 1702 134 216 953 1748 0,464 0,559
16 — + 1638 136 202 945 1728 0,478 0,577
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4. CONCLUSION

This study considered the issue of associated gas flaring
at remote hard-to-reach oil and gas condensate fields,
which are planned to be connected to the main gas
pipelines only in the long run. For this type of facilities,
most often the applied methods of associated gas
utilization turn out to be unsuitable, which leads to the
search for technologies of gas reserves conservation.
Underground gas storage is an effective method of
solving this problem, but it is also capital intensive. In
this regard, it becomes urgent to search for and create a
technology that allows to reduce the cost of creating a
storage facility and increase its efficiency. This research
consists in studying the possibility of partial substitution
of hydrocarbon cushion gas by carbon dioxide and/or
nitrogen. Using hydrodynamic modeling of the aquifer
corresponding to the geological conditions of Eastern
Siberia, sixteen scenarios of storage creation with
different composition of cushion gas were investigated.
As aresult of analysis and comparison, the most effective
gas mixture composition and injection and withdrawal
method were determined.

As one of the most effective methods for solving this
problem, the technology of temporary underground gas
storage with partial replacement of cushion gas with
carbon dioxide, nitrogen, or their combination was
chosen. Based on the analysis of the dependencies of the
supercompressibility coefficient, density, and viscosity
on pressure at a constant temperature and modeling of the
aquifer, the following conclusions can be drawn:

1. Due to the lowest z-factor coefficient, the
volume occupied in the formation by carbon dioxide is
much smaller than that of natural gas, let alone nitrogen.
2. Among the gases considered, carbon dioxide
has the highest density in reservoir conditions (pco, =

906k—‘Z), which indicates that it will occupy lower
m

formations in the reservoir in relation to the active gas.
3. The greatest change in the properties of the gas
occurs in case of its transition to a supercritical state. The
higher viscosity of the gas ensures more efficient water
displacement.

4, The scenario of alternate injection of carbon
dioxide and nitrogen is the most favorable in terms of the
ratio of gas extraction to gas injection (0,577 ;”Tz).

5. The scenario implying the injection of
supercritical carbon dioxide as a cushion gas at the top
perforation of the production well was selected as the
most optimal one.

6. The group of scenarios with top perforation of
the production well showed better results than those with
bottom perforation. This is due to the low density of
natural gas that tends to rise upwards.

7. The main limitation of the selected technology
is the supercritical state of carbon dioxide, to which it
passes when it reaches a temperature of 31.2 °C. It is
desirable to select aquifers with temperatures above the
critical temperature.

The academic contribution of this work is the creation
of a new aquifer model that takes into account the
solubility of the gases injected into it, as well as the
allocation of the most effective gas injection technology
by comparing and contrasting sixteen major existing
scenarios.

Practical application of the research results is possible
both in remote and hard-to-reach oil and gas condensate
fields and in the creation of underground storage facilities
in aquifers.
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ABSTRACT

The article examines methods for assessing the efficiency of electric mining excavators, emphasizing
the inseparability of operational efficiency from the operator-machine ergatic system. It reviews methods
for evaluating operator skills via experimental data and proposes a comprehensive approach to assess
the excavator's operational efficiency and the operator's skill level. This method includes analyzing the
machine's operating time and energy efficiency using a simulator, thereby offering a novel perspective
on the dynamic interaction between human operators and automated systems. With the working cycle's
duration measured by the ratio of average to nominal cycle times, and energy efficiency assessed through
the comparison of specific energy consumption to theoretical values. The findings suggest prioritizing
reductions in operating cycle time for suboptimal machine control and focusing on improving bucket fill
rates to enhance energy efficiency. Moreover, the study underscores the potential for utilizing these
methodologies in real-world applications, aiming to optimize the utilization of mining equipment and
thereby significantly contribute to the advancement of operational methodologies in the mining sector.
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NOMENCLATURE

W, specific energy intensity for one cycle process (J/m?) m, excavator turntable weight (kg)

N, the total power of the excavator electric motors, (W) my soil weigh (kg)t

g, bucket capacity (m?) K, experimental positioning factor

t.c average cycle time (s) r radius of the center of mass of rotation (m)
Ky i average fill factor £ platform angular acceleration (1/s?)

A cycle work (J) @ rotation angle (rad)

Ay work of digging resistance forces (J) K, loosening factor

A, lifting work (J) Ky Koch control factor

A work on turning an excavator with soil (J) Lieor theoretic cycle time ()

A, soil unloading work (J) Ky Dubrovsky control factor

A empty bucket turning operation (J) Q excavator capacity (m*h)

A, work to lower the bucket to the beginning of the face (J)  Queor theoretical excavator capacity (m%/h)

Kep specific resistance of soil to digging (N/m?) K, Makhno control factor

Y, soil volume weight (N/m?) L theor specific theoretical cycle time (s/m%)

g gravitational acceleration (m/s?) top actual specific actual cycle time (s/m®)

Hyg lifting height (m) K, energy efficiency control factor

m, bucket weight (kg) Wireor theoretical specific energy intensity (J/m3)

1. INTRODUCTION

In the current trend of mining industry development,
there is a constant desire to improve the efficiency and
sustainability of production processes. Electric rope
shovels, specifically the EKG-18R model, with their
significant power capacity, aging machinery, and the
varying skill levels of operators, stand at the forefront of
this developmental push. These shovels are no exception.
This equipment is being developed by an intensive
method, on the basis of which new technological
solutions do not appear on it. The increasing volume of
excavated mass in one cycle of work is due to an
increasing dimensions of the machine and the energy
intensity of the excavation process. In turn, various
operator assistance systems are added: cameras, devices
that signal a possible collision of the bucket with the
caterpillar, etc. Which leads to the conclusion that the
main focus for equipment modernization is to help the
operator and level out the lack of experience and skills
1,2).

There are several parameters that characterize the
production efficiency of the equipment. These include:
productivity, specific energy consumption, specific
material consumption, unit cost, etc. Production
efficiency is primarily affected by the operating
conditions of the equipment (3). Having divided them
into the main categories, it can be represented as: mining-
geological and mining engineering, the quality of
preparation of the face and rock mass, the technical
condition of the machine, the organization of mining
operations, climatic conditions, ergatic system (4-6). The

operating conditions of the equipment also affect the
basic property of reliability, namely durability (7-9). As
a consequence, it is necessary to select equipment and
develop a technological scheme of development for its
effective utilization under given operating conditions
(10, 11). Additionally, advanced technologies play a
crucial role in enhancing the production efficiency of
equipment. Notably, intelligent control systems and
methods based on artificial intelligence significantly
impact not only the improvement of efficiency but also
the enhancement of equipment reliability across various
operational conditions (12, 13).

The ergatic system, or man-machine system, is the
interaction of a person with equipment. The main
criterion of this system is the qualification of the
operator, which should reflect the experience and skills
of managing this machine (14, 15). There are several
methods for assessing the operator qualifications of
scientists. These methods will be shown in the
methodology section. However, these methods rely only
on the average cycle time of the excavator or on its
performance, which does not allow to fully evaluate the
ergatic system (16, 17). There are also approaches to
analyze the factors affecting the operator in an ergatic
system, such as: temperature of the environment, fatigue,
and well-being. This study deals directly with the
evaluation of operator skill or machine control criteria
(18-20).

Nowadays, in real production, the efficiency of
equipment utilization is evaluated by the productivity of
the machine. Such as the excavator's positioning, which
directly impacts the machine's productivity. The
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qualification of the operator is evaluated in the same way.
However, this assessment is not objective, because it is
considered together with the work of dump trucks. l.e. it
is impossible to assess the production efficiency of only
a dredging machine when at least one more object
participates in the production cycle, as a rule, there are
more dump trucks working on one excavator. Moreover,
if take into account the performance of the machine itself,
without the participation of third-party equipment, the
ergatic system remains. Other criteria affecting the
production efficiency of the equipment, except for the
ergatic system, can be taken into account in calculations
or by having reference values of operating time under
given operating conditions.

Furthermore, the mining methods employed, such as
the single backup or double backup methods, along with
the rock quality and conditions of blasting operations,
significantly influence the digging time (power) and
other components of the excavator's working cycle
duration. Consequently, conclude that the production
efficiency of the equipment is inextricably linked to the
ergatic system. As a result, by evaluating the production
efficiency of the equipment it is possible to evaluate the
level of operator's qualification. In this paper we
proposed a comprehensive approach to assess the skill
level of the operator, and, the production efficiency of the
equipment, based on the evaluation of performance and
energy efficiency of the equipment during operation.
While extensive research exists in the field, practical
application at the production level remains limited or
non-indicative of actual efficiency. This gap underlines
the necessity for innovative methodologies that
accurately assess and enhance the real-world
performance of mining equipment. The authors
contribute by addressing the core challenges and
obstacles in measuring production efficiency and
operator proficiency, presenting initial achievements in
overcoming these difficulties. Through a novel lens, this
study introduces a methodological framework that not
only evaluates the equipment's operational efficiency but
also lays the groundwork for future research aimed at
predicting the operational lifespan of electric rope
shovels, thereby marking a significant advancement in
the domain of mining machinery management (21-23).

2. METHODOLOGY

This study considers an integrated approach to the
assessment of production efficiency taking into account
the level of operator's skills directly at the site of
extraction. The main criterion for evaluation is proposed
to use the specific energy intensity of the excavation
process for one cycle of work. This criterion combines
the parameters directly related to the operator's skill
level: working cycle time and bucket filling factor.

Further in the formulas will be used the average cycle
time of the excavator and the average bucket filling
factor, because in the calculations will be used directly
these values based on the results of the experiment.
Specific energy intensity of the excavation process for
one working cycle as a ratio of the work performed to the
bucket capacity given by Equation 1:
N, t
W — Y a.c
* dy @

To calculate the specific energy intensity of the
process, will be used the average cycle time of the
excavator to fill the dump truck. The data obtained for the
calculations are presented in srction 3 experiment. Also
the bucket capacity is considered taking into account the
average filling factor. As a consequence, the formula of
specific energy intensity of the excavation process will
take by Equation 2:

N, t

W — Y ta.c 2
A ApKa i @

The total power of the excavator drives multiplied by
the average cycle time represents the total work done
during the excavation cycle. During the excavation
process, various actions are performed, which can be
represented as work done by: digging (4), lifting (5),
turning (6), turning with empty bucket (7), lowering (8).
Also, in this cycle there is unloading work, but due to the
specifics of the equipment it was taken as 0.
Nevertheless, in Equation 3 given for the total work it is
taken into account.

A=Ay + A+ A4+ 4,+ 4, +4, @)
Ay =Kg 0y Ko - K @)
Ay =(qy Yo +my-g) Hyg (5)
A:ka(mn+ms+mb)-r2-g-(p (6)
A=k (m+m,) e )
Ay =my- g Hy (8)

In the ground lifting formula Equation 5 the value of
volumetric weight Ys = 2000 N/m?® is assumed for the
third category of soils, g = 9,81 m/s% In the formula of
rotation 6 angular acceleration of the rotary platform ¢ =
1 1/c?, experimental positioning coefficient ky = 1.1,
rotation angle ¢ = 90°. The bucket mass in all calculations
is taken mp = 31000 kg, equal to the bucket mass of 18
m? for excavator EKG-18R. In the digging operation
Equation 4, the volume of excavated rock mass is
expressed through bucket capacity, average bucket fill
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factor and ground loosening factor. The factors of soil
resistance to digging ks, and loosening ki were assumed
to be 0.25 and 1.25 for ground category Ill, respectively.

A mathematical model of the fourth coordinate, or
working cycle time, for the selection of the necessary
equipment was suggested by Balovnev (24, 25).
Considering the parameters of production efficiency and
operational conditions, the determination of the working
cycle time emerges as a pivotal element in the selection
of equipment. This approach facilitates the computation
of production efficiency by integrating all referenced
operational factors. Additionally, it was introduced a
methodology for evaluating an operator's proficiency,
which hinges on the proportion of theoretical cycle time
to actual cycle time, with the theoretical aspect either
deduced or furnished by the equipment manufacturer (9).

However, the method of calculation based on the
operating cycle time in isolation from the bucket filling
ratio is not representative over the entire range of
variations of operating parameters. Excluding this
problem, another method presented by Dombrovsky (26)
suggests using the ratio of actual productivity to
theoretical productivity. There is also another method
described by Makhno (27). This methods are similar to
Dombrovsky method, but it uses the ratio of specific
theoretical cycle time (12) to specific actual cycle time
(13). These methods also use the ladle filling ratio to
estimate, in addition to the working cycle time. This
allows the production efficiency to be evaluated over a
larger range of operating hours .

Kc — Ttheor (9)
Tactual
Q
Kd — _Xactual (10)
cheor
T
K — sp.theor (ll)
¢ Tsp.actual
tC eor
Tsp.theor = -clheor (12)
s
ta.c
sp.actual = (13)

b ka,fill

In this study it is proposed to use the ratio of the
energy intensity of the excavation process to the energy
intensity of the excavation process nominal (14). That is,
the energy intensity with which the operator works on the
real machine to the energy intensity calculated on the
basis of nominal values. This indicator will make it
possible to evaluate how energy efficient the equipment

is used at the production site. As a consequence, Ke will
become one of the parts of a comprehensive approach to
assessing the production efficiency of equipment and
evaluating the skill level of the operator.

K, =
ST W,

theor

(14)

By comparing and analyzing existing methods of
operator qualification assessment, it is possible to
understand their effectiveness and applicability in real
production. It will also allow to define more precisely the
vector of research, focusing on the problems not
previously described.

3. EXPERIMENTAL

In the course of the study, an experiment was conducted
to retrain the operator on a different type-size range of
excavators. The experiment was conducted on the
simulator complex designed to train operators working
on the excavator EKG-18R. The range of simulator
settings allows modeling various production conditions
(type of minerals extracted, weighted average piece size,
the share of oversize output and etc.). This complex fully
simulates the work of the excavator, its main feature is
the IDS system. This system displays in real time the load
on the drives and displays instantaneous values of current
and voltage of electric motors in time. IDS system allows
to monitor the load on the lift, head, slewing and travel
drives. In addition, it is possible to obtain data on the time
of each equipment cycle, the number of cycles and the
total volume of excavated material (28).

During the retraining process, the operator underwent
a control exercise. Which consisted of filling a BELAZ-
75304 with coal under normal operating conditions.
Table 1 shows the results of these exercises. Since in this
study was considered directly the evaluation of the
operator's qualification and as a consequence the
production efficiency of the equipment, the obtained data
can not be considered in relation to the training time.
Therefore, only an experimental database with different
excavation rates under the same operating conditions is
needed for further analysis (29). Thus, the results of the
experiment are considered in relation to different
operating styles of the equipment. The table also shows
theoretical operating time parameters, i.e. calculated with
respect to the data provided by the manufacturer. As the
results of the experiment the main operating parameters
necessary for further calculations are presented, they
include productivity (Q), average bucket filling ratio
(kafin), number of cycles required to fill the BELAZ-
75304, average cycle time (tac) and radius of the center
of mass of the rotating parts of the excavator (r).
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TABLE 1. Experimantel results of equipment runtime

N ( J/?ns) Kasin nun%g:r'e(e‘g) te(s) (M)
1 1B 077 13 2 183
2 131 052 18 30 158
3 1665 0,89 12 4 10
4 1469 073 14 2 180
5 183 1,02 10 36 207
6 1825 0,95 1 34 2,00
7 1642 091 1 6 1,07
8 1879 0,92 11 2 197
theor 2400 1,00 10 27 205

4. RESULTS AND DISCUSSION

In the course of study, the work done by the excavator in
one cycle was calculated. The results of calculations of
digging work (9), lifting (5), turning (6), total work(3)
and energy intensity of the excavation process for an
average excavator cycle are shown in Table 2 with
respect to different styles of equipment operation. The
work on the return of the empty bucket (7) and its
lowering (8) are equal for all styles of equipment
operation. Accordingly, Ac: = 0,71 MJ and A = 4,5 MJ.
Figure 1 shows the energy intensity of the excavation
process in relation to different styles of excavator control
and bucket filling ratio. Based on the graph we can
conclude that the higher the bucket filling ratio, the less
energy is required to excavate one cubic meter of rock.

Table 3 shows the results of equipment control
coefficients calculated by the methods of Koch,
Dumbrovsky, Makhno , and enery efficiency (14). Based
on this data, a graph was created to compare these
techniques as shown in Figure 2.

Having considered and compared the different
criteria for evaluating operator qualification and as a
consequence the production efficiency of the equipment.

TABLE 2. Calculated work and energy intensity of equipment

Ne Ac(MI) Ac(MI) A(MI)  Ac (M) Wa (MIM?)
1 347 8,72 243 19,90 1,43
2 2,36 7,40 179 16,83 178
3 3,99 9,35 276 21,38 1,34
4 3,27 8,49 231 19,35 1,48
5 461 1010 319 2317 1,26
6 4,28 9,69 296 2220 1,30
7 413 9,51 286 21,77 1,32
8 4,15 9,54 287 2184 132
theor 4,50 9,96 311 2285 127

2,0 1,78
126 1,30 1,32 1,32 127

18 1.4
s 1.43 134
1,3
1,0
0,8
0,5
0,3
0,0
R q";\ &

KON R ICONC NN ®
\\»\%\u\5\e~f\\%k ®

Energy intensity (J/m3)

Excavator driving style (bucket filling ratio)

Figure 1. Dependence of energy intensity of excavation
process on control style

TABLE 3. Estimated indicators of production efficiency of
equipment

Ne Kk Ka Ke Ke
1 0,64 0,49 2,01 0,88
2 0,90 0,47 2,11 0,71
3 0,79 0,69 1,41 0,95
4 0,84 0,61 1,63 0,86
5 0,75 0,76 1,30 1,01
6 0,79 0,76 1,32 0,98
7 0,75 0,68 1,45 0,96
8 0,84 0,78 1,28 0,96

o0

0
(

[ 2 3 45 ¢ 78

L

(

L

Excavator driving style
®m Koch ® Makhno and Zeltser

Dumbrovsky ® Energy efficiency

Figure 2. Dependence of production efficiency evaluation
criteria on different excavator control styles

It can be seen that the approaches of Dumbrovsky,
Makhno are similar in their results for different styles of
equipment operation and differ slightly. Therefore, it can
be concluded that these methods both are suitable for
assessing operator qualification. However, in these
approaches there is a problem of estimation of separate
indicators of equipment operating time. It s
fundamentally unclear which of the operating time
indicators should be paid attention to in order to improve
the production efficiency of the equipment.



1236 A. V. Mikhailov et al. / IJE TRANSACTIONS A: Basics Vol. 37 No. 07, (July 2024) 1231-1238

Considering Koch's method, we can conclude that, as
it was said earlier, the evaluation of cycle time does not
cover all the parameters of equipment runtime. So in
Figure 2, if we pay attention to the 2 styles of equipment
operation, we can see that the performance and energy
efficiency indicators are quite low relative to the others.
However, the cycle time score is higher than the others.
This is due to the fact that the bucket fill factor in this
management style is low. Considering the other styles of
equipment operation, we can say that this indicator
correlates with Dumbrowski, Makhno indicators.

The energy efficiency of operation does not correlate
with these parameters, as it is based mainly only on the
bucket fill factor. At the same time, this parameter shows
how efficiently the equipment is used in terms of energy
consumed per cubic meter of production. Combining this
approach together with Koch's method, it is possible to
obtain a more indicative approach to assessing
production efficiency.

Looking at Figure 2 in general, conclude that the most
efficient control styles of the electric mining excavator
are styles 3 and 5-8. The other control styles, in turn, have
poor performance in terms of both productivity and
energy efficiency.

Building on the foregoing discussion, particular
emphasis should be placed on the energy efficiency
criterion presented in this study. This criterion not only
assesses the amount of energy expended per unit volume
of extracted product but also, by integrating it with
Koch's method, characterized by cycle time, will further
allow for predicting the residual resource of the
equipment. However, considering this research,
combining these methods and delivering the results of
these criteria directly during equipment operation,
integrating them into the control system, this approach
will enhance productivity by providing recommendations
for equipment management. This includes advising on
the necessity to reduce cycle times or increase the bucket
fill factor, which will also enable the assessment of losses
incurred by mining companies due to the use of unskilled
labor.

5. CONCLUSION

This paper examined various techniques for assessing
production efficiency and evaluating operator skill level
based on different equipment control styles. The result of
the study was comprehensive approach that includes the
estimation of excavator cycle time based on Koch's
method, as well as energy efficiency, considered as the
ratio of production energy efficiency to theoretical
evaluation of energy efficiency. Thanks to this approach,
it is possible to assess the production efficiency of the
equipment in operation from different aspects, and most
importantly, to give recommendations for its

improvement. Thus, if the Koch control criterion is low,
it is possible to conclude that it is necessary to reduce the
operating cycle time. If the energy efficiency is low, the
focus should be on increasing the bucket filling ratio. The
integration of energy efficiency evaluation with Koch's
cycle time analysis highlights the importance of
assessing equipment performance from multiple
dimensions. This approach facilitates a targeted
improvement strategy by identifying specific areas of
inefficiency. Moreover, it allows for a deeper
understanding of how operator skill influences machine
productivity and energy consumption, enabling more
precise adjustments in training or operational procedures.
The findings contribute to a nuanced perspective on
optimizing electric rope shovel operations, suggesting a
pathway for more efficient and effective use of resources.
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Kalman Filter filter (CDKEF) provides better results than the unscented Kalman filter. In this research, by using two
Centeral Diffrence Kalman Filter synchronous generator models with different parameters in three scenarios, the ability of the Kalman
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doi: 10.5829/ije.2024.37.07a.04

Graphical Abstract

synchronous generator

Xikg X — ;
/S Cen A Gen B
{/)-ﬁl H Two Cases: Generator A & B - - [ e, #
“ases: Gi . = a PN
r d With measuring available objects : i @ d
q)kd r rkd [ It - Vit - Speed - Pe -T ra (XXX @, _ﬂ’q_,_
S F kq xc i “tq J (pou Pois
= =] D (p-u. Prg
] 1-Traditional test = T.’in(s) Prq
= 2-Combinatorial test "E
b 3-Load rejecton tests = X4 (p-u.) P
E 4- On-line frequency response ; Xg (pu) | __r puy
= e 5-Field decrement test E x:i(ll-w) Trg (Pu)
= 6- Applied voltage test 1 KF P Trgipu)
2 7-Evolutionary Programming 2 EKF E Tra (P}
] I8 Estimation process | @ 3 UKF = X (p)
s [ — 1 ckr ¥° T
e
- Q) Innovation :Isn't it better to estimate both states and f "‘fl‘;i(f')“
J parameters at same time with an efficient estimator 72?77?
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of these models contains some parameters, that their
values are playing an important role in grid analysis.
Usually, some of these parameters are specified by their
manufacturers and assumed to be constant. However,
some changes in power or terminal voltage may cause
special operational point that needs to update these
parameters.

The bases of the ways for determination of SG
parameters in practical mode are discussed in literature
(1-3) that used in many analysis. In addition, Mouni et al.
(2) have conducted parameter estimation by applying a
short circuit and least the square method, which may
cause damage to the SG’s structure. The other methods
that are related to the direction of this research discussed
by Chowdhury and Senroy (4) used five measuring
quantities of SG and importing them in the unscented
Kalman filter (UKF); although an example of estimating
the state of a power system using the Kalman filter are
given in literature (3) in a basic form. However, it is not
possible to measure all these quantities at a low cost in
practice. Appropriate estimation was made by
Ghahremani and Kamwa (5) Ren et al. (6), for just
dynamic states of SG with low order models and
extended Kalman filter (EKF). Huang et al. (7)
introduced fourth-order model parameters estimation
with square root unscented Kalman filter (SRUKF) that
they do not contain more details in comparison with high-
order models of SGs. To fix this issue, Geraldi et al. (8)
Zhao and Mili (9), Valverde et al. (10) estimated
parameters or dynamic states with UKF. However, in
UKF algorithms some coefficients need to be set
accurately and may be necessary to fix them in other
equations or different SG’s types. For both parameter and
state estimation, good results with a modified type of
UKF to be achieved. Rouhani and Abur (11) dond
parameter estimation for fully regulated SG, but uses a
noncomplex model like two axes model with UKF.
Gonzélez-Cagigal et al.(12) , Li et al. (13) used cubature
kalman filter (CKF) to estimate the dynamic state of SG
in detailed. CKF algorithm for implementation needs a
powerful computing platform, but can clearly say that the
results of this filter are one of the most exact results, also
the phasor measurement units (PMUs) are widely used in
data acquisition of synchronous generator operation
parameters, which can capture the dynamic response of
generators. For many reasons it is hard to transmit
gigantic volumes of data to the information center due to
limited communication bandwidth, so to reduce
communication pressure, an improved regularized
particle filter (IRPF) is designed to guarantee the
estimation performance by Bai et al. (14).

According to reviews, this research is the first
analysis to challenge the CDKF performance in
estimating both parameters and dynamic states for two
different dynamic models. It should be noted that in this
research, the estimation process will be implemented on
SGs behaviour consisting of increasing excitation

voltage and input torque for generator A and instant short
circuit for another generator (i.e. B). The measurements
also used in this work is the easily accessible outputs of
SG. Furthermore, the algorithm used has good stability,
and even it does not need to specify parameters like UKF,
and it is compatible with a wide range of dynamic
equations. Also Using the CDKEF filter in the hybrid
form, where the discrete measurements are placed next to
the continuous state equations that are known as
HCDKEF, and because discrete measurements are used,
the answers are closer to reality.

The remaining parts of this work are organised as
follows. Section 2 is allocated to describe and formulate
the CDKEF algorithm and after that in section 3 presents
the models of SG used in the estimation process. Match
the models with the CDKF algorithm for dual estimation
described in section 4. Two study cases, including
generators A and B with their details for testing the
accuracy of the process, is presented in section 5. The
conclusion and recommendation are obtained from the
results presented in section 6.

2. CENTRAL DIFFERENCE KALMAN FILTER

The basis of all Kalman filter derivatives goes back to its
linear type and is used to filter noisy data, produce
nonobservable states and forcast future state (15). But for
nonlinear states, these particle filters have the ability to
estimate states with different tension that can be
considerd (16, 17). In nonlinear forms of this filter, the
central difference Kalman filter (CDKF) is one of the
exact forms with good results. For implementing this
filter to SG’s dynamic, a complete description of the
states and measurements is required. Equations 1 and 2
represent the usual form of the states and measurement,
Also, special attention should be paid to the discontinuity
and continuity of these equations with respect to time,
which will be explained more (18, 19).

() = f(x(0), u(®) + v(o) )

y(t) = h(x(t), u(tq) + n(t) @

where X(t) represents a state vector, u(t) is the system
input, and v(t) is the process noise which is assumed to
be Gaussian with covariance Ry. These values together
form a continuous nonlinear function as f. In the second
equation, y(t) represents available measurement which is
described by the function h. The measurement noise n(t)
is assumed to be Gaussian with the covariance R, at
instant t. Since this filter is supposed to be implemented
on generator equations, a hybrid form of the filter should
be mentioned. Generators like many nonlinear systems
have continuous state equations and discrete
measurement equation. Because sensors which record the
measurements based on a sample time and finally



M. Zoghi and H. Yaghobi / IJE TRANSACTIONS A: Basics Vol. 37 No. 07, (July 2024) 1239-1251 1241

generate a data series with a specified step, so the
measurement equation is modified as follows (20):

Yk = h (Xk, Uk) + Nk ?3)

If the EKF algorithm was used to estimate, Equation
1 should linearize and then enter into the process (21).
However, in CDKF, the state equation evaluates in a
continuous nonlinear form, that is based on Sterling’s
polynomial interpolation functions (16). This method is
known for approximating nonlinear function and uses a
finite number of the main function evaluations instead of
analytical derivatives. For scaler form and if supposed
that g(x) is a nonlinear function with a random variable x
and its mean x, the 2nd order case is given by:

9(x) = 9() + Daxg + D29 @

where Dg is the first and D?4g is the second-order
central divided difference operators and given by:

Daxg = (x-5) é%};g@-m .
Bing = (e LD LG 20 o

h is known as interval length in these equations, except
that, the derivatives are not analytically solved by
extending the sterling formula to make a multi-
dimensional mode. It’s necessary to provide a new
variable that is stochastically decoupled. So z can be
expressed as Equation 7 and then put in a nonlinear
function to create g(z) in Equation 8.

z=S%x (7)

8@ =9(5x2) = g(x) ®)

where Sy is obtained from the Cholesky factorization of
covariance matrix x called Pyx. Furthermore, by putting
this transformation in the sterling formula instead D g &
[32Axg, it’s easy to calculate mean, covariance and cross-
covariance, which is summarized in two stages in the
following. At first, it is necessary to specify initial values
as below:

Xo = E[x0] 9)

Pxo = E[(Xo-%0) (Xo-x0) T] (10)

where xo is the initial estimation or mean value for the
first step and Py, is the initial estimation covariance that
can have a significant influenced on the estimation result.

2.1. Time Update  Time update in CDKF is similar
to UKF and starts by specifying the number of sigma
points which have 2L+1 points for each instant k. L is the
state space dimension or in other words, the number of
states. x«.1 is the previous value of estimation to calculate
sigma points (x.1) as follows:

X1 = [Xkr Xka+hy /Py, Xka-hy/Py ] (11)

Now it’s time to propagate sigma points through a state
equation that can obtain,

Xigk-1 = f(Xk-1, Uk-1) (12)

Then, using these points to calculate a priori estimation
of the mean () and covariance (Pxx) as follows:

. 0
Se= S oW x s (13)

—yL (c1) 2
Pxi =X [ w1 XL pe)” +

14)
2, 2 (
ch.)(xi,k\k-l XL e 1-2%0 k1)1 + Ry

where wi™ is the weighting vector of mean and w;" &
wi®@ are weighting vectors of covariance and calculated
by Equation 15. In addition, the power of two in Equation
14 represents the outer product.

2
WO(m) = h—;L
h
W= =1, 2L
h
1 (15)

.(cl) —
Wl(c)—4h2

©@ ="
_Wi _W i=1,.. 2L

2. 2. Measurement Update In this stage, sigma
points must be recalculated, but this time with prior
estimation (x) and its covariance (Px) that comes from
the previous stage as follows:

X1 =[Fk Xk+h ’p}‘ck Xk-h |p; ] (16)

Then new sigma points (X"q-1) are propagated trough
measurement function as Equation 16.
Yigeer = h(X 1) 7

With the weights were calculated in Equation 15, mean
(¥x), covariance (py ) and cross-covariance (pw ) Can be
k k

easily found in Equation 18.

s 2L (M)
Vk=Xizow; Vi klk-1

5., =\'L (c1) 2
Py =Y [w; Ot rYierier) +

(c2) 2 18
w; Oitper WV ier e 12V o k1) I+Rn (18)

_ (D) _ _ T
Py = "1 Py [VI.-l,k\k-l y/+1:2L,k|k—1]

And in the last step, one of the filter’s output that named
Kalman gain (k) is calculated in Equation 19.

Kv«=p

Xk

r, (19)

Then the final results of the estimation process (x«) as a
posterior estimation and its covariance (pXk) Can be

obtained,

X=Xk + ke (Ye- Fk) (20)
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Px= Py, - kep, K (1)

Xje
where these values are the final estimation for the kth
instant, and the first step for k+1th.

3. SYNCHRONOUS GENERATOR MODELS

One of the most important parts in dual estimation is
recognizing the dynamic model of the system under
discussion. In this work, two models of SG are described
that if not done correctly, can cause bad results. The third
and seventh order model of SG presented in the next two
sections.

3. 1. Third-Order Dynamic Model The third-
order model is the flexible and accessible model in the
dynamic analysis (19, 22). It’s not very detailed and to
achieve the equations, some assumptions must be taken.
For example, neglecting the dynamic changes of stator
and damper windings, stator resistance is assumed to be
zero and also rotor speed is considered to be equal with
synchronous speed (1p.u.). However, using this model is
favored in the filter and makes it, easy to estimate. The
equations in this model consist of rotor angle (), rotor
speed (w) and transient internal voltage of the armature
(eq) that are calculated as follows:

$=w (22)
Cb:]_{ (Tm_Te_Dw) (23)
é,; = T#do (B - eé- (% - X a)ia) (24)

To complete the above equations, mention the direct and
quadrature current (i; & i,) and electrical torque (7,) is
required, which represent in Equations 25 to 27,
respectively. Unknown parameters and states that should
be estimated are discussed separately in the following
sections.

i, = s (25)
xX'q
. vsind
jy =2 (26)
q
Voo Vo1
7,=P, EX—,deq szn5+3(x—q) (27)

After determining the state equations, it’s time to specify
the measurement equations. There are many quantities in
a generator that have a certain equation, but that’s not
enough alone. Quantities are selected, which can be
easily measured. So in this work terminal current (i,),
terminal voltage (v,), electrical power (p,) and rotor
speed (w,) are used. The following procedure can be
followed to extract their equations. Equation 28, stator
current is defined.

Q= ’if]ﬂi (28)

For v,, it’s needed to calculate direct and quadrature
voltage as follows:

vy = (1-Z)vsin o (29)
Xq

v, = (1- )veos 42 (30)
x'y x'y

and then put them in Equation 31 to form the following
equation.

v, = ’vfﬁ-vg (32)

The Equations 23 and 27 can be used for w, and p,
respectively to establish a good connection between the
states and measurement equations. In addition, this
combination gives accurate results in the estimation
process. All equations in this section are implemented on
generator A and the details are given in the appendix.

3. 2. Seventh-Order Dynamic Model The
seventh-order model has more details than the third-order
model. That is why implementing the estimation
algorithm for this model is a challenging issue. There are
five electrical equations and two mechanical equations in
this model which form the dynamic states. Unlike the
third-order model, the damper winding behavior is not
neglected here. Krause et al. (23) is used to review these
equations. The magnetic flux of the stator, rotor and
damper windings are considered as electrical equations
and written as follows:

0y = 0l 55 04 - (0,7 0,)] (32)
Og = 00000 T2 0+ 0,07 0,)] (33)
Dy = Olig* 25 (0,07 04,)] (34)
Prg = Opliat % (0~ P4)] (35)
b= Ot 22 (0,0 0,0)] (36)

In coordinates transformation from abc to qdo the
magnetic flux of the o axis (¢, ) becomes zero. ¢, and

0, Ar€ defined as middle variables to make writing
equations easier and calculated as follows:

[
? e = *a —++ ﬂ)
mq xiy xug
— Pas o Pk Ppa
¢md _xad(_+_ +f
Xis Xikg  Xifd 37
[ R (37)
Xag =(—+—+—
Xmg Xis Xlkq
1 1 1 1
Yoy = (L L Lyt
Xmd — Xis  Xikg  Xigd
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and mechanical equations also calculated as:

(2) =L @1 (39)

®p
0= mp( 3= 1) (39)

where w, is the synchronous speed and equal to 2nxf.
Now, and after completing the state equations, it is time
to choose the measurable quantities.

In this model, rotor speed, field winding current (i),
stator voltage and current were chosen, and they are
calculated according to Equations 39, 40, 28 and 31,
respectively. Except that the direct and quadrature
voltages are calculated with Equations 41 and 42.

L1

= (P~ Pma) (40)
Vg = VSinod - X,i, (41)
Vg = VC0oS 0 - X,lg (42)

As it was reviewed, this model has seven states and
nine parameters which should be estimated separately.
These equations together, form the structure of generator
B, which its real values for simulation are listed in the
appendix.

4. IMPLEMENTATION OF CDKF

The CDKEF is the most accurate filter among all sigma
point Kalman filters and uses the Sterling interpolation
formula. This filter has the computational complexity in
the order of EKF but achieves a second or higher-order
accuracy in the posterior mean and covariance which can
be observed in some recent works (24). Any filter from
sigma points filters or even a linear or nonlinear form of
them can be used for state, parameter and dual
estimation. However, for each of them, it is necessary to
modify the base filter’s structure. There are two
approaches for dual estimation. One of them uses two
filters that work together to estimate states and
parameters. The other method uses just one filter, and the
equations are written in such a way that states and
parameters are estimated simultaneously. The second
type is used in this work. Dual estimation has its
difficulties; for example, Gonzélez-Cagigal et al. (12)
used two steps to estimate. In the first step, implement
the algorithm on a simple model and then add other
components and estimate whole parameters. However, in
this work, the estimation process is implemented on
complete forms of equations. Furthermore, to understand
the structure of dual estimation in the form of a joint
filter, Qi et al. (25) have used. According to the state
equations from section (3), unknown states in third and
seventh-order models of SG can be written as:

x(Tsth-order) = [0, w,, e’]

and

xﬁth-order) = [(05,‘?1 (ods‘ (ﬂkql (ﬂkd: Qfdl @, 5]

respectively. In addition, the unknown parameters vector
(w) for the mentioned models are

Wistheorder) = [ D Tdor X Xgr X 4]

and

W(Tnh-order) = [r,, Trgr Tkdy Vfds Xiss Xikgs Xikdr Xifds H]

then the augmented vector of states and parameters
(ag=[x", w1") must be formed, which is an important
part of the estimation process. The size of the augment
vector for the third-order model is Lz or4ery = 9 and
L7th-oraery= 16 for the other. Now the augment vector

should be replaced with the state vector in Equations 3
and 1 to perform the new structure as follows:

[ ®
y=l 0 .. o0 fvl;;]+nk (44)

where 7y, is the parameters noise and depending on their
equation, their values are set. For the measurement vector

’ - .
Y honden™ [, I, v, p,] is used for generator A and

Y rhonder™ [, I, v, if] is used for generator B, which

their equations have already been specified. Finally, it
should be noted that the input vector (u) consists of
excitation voltage (v,) and input torque (77) in case (1)
and terminal voltage in case (2).

5.CASE STUDIES

CDKEF algorithm is tested on generators A & B, which
reviewed their equations in the previous sections. For
measuring the output signals of generators, their structure
was simulated in Matlab’s code environment. To better
determination of each case’s details, two sections are
considered.

5. 1. Casel: Generator A As shown in Figure 1,
generator A connected to an infinite bus in a steady state
condition through a line with impedance jO.2 p.u.
Generator outputs, which should enter to estimation
process, are recorded by sensors at sample time At=1
ms. They will be ready to use after the noise is added to
them, which is shown in Figure 2. The additional noise
has a Gaussian distribution with zero mean and standard
deviation R, = 105,

The algorithm performance will be challenged in two
changes. The first one is increasing the field voltage by
20% its real value at second 2, and after 10 seconds, the
next change will happen with an increase of 2% in input
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Figure 1. Structure of the system under study
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Figure 2. Diagrams of measurement changes for 20 seconds
in generator A (a) Real and noisy values of rotor speed (b)
Real and noisy values of terminal current (c) Real and noisy
values of terminal voltage (d) Real and noisy values of
electrical power

torque. Steady state calculation before changes take
effect, listed in the appendix.

In this case, process noise (r;) that being in state
equations, is specified by its covariance matrix (Q ) and

also the parameter noise with covariance matrix (Q, ).
These covariance matrixes combined each other as a
diagonal form that, being ready for the dual estimation
purpose as Q.= diag([0’, 0'1). The usual value of
Q_ in the UKF algorithm is 10 like Qi et al. (25), but in
this work for better results, O ... consider as:

QgDKF = diag ([10, 105, 107, 10°®, 105, 106, 105, 10°%))

The initial value of parameters is an important issue
in the implementation algorithm. For this case, initial
values are set at 80% and 130% of their real values, and
for both of them, estimation results for states and
parameters are shown in Figures 3, 4 and 5. Their results
are named HCDKEF, because the filter reformed for the
SG’s equations in hybrid structure and defined in section
2. In addition, the initial estimation error covariance,
which indicates the confidence to the initial parameters
is a diagonal matrix as:
pfnz diag ([10°°, 10®, 105, 103, 103, 104, 103, 10%])

0.54 ‘ ‘ ‘ .
| —True
0.52 —— HCDKF80%
——HCDKF130%
~ 05 0.435 _—
3
5048 0.434
b 0.433
0.46 31 344
0.44 p—
0.42
0 2 4 6 8 10 12 14 16 18 20
Time (s)
(@)

1.005 T T T
—True

——HCDKF80%
| ' ——HCDKF130%
1
1.0002
1
0.995 - 0.9998

318 3.2 322 324

w, (p.u.)

0.99 . . . .
0 2 4 6 8 10 12 14 16 18 20
Time (s)
(b)
16 T I I
F —True
1.55 - - - ‘HCDKF80% ||
»;_ 1594 J\/\w ——HCDKF130%
g 15} 1.502
o 1.59
1.588
1451 22 23 24
14 \ . . . \ ,
0 2 4 6 8 10 12 14 16 18 20
Time (s)
(©

Figure 3. Diagrams of state estimations in generator A (a)
Diagrams of true and estimated values of & (b) Diagrams of
true and estimated values of w, (c) Diagrams of true and
estimated values of e
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Figure 4. Diagrams of parameters estimation in generator A
(a) Diagrams of true and estimated values of ] (b) Diagrams
of true and estimated values of D (c) Diagrams of true and

estimated values of Ty,

For better comparison, the final estimated values in
the second 20 are listed in Table 1. Two rows of this table
are allocated to UKF estimation with similar noise to
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Figure 5. Diagrams parameter estimations in generator A (a)
Diagrams of true and estimated values of x4 (b) Diagrams of
true and estimated values of x4 (c) Diagrams of true and

estimated values of x;

CDKEF and tunable parameters a = (0.5), = (2) and k =
(-6). The only tunable parameter in CDKF is h, which is
equal to /3. The time duration (20 S) seems to be
sufficient because the filter responses are being fixed. As
it seen, estimation values are very close to the real values,
also tracking states by the filter is admirable. On the other
hand, to evaluate the estimation accuracy, relative errors
for the last data in the filter’s memory are calculated and
listed in Table 2.

TABLE 1. Estimations of CDKF and UKF for generator A
parameters in two initial conditions

CDKEF estimations

UKF estimations

Parameters €@ 80%  130% = 80%  130%
values  jnjtia| initial initial  initial

valve value valve value

J (p.u) 0.0252 0.025193 0.0251217 0.025258 0.026209
D (p.u.) 0.05 0.049956 0.050007 0.050016 0.050336
T}o(5) 0.1310 0.131622 0.130642 0.12787 0.126155
xq (pU.) 2.072 207196 2071871 207199 2.092736
Xq (P.U.) 1559 155959 156673 1.55335 156293
x4(p.u.) 0568 0568036 0.571634 0.56776 0.56858

TABLE 2. Relative errors for CDKF and UKF estimations in
generator A with two initial conditions

CDKEF relative errors

UKEF relative errors

2} 1.57 |~

1.56
1.55

——HCDKF130%

2 4 6 8 10 12
Time (s)

(b)

(%) (%)

Parameters

80% initial 130%o initial 80% initial 130%

valve value valve initial value

J (p.u) 0.0253 0.3104 0.2337 4.004
D (p.u.) 0.08161 0.0159 0.0321 0.6735
Tgo (S) 0.4753 0.2727 2.3819 3.6981
Xq (p.u.) 0.0015 0.062 3.53x10°% 1.0008
X4 (p.u) 0.0383 0.4961 0.3472 0.2525
x4(p.u.) 0.6440 0.6399 0.0409 0.1073
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5. 2. Case2: Generator B For generator B, using
the same connection to the grid as generator A, but the
difference is that, in this case, a three-phase short circuit
occurred at generator terminal in second 1 and cleared in
0.3 second later. Measurements change with the added
noise to them showed in Figure 6. The noises have a
Gaussian distribution with zero mean and standard
deviation R, = 105,

—Fault cleared-1.3 s

—Real value

‘—With noise
1.02 - 1

i-—Three phase short circuit occurred-1s

0.96 | I |
0 5 10 15 20 25 30

Time (s)

@

—With nolise
8l 1 ~——Real value | |

15 20 25 30

Time (s)
——With noise
——Real value

(b)
1.16
A4
/o

1148 115 1152

¥
10 15 20 25 30
Time (s)
(©
6 T T
——With noise
—Real value
15 20 25 30
Time (s)
(d)

Figure 6. Diagrams of measurement changes for 30 seconds
in generator B a) Real and noisy values of rotor speed b)
Real and noisy values of terminal current c) Real and noisy
values of terminal voltage d) Real and noisy values of filed
current

Since this model has more details, the generator’s
operation is simulated for 30 seconds and filter should
estimate states and parameters in this duration. Process
and measurement noises are defined by 16x16 diagonal
matrix (Q k) and in this case,

QngF = diag ([10%, 10°%, 105, 105, 10°, 10, 10,
107,
108, 107, 108, 10°, 10°, 10°, 10,
107)

The initial values of parameters set 90% and 120% of
their real values and the covariance error of the initial
estimation (P, ) defines as:

P! =diag ([10°%, 10, 10, 10, 10, 10°%, 10°%, 10,
104, 10, 104, 104, 104, 104, 104, 10])
with these values for noise and initial objects, as
mentioned above, Figures 7 and 8 show the states and
parameter estimation with both initial values of
parameters. And Figures 9 and 10 show the performance
of the filter to estimate the parameters. The result figures
for this model, which are estimated by only four
measurements signal are very acceptable.

The last estimation in 30 seconds for CDKF with h =
/3 and for UKF with « = (1), £ = (2) and k = (-13) with
similar noises to the CDKF process are listed in Table 3.
For better comparison, relative and definite errors are
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Figure 7. Diagrams of state estimations in generator B (a)
Diagrams of true and estimated values of @45 (b) Diagrams
of true and estimated values of ¢4 (c) Diagrams of true and
estimated values of ¢4 (d) Diagrams of true and estimated
values of @yq

presented in Table 4; which shows CDKF has done its
job properly and in some parameters better than UKF
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Figure 9. Diagrams of parameter estimations in generator B
(a) Diagrams of true and estimated values of riq (b)
Diagrams of true and estimated values of ryq (c) Diagrams
of true and estimated values of r¢y (d) Diagrams of true and
estimated values of x;g

except rs. However, the important thing about the filter is
the number of tunable parameters and its compatibility
with many structures.

1

Figure 8. Diagrams of state and parameter estimations in
generator B (a) Diagrams of true and estimated values of
®rq (b) Diagrams of true and estimated values of w, (c)
Diagrams of true and estimated values of § (d) Diagrams of
true and estimated values of ry
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Figure 10. Diagrams of parameter estimations in generator
B (a) Diagrams of true and estimated values of xq (b)
Diagrams of true and estimated values of x4 (c) Diagrams
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Steady states equations and real values of generators
A and B defined in Tables 5 and 6.

TABLE 3. Estimations of CDKF and UKF for generator B
parameters in two initial conditions

CDKF estimations UKF estimations

Parameters ¢ 90%  120%  90%  120%
values nitial  initial  initial initial
valve value valve value

rs (p.u.) 0.003  0.00676 0.006953 0.0306 0.00287

Tiq (PU) 00178 0.001742 0.001826 0.001753 0.00167
Tea(PU) 00133 0.012947 0.013647 0.013618 0.01267
T4 (PU)  0.000929 0.000932 0.000928 0.000932 0.000893
x5 (p.UL) 019  0.18988 0.189887 0.18989 0.18060

Xieq (P-U.) 0.8125 0.80454 0.82359 0.8176 0.77187

Xuaq (D-U) 008125 0.080166 0.08463 0.08320 0.07719
Xiya (PU) 01414 0139176 0.14650 0.14417 0.14037
H (s) 56 54320 58520 6.1600  5.3200

TABLE 4. Relative errors for CDKF and UKF estimations in
generator B with two initial conditions

CDKEF relative
errors (%)

UKEF relative
errors (%)

p t Real
arameters . olues 20%  120%  90%  120%
initial initial initial initial
valve value valve value
rs (p.u.) 0.003 12525 131.79 2.003 4.2141
Tkq (p.u.) 0.0178 2.1175 2.6159 1.447 5.6456
Ta (PU) 0.0133 29508 2.3097 2.095  4.9994
Tfa (p.u.) 0.000929 0.3828 0.0204 0.3532 3.8986
x5 (p-u.) 0.19 0.0610 0.0593  1.959 4.945

Xpeq (P.U) 08125 09796 1.3652 1997  4.9996
Xpa (PU) 008125 13337 41670 2067  4.9939
Xypq (pU) 01414 15528 3.6079 00919 0.7246
H (s) 5.6 29997 45000 1998 5000

6.CONCLUSION

In this paper, a CDKF algorithm is implemented on two
dynamic models of different generators, with the purpose
of dual estimation of states and parameters.

Although many kinds of Kalman estimation
algorithms EKF, UKF and CKF with different levels of
accuracy tested on SG’s equations. In each of them, some
parameters have to be set. While in CDKF just by tuning
one parameter can achieve good results the same as other
methods. In addition, the 7-order model used in this work
has 16 unknown states and parameters which are
estimated only by four external measurements from
accessible quantities of the generator.

The case studies have shown that the algorithm has
acceptable accuracy in different working conditions and
also in different initial values of parameters for the first
step of estimation. Furthermore, in some parameters, it
works better than UKF.

Also, due to the volume of equations and
computational complexity of the CDKEF algorithm,
special attention can be paid to the implementation of this
process on a low-cost and powerful computing platform
such as PIC as future activities, and its results will be
evaluated in the form of another research.
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8. APPENDIX

The main variables of 7-order model are:

Py Quadrature axis magnetic flux
Py Direct axis magnetic flux
The main variables of 3-order model are: Piq Q.uadratu.re axis damper mr_:lgnetlc flux
e Transient internal voltage of armature Pra Direct axis damper magnetic flux
J Rotor angle P Filed winding magnetic flux
w, Rotor speed i Filed winding current
Ey The equivalent EMF in the excitation coil ’ Stator resistance
T, Output electrical torque Fig Quadrature axis damper resistance
Ve Generator terminal voltage ra Direct axis damper resistance
4 Infinite bus voltage T Field winding resistance
iy i,  Directand quadrature axis stator currents X, Stator leakage reactance
Tao Direct axis transient time constant xy,  Quadrature axis damper leakage reactance
jd RD |:ect_ aX|i_tran5|ent reactance Xikd Direct axis damper leakage reactance
D D(;r(:][)ilrzlgrf;cltor Xy Filed winding leakage reactance
X4 Direct axis reactance iI (Ignue;g;tcfrls;ax?; voltage
X, Quadrature axis reactance q Direct axis voltage g
Va
Vig Quadrature axis damper voltage
Vid Direct axis damper voltage
Vi Field winding voltage
[ Generator voltage angle

TABLE 5. Generator A [20]

Real values

Steady state calculations

wy = 120%7 (rad/s)
S=1(p.u.)

7, =0.8(p.u)
J=0.0252 (p.u.)
D =0.05 (p.u.)
x’;=0.568 (p.u.)
x;=2.072 (p.u)
x, =1.559 (p.u.)
T4, =0.1310 (s)

V=1 (p.u)
x,=0.2 (p.u.)
ii=>=1(p.u)

0=cos” (2222) = 07227 (pu.)

o= tan”! (—9) = 0.5223 (p.u.)

V+Xq X sin @
w =1 (pu)
Ep=vx cos d +x, i x sin(6+6) = 2.8297 (p.u.)
e’ ,=vxcosd +x'yxigx sin(d+6) = 1.4048 (p.u.)

TABLE 6. Generator B [21]

Real values

Steady state calculations

S = 835x1000000 (VA)
V., = 26000 (v)

v
Vs = V3 (V)
PF =09

w,= 377 (rad/s)

P=2
H=5.6(s)
x,=0.2 (p.u.)

r,=0.003 (p.u.)

x;,, = 0.19 (p.u.)
xg=1.8(p.u)

77 = 0.000929 (p.u.)
x;; = 0.1414 (p.u.)
= 0.01334 (p.u.)
Xjq = 0.08125 (p.u.)
x,=18(p.u)

7, = 0.00178 (p.u.)

X = 0.8125 (p.u.)

0= cos™ (PF)=0.4510 (p.u.)
v,s= 1 (p.u.)
iys=cos 0-(sin 0 x1)i=
0.90-0.435i (p.u.)
E=vyt(ry %, x 1 )ixi,=
1.787 + 1.618 i (p.u.)
o=4(E,)=0.7359 (p.u.)

i4=-sin(-6-0) = 0.9272 (p.u.)

i,y=cos(-0-6) = 0.3745 (p.u.)
xmd:xd-'—x]s =1.61 (pu)
Xing=Xq X3, = 161 (pu.)

Ey=|E,|+(x4x,) ¥ig = 2.4114 (p.u.)
= E—": =1.4977 (p.u.)
Iy =ik =10s=0 (P-U.)
P g =X Xgs T g Xlgg = - 0.6741 (p.u.)

P g =X s T XigFXpq ¥y = 0.7423 (p.u.)
Pry™X1kg kg Tmg X('iquriAv) =-0.6029 (p.u.)
¢kd:x1kdXl’kd*'xmdx('idq‘*'lffd‘*'ikd) =0.9185 (p.u.)
(pfd:xWXszd+xmd><(-idq+szd+ikd) =0.1303 (p.u.)
o, =1(p.u.)

T,=0, Xiq.v‘(ﬂqs xi, =0.9030 (p.u.)
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ABSTRACT

A pervious mortar filter (PMF) is a modification of pervious mortar and pervious concrete designed as
a water filter that, based on its physical characteristics, can reduce turbidity and bacteria. However,
chemically, it contains minerals that can dissolve upon contact with water and be found in effluent. This
study aimed to determine the performance of PMF in treating surface water by reducing turbidity and
Escherichia coli and to assess its leaching potential. PMF specimens were created by mixing sand (0.6—
0.85 mm), cement, and water with sand-to-cement ratios (M) of 4 and 5 and a water-to-cement ratio
(w/c) of 0.4. Each mixture was then molded into pipes with a diameter of 8.2 cm and different
thicknesses: 3, 5, and 10 cm. Raw surface water was used for the performance and leaching tests. Results
showed that PMF effectively removed 95% turbidity and 99.71% E. coli, which increased with the
filtration duration. PMF reduced E. coli more effectively when designed with a thickness of 10 cm than
5 or 3 cm because it would provide more surface areas for suspended solids and bacteria to attach and
be retained. More substantial increases (mean %) of pH, hardness, calcium ions, and TDS were observed
in PMF M4 with a thickness of 10 cm than in thinner ones because it contained more cement that would
dissolve when in contact with water.

doi: 10.5829/ije.2024.37.07a.05
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1. INTRODUCTION

Pervious concrete is a composite of cement, coarse
aggregates, few to no fine aggregates, water (1), and
other admixtures, additives, or organic or recycled
materials as substitutes for aggregates (2, 3). Its first use
in water purification can be traced back to last decades,
when Park and Tia (4) stated about the application of eco-
concrete as a water purifier. Then, they observed
substantial reductions in total nitrogen and phosphorus
concentrations in water when testing a pervious concrete
filter that was made of small sand particles and thus had
many pores or voids (4). The application of pervious
concrete as a water filter was further solidified after being
patented by Majersky in 2008 (5). Numerous studies
have since confirmed its ability to reduce water
pollutants, including BOD, COD, and heavy metals (5).
Each pore in pervious concrete is a medium that
physically captures dissolved nitrogen and phosphorus in
water by filtration and chemically removes dissolved
phosphorus by adsorption (6). Pervious concrete has
shown promising results as a water purifier and had a
potentially significant role in addressing water pollution
challenges.

Pervious mortar filter (PMF) is an innovative
technology that is currently under development. Unlike
previous concrete, PMF does not use gravels, additives,
and admixtures to ensure good-quality water treatment.
Furthermore, PMF differs from conventional mortar in
that it does not solely add cement, fine aggregates, and
water to the mixture (7) but applies specific sand-to-
cement and water-to-cement ratios. PMF mixes fine
sand, cement, and water with a sand-to-cement ratio (M)
of 4 or 5, resulting in a smaller pore size and permeability
lower than pervious concrete but higher than
conventional mortar. Due to the small pores and their
hydraulic characteristics, this porous composite can
transmit water while effectively entrapping the pollutants
carried, such as suspended solids, bacteria, and heavy
metals. One method commonly used in surface water
treatment especially for turbidity removal is coagulation
using alum and ferric chloride along with calcium
hydroxide as a coagulant to reduce turbidity (8). PMF can
be an alternative method to reduce turbidity without
using these chemicals.

Many scholars have explored the application of fine
aggregates in mortar/ concrete as water filter. Taghizadeh
et al. (9) designed a water filter using only fine sand, later
termed porous concrete. In Indonesia, the development
of PMF technology is initiated as a water filter by using
sand with a grain size of 1-2 mm as the aggregate.
Subsequently, comprehensive research by Kamulyan et
al. (10) investigated the use of fine aggregates with a
particle size of <2 mm.

The ability of PMF to reduce various impurities has
been well-established in the literature. Pervious mortar

proved highly effective in reducing turbidity, with a
reported 90-95% reduction (10). PMF with 10 cm
diameter and 20 cm thickness created using sand
aggregate sized 0.15-0.30 mm and a sand-to-cement
ratio of 4 significantly reduced turbidity to <5 NTU and
impressively removed Escherichia coli by (E. coli)
98.71% or 2-log removal value (LRV). Therefore, to
contribute to PMF development, the current research
assessed the filtration performance of PMF made of
small (0.6-0.85 mm) and uniformly sized aggregates
with a sand-to-cement ratio of 4 (Figure 1).

The pollutant removal performance of PMF stems
from its unique physical and hydraulic characteristics,
such as pore structure and geometry. PMF composed of
aggregates smaller than 1 mm with the appropriate mix
design (sand-to-cement ratio of 4 or 5) has low
permeability, prolonging contact with water and the
substances it carries. This creates opportunities for
effective entrapment and retention of impurities within
the filter’s pores. However, the extended contact duration
also allows for dissolution and subsequent transportation
of the dissolved elements, such as Ca?*, into the water.
This means pervious mortar or concrete can dissolve or
leach if exposed to specific water qualities for an
extended period (11). Leaching is a significant
degradation observed in cement-based composites,
representing one of the primary factors responsible for
their mechanical alteration (12-16). This process starts
when cement paste comes into contact with pure or acidic
water (low pH), causing hydrolysis (17). Conversely,
dissolution involves transporting the concrete’s
compounds or ions due to the reaction between water and
portlandite (Ca(OH),). Portlandite is a mineral formed
during the curing of cement by hydration (6, 17).
Leaching evolves through the dissolution and
precipitation of minerals in cement-based composites,
such as PMF. The chemical reactions are expressed in
Equations 1 to 4.

Formation of carbonic acid:

H,0 + CO, & H,CO; 1)

Figure 1. Pervious mortar filter with the dimension of 8.2
cm (d, diameter) x 5 cm (h, or thickness), made of sand with
a grain size of 0.6-0.85 mm and a sand-to-cement ratio (M)
of 4
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Dissolution of calcium hydroxide:

2H,CO5 + Ca(OH), < Ca(HCO3), + 2H,0 2)
Formation of calcium carbonate:

Ca(HCO3), + Ca(OH), < 2CaCO; + 2H,0 3)
Dissolution of calcium carbonate:

CaCO3 + H,C0O; © Ca(HCO3), 4)

Numerous studies have investigated the interplay
between the leaching of calcium ions (Ca?*) and its
impact on concrete's porosity and tensile strength, and
vice versa. Exploring the effect of porosity in Portland
cement on the leaching process, Haga et al. (18) found
that increased pore volume led to faster dissolution of
portlandite present in the cement-based composite. They
concluded that diffusion regulates the transport of
dissolved substances or constituents and that the primary
components dissolved in hardened ordinary Portland
cement (OPC) are portlandite and C-S-H gel. Solpuker et
al. (19) estimated the leaching potential and the ability of
pervious concrete to retain trace metals. Using the
column method, they passed water with a pH of 4.3
through the pervious concrete, but the generated
wastewater was basic (approximately pH of ~10). The
conductivity decreased rapidly within the first 50 hours
and then slowly afterward. In the early stages, there was
substantial leaching of trace metals, which diminished
significantly after 50 hours and then gradually declined
over time.

Various researchers have extensively studied
leaching in concrete or pervious concrete, primarily with
immersion tests (14, 18, 19). The column method has
received less attention by comparison. In this research,
the column method was first adjusted to align with the
function and utilization of pervious mortar as a water
filter and then employed to assess the leaching potential
of composites with smaller aggregate sizes, specifically
pervious mortar. In this method, water flowed
dynamically into the pervious mortar until saturation.
Based on the above description, this study aimed to
investigate the effectiveness of pervious mortar filters in
treating surface water by removing impurities, i.e.,
suspended solids and bacteria, and their leaching
potential.

2. MATERIALS AND METHODS

2. 1. Preparation of Specimens A pervious
mortar filter (PMF) comprises sand, cement, and water
without admixtures. The sand used was collected from
the Progo River (Indonesia), with a particle size ranging
from 0.6 to 0.85 mm, while the cement used was Portland
composite cement (PCC) "Semen Gresik" (Indonesia).
No admixtures or additives were incorporated into the
PMF mixture to prevent the risk of heavy metal

dissolution  (19). The physical and chemical
characteristics of the sand and cement are presented in
Table 1. Specimens were made with two sand-to-cement
ratios (M) of 4 and 5 and a water-to-cement ratio of 0.4,
as shown in Table 2.

The mixing and stirring stages were modified from
the previous concrete production process in Park and Tia
(4), which included the use of a Hobart mortar mixer and
the 2-minute mixing time of the dry matter (instead of 1
minute). These modifications were necessary because the
current research used sand with a much smaller grain
size, thus creating a larger surface area. First, half of the
sand and half of the cement were added into the mixer
and stirred for 2 minutes. Subsequently, the remaining
halves of both materials were added to the mix and stirred
again for 2 minutes until homogenous. Then, water was
gradually added while stirring for 2 minutes to create the
final PMF mixture.

The next stage was molding on a vibrating table. This

method was modified and informed by preliminary
experiments conducted before commencing this study.
Approximately 200 g of the final mixture was carefully
poured into sand-layered PVC molds, made by cutting 3-
inch PVC pipes into varying heights or thicknesses: 3, 5,
and 10 cm. A stainless-steel ballast weighing 225 g was
positioned on top of the mixture on the vibrating table
and then vibrated at 50 Hz for 1 minute. This step was
repeated until the mixture slightly exceeded the mold's
rim (approximately three fillings to create a specimen
with 5 cm thickness), which was later leveled off using a
ruler. Afterward, the filled mold was inverted, weighed,
and vibrated again for 1 minute. Finally, it was returned
to its initial position and vibrated for 30 seconds. The
specimens were left to dry for 24 hours at room
temperature (approximately 26°C), followed by curing
with a moist cloth cover for 90 days. Afterward, the PMF
was ready for use as a filter.
All the 60 specimens were tested for porosity. Results
show that porosity remained consistent across the
different thicknesses and M variations. For the
performance and leachability tests, several specimens
were chosen according to its porosity. By this
consideration, three specimens of 10 cm thickness were
selected from M410 (namely M410a, M410b, and
M410c) or M510 (namely M510a, M510b, and M510c).
One specimen that represent the mean porosity on PMF
with 5 and 3 cm thickness for both M ratio were chosen
to be tested for performance and leachability test.
According to the preliminary study, the thicker PMFs (10
cm) perform better than the thinner ones. Hence, for this
performance and leachability test, the PMF with 10 cm
thickness is evaluated in more detail by using three
samples on each M. While for the 5 and 3 cm PMF, only
one sample is used to be observed. In this experiment, ten
specimens of PMF were chosen i.e. M410a, M410b,
M410c, M510a, M510b, M510c, M45, M55, M43, and
M53.
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TABLE 1. Physical and chemical characteristics of the sand
and cement inputted into the pervious mortar filter (PMF) mix
design

Sand (Progo River) Cement (PCC)
Element Value Element Value
SiO, (mass%) 39.10 SiO, (mass%) 18.52
P,0s (mass%) 3.768 P,0s (mass%) 6.65
SO; (mass%) 0.509 SO; (mass%o) 2.051
Ca0 (mass%) 9.958 CaO (mass%) 67.53
TiO, (mass%) 4.351 TiO, (mass%) 0.633
MnO (mass%) 0.532 MnO (mass%) 0.121
Fe,03 (mass%) 31.70 Fe,03 (mass%) 4.23
CuO (mg/kg) 654.8 CuO (mg/kg) 513
Zn0O (mg/kg) 660 ZnO (mg/kg) 359
Rb,O (mg/kg) 187.6 Rb,O (mg/kg) 73.7
SrO (mass%) 0.199 SrO (mg/kg) 519
BaO (mass%) 0.102 BaO (mg/kg) 382
Al,O5 (mass%) 7.65 As,0; (mg/kg) 75.9
K;0 (mass%) 1.981 NiO (mg/kg) 684
Density (kg/m°) 2,840 Density (kg/m°) 2,960
Fineness modulus 2.7

Uniformity coef. 1.6

TABLE 2. The mixture design of the PMF specimens
Criteria Value and unit

Size of sand 0.6-0.85 mm

Portland Composite Cement (PCC),

Type of cement Semen Gresik (Indonesia)

Sand-to-cement ratio (M) 4and 5
Water-to-cement ratio 0.4
Specimen’s diameter 8.2 cm (3-inch PVC pipe)
Specimen’s thickness 3,5,and 10 cm

Curing type Moist cloth cover

Curing duration 90 days

2. 2. Performance and Leaching Tests Figure 2
presents the laboratory equipment used in the
performance and leaching tests. The performance or
effectiveness test of the PMF specimens was assessed
based on changes in the turbidity and E. coli
concentration after filtration. The influent was water
samples collected every morning during the experiment
(January 8 to March 8, 2023) from the drainage channel
“Selokan Mataram” (north of the Faculty of Forestry,
Gadjah Mada University (UGM), Indonesia). Samples
were tested for turbidity at the Laboratory of Sanitary and

Figure 2. Equipment for the performance and leaching tests
of PMF specimens

Environmental Engineering (UGM) and E. coli presence
at the Faculty of Geography (UGM). Meanwhile, the
leaching test was specifically modified to the function of
PMF as a water filter. The modifications made to the
several steps of the leaching test performed by Vadas et
al. (12) were as follows:
a.  Column filtration

Mineral dissolution occurs when water flows into and
directly interacts with PMF. The leaching potential of
pervious mortar, acting as a filter, was analyzed by
comparing the water quality before (influent) and after
(effluent) passing through 100-day-old PMF specimens
designed in this study. The tested water quality
parameters were pH, TDS, Ca?*, and total hardness
(CaCO0:s), which are indicators of mineral leaching from
the filters during water treatment.
b. X-ray diffraction (XRD) and scanning electron

microscope-energy dispersive X-ray (SEM-EDX)

XRD was employed to determine the minerals
formed during the curing of pervious mortar. The
minerals present in PMF were used as a basis for
analyzing the chemical elements or compounds found in
the effluent. XRD was conducted on one of the test
specimens (M4 and M5) and cement that had been
allowed to set for 90 days. This test was performed at the
UGM-Integrated Research and Testing Institute (LPPT).
In addition, SEM-EDX was employed to determine the
morphology of the PMF composites to help visually
identify their constituent minerals and pore sizes.

2. 3. Water Quality Test Equipment
a.  Turbidity

The equipment used to measure turbidity is HACH
2100Q Turbidimeter. Turbidity is read by the unit of
Nephelometric Turbidity Unit (NTU). A turbidimeter is
a tool for turbidity testing with optical properties due to
light dispersion and can be expressed as a ratio of
reflected light to incident light. The intensity of light
reflected by a solid suspension is a function of
concentration if other conditions are constant.
b. Total Dissolved Solid (TDS) and pH
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The equipment used to measure these two parameters
are a portable multiparameter - HACH sensION 65 with
the pH electrode — HACH, and conductivity/TDS
electrode — HACH
c. Ca?and total hardness (CaCOs)

Water hardness is analyzed using the complexometric
method, the principle of which is based on the formation
of soluble complex compounds between metal ions and
complex-forming substances, namely the formation of
Ca with EDTA.

The Sodium salt ethylene diamine tetra acetate
(EDTA) will react with certain metal cations to form
soluble chelate complex compounds. At pH 10.0 + 0.1,
the calcium and magnesium ions in the test sample will
react with the Eriochrome Black T (EBT) indicator and
form a purplish red solution. If Na;EDTA is added as a
titrant, the calcium and magnesium ions will form a
complex compound, the indicator molecules are released
again, and at the end point of the titration the solution will
change color from purplish red to blue. From this
method, total hardness (Ca and Mg) can be obtained.

Calcium can be determined directly with EDTA, if
the pH of the test sample is made high enough (12-13),
so that magnesium will precipitate as magnesium
hydroxide and at the end point of the titration the
Eriochrome Black T (EBT) indicator will only react with
calcium to form a blue solution. From this method the
calcium (Ca) concentration in the water can be obtained.
d. E.coli

This research uses the Most Probable Number (MPN)
method which consists of an presumptive test,
confirmation test, and refinement test, using solution
concentrations of 0.1 ml, 1 ml and 10 ml.

The initial step of the experiment, namely a
presumptive test, was to sterilize the equipment using an
autoclave at a temperature of 121°C for 30 minutes. After
that, the media was prepared, the made media were
Lactose Broth (LB), Brilliant Green Lactose Bilebroth
(BGLB), and Eosin Methylene Blue (EMB).

Next is the confirmation test. At this stage, 9 culture
tubes containing sterile LB media equipped with Durham
tubes were then poured into the water samples with a
dropper in different volumes, namely 10 ml, 1 ml and 0.1
ml in each of the 3 test tubes, then incubated for 24 hours
at 37 °C. In the confirmation test, each culture tube
containing 10 ml of Brilliant Green Lactose Bilebroth
(BGLB) equipped with a Durham tube is prepared,
positive samples are added. Pour water into the 1 ml
lactose culture that has been incubated and is considered
positive, the tube is incubated for 24 hours at 45°C.

The final stage is the refinement test, samples that are
positive in the confirmation test are inoculated using a
loop needle onto the surface of Eosin Methylene Blue
(EMB) media in a zig-zag manner and then incubated at
a temperature of 37°C for 24 hours. Colony growth was
observed on Eosin 63 Methylene Blue (EMB) media.
Colonies that show a metallic sheen are colonies of

Escherichia coli bacteria. After all tests are completed,
the Escherichia coli MPN value is determined by
matching the analysis results with the MPN table (20).

3. RESULTS AND DISCUSSION

3. 1. Characteristics of PMF Specimens The
same M value represents an identical composition of
cement and sand. PMFs with M4 (PMF-M4) and PMF-
M5 were characterized and analyzed morphologically
and chemically using XRD and SEM-EDX tests. Figure
3 shows that PMF-M4 consisted of three major minerals:
calcite, albite calcian, and diopside. Further details on
their morphology and visual appearance were obtained
from the SEM-EDX test, as presented in Figures 5 and 6.

Figure 6 also shows the presence of capillary and gel
pores. All data obtained from the XRD and SEM-EDX
tests provided the basis for analyzing the leaching
potential of PMF when used as a filter.

The X-ray diffractograms in Figure 7 identified
calcite, albite calcian, and diopside as the mineral
constituent of PMF-M5. Figures 8 and 9 provide further
information on their mineral morphology and the
distribution of capillary and gel pores.

3. 2. Performance of PMF Specimens Pervious
concretes act as an effective water filter by retaining
suspended solids and adsorbing metals and other
chemicals present in water (5). Similarly, porous mortars
possess  comparable  physical and  hydraulic

Flgure 3 Examples of PMF speumens during the
production process
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Figure 4. X-ray diffractograms showing the mineral
composition of PMFs with M4 (PMF-M4)
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Flgure 5 SEM of PMF- M4 at 1000x (Ieft) and 5000x

magnifications (right)

Flgure 6. Identlflcatlon of caplllary pores (Ieft)AandgeI

pores (right) in PMF-M4
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Figure 7. X-ray diffractograms showing the mineral

composition of PMF-M5

Flgure 8. SEM of PMF- M5 at 1000x (left) and 5000x
magnifications (right)

pores (right) in PMF-M5

Figure 9. Identlflcatlon of caplllary pores (left) and gel

characteristics, enabling them to filter water effectively.
Previous studies have demonstrated the ability of
pervious mortars to entrap and remove suspended
particles (5, 9), heavy metals, such as Cu, Pb, Cd, and Zn
(12), and bacteria from raw water, resulting in better-
quality effluents. In the mortar’s composition, sand and
cement form pores that facilitate the storage and retention
of water impurities. This study analyzed the performance
of PMFs using two water quality parameters: turbidity
and E. coli bacteria. Further, to complement previous
research findings, it observed the time taken to perform
filtration until saturation. The performance test
equipment, process, and output of filtration of water
samples collected from the drainage channel “Selokan
Mataram” with the PMF specimens are shown in Figure
10.

Based on the performance test shown in Table 3, the
highest to the lowest maximum effectiveness of PMF in
reducing turbidity was 95% (10 cm/M5), 93% (10
cm/M4), 78% (3 cm/M4), 77% (5 cm/M4), 74% (3
cm/M5), and 66% (5 cm/M5). PMF also proved effective
in removing E. coli by up to 99% (10 cm/M4 and M5),
58% (5 cm/M5), and 86% (3 cm/M4). Table 4 shows the
influent and effluent turbidity and E. coli concentrations
for all PMF specimens.

Figure 11 demonstrates the relationship between the
permeability and the performance of PMF specimens in
lowering turbidity and E. coli. Permeability was
measured using the constant head method with the
pressure level set at 30 cm. The graph generally indicates
that for PMFs with the same thickness, lower
permeability coincided with greater turbidity reduction
and, thus, higher effectiveness. However, this trend did
not apply to performance in reducing E. coli.

Among the specimens, M510a produced the highest
effectiveness with the most significant turbidity
reduction of up to 95%, although a fairly wide range of

Figure 10. Process (A) and equipment setup of the PMF
performance test (B), water in the drainage channel
“Selokan Mataram” as influent (C), and water samples
before and after filtration with PMF (D)
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TABLE 3. Permeability and effectiveness of PMF specimens
in reducing turbidity and E. coli

Turbidity (%) E. coli (%) Perme  Vol. of
PMF - - a-bility  treated
min- max min  max (cm/s) water (L)

93.75 0.033 83.9
86.36  0.021 44.83
99.36  0.022 98.27
M510a 8 95 99.71  0.053 86.6
M510b 20 80 9125 97.08 0.032 46.56
M510c 6 92 98.83 9875  0.040 70.13

M410a 33 93
M410b 42 79
M410c 53 84

o o o o

M45 34 77 0 0 0.045 133.36
M55 28 66 0 58.18  0.050 229.17
M43 73 78 0 86.36  0.041 31.05
M53 28 74 0 0 0.134 75.89

TABLE 4. Turbidity and E. coli concentration in the influent
(before) and effluent (after filtration)

e Fitration  Turbidity (NTU) = /i%'(')ml)
(hour) Inf Eff Inf Eff
M410a 75 184 826 2400 210
M410b 55 184 239 2400 150
M410c 85 173 297 28 7
M510a 9 156 138 2400 7
M510b 44 156 492 2400 7
M510c 6.9 156 191 2400 3
M45 175 121 208 1100 1100
M55 21 121 184 1100 1100
M43 5.25 182 721 460 150
M53 5.75 323 73 1100 1100
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Figure 11. Permeability and effectiveness of PMF

specimens in removing turbidity and E. coli

effectiveness was observed (minimum effectiveness of
8%). For comparison, M43 exhibited moderate
effectiveness by lowering turbidity levels by 73-78%,
similar to Hosseini & Toghroli (21), who reported that
pervious concrete successfully reduced total suspended
solids by 75 to 85%. Performance variations in M510a
indicate that PMFs with 10 cm thickness reduced
turbidity to a varying degree. This occurred because the
filter required time to accumulate suspended particles on
its pore walls, contributing to increasing turbidity
reduction over time. The longer the PMF operates, the
higher its effectiveness in lowering turbidity before
reaching saturation.

PMF-M4 showed a higher average of turbidity
reduction than PMF-M5 of the same thickness (5 or 3
cm). This could be attributed to the larger proportion of
cement in the M4 mix that created a less porous filter
with a better ability to retain suspended particles. The
maximum turbidity reduction of PMF-M4 and PMF-M5
with 10 cm thickness varied from 79% to 95%, with no
noticeable difference between both sand-to-cement
ratios.

PMFs with thicknesses of 5 and 3 cm showed a
maximum turbidity reduction of 66% to 78%, although
the latter performed better than the former. This might
stem from its smaller pore area, which enabled suspended
solids to fill the pores almost immediately and hold onto
other suspended particles, increasing effectiveness.
However, due to the limited pore area, this PMF became
clogged or saturated more quickly, thus transmitting and
treating less water than the one with a thickness of 5 cm
(see Table 3).

The biological parameter observed to estimate the
amount of bacteria in the water was E. coli, a species
found in the environment, food, and the intestines of
humans and animals. While most E. coli are not harmful,
a small percentage of certain kinds of this microorganism
can result in pneumonia, urinary tract infections, and
diarrhea. Therefore, detecting their presence in a clean
water supply is essential. Based on the analysis results
presented in Table 3, the PMF specimens could remove
E. coli from the influent up to 99.71%. The zero
percentage indicates no removal of E. coli, possibly
because the filters were relatively new. In filters that have
been operated for a long time, many bacteria are attached
and growing on the walls of their pores and can later bind
E. coli. In other words, with more frequent use, the PMF
improves its effectiveness in removing E. coli from
water.

No removal of E. coli concentration was primarily
observed in PMFs with a thickness of 5 cm. As seen in
Table 3, they processed or filtered the highest amount of
treated water compared to PMFs with thicknesses of 10
and 3 cm. These results suggest that pore condition or
effective porosity significantly affects how much water
PMFs can filter. Nonetheless, more information than the
total porosity presented in the table is required to analyze
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the effect of porosity on the filter’s ability to treat water.
Also, further studies are needed to identify the size and
number of open and closed pores to support water
filtration analysis with PMF.

Based on its minimum and maximum values, M510
consistently demonstrated good effectiveness in
removing about 97.08 to 99.71% of E. coli. These results
did not substantially differ from the maximum
effectiveness of M410, which varied from 86.36 to
99.36%. In conclusion, the sand-to-cement ratio (M)
does not directly affect the filter’s ability to retain
bacteria. Instead, thickness is believed to have a more
significant influence. Generally, 10-cm thick PMFs
exhibited better E. coli reduction than those designed
with thicknesses of 5 and 3 cm. Thicker PMFs provide
more space to entrap and retain suspended particles and
bacteria. These results found that thicker PMFs had
higher effectiveness in removing E. coli, specifically
those with a thickness of 15 cm and a sand-to-cement
ratio of 4

3. 3. Leaching Potential of PMF Specimens
Water can be filtered effectively by pervious concrete
and pervious mortar. However, because of the chemical
composition of their basic materials, there is a chance of
disintegration when exposed to water. Disintegration
occurs when the calcium ions in the cement detach and
flow together with water into the filter’s surroundings,
hence called calcium leaching (22, 23). Calcium leaching
potentially affects the strength and durability of all
cement-based composites (24). Calcium contents, total
hardness (CaCQyg), total dissolved solids (TDS), and pH
levels of the effluent may increase due to water contact
with the chemical composition of pervious concrete or
pervious mortar filters during filtration (5).

This research investigated how sand-to-cement ratio
(M) and thickness affected the effluent’s pH, hardness,
TDS, and calcium levels. In doing so, it adds more
evidence of the leaching potential to earlier studies on
PMF, as demonstrated by changes in these parameter
values. The leaching test aimed to determine the leaching
patterns of PMF when exposed to the inflow of natural
water sources. Therefore, it used the same influent as the
performance test.

Table 5 shows the mean percentage of increase in
total hardness, Ca®, TDS, and pH. It indicates a
correlation between smaller sand-to-cement ratios and
higher increases in Ca?* and hardness levels. The
percentage of increase for each parameter was generally
higher in thicker (10 cm) than in thinner PMF specimens
(3 cm), indicating a higher water alkalinity level. Lee et
al. (25) found that pH increased more substantially in
thicker (20 cm) than thinner pervious concrete (10 cm)
because pervious concrete contains hydrated cement
products that easily dissolve in water, releasing
substances like OH" that can increase the water pH.
Thicker pervious concrete has more cement, resulting in

the dissolution of more products of cement hydration
reactions that leads to effluent with increased pH. The
current study shares some similarities with Lee et al. (25),
as it found pH, hardness, Ca%*, and TDS generally
increased more significantly in PMFs with a thickness of
10 cm than 3 or 5 cm.

Each PMF has its unique capacity to drain water, thus
creating different durations of filtration, times to
saturation, and filtered water amounts. For all the
specimens, the pH levels of the influent ranged from 6.7
to 7.5. Meanwhile, the pH levels of the effluent were as
follows: 8.5-10.5 for M410, 8.5-10.6 for M510, 7.5-8.5
for M45, 7.1-9 for M55, 7.3-7.4 for M43, and 7.2-8.5
for M53. The TDS levels of the influent ranged from 87
to 119.5 mg/l and the TDS levels of the effluent were as
follows: 100.9-565 mg/l for M410, 96.3-582 mg/l for
M510, 109.3-119.5 mg/I for M45, 109.4-133.6 mg/I for
M55, 103.2-106.1 mg/l for M43, and 94.4-114.1 mg/I|
for M53. The Ca?* levels of the influent ranged from
15.84 t0 25.6 mg/l and the Ca?* levels of the effluent were
as follows: 22.97-89.09 mg/l for M410, 28.67-106.5
mg/l for M510, 25.6-32.77 mg/l for M45, 24.58-40.96
mg/l for M55, 22.53-27.14 mg/l for M43, and 17.41-
29.7 mg/l for M53. The total hardness (CaCQO3) levels of
the influent ranged from 27.72 to 69.3 mg/l and the total
hardness levels of the effluent were as follows: 43.56—
387.52 mg/l for M410, 51.2-230.4 mg/l for M510,
46.08-61.44 mg/l for M45, 43.52-66.56 mg/Il for M55,
61.44-76.8 mg/l for M43, and 55.04—70.4 mg/I for M53.

Increased pH levels in the effluent are consistent with
the outcome of water treatment using pervious concrete
(12, 25, 26). Vadas et al. (12) stated that pervious
concrete could entrap suspended particulates, which later
enhanced the retention of heavy metals, such as Cu, Zn,
Cd, and Pb, effectively reducing their concentrations by
up to 95%. This process was followed by an increase in

TABLE 5. Mean percentages of increase in pH, TDS, Ca?*, and
total hardness (CaCOs), after filtration using all the PMF
specimens with their varying porosity characteristics

Average of increment percentage (%)

PMF

pH TDS Ca? Hardness

M410a 22% 35% 47% 47%
M410b 26% 45% 61% 56%
M410c 20% 28% 42% 51%
M510a 23% 25% 32% 39%
M510b 26% 44% 48% 52%
M510c 23% 24% 32% 36%
M45 12% 3% 13% 11%
M55 10% 4% 10% 7%

M43 5% 2% 17% 5%

M53 8% 4% 10% 0%
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pH levels from 7 (influent) to a maximum of 7.8
(effluent) (12). Lee et al. (25) also observed an increase
in pH from 2 in the influent to 7 in the effluent after
filtration with pervious concrete.

3. 4. Analysis of Variance (ANOVA) ANOVA
was used in this research to compare variances across the
means (or average) of different groups (ratio M and
thickness). Tables 6 and 7 show the results of analysis of
variance (ANOVA) with SPSS for performance of PMF
and leachability of PMF.

TABLE 6. ANOVA on performance of PMF
Turbidity removal

*Significant value

Variables Mean
Sig. No Sig.
4 61.46%
Ratio S/C (M) 0.163
5 47.97%
3 63.08%
Thickness of 0
PMF (cm) 5 45.24% 0.390
10 58.37%
E.coli removal
*Significant value
Variables Mean
Sig. No Sig.
4 37.68%
Ratio S/C (M) 0.648
5 45.90%
3 21.59%
Thickness of o
PME (cm) 5 6.46% 0.002
10 68.38%

*Significant if the significant value is < 0.05

TABLE 7. ANOVA on leachability of PMF
pH increment

*Significant value

Variables Mean
Sig. No Sig.
4 18.04%
Ratio S/C (M) 0.722
5 16.66%
3 6.53%
Thickness of
PME (cm) 5 10.55% 0.000
10 23.46%
TDS increment
*Significant value
Variables Mean
Sig. No Sig.
4 22.67%
Ratio S/C (M) 0.609
5 17.22%

3 2.81%
Thickness of 0
PMF (cm) > 9% 00l
10 33.39%
Ca? increment
*Significant value
Variables Mean
Sig. No Sig.
4 35.76%
Ratio S/C (M) 0.179
5 23.48%
3 13.83%
Thickness of 0
oM (o) 5 11.61% 0.001
10 44.09%
Hardness increment
*Significant value
Variables Mean
Sig. No Sig.
4 34.69%
Ratio S/C (M) 0-302
5 23.48%
3 2.27%
Thickness of 5 9.19% 0.000

PMF (cm)
10 47.33%

*Significant if the significant value is < 0.05

Based on the results of the ANOVA significance
value, there was a significant difference in the average
reduction in E. coli as well as an increase in pH, TDS,
Ca, and hardness based on PMF thickness. However,
there is no significant difference in the average values of
all variables based on the sand-cement ratio (M).

The significant difference in variable mean values
based on PMF thickness is in accordance with findings in
other studies that filter thickness greatly influences E.
coli removal and leachability of PMF. The thicker the
pervious concrete, the higher the pH of the effluent in
pervious concrete filter (25, 26).

4. CONCLUSION

The effectiveness of pervious mortar filters (PMFs) in
reducing turbidity and E. coli is caused by the physical
filtration process. The filter needs to first entrap some
suspended solids from water and allow them to
accumulate on its pore walls. This buildup further
captures suspended particles from subsequent influents,
increasing effectiveness in reducing turbidity. Among
PMFs with the same thickness, those with M4 have
higher effectiveness than M5. This can be attributed to
the higher presence of cement as an adhesive material in
M4, which makes the filters less porous and enhances the
retention of suspended particles as well as E. coli. In
addition, thicker PMFs (10 cm) generally have higher
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effectiveness in removing E. coli than the thinner ones (5
and 3 cm) because they provide more surface area and,
thus, more chances for suspended solids and bacteria to
attach and be retained.

The leaching potential of PMFs can be seen from
changes in calcium ions, pH, total dissolved solids
(TDS), and hardness between the influent and the
effluent. The effluent shows substantially higher
parameter values after filtration with the 10-cm thick
PMFs than with the thinner ones, suggesting more
leaching in the former than the latter. In addition, among
PMFs with the same thickness, a smaller sand-to-cement
ratio (M4) produces a higher percentage of increase in
pH, TDS, Ca?, and hardness than M5, especially Ca?*
and hardness. Calcium ions are released from reactions
with water in the form of calcium carbonate. The trend of
water hardness in the effluent mirrors that of Ca?*.
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NOMENCLATURE

Apush mushy zone (m?) v’ fluid velocity (m/s)

cp Specific heat at constant pressure J/(kg °C) B liquid volume fraction
Ryef Reference enthalpy (J) € constant

h Sensible enthalpy (kJ) p Density (kg/m?3)

AH latent enthalpy (J) v, solid velocity (m/s)

L Liquid 1) turbulence parameter
S Source term

1. INTRODUCTION

In recent years, electric vehicles (EVs) have gained
significant popularity and have become a hot topic in the
automotive industry. This surge in interest can be
attributed to several factors, including the growing
concern for the environment, the need to reduce
dependence on fossil fuels, and advancements in
technology. EVs offer a promising solution to these
challenges by providing a cleaner and more sustainable
mode of transportation.

Motor thermal management plays a crucial role in
ensuring the optimal performance and longevity of
electric vehicle motors. As electric motors convert
electrical energy into mechanical energy, they generate
heat as a byproduct. Excessive heat can have detrimental
effects on the motor's efficiency, reliability, and overall
performance. Therefore, effective thermal management
is essential to maintaining the motor within the
appropriate temperature range.

The basic functional requirements of any automobile
vehicle that would be expected from the customer's side
are
Acceleration
High energy and fuel economy while traveling
Maximum speed, speed control and ride comfort
Minimum filling/recharge time of fuel or energy
Minimum pollution while running
Longer Vehicle/Battery Life
The drive cycle of a fuel-powered automobile or electric
vehicle (EV) completely depends on traffic conditions,
road conditions, road terrain, and the load carried by the
vehicle. The drive cycle also depends on the various
inputs from the driver based on the road conditions. The
running of an EV also affects the working condition of
the electric motor, which needs to undergo frequent
sudden stoppages, high acceleration, and deceleration,
along with different environmental conditions. Electric
motors in industrial applications operate at rated speeds
and under rated conditions. Thus, the industrial electrical
motor design approach cannot be applied to electric
vehicles. Electric motors used in e-vehicles must meet
the basic vehicle requirements for efficient operation (1).

Computational fluid dynamics (CFD) can provide
detailed studies of fluid flow that cannot be obtained
analytically or experimentally. Since CFD models, which
have demonstrated compelling performance, can save
money on prototype manufacturing. CFD has become
very popular since the introduction of high-speed

computing, it is necessary to use either experimental or
CFD simulation for flow visualization. Flow
visualization using transparent materials was attempted
earlier. Although it is simple and inexpensive, it is not
suitable for colorless gases such as air. In such cases,
CFD simulations can be used to visualize the flow.
Using analysis, Bellettre et al. studied (2) a model in
transient state for an auto-synchronous e-machine stator
and identified problematic locations on the copper
winding, leading to the selection of a phase change
material as the cooling system. The conventional method
of testing induction motors, as analyzed by Huai et al. (3);
therefore, it is becoming more important to use
mathematical modeling tools and computational
experiments to estimate temperature rise. This is
especially relevant in the thermal study of electrical
machines. Boglietti et al. (4)performed extensive surveys
on the history and current approaches. The developments
and the latest methods introduced over the last decade are
examined in detail and contrasted to demonstrate their
strengths and shortcomings. Hosain and Fdhila (5)
optimized design parameters for inlet and groove
geometry to increase cooling performance. Yabiku et al.
(6) proposed a technique for measuring the rise in
temperature of critical sections of induction e-machines
under stop and start conditions by accounting for the
impact of material. Cavazzuti et al. (7) introduced a
powerful brushless synchronous e-machine with magnets
to conduct a thermal analysis using a lumped parameter
approach. Research by Kuria and Hwang (8) explains
three-dimensional CFD simulations conducted over a
fan-cooled brushless DC motor in a fully enclosed
environment. The machine was analyzed to determine the
temperatures of the critical machine components and the
effects of various thermal parameters. Kim et al. (9), Kim
and Kim (10), and Kim (11) suggested a few design
points to enhance the E-machine thermal design and then
verified the improvement of the cooling efficiency.
Nategh et al. (12) conducted simulations to analyze the
flow of fluids in the cooling channels by using partial
modeling. The output of the numerical simulation is used
as feedback to the lumped parameter approach, which
will explain the transfer of heat to the fluid. He found the
approaches useful because of their simplicity, since
complete machine analysis is avoided. Zhou et al. (13)
used a technique to construct efficient and robust
electrical machine thermal models that were used for
real-time thermal observation and modeling.
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According to Lim and Kim (14), the solid shaft of a
35 kW high-capacity wheel e-channel machine's design
was examined for oil splash cooling and numerical
analysis and practical testing were used to assess the
machine's cooling efficiency. Huang et al. (15) provided
heat transfer modeling of a high output brushless e-
machine with rotor magnets and heat pipes with liquid
cooling passage. Pechanek and Bouzak (16) used CFD to
analyze the two water jackets for the e-machine cooling
system and explained how heat transfer can be enhanced.
Li (17) proposed a numerical model for solving the
thermal problem, and the developed model is in good
agreement with the experiments.

Jayakumar and Sreekanth (18) discussed the novel
approach of cooling an e-machine using a baffle and its
arrangements. Selvan and Manavalla (19) studied the
phase-change material as the primary coolant for cooling
the e-machine and discussed its practical feasibility. The
PCM as a secondary coolant for the motor cooling was
not studied in detail before, and either liquid coolant or
oil coolant was used in the past for the cooling. In this
study, we are going to introduce a new concept in the
cooling of the motor by adding two different cooling
channels to protect the motor from overheating. The
primary coolant is the liquid coolant, and the secondary
coolant is the PCM. The secondary coolant is introduced
to protect the motor when the liquid coolant is running at
lower flow rates or in the event of coolant pump failure.
The secondary coolant is the primary focus of this study,

and it is thoroughly investigated to understand its impact
on the overall system.

Table 1 gives an overview of cooling methods applied
by different researchers and engineering techniques to
design the cooling system. Most of research focus on the
air cooled machine followed by liquid, oil, heat pipe and
design optimization, testing were carried out using
analytical, experimental & CFD/FEA.

Phase change materials (PCM) have not been
thoroughly investigated as a cooling medium for e-
machines. This study investigates the OM35 PCM [20]
as a coolant for the stator and brackets to assess the
benefits of PCM. Phase Change Materials (PCMs) are
substances that can store and release thermal energy
during the process of melting and solidification. While
PCMs offer several advantages such as high-energy
storage density and long-term stability, they also have a
few drawbacks that make them less desirable in certain
applications. By highlighting these drawbacks, we can
better understand why OM35 is a preferred choice.

OMB35, a specific PCM, addresses some of these
drawbacks. It has a wide operating temperature range (-
35°C to 35°C), high thermal conductivity, and minimal
super cooling and sub cooling effects. Additionally,
OMB35 exhibits minimal volume change during phase
transition and demonstrates good cycling stability. These
features make OM35 a favorable choice for various
applications, including economical operation, building
insulation, energy storage systems, and thermal

TABLE 1. Cooling method and engineering analysis technique used by various researchers

Cooling method

Engineering analysis technique

Reference Air Liquid Oil Heat Pipe Lumped/ Mathematical Experimental CFD/FEA Motor rating, kW
Leeetal. (1) x x v x x v v 16.7
Bellettre et al. (2) x v x x x v v

Huai et al. (3) v x x x v x x 15
Boglietti et al. (4) v x x x v x v

Hosain and Fdhila (5) v x x x x x v

Yabiku et al. (6) v x x x v x x 16
Cavazzuti et al. (7) v x x x v x x

Kuria and Hwang (8) v x x x x v v

Kimet al. (9) v x x x x v v 10,25
Kim and Kim (10) v x x x x v v

Kim (11) v x x x x v v 5
Nategh et al. (12) v v x x v v v 4
Zhou et al. (13) v x x x x v v 145
Limetal. (14) x x v x x v v 35
Huang et al. (15) v v x v v x v

Pechanek and Bouzak (16) x v x x x v v

Lietal. (17) v x x x x v v

Jayakumar and Sreekanth (18), < v < < « v v 18

Selvan and Manavalla (19)
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management. Other applications that use hybrid cooling
applications such as "air-cooled condensers, cooling
towers, surface condensers, and air-cooled heat
exchangers”, which were considered hybrid cooling.

The aim of this paper is to determine if the PCM can
be utilized for cooling the e-machine. From the literature
review so far, studies on e-machines have primarily been
based on a liquid cooling system. To the best of our
knowledge, PCM, along with a liquid coolant, was never
studied earlier. Thus, in this article, PCM, is along with a
coolant, is included in the bracket to enhance heat
transfer, and its performance is studied.

2. GEOMETRY

The geometry consisting of the front and rear brackets,
coolant passage, and stator stack. Figure 1 shows the
schematic sketch of the proposed cooling method. To
simplify the CFD analysis, only the components needed
for bracket cooling are considered. The front and rear
brackets hold the primary and secondary coolants,
respectively.

The secondary coolant is where the innovation begins
by adding the extra coolant to prevent the motor from
overheating when the primary coolant is unable to
adequately cool the motor or the pump is unable to
deliver the coolant.

A heat source of 18 kW (19) was applied to the stator
stack at an ambient temperature of 40 °C. The brackets
were applied with a convective heat transfer coefficient
of 10 W/m2K, as shown in Figure 2. The primary coolant
of 0.01 kg/s was supplied, and the secondary coolant of
PCM thickness was varied from 6 mm to 10 mm, as
shown in Figure 3.

The bracket consists of primary and secondary
coolants as shown in Figure 1. The primary coolant jacket
is filled with the liquid coolant, and the secondary coolant

]

Rotor

e
—————————————————=====—=—9

— > PCM

™ oo
/ [
a
/O

Front Rear Shaft Liquid Coolant

Bracket
Figure 1. Schematic sketch of the cooling concept

\ Primary Coolant Ethylene glycol
/ Heat flux applied on stator
Secondary coolant PCM

N

Convective wall

Figure 2. Simplified model of E-machine

{a)  PCM with 6mm configurations

{b) PCM with 8mm configurations {c) PCM with 10mm configurations

Figure 3. PCM Coolant configurations

is filled with PCM. The rotating system consists of a rotor
and a shaft. The stator stack is assembled inside the
brackets.

3. CONCEPT OF TWO DIFFERENT COOLING
CHANNELS

The intention behind this proposed cooling system is to
improve the heat transfer of the front bracket. The
advantage of improving the heat transfer of the front
bracket is that it will help to improve inverter cooling
where the inverter is mounted on the top of the front
bracket. In general, the temperatures in the brackets are
roughly between 180 - 200 °C while using primary
coolant alone in the system (18, 19). With the proposed
method, we can reduce the operating temperatures of the
brackets, which will help the inverter’s operating
temperature be lower. In order to simplify the analysis,
the inverter is not considered in this simulation, and it is
assumed that lowering the bracket temperature will help
the inverter electronics cooling.

The main goal of this research is to analyze how the
PCM behaves in terms of absorbing and releasing heat
when placed inside the bracket, as depicted in Figure 4.
The speed at which the phase change occurs directly
affects the heat transfer capability of the surroundings.
To avoid manufacturing constraints and excessive costs,
a minimum PCM thickness of 6 mm has been chosen.
Going below this threshold would result in higher
manufacturing costs. Therefore, this study focuses on
numerical analysis and does not include thicknesses
below 6 mm.
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Figure 4. Concept of two different cooling system

4. METHODOLOGY

STAR-CCM+ models the solidification or melting
process using an enthalpy method. The melt interface is
not specifically tracked in this method. Instead, each cell
in the domain has a value that separates the solid and
liquid fractions present in the cell volume. At every
iteration, the ratio of the medium is calculated using an
enthalpy balance.

The "pseudo™ porous medium that represents the
mushy zone has a porosity that ranges from 1 to 0 when
the substance solidifies. The porosity is zero when the
material has entirely solidified in a cell, which causes the
velocities to likewise be zero.

Enthalpy of a material is given by,

H=h+ AH 1)
where,
T
h=hep+ fp cpdT )

The Latent Heat content can now be written in terms
of the latent heat of the material, L:

AH = BL ©)

The latent heat content can vary between zero (for a
solid) and L (for a liquid).

For solidification/melting problems, the energy
equation is written as

%(pH) + V.(poH) = V.(KVT) + S (4)

The momentum sink due to the reduced porosity in
the mushy zone takes the following form: The
momentum sink in the mushy zone is a result of the
reduced porosity in that region. This reduced porosity
affects the flow of momentum through the mushy zone,
leading to a sink in momentum. The specific behavior
and characteristics of the momentum sink in the mushy
zone can vary depending on the specific situation and
conditions. The momentum sink depends on the liquid
volume fraction g of the mushy zone area with respect to
its relative velocity (20).

(1-p)? S

§= (B2+e) Amush(v —VUp ) (5)
1-B8)2

§= Eﬁzfi) Amush® (6)

5. NUMERICAL VALIDATION OF CFD RESULTS
WITH EXPERIMENT

The phase change of PCM was validated with
experimental results to ensure the CFD results are logical
and the results can be used for further research. The
numerical model was tested by experiments, and a
publication related to this research topic was found to
validate the results. Pradeep and Venugopal (21) include
experimental findings that closely resemble the scenario
we are attempting to replicate. This scenario involves
applying a heat source to a solid material and utilizing
phase change material (PCM) to enhance the cooling
process. The boundary condition is similar to the
experimental setup (21) used to validate the numerical
scheme. The temperature probes T1 to T8 were
monitored and compared to validate the results, as shown
below in Table 2 and Figure 5.

6. GRID AND TIME STEP INDEPENDENCY STUDIES

The solution obtained from the studies should be
independent of the grid and time step. To confirm this,
separate analyses were carried out for different grid sizes.
For time dependency studies, different time steps were
studied by monitoring the temperature as the field
variable. The grid's independence was initially
established for a grid size of 7 million cells. Beyond this,
the grid was independent of bracket temperature for this
study, as shown in Figure 6. After that, the time step was
varied in steps of 0.001 s, and the bracket temperature
was monitored. For a time step of 0.002 s and lower, the
temperature remained the same as shown in Figure 7.
Polyhedral cells were used, as shown in Figure 8.

TABLE 2. Comparison of temperatures as measured by
Pradeep and Venugopal (21) and computed in the present work

brabe | Experiment  CFD  RifL
T 55°C 57°C 3.64%
T2 48°C 50 °C 4.17%
3 27°C 25°C 7.41%
T4 27°C 25°C 7.41%
5 27°C 25°C 7.41%
6 27°C 26 °C 3.70%
7 27°C 26 °C 3.70%
T8 27°C 26°C 3.70%
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Figure 5. Comparison of CFD and Experimental results

(b) CFD resulis of present study
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Figure 6. Results of grid independence study

168
166
164
162
160
158

156

Bracket Temperature (°C)

154
0.006 0.005 0.004 0.003 0.002 0.001 0

Time Step (S)

Figure 7. Results of time step independence study

7. NUMERICAL SCHEME SELECTION

In the present study, in order to simulate the change of
phase, the multiphase unsteady solver was selected.
Polyhedral mesh elements are used to capture the change
of phases. Further, the multiphase solver with melting
and solidification schemes was used to capture the
melting process. The solidification process was not
captured in this study. OM35 PCM was used as a

secondary coolant, and for the primary coolant, ethylene
glycol was used. The material properties are shown
below in Table 3 (19, 21). The volume of fractions and
the temperature of brackets were monitored for
convergence. Along with this continuity, momentum and
energy equation residuals are monitored for convergence
of le-2.

8. RESULTS AND DISCUSSION

To understand the effect of primary and secondary
coolant systems on the e-machine, the following
parameters were monitored: The primary coolant is the
liquid coolant system, where the inlet and outlet
temperatures were monitored, and for the secondary
cooling system, the PCM was monitored with respect to
volume fraction and bracket temperature. Along with it,
several PCM configurations' heat capacities were
compared. Based on the above parameters, the best
performing configurations were run under cyclic load
conditions. In this analysis, we examined the fluctuating
operating conditions and heat load of the machine, which
is known as a cyclic load. To understand the complete
thermal distribution along the PCM and liquid coolant
passage, the unwrap section was used to show the
temperature distribution between the inlet and outlet. The
primary liquid coolant was kept at the lowest flow rate of
0.01 kg/s by assuming that the secondary coolant should
protect the machine in the event the primary coolant fails
because of pump failure.

8. 1. Different PCM Configurations are Compared
for Volume Fraction The different PCM
configurations were compared with respect to the volume
fraction of PCM over a period of time, as shown in Figure
9. The y axis shows the volume fraction of PCM and the
X axis shows the time period. The unsteady simulations
were run for a period of 100 s. This is to understand the
best performing PCM configurations. After that, real
world conditions were simulated by applying the cyclic
load conditions.

TABLE 3. Material properties of the coolant (21, 22)

Ethylene glycol

Properties OM35 (Ethane-1,2-diol)
Melting temperature (°C) 46.5

Density—Solid (kg/m?®) 747

Density-liquid (kg/m®) 709.5 1060
Specific heat-Solid (J/kg.K) 1650

Specific heat-liquid (J/kg.K) 2219 4182
Thermal conductivity-S, (W/m.K)  0.17

Thermal conductivity—L, (W/m.K)  0.16 0.26
Viscosity—(kg/m.s) 0.01602 0.01983
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The PCM is used as a secondary coolant on the rear
bracket. As discussed before, the primary coolant will
take on the heat load, and the excess heat will be
transferred into the PCM, which will act as a secondary
coolant to protect the outer casing. So it is very clear that
the PCM remains solid for 30 s, as shown in Figure 9.
The primary coolant is taking the heat load up to 30 s.
After that, the excess heat is transferred to the PCM and
the phase change starts at 30 s. In this case, three different
configurations were studied with different PCM
thicknesses of 6 mm, 8 mm, and 10 mm. The phase
change is fastest in 6 mm configurations, followed by 8
mm, and slowest in 10 mm configurations. The initial
temperature of PCM is 40 °C, and once it reaches 44 °C,
the phase change of PCM begins with a 2% volume
change for 6 mm and less than a 1% change for the
remaining configurations. After 50 s, only 8% of PCM
converts into liquid, and the remaining 92% of PCM
remains solid for 6 mm configurations, and for 8 mm and
10 mm configurations, this remains less than 5%. From
50s until 60s, there is a faster change of phase in the PCM
with an additional 10% change. This continues for 100 s,
and it is very linear progress for PCM in 6 mm
configurations, whereas this is not observed in 8 mm or
10 mm. At 100 s, the 6 mm configurations transform into
50% PCM liquid, whereas the other configurations at
40% and 30% phase change do not. Based on the results,
6 mm of PCM performs better in a given time period
when compared with other configurations.

The PCM remains almost solid for 30 s, and the
section view in Figure 10 shows the phase change
starting from the corner of the PCM and later progressing
to the center. At 50 s, the phase change happens at the top
and bottom corners faster compared to the center. Until
50 s, the change in volume of PCM is very minimal. After
50 s, the phase change is faster, and at the end of 100 s,
over 50% of the PCM has been transformed into liquid.
The 6 mm configurations of PCM are faster for the phase
change, which is better for the heat transfer.

The volume fractions of 8 mm and 10 mm PCM
thickness are shown in Figures 11 and 12 respectively.
The phase change was not happening until 30 s, which is
almost negligible. After 30 s, the phase change starts,

[~=6 mm PCM Configurations
|-~ 8mm PCM Configurations
10 mm PCM Configurations
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s
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Volume Fraction of PCM
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5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 8 90 95 100
Time (S)

Figure 9. Different PCM configurations are compared for
volume of fraction
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Figure 10. The volume fraction of 6 mm PCM
configurations as a function of time
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Figure 11. The volume fraction of 8 mm PCM
configurations as a function of time
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Figure 12. The volume fraction of 10 mm PCM
configurations as a function of time

which is slower in both the 8 mm and 10 mm
configurations. The phase change pattern looks similar to
6 mm configurations, but it is slower by 5 to 10 %
throughout the time period.

8. 2. Influence on Bracket Temperature for
Different PCM Configurations The comparison
of bracket temperatures for different PCM configurations
was made to understand the thermal behavior. Three
different PCM configurations were compared for
temperature on the bracket, as shown in Figure 13. For
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the first 10 seconds, the temperature of the bracket
remains the same as the initial temperature. After 10 s,
the temperature starts to increase. Every 5 seconds, the
temperature of the bracket rises by 2 °C. For 20 seconds,
the temperature of the brackets remains nearly constant
across all configurations. After 20 seconds, the
temperature of the bracket increases linearly, with 6 mm
configurations having the lowest rate of temperature rise,
followed by 8 mm configurations, and finally 10 mm
configurations. From 0 s to 50 s, the temperature
difference between the configurations is roughly 1 °C.
After that, the temperature difference starts to increase
from 2 to 5 °C. Based on the results, the best performing
configuration is 6 mm, which is better in terms of volume
fraction and temperature behavior. The initial
temperature was 40 °C, and it ended with 78 °C, 82 °C,
and 84 °C for three different configurations, i.e., 6 mm, 8
mm, and 10 mm configurations.

Different configurations' heat capacities were
observed, as shown in Figure 14. The lowest heat transfer
rate of 80 kW was observed for 6 mm configurations, and
more than 100 kW was observed for 8 mm and 10 mm
configurations, which means the amount of heat energy
required to change the phase is reduced and heat is
conducted through the brackets faster compared to other
configurations. The volume fraction and temperature
behavior results show that the 6 mm configuration
performs better and helps to keep the temperature of the
brackets as low as possible. Henceforth, the 6 mm
configurations are simulated for cyclic load conditions.

Temperature (°C)

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 8 90 95 100
Time (5)

Figure 13. Bracket temperature of different PCM
configurations as a function of time
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Figure 14. The heat capacity comparison of different PCM
configurations

The primary liquid coolant was kept at an inlet
temperature of 40 °C, and the outlet temperature was
monitored for three different configurations as shown in
Figure 15. According to the results, the temperature of 6
mm configurations is 79 °C, while that of 8 mm and 10
mm configurations is around 81 °C and 85 °C,
respectively. The 10 mm configuration increases the
overall temperature of the system when compared with
the 8 mm and 6 mm configurations.

As shown in Figure 16, the PCM is unwrapped to
demonstrate the thermal behaviours of various
configurations. The lowest temperature is observed in 6
mm configurations, where we have the lowest
temperature in the middle of the PCM and the highest
temperature on the top and bottom of the wall. But when
we study the other configurations, the bottom wall has a
higher temperature, which shows the thermal gradient is
higher and the uniform melting of PCM will not happen
in the cases of 8 mm and 10 mm because of the difference
in temperature between the top and bottom walls.

By comparing the bracket temperature results with
previously published work [18,19] the present study
shows better heat transfer, which results in lower bracket
temperature as shown in Table 4.

M Qutlet_Temperature

Minlet_Temperature

Temperature (°C)
= B B 8 &8 2 2 2 3

Gmm Emm 10 mm
PCM Configurations
Figure 15. The Inlet and outlet temperature comparison for
liquid coolant

Temperature (C)
84 92 99 107 114 122

[ TN 'm
Figure 16. Different PCM configurations Unwrap (a) 6 mm
(b) 8 mm (c) 10 mm are compared for temperature behavior
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As explained in Figure 4, the heat transfer should
happen from the stator to the ambient via brackets. In
order to enhance the heat transfer, the PCM should
convert the phase from solid to liquid faster so that the
heat energy used for the phase change will be lower and
the heat capacity will also be lower, enhancing the
conduction within the solid and then to the ambient,
which we can see in Figure 14 in terms of the heat
capacity of the PCM. Based on the above results, the
best-performing PCM configuration is 6 mm. The lower
the thickness, the better the phase change of the PCM. An
increase in the thickness of the PCM will not improve the
heat transfer and is very ineffective, which means more
heat energy will be stored within the system, which will
increase the temperature of the brackets.

8. 3. Study of PCM Configurations with Cyclic Load
Conditions Among the three different PCM
configurations studied based on the results, the best-
performing configuration is 6 mm. It is better in terms of
heat transfer and latent heat. The simulations were
performed for a period of 100 s to understand the best
performing configurations. The aim of these studies is to
understand PCM configurations that can effectively
manage thermal loads. Now the cyclic load condition will
be applied to study the heat transfer behavior and the
volume change of PCM materials, as shown in Figure 17.
The cyclic load conditions, PCMs are subjected to
repetitive heating and cooling cycles. Understanding the
behavior of PCMs under these conditions is crucial for
optimizing their performance and ensuring efficient
thermal management. The cyclic load conditions were
performed for a period of 400 s, as shown in Figure 18,
which is an ideal condition for motor operation to
understand the behavior (20). The heat transfer varies
between 1 and 9 kW.

Figures 18 and 19 show that under cyclic load
conditions, the PCM almost remains solid until 100 s. For
every additional 25 s, the phase change of an additional

10 % is noticed, which is a linear progression until 260 s.
Almost 50 % of phase change happens at 200 s, and in
another 120 s, complete phase change happens, which is
faster when compared with the first phase of the melting
process, which lasts until 200 s.

n
10]

Heat Transfer (kW)
bl L L -

20 40 60 B0 100 120 140 160 180 200 220 240 260 280 300 320 340 360 380 400

Physical Time (s)
Figure 17. The 6 mm configuration applied with cyclic load

conditions

o

U

400 8 3008 200 8 100 8

Figure 18. The volume fraction of 6 mm PCM
configurations with a function of time

TABLE 4. Compassion with previous study

Bracket Temperature (°C) refereed from [18] Bracket Temperature (°C) refereed from [19] Bracket Temperature (°C) from present work

Liquid cooling method
100 -120 (°C)

PCM cooling method

Liquid & PCM cooling method
80 (°C)

Volume Fraction of PCM
= £ 3 =8

R T S R R A R R e R N A RE M AE |
Physical Time (5
Figure 19. The volume fraction of 6 mm PCM

configurations

The phase change of OM35 begins at 45 °C, where
only a 1% change is observed. A bracket temperature of
76 °C causes a 50% phase change. The complete phase
change happens at a temperature of 90 °C in 360 s. The
temperature starts at 45 °C and rises to 100 °C after 400
seconds, as shown in Figure 20.

The PCM unwrap is to show the thermal behavior of
the complete PCM from the inlet to outlet location. The
bottom wall of the PCM is hotter when compared to the
top wall. Under cyclic load conditions, unsymmetrical
temperature distribution is observed, which results in the
non-uniform melting of PCM, as shown in Figure 21.
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The primary coolant unwrap shows a higher
temperature at the center of the coolant passage. During
cyclic load conditions, the highest temperature is
observed in the center of the passage, where we have the
outlet, and the coolant at a higher temperature. The non-
uniform cooling observed in the PCM is due to heat
transfer from the primary coolant, as shown in Figure 22.

Temperature (°C)

Physical Time (s)
Figure 20. The thermal behaviour of 6 mm PCM
configurations

Figure 21. PCM unwrap for 6 mm configurations

Temperature (C)
104 110 115 121 126 132 137 143 149 154

B
Figure 22. Primary Coolant unwrap for 6 mm configurations

9. CONCLUSION

The concept of the primary and secondary cooling
systems of an e- machine works well and helps to keep
the operating temperature within limits. The novel
invention helps to reduce the bracket temperature from
120 °C to 80 °C, which is a significant improvement
compared to other cooling techniques and is beneficial
for the mild to hybrid categories of vehicle motor
cooling.

In this study, the thickness of PCM, which acts as a
secondary coolant, was studied, and it was found that the
thickness of PCM will impact the temperature of
brackets. Under constant load conditions, it took nearly
100 s to completely melt the PCM. The thicknesses of 6
mm, 8 mm, and 10 mm were studied, and it was found

that the 6 mm thickness shows better results in terms of
heat transfer and uniform cooling of brackets.

Under cyclic load conditions, the PCM of 6 mm
configurations helps us maintain a uniform temperature
of the brackets. Further studies could improve heat
transfer by adding the baffles to the cooling channel.
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ABSTRACT

A multi-phase permanent magnet synchronous motors (PMSM) has applied popularly in the field of
industry (e.g. trucks, ship propulsion, mining, etc) due to its high torque, efficiency and reliable
operation. So far, many researchers have studied the multi-phase PMSM (e.g, a three-phase PMSM, a
six-phase PMSM) for electric vehicle applications. But, there are still significant limitations in the
quantity of research on the six-phase PMSMs. Particularly, when researching this type of motor, authors
mainly have provided specifications of the six-phase PMSMs and then conducted experiments on these
machines without giving the detailed formulations to analytically compute and design dimensions and
electromagnetic parameters. In this research, an analytic model is first developed to determine the main
parameters of a six-phase surface-mounted PMSM (SPMSM). The finite element method (FEM) is then
introduced to simulate and compute electromagnetic parameters, such as the current waveform, back
electromotive force (EMF), flux density distribution, output torque, cogging torque, torque ripple and
harmonic components. The development of proposed methods is applied on a practical problem of a six-
phase SPMSM of 7.5kW.
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1. INTRODUCTION

A six-phase permanent magnet synchronous motor
(PMSM) has been recently used widely for electric
vehicle applications. Because these motors have the high
torque, power density, efficiency, wide speed range,
reliability, durability and safety (1-5). Therefore, their
extensive applications have been applied popularly in the
fields of industrial, medical, aerospace and military
sectors. Specifically, they are used in applications of
electric vehicles, electric tractions, collaborative robots,
drones electrical drive systems. So far, many
researchers, designers and manufacturers have also
studied three phase PMSMs. However, compared to the
six phase PMSMs, these motors are still limitations for
the torque and efficiency (6). In order to improve the
performance and reliability of these machines, a six-
phase PMSM has been proposed to use in applications
demanding the high torque, efficiency and reliability. A
novel configuration for a six-phase direct-drive PMSM
called the 60° phase-belt toroidal winding configuration
(60°-TW) was presented (1) via the finite element
method (FEM) to compute the magnetic field
distribution, back electromotive force (EMF), cogging
torque, output torque and efficiency. In this paper, unlike
conventional methods, each coil in the 60°-TW was here
wound in the same direction on the stator yoke. Patel et
al. (2), proposed a novel winding arrangement for the six-
phase PMSM featuring 18 slots and 8 poles. This
innovative configuration served to eliminate undesirable
space harmonics within the stator magnetomotive force
(MMF). Consequently, it leads to enhancements in
power/torque density and efficiency while concurrently
reducing eddy current losses in the rotor PMs and copper
losses in the end windings. In addition, to improve the
availability of the drive train for electric vehicles (EV)
applications, this paper presented the concept of
designing a six-phase PMSM as two distinct three-phase
windings. A comprehensive investigation was carried out
to explore various possible phase shifts between these
two sets of three-phase windings, accounting for their
slot-pole combinations and winding arrangements. The
optimal phase shift was then selected through an analysis
of harmonic distributions and their impact on the
machine performance. Scuiller et al. (3)introduced a
design approach tailored for multi-phase PMSMs
powered by pulse-width modulation (PWM) voltage
source inverters. Initially, the potential for enhancing the
torque density through harmonic utilization is presented.
Then, the distinctive challenges stemming from the
PWM-based power supply of multi-phase machines in
the design process are addressed. Islam et al. (4)
conducted a performance comparison of a five-phase
external rotor PM assisted synchronous reluctance motor
with two distinct winding configurations. In this context,
a five-phase  winding configuration  proposed

enhancements in power density, fault tolerance
capabilities and the mitigation of torque pulsations, in
contrast to conventional three-phase  windings.
Additionally, the incorporation of an external rotor
structure contributes to further increases in power
density. In, a novel six-phase PMSM with an innovative
toroidal winding (NTW) configuration was also
presented by Jin et al. (5) to investigate electromagnetic
parameters such as the back EMF, cogging torque, torque
ripple, output torque, losses and magnetic field
distribution. In this paper, each coil of the NTW is
uniformly wound onto the stator yoke in the same
direction. The obtained results enhanced the low-speed
performance and increased the output torque. They were
also compared to the traditional six-phase PMSM. Del
Pizzo et al. (6) explored two potential electric propulsion
motor solutions for unmanned aerial vehicles. It involves
a comparison of the sizes, weights, and certain
characteristics between a three-phase PMSM and a six-
phase motor achieved through a suitable rewinding of the
armature, while maintaining fixed stator and rotor
magnetic circuits. Won et al. (7) presented an innovative
electric truck application featuring a six-phase fractional-
slot concentrated winding PMSM. This machine design
comprised a dual three-phase winding, spaced 75 degrees
apart. A mathematical model for the six-phase interior
PMSM (IPMSM) using the -d and-q axis theory was
conducted (8). This model was subsequently utilized to
deduce the precise interrelationships among different
unitized machine parameters, aiming to achieve optimal
performance in both inverter control (IC) and traction
scenarios. Cheng et al. (9) analyzed a modeling of a six-
phase surface mounted PMSM (SPMSM) based on the
equivalent magnetic circuit with the magnetic behavior
and electrical characteristics.

Despite many papers have researched on six-phase
PMSMs as discussed above. However, there are still
significant limitations in the quantity of research on these
machines. Particularly, when researching these types of
motors, authors mainly have provided specifications of
the six-phase PMSM and then conducted experiments on
these motors without giving the detailed analytical
formulations for computing and analyzing their
electromagnetic parameters.

In this research, an analytical design is proposed for a
six phase SPMSM to determine required dimensions and
electromagnetic parameters as well. Then, the FEM is
introduced to verify the analytical model via the
simulation of the current waveform, back EMF, flux
density distribution, output torque, cogging torque,
torque ripple and harmonic components.

2. MODEL OF A SIX PHASE PMSM

A structure of the six-phase SPMSM with the 60°
toroidal winding (TW) is depicted in Figure 1.
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Figure 1. Modeling of the six-phase PMSM with 60°-TW (5)

This design consists of an outer rotor core, an inner
stator core and the distinctive 60°-TW. Unlike the
conventional winding approach, each coil is wound onto
the stator yoke in the 60°-TW (5). The structural
characteristics of the 60°-TW is illustrated in Figure 2.
The arrangement of stator windings for the six-phase
PMSM with 60°-TW is illustrated in Figure 3.

3. ANALYTICAL DESIGN

In this part, a six-phase outer rotor SPMSM of 7.5kW
with a 60°-TW configuration is analytically designed.
The imput parameters of this machine are presented in
Table 1.

Figure 2. Structure of simplified stator of the six-phase
PMSM with 60°-TW (5)

Figure 3. Arrangement of stator windings (5)

TABLE 1. Main parameters of outer rotor SPMSM

Parameters Value Unit
Continuous power 75 kw
Phase terminal voltage 200 \%
Number of phases 6 phase
Number of slots 24 slot
Number of pole pair 4 pole pair
Rated torque 95.5 N.m

In a design process, the determination of parameters
for PM is extremely an important part of the SPMSM as
it produces the magnetic field in the air gap.

The strength of magnetic field due to the PM in the
SPMSM consists of the width, length, thickness and the
pole embrace. Figure 4 shows the demagnetization
curves of polarization (J) and magnetic flux density (B),
where the PM of NdFeB N38SH with the remanence of
1.26 T (at 20°C) and the normal working point of 0.9 T
are used in this study. The main dimensions of the
magnetic core are presented in Figure 5. The magnetic
flux density in the air gap (B,) is defined as:

B, = %sin(a)Bm, 1)

where « is the half coverage angle defined in electrical
degree and B,, is the magnetic field density due to the
PM. The PM thickness is defined then as:
d. = HUmIeff
m = Brasin(@_, )
Bgm 1

where un,, gerr and B, are respectively the permeability
of PM, length of effective air gap and remanence of PM.
The g5 is defined via the air gap length (g) and Carter’s
factor (k. ), i.e (10),

Gesr = ke g (3)
for
—__Ts
ke = T5—Yg “)
where t, is the slot pitch and can be defined as:
<= ”(DirZ_ZQ) (5)

20°C

1 [Tesla), B [Tesla]

-1,400 -1,200 -1,000 -800 -600 -400 -200 0
H [kAmps/m]

Figure 4. Demagnetization curves for N38SH (11)
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Figure 5. Main dimensions of the magnetic core (top) and
slot (bottom)

where D;,. is the inner diameter of rotor and and Z is the
number of slots. The factor if PM motor (y) is computed
via the below expression (10):

_ 2bs bso L+g bso
y= o [arctan (Z(L+g)) ~ e n + 20+a) ] (6)
where by, is the width of slot opening and L is the length
of PM, which is equal to the length of the both rotor and
stator. The width of PM (w,,,) can be now defined:
aDir
ER )
where p is the number of pole pair. The volume of the
armature part being an essential parameter in determining
the D;,- and L can be calculated as (10):

Wn =

TDEL =" ®)
where M, is the rated torque of the motor, kg, is the
safe factor (kgqre = 2 + 3), 0y, is the value of the shear
stress of the PM (for material (NdFeB), it can be a,,, = 20
—50 kPa). It should be noted that the relation between the
D;, and L is presented through the shaping coefficient
(ksnape), that is:

L
kshape = D_lr (9)

From the Equation 9, the value of D, and L can be
computed.
In addition, the height of stator yoke (hs,) and rotor

yoke (h,.,) can be respectively determined as:

BmWm BmWm

hsy = S8y My =58 (10a-b)

where the fields By, and B, are respectively the flux
densities at the stator and rotor yokes given in Table 2.
The width of tooth (w,) is now defined:

_ 2pBpmwn
- zB,

We (11)

where B, is the tooth flux density given in Table 2.
The number of conductors (N,) per coil is given as:

Uphase

Ne = 21\2fqky,BycosS DL (12)

where Uppqse, [ G, kv and & represent the phase voltage,
frequency, number of slot per pole per phase, winding
factor and torque angle, respectively. The torque angle
for SPMSM s usually designed in the range of 15+30
degrees. In this study, it is chosen as 20 degrees (2). The
slot area can be calculated as:

— 4'NCACu
Aslot -

Kfin (13)

where A, is the copper area of the conductor and kg, is
the slot filling factor.

As presented in Figure 5, the slot top width (b, ), slot
bottom width (bg,), slot height (h,) can be calculated as
the below expressions:

T(Dos—2hso—2hy)

byy = Me 2 : (14)
2_
sz — by 47;XAslot (15)
— 2Aslot
S 7 bytb, (16)

where hg, and h,, are respectively the height and wedge
of the slot opening.

Based on the anaytical calculation process above, the
required dimensions of a six-phase outer rotor SPMSM
of 7.5 kW are given in Table 3.

4. ANALYSIS OF NO AND FULL LOAD OPERATIONS
In this part, the machine is operated under no-load

conditions considered as a valuable means of assessing
the motor magnetic circuit, a crucial element in motor

TABLE 2. Value of magnetic Densities of PM machine (5)

Position Flux density (T)
Stator yoke 10-15
Rotor yoke 1.0-15
Tooth 1.6-20
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TABLE 3. Main dimensions of a six-phase SPMSM of 7.5kW

Parameters Value Unit
D; 224 mm
L 112 mm
hyy 19 mm
g 1 mm
Wi 63,53 mm
dm 2,5 mm
W 10,6 mm
hs 22,9 mm
bs, 17 mm
b, 11 mm
b, 5 mm
hso 1 mm
h,, 2 mm
hsy 19 mm
N, 44 turn
ne 224

design. This paper focuses on studying the
electromagntic parameters such as the magnetic flux
density distribution, back EMF, output torque, cogging
torqgue and torque ripple. Based on the required
parameters already given in Table 3, a 2-D model of the
proposed motor is considered for both no and full load
conditions.

The no-load back-EMF depedning on several factors
(such as winding factors, number of turns per phase,
magnetic flux density in air gap, frequency) is defined as
follows (2).

E, = V2 sin ({g)%|zjvnc=1e-fﬂm|p31vcrfL (17)
where y is the coil pitch, T is the pole pitch, f is the
frequency (Hz), q is the slot number of single phase per
pole and 6,, is the electrical angle between adjacent slots.
The term j is expressed as the current direction (with i =1
for the positive current direction and i=—1 for the
negative current direction).

The cogging torque is a type of torque appearing on
the teeth that can lead to the vibration and noise in
SPMSM (12, 13). When using the SPMSM in variable
speed drive applications, if the frequency of torque
fluctuations aligns with the mechanical resonance
frequency of the stator or rotor, it can amplify the
vibration and noise originating from the cogging torque.
Thus, the calculation of the cogging torque is very
importance in the design and production of high-
performance SPMSMs.

The expression for the cogging torque (T,oq) is
computed via the following equations (11, 14-17).

2LB2Z
Toog(8) = 2= (RE, = Réu)Ti (18)
Tk =
1 %sin (kNL %) sin (kNL Z—Z) sin (kNL(B - %)) (19)
2si (—kN;““s)
= 2 20
K e (20)

where

- B, is the maximum magnetic flux density in air gap,
- N is the lowest common multiple of Ns and 2p,

- 1o is the permeability of air,

- Rin is the inner radius of the air gap,

- Rout is the outer radius of the air gap,

- by is the slot opening,

- ap indicates the pole-arc to pole-pitch ratio,

- o is the skewing angle,

- Ksk is the skew factor.

5. SIMULATION RESULTS

Based on the required dimensions obtained from the
analytical model given in Table 3, the FEM is introduced
to compute and analyse the electromagnetic parameters
of the proposed motor. The first step is considered with
no skewing PM to see the waveform of the back EMF,
then a skewing PM technique is presentd to improve this
draw back.

The 2-D geometry and mesh are presented in Figures
6 and 7, respectively. Winding configurations of a six-
phase outer rotor SPMSM is presented in Figure 8. The
direction of currents in the six-phase winding is pointed
out in Table 4.

The distribution of back EMF waveform and output
torque of the six-phase outer rotor SPMSM are shown in
Figures 9 and 10, respectively. It can be seen that in

Figure 6. Geometry of the proposed motor in 2D
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Figure 8. Winding configurations of a six-phase outer rotor
SPMSM

TABLE 4. Direction of currents

Slots C;urrgnt Slots C;urrgnt Slots C}urrgnt
directions directions directions
2+ 1+ 1- 3- 3+ 2+

1 2 3
6- 5- 5+ 4+ 4- 6-
2- 1- 1+ 3+ 3- 2-

4 5 6
6+ 5+ 5- 4 4+ 6+
2+ 1+ 1- 3- 3+ 2+

7 8 9
6- 5- 5+ 4+ 4- 6-
2- 1- 1+ 3+ 3- 2-

10 11 12
6+ 5+ 5- 4- 4+ 6+
2+ 1+ 1- 3- 3+ 2+

13 14 15

6- 5- 5+ 4+ 4- 6-
2- 1- 1+ 3+ 3- 2-

16 17 18
6+ 5+ 5- 4- 4+ 6+
2+ 1+ 1- 3- 3+ 2+

19 20 21

6- 5- 5+ 4+ 4- 6-
2- 1- 1+ 3+ 3- 2-

22 23 24

6+ 5+ 5- 4- 4+ 6+

500 :
400

= -100

S 200 ) . ) . ) . )
300F , ; , : :
-400
-500

'GGUO 10 30 50 70 90 110 130 150 170 190 210 230 250 270 290 310 330 350
Rotor position [Degree]

Figure 9. Back EMF waveform without using the skewing
technique
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Figure 10. Output torque waveform without using the
skewing technique

Figure 9, the waveform is still non sinusoidal due to
high harmonic components. Thus, to make sure that the
back EMF waveform is sinusoidal, the skewing
technique for the PM with different angles is proposed as
in Figure 11. Here, the PM is divided into five segments
with different angles as given in Table 5. The minimal
cogging torque with the use of skewing PM technique is
presented in Figure 12. It should be noted that when the
skew angle is chosen, the PM skew angle is zero for a
symmetric case (see Table 5). These angles are chosen
randomly to show how well the skewing technique could
bring. However, these angles can be used in an
optimization process to obtain the best result with the
minimum torque ripple.

The map of flux density distribution with the skewing
PM technique is shown in Figure 13. It can be seen that

Figure 11. PM with the skewing technique
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TABLE 5. Skewing angle of the PM with five slices

Segments Angles
1 -6
2 -3
3 0
4 3
5 6

T_cogslicelq‘>_—<£

1
T _cogslice2d-—4
Il

T_cogslice3 ¢¢

\ \
@_..q> T_cogslice4
| |

oo T_cogslice5
‘ T

Middle line

Ttotal = Tcog_slicel + Tcog_slice 2 + Tcog_slices

+ Tcog_slice4 + Tcog_slices
Figure 12. Cogging torque with skewing PM technique

Figure 13. Flux density distribution with the skewing PM
technique

the maximum value is 2.153 T, which is acceptable. It
should be also noted that the higher value of flux density
concentrates on the teeth and the corner of tooth tips due
to the small area while the other parts of the core have the
smaller value of flux density. The distribution of flux
density waveform consisting of both the radial and
tengential fluxes in the air gap is presented in Figure 14.
The harmonic compnents for this field is analyzed as
shown in Figure 15. The flux linkage in no load and full
load mode waveform and their harmonics order are also

Flux Density (T)

—total air gap flux density
--radial air gap flux density
--tangential air gap flux density

0 50 100 150 200 250 300 350
Angle (EDeg)

Figure 14. Waveform of air gap flux density

o
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Noow R D N
T T T T T T T
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Hamonic amplitude of airgap flux density (Tesla)
o

8]

o 5 10 15 20 25 30
Harmonic order

Figure 15. Harmonic components of the air gap flux density

presented in Figures 16 and 17. The back EMF waveform
after using the skewing technique is shown in Figure 18.
It can be seen that it is almost sinusoidal, which is the
expected output result. The harmonic order of the line-
line back EMF with the harmonic distortion of 2.785% is
shown in Figure 19. The output torque waveform is
pointed out in Figure 20. Its torque ripple is shown in
Fugure 21, with the value of under 3.5%.

The torgue ripple holds significant importance in the
design. One of the main reasons appearing the torque
ripple is the cogging torque that is presented in Figure 22.
This outcome signifies the motor's stable and smooth
operation, a crucial aspect to be attained in the overall
design.
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i
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800 =
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Position (Edeg)

Figure 16. Flux linkage waveform
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Figure 17. Harmonics order of the flux linkage under no
load and full load mode
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Figure 18. Back EMF waveform using the skewing
technique
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Figure 19. Harmonic components of the back EMF
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Figure 20. Output torque waveform
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Figure 21. Torque ripple waveform
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Figure 22. Cogging torque waveform

6. CONCLUSION

In this paper, the required parameters of the 7.5 kW six-
phase outer rotor SPMSM using the PM material of
NdFeB (N38) have been successfully obtained by the
analytic model. The FEM has been also applied to verify
and simulate the electromagnetic parameters of the
proposed motor, such as the waveform of back EMF,
output torque torque ripple and cogging torque by using
the skewing PM technique. The magnetic flux density in
air gap, harmonic components of the air gap flux density
and waveform of flux linkage under no and full load
operations have been also successfully presented. The
obtained results can be served as useful reference for
designers, researchers and manufactures to go on
completing the prototype of design for the 7.5 kW six-
phase outer rotor SPMSM. This is also a foundation for
many subsequent studies, including potential research
areas such as optimizing design calculations using
optimization methods like genetic algorithms, swarm
optimization, etc.

The developed method could be extended for
calculating the network from equivalent resistances for
each part of the motor. This process helps determine the
waveforms of important parameters during the motor's
operation, such as air gap flux density, dynamic reactance
waveform, output torque waveform, as well as tooth
torque waveform. Subsequently, various approaches can
be proposed to improve the waveforms of these motor
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parameters, aiming to enhance the overall optimization
of the motor.
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ABSTRACT

Hostile post on social media is a crucial issue for individuals, governments and organizations. There is a
critical need for an automated system that can investigate and identify hostile posts from large-scale data.
In India, Guijarati is the sixth most spoken language. In this work, we have constructed a major hostile
post dataset in the Gujarati language. The data are collected from Twitter, Instagram and Facebook. Our
dataset consists of 1,51,000 distinct comments having 10,000 manually annotated posts. These posts are
labeled into the Hostile and Non-Hostile categories. We have used the dataset in two ways: (i) Original
Gujarati Text Data and (ii) English data translated from Gujarati text. We have also checked the
performance of pre-processing and without pre-processing data by removing extra symbols and
substituting emoji descriptions in the text. We have conducted experiments using machine learning
models based on supervised learning such as Support Vector Machine, Decision Tree, Random Forest,
Gaussian Naive-Bayes, Logistic Regression, K-Nearest Neighbor and unsupervised learning based model
such as k-means clustering. We have evaluated performance of these models for Bag-of-Words and TF-
IDF feature extraction methods. It is observed that classification using TF-IDF features is efficient.
Among these methods Logistic regression outperforms with an Accuracy of 0.68 and F1-score of 0.67.
The purpose of this research is to create a benchmark dataset and provide baseline results for detecting
hostile posts in Gujarati Language.

doi: 10.5829/ije.2024.37.07a.08
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1. INTRODUCTION

Gujarati is the sixth most spoken language in India,
spoken by 56 million peoplet. During covid19 pandemic
the use of social media platforms such as Twitter,
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Facebook, Instagram, linkedin, Reddit and YouTube has
increased drastically (1, 2). Social media platforms are
now used for many purposes such as education, politics,
entertainment, business, charity work etc. It affects
people of all age groups. On social media, people share

1 https://en.wikipedia.org/wiki/Gujarati language
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their opinion, suggestions and emotions very openly (3,
4). Many times abusive language, the spreading of a
violent message and swear words are also used. Hostile
contents affect the mental health of people and promote
violence thus spreading negativity among the users. The
hostile post refers to abusive language mentioned in the
post that targets individuals, organizations, groups of
people, communities, religious, races, gender etc. (5).
According to the survey, there is an increase in the
content of Indian language hostile posts on social media,
like Hindi (1, 2, 6-9), Marathi (7, 10-12), Bengali (8),
Khasi (9), Punjabi, Gujarati and English language (9).
Very less research work has been done in the low-
resource Indian languages (5). Hence, we require a
system that can automatically detect hostile posts written
in these languages (10). Social media have a vast number
of people who write their posts in Gujarati language. It is
essential to have a system for Gujarati language. The
state-of-the-art hostile text detection methods are
available for English language. To enhance the research
in low resource Indian languages, we have studied
various methods which can detect hostile posts in Hindi
(1, 2, 6-8, 13, 14), Marathi (7, 11, 12), Bengali (12),
Saudi (4), Roman Urdu (15, 16), Tamil (17) and code-
mixed language (7, 18-22). Figure 1 shows basic
approaches used for hostile post-detection. Mainly these
approaches are divided into two major categories: (i)
Machine Learning based (23-35) and (ii) Deep Learning
based (5, 6, 27-29, 34-38). Machine learning-based
approach is categorized into two subparts:(i) Supervised
machine learning based and (ii) Unsupervised machine
learning based (27, 30-32, 37). Support vector machine
(SVM) (39), Decision Tree (DT), Random Forest (RF),
K-Nearest Neighbour (KNN), Gaussian Naive Bayes
(GNB) and Logistic Regression (LR) algorithms are used

for supervised learning (24). k-means clustering
algorithm is used for unsupervised learning (31, 32).

To improve accuracy, researchers use deep learning-
based approaches to detect hostile post in high-resource
languages. The deep learning-based approach is divided
into main two categories :(i) Encoder-Decoder based (9)
and (ii) Transformer Based (10, 19). The Convolutional
Neural Network (CNN), Recurrent Neural Network
(RNN), Long short-term memory (LSTM) and
Bidirectional Long short-term memory (BiLSTM) (29)
[32] based approaches come under the first category and
Bidirectional Encoder Representations from
Transformers (BERT), Romanian BERT Model
(ROBERT), Multilingual BERT etc. come under the
transformer based approach (3, 33, 40). To the best of our
knowledge, we are the first in detecting Guajarati
hostility post. We prepared a 10,000 manually labeled
dataset that is valuable work in Gujarati Language
Processing. This research is significant as it provides a
baseline result to detect hate text in Gujarati. The
proposed approach has the potential to make a
meaningful impact on the online community and create a
more inclusive and respectful environment. The
objective of our paper is to create a benchmark Guajarati
hostility detection text dataset, prepare a systematic
literature review and detect hostile posts using seven
machine learning classifiers SVM, DT, RF, KNN, GNB,
LR and K means clustering.

1. 1. Motivation People normally use their native
language frequently for sharing opinions, suggestions
and ideas on social media. As per research literature,
Gujarati text processing has not been done for a large
scale. We aim to detect hostile posts in the Gujarati
language. To the best of our knowledge, machine
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Figure 1. Existing hostile post detection approaches
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learning techniques are being used for hostile post
detection in the Gujarati language for the first time.

1. 2. Contribution

of this research work.

e There is no standard dataset available for Gujarati
Language Processing (GLP). Therefore, we have
created a big dataset for Gujarati language
processing, consisting of 1,51,000 posts scraped
from the social media platform Twitter, Instagram,
and Facebook. Total 10,000 posts are manually
labeled with two categories: (i) Non-Hostile and (ii)
Hostile.

e The dataset is used in two ways:(i) Gujarati Text
Data collected from social media (ii)Translation-
based approach - the whole dataset is translated into
English using Google API.

e Usefulness of emoji’s in
Understanding

e Compared the performance of two feature extraction
methods: Bag-of-Words (BoW), Term frequency-
inverse document frequency (TF-IDF).

e Compared the performance of machine learning
models: SVM, DT, RF, KNN, GNB, LR and k-
means clustering.

e Listed major challenges that are identified for
Guijarati text processing.

The remaining paper is arranged as follows: Review
of existing hostile post detection is discussed in section
2. Dataset construction is discussed in section 3. The
method that is used for data preprocessing, feature
extraction and model development is described in section
4. Sections 5 and 6 discuss the experimental results. The
error produced by our model and challenges are
described in section 7. Finally, section 8 concludes our
work and discusses future direction.

Following are the contributions

Gujarati  Text

2. RELATED WORK

The usage of social media drastically increases day by
day by people of various educational backgrounds and
cultures. The inappropriate content on social media
spreads negativity and damages the hygiene of the web.
Detecting the hostile post for a low-resource Gujarati
language is challenging because of the lack of sufficient
labelled data and very less contribution from the
researchers (5). We studied various approaches used for
hostile post detection in different languages. Bhatnagar
et al. (1) has developed an automated system that can
automatically detect hostile posts in Hindi language. The
proposed novel approach is used for multi-label
classification. The model can also distinguish hostile
posts and offensive speech. The deep learning-based
model outperformed Hindi language hostile post-
detection. Velankar et al. (7) presented the Marathi

Language Dataset L3CubeMahaHate that contains 25000
various samples that are classified into 4 classes. Deep
learning-based various models such as CNN, LSTM,
BIiLSTM and transformer-based BERT models like
IndicBERT, mBERT, and A Robustly Optimized BERT
Pretraining Approach (RoBERTa) are used on their
dataset. The dataset is also evaluated on monolingual
Marathi BERT models like MahaBERT, MahaALBERT
and MahaRoBERTa. The transformer approach provides
a result for 4 class classification. Banerjee et al. (40)
explored various transformer approaches such as
MBERT, XMR-large, XLMR-based etc. These models
were developed for hostility detection in Indo-Aryan and
English language. The model performed excellently for
English multi-class classification. The model classifies
text into hate, offensive and profane categories. They
tested the model for English, Hindi, Marathi and code-
mixed language. They concluded that XLM-Roberta-
large model outperforms. Warjri et al. (41) introduced a
fake news detection approach for the Khasi language for
the first time. The fake news collected from social media
articles and posts. They have manually annotated 116
news and applied three machine learning classifiers RF,
DT and LR. Among these classifiers DT provides the
highest accuracy. Bhardwaj et al. (14) proposed a novel
deep learning based HostileNet architecture. HostileNet
used the concept of transformer based approach BERT.
The author added hand-crafted features such as lexicon,
emoticon, and hashtag embeddings with Hindi BERT to
improve the accuracy for hate text detection. They used
publicly available dataset CONSTRAINT-2021 dataset
for coarse-grained that means binary label such as hostile
and non-hostile classification and fine-grained that
means multi label such as fake, hate, offensive,
defamation classification. Luo et al. [26] have discussed
the supervised machine learning-based approach for text
classification. They created their own data that consist of
different categories of data such as women, sports,
literature etc. Supervised Machine Learning based
classifiers SVM, KNN, NB and LR are used to classify
data. SVM outperforms their data. Finally, they conclude
that the classification algorithm accuracy depends on the
type and size of the dataset. Felber (25) used a machine
learning model for COVID-19 Fake News Detection. He
focused on various text features such as n-grams,
readability, emotional tone and punctuation. These text
features are used for text understanding. SVM with linear
Kernel, Random Forest, Logistic regression, Naive
Bayes and Multilayer Perceptron are used to identify fake
news detection. SVM provides the best performance for
fake news detection. Fahad et al. (26) proposed a novel
approach for finding bad intended news using machine
learning. They aimed to set the best accuracy for
detecting fake news. Most of the methods try to work on
specific article domains but it is challenging to work for
diverse news domains. They are using various textual
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characteristics and machine learning classifiers on
publicly available real world dataset to detect the fake
news. The SVM and LR provide best results to detect
fake news. Aluru et al. (34) performed a deep survey for
hate speech detection in multilingual languages. The 16
different data sets and 9 languages were covered for hate
speech detection. The deep learning-based model was
developed for multilingual hate speech classification.
The experimental result shows that LASER + LR
(Language-Agnostic  SEntence  Representations +
Logistic Regression model) based approach outperforms
for low resource language. The transformer-based
approach BERT is more effective for high-resource
language. Akram et al. (32) tried a novel Deep Auto-
Encoder Based Linguistics approach for Urdu News
headlines clustering. For the first time a clustering model
for Urdu News clustering was used. The result analysis
exhibited that Urdu news headlines were easily
categorized. The deep learning-based text clustering and
k-means clustering algorithm was implemented for news
headline clustering. The Deep learning-based approach
outperformed k-means clustering approach. Deep
Literature study shows that the majority of the
researchers focused on high resource language. They
applied Deep learning and transformer based models on
existing dataset to improve the detection accuracy. From
recent study, it is clear that no standard dataset s available
in Gujarati language and none have set a baseline result
for hate text detection in Gujarati language. After
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Figure 2. System flow

discussing all the existing work, we have found that the
system can perform the following task for hostile post
detection. Figure 2 shows the flow of process for hostile
post detection. The detailed explanation of each phase is
discussed in the subsequent sections:

3. DATASET CONSTRUCTION

We created a new dataset that covers various types of
hostile posts such as racist, religious, political,
educational and festival in Gujarati text. To obtain the
hostile post, we have prepared a list of good and bad
keywords in Gujarati with the help of two Gujarati
language experts. Both experts have completed their
postgraduate studies in Gujarati. These keywords are
frequently used by social media users to spread hostile
posts. We identified the events that occurred in Gujarat
over the last five years between 2017 to 2022. Based on
that we have prepared a list of 95 keywords to retrieve
comments from social media. Table 1 shows a few
examples of terms used for data retrieval. We collected
data from the most widely used three social media
platforms Twitter, Instagram and Facebook. We have
used a web scrapper tool Apify to collect comments using
various 95 keywords such as 'Gujarat’, 'Patidar', 'Mandi',
' Sports', 'Janta', 'Corona', ‘Mataji’ and many more. We
identified swear words that are frequently used in
Guijarati language. Swear words are also used to retrieve
hateful comments from social media posts. All the
comments are written exclusively in Gujarati.

Twitter Apify library gives a maximum 3300
comments for a particular word search We have collected
our data without any bias. Many comments are written in
a mixed language such as Gujarati-Hindi and Gujarati-
English. These mixed-language comments are eliminated
and Gujarati comments are selected manually. Each
comment is collected using Python code and extracted

TABLE 1. Examples of terms used for data retrieval

Sr. No. Search word Total number of posts
1 UZlelR Hieldst 3300
2 SR04 | 1176
3 216 (5 3300
4 slaR =l 3300
5 oAU YR 507
6 HelMRd 3300
7 Ul 3300
8 Yoy 3332
9 AHIALL 3300
10 PR 1020
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data is collected in a CSV file. The sample of collected
data is shown in Table 2.

3. 1. Data Annotation The data are manually

labelled with basic two categories:

e Hostile Post: It contains hateful text and swear words
that targets some gender, religious, organization,
government and individual person.

e Non-Hostile Post: It does not contain harmful text
which is normally neutral and positive content.

4. PROPOSED METHODOLOGY

4. 1. Pre-Processing While manually checking
the data, we noticed that the dataset consists of emoji’s,
blank spaces, links, special symbols etc. Preprocessing is
necessary step to obtain better performance for text
classification problem. In natural language processing,
first step is to preprocess the data. This step cleans the
data and prepares comments as inputs to the classification
model. We used appropriate regular expressions to clean
the data. We used scikit-learn for preprocess the data.

TABLE 2. Sample of collected data

Sr. No. Comments

1 @AAPGujarat 21 5cl€] of uHelel scll U YIS

UlL[5cdlol 41al Qe 51941211 Y lfl wIdsal€] tisfl

9 AL, AHiefl19eti Hld
#National News #Kashmir #Pakistan #Terrorist #MidDay
News #MidDay Gujarati https://t.co/YheFEs4R40

HI3] a7l e sdl wed ¢ dHIR) aed Yds wleild]

8 ©.2] & dual 221 53] 21§ © 2Okd@panktinipanktio

4 ARLAL Yot UYL 515\ s2155L,ddLIS) 2.
https://t.co/vIIKOoUO4a

5 @NobatDaily 4{@211d «1[& Idsdle] sEl. Aidl gl &l

sledlal ®

TABLE 3. Dataset Description

Dataset Characteristics Collected Data

Total number of posts 1,51,000
After pre-processing dataset size 1,21,000
Annotated Data 10,000
Hostile Label Data 5000
Non-Hostile Label Data 5000
Minimum number of words in one post 1
Maximum number of words in one post 252
Minimum number of character in one post 2
Maximum number of character in one post 1444
Annotated data with Emoji 1200

e Removal of Duplicate Sentence: The duplicate data
are removed from the dataset.

e Uniform Resource Locator (URL): The URL or link
is removed using regular expression.

e Mentions and Hashtag: The mentions and hashtags
are deleted from the data.

e Punctuations: The Special characters and
punctuation marks are removed from the data.

e Blank Space: The extra spaces are also removed
from the comment.

e English Hindi and Coded Mixed Sentence:
Sometimes user writes comments in Hindi-Gujarati
or Gujarati-English mixed language. We have
removed such comments manually from the dataset.

e Gujarati Stop Words: We have prepared a list of
Guijarati stopwords so that these stopwords can be
removed from the dataset.

e Emojis: People normally write comments with
emojis. We have replaced emoji's with appropriate
description. The flow of emoji description
substitution is shown in Figure 3. Table 4 illustrates
all the pre-processing tasks with example.

4. 2. Feature Extraction Using Bag-of-Words and
TF-IDF Model The pre-processed sentences are
converted into numeric data using the feature extraction
method. Out of many feature extraction methods, we
have used BoW and TF-IDF (28). During Literature
study, we identified that these two feature extraction
techniques are widely used to extract the feature and
convert text data into numeric data.

e Bag-of-Words (36): Bag-of-words (BoW) method is
used to extract the text feature to prepare a model.
Bag-of-Words consist of: (i) A measure of the
presence of words in the document (ii) A Vocabulary
of words from the document.

e TF-IDF (27, 28, 37): One of the most effective
feature extraction methods is TF-IDF. TF-IDF
stands for Term Frequency — Inverse Document
Frequency. TF-IDF method converts words into
numeric data based on the frequency of words in the
document and the importance of the word. TF is
Term frequency that refers to the total number of
times a given term appears in the document against
the total number of words in the document. The IDF
is the inverse document frequency that measures
how much information a word provides. It measures
the weight of a given word in the entire document.

4. 3. Model Preparation We have implemented
machine learning-based techniques for hostile post
detection on our dataset. We have used supervised
learning based and unsupervised learning based
approaches.
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using Python Library
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'loudly crying face',

'OK hand: medium skin tone',
'smiling face with hearts’,
'face with symbols on mouth',
'grinning squinting face'}

®38c D@

Translate English to
Gujarati using Google
translate API

Grinning face Sudl &l
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Loudly crying face H12e]] 2sdl 283
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Face with symbols on mouth | 4142 Udl5l 418l 483
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Grinning squinting face

Figure 3. Flow of emoji description substitution

TABLE 4. Pre-processing task
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I CRUTRATTEN
ORI R RATIVECT]
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AR &dl.
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qlsla ateief] HiRl
slluidlefl yu sl Hofl

21838 lototl Ul lUdL3
(SR RARARIRCED)
wsIHYL 5121
ofls0ll, AQlet] HRWY,
£a 8o &S&L A1)
s AN *

yu 5] wudle]
sRule HIMa

Yetldl FTFE I

FW DI T8N

o0 121 B HIR),

Wdlub et ldl 9did
£101 ¥ 1Uld 53 28
B uel 2 eAl Yl

Eldl 89diy Hius{l
EERIETE:)

L(d AL Guild)
g1 s w) wludl
Al sl A 892 ysl
€1l 8 . et1o qlal
&ddl Histil a4 3
WlULG Sl YHAUL
ARL &AL SHA sH
SR &dl

sQll2sel A yd
Yool Aled 64
41514 etetef] HiRl
ol lwdlefl gy sl Hofl

20828 Lotel Ll U UL
[esee i A 514 9
wWeSIHBL 5121 «flsuil
AQlel| UKL, <o &1
s&0 419 531 2l

yu s wudle]l
sRule 1A
Yelldeil

o0 121 B HIR),

Wdlutlst Eldl 9di
6101 ¥ 1ULd 53] @)
8 waeUl V] eldl
89y Hidedl [FAsid

EX)

1289

Preprocessing Before preprocessing

After preprocessing

step
Hled 3], AResalld,
Hlgd ], AL, (Rletal-ti
Substitute (218131e1i uiisofl sagiell vl
emoji wepllsaef] s, €A URdde aldla,
description &4 uRddet alcl, sudl u&
@0 ujeruielld, dlel
Y&
@IRd Hidl Sl vy
odlelot 12 BoUUH] e ALl Hidl Sl oy
Remove URL  ctedlastiRRQEl  odldei Bathil w4
ALG4d Ui -2 - o 61ge112 221Q)E
https://t.co/ow1A62WF Alld adi «teil
6q
UIZlelR wigldel o
WY GO 22U yl2lelR wigldst
oss{l[cl Hi eges) WY €8 AoUd
Rerm Y1Rd)l A qlel osefl(d 1i easl
hachtag @Hardikpatel_ 3l MR A digd]

Hidlud sgid>a
uoefl[d Hietfe w19,

#Hardik
#Fakepatidarleader

@HardikPatel_. 3¢l
Uidlsadsgidsad
Ags{l(cd Histle 2419,

Supervised learning based approach (23): It requires
labeled data while preparing the model. During the
training, the model learns features and understands
the text. It then classifies using classification
algorithms such as Support vector Machine, Decision
Tree, Random forest, K Nearest Neighbour, Gaussian
Naive Bayes, Logistic Regression.

Unsupervised learning based Approach (30, 32): For
the data without labels, we use an unsupervised
learning-based approach. It learns from input text
features and groups them with a similar pattern. We
have used the k-means clustering algorithm for
creating clusters with similar features. We have used
70:30 ratio for training and testing data as shown in
Table 5.

5. EXPERIMENTS

There are various machine learning algorithms used for
text classification. We have performed various
experiments to evaluate the machine learning model for
Gujarati hostile post-detection. Amongst different
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Machine learning algorithms, selection of a particular
algorithm for our work was decided based on
experimentation. To understand the behavior of different
machine learning algorithms we have experimented
using Support Vector Machine, Decision Tree, Random
forest, K Nearest Neighbour, Gaussian Naive Bayes,
Logistic Regression and k-means clustering algorithms.
Posts are classified into hostile or non-hostile classes. In
this section we describe the dataset statistics used in our
experiments, experiment setup, machine learning
methods used for training the model, hyperparameters
values and evaluation metrics.

5. 1. Dataset Splitting The dataset contains a
total of 10,000 comments to be classified as hostile or
non-hostile. We have 5000 hostile and 5000 non hostile
posts. We have used 70%-30% for training (7000
instances) and testing (3000 instances). For the
supervised machine learning approach, we have used
labeled data having text posts and the corresponding
label.

5. 2. Experimental Results

5. 2. 1. Implementation Details We
implemented a machine learning model using python
library scikit-learn, pandas and numpy. We executed the
experiments on Google Collaboratory, which provides a
free Jupyter notebook environment. Table 6 shows the
hyperparameter value of machine learning classifier that
we have used for model tuning.

TABLE 5. Statistics of dataset splitting

Dataset Number of Data
Training Data 7000
Testing Data 3000
Total Data 10000

TABLE 6. Hyperparameter value of classifier
Machine learning classifier

Hyperparameter

C:1.0
Kernel: ‘rbf’
Degree: 3
KNN Gamma: ‘Scale’
Coef0:0
Shrinking: True
Probability: False

N Estimators:100
Criterion: ‘gini’
Max depth: None
Random Forest . .
Min samples split: 2
Max features:’auto’

Bootstrap: True

Priors: None

Gauusian Naive Bayes .
Var_smoothing: 1e-9

Penalty:’12’
C:1.0
Solver:’lbfgs’
Max_iter:100
Multi_class:’auto’
Random_state:None
Fit_intercept:True

Logistic Regression

n_clusters: 2
n_init: 10
max_iter:100
tol: le-4
random_state:None
algorithm:auto

K-means clustering

C:1.0
Kernel: ’rbf’
Degree: 3
SVM Gamma: ’scale’
Coef0: 0
Shrinking: True
Probability: False
Criterion: ‘gini’
Splitter: ‘best’
Max depth: None
Min samples split: 2
Min samples leaf: 1

Decision Tree

Max features: ‘auto’
Random state: None

5. 2. 2. Model Evaluation The performance of
the model is evaluated using Accuracy, Macro Precision,
Recall and Macro F1-score.

e Accuracy: Accuracy is the ratio between correct
prediction and Total Number of given samples

e  Macro Precision: Precision is the ratio between the
correctly identified positives samples (true
positives) and all identified positives samples. We
used macro precision that provides arithmetic mean
of all the precision values for the both hostile and
Non-hostile classes.

o Recall: Recall is the ratio between the true positives
and what was actually labeled.

e Macro F1-score: The F1 score is calculated as the
arithmetic mean of precision and recall. It is used to
find the average rate. The macro-averaged F1 score
is the mean of all the individual class F1 scores.

In this section, we discuss the result of supervised and

unsupervised machine learning models. The Two

datasets used are: (i) Gujarati Text data and (ii)

Translated English data. The seven supervised and

unsupervised machine learning-based classifiers are

used. These classifier results are evaluated using

Accuracy, Macro Precision, Recall and Macro F1-score
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which is shown in Table 7. We have experimented with
different scenarios considering Gujarati language and
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translated into English language datasets. We have also
considered cases without Emoji and with Emoji's

TABLE 7. Machine learning based classifier result

Sr.no Algorithm used Dataset deslf:rr?gjtlion e)ffrz[:tli’gn Accuracy P':Aei;:srign Recall Fl\l/l-igcr)?'e
1 SVM Guijarati No BowW 0.65 0.65 0.67 0.66
2 Decision Tree Gujarati No BowW 0.65 0.66 0.63 0.65
3 KNN Guijarati No BowW 0.59 0.59 0.63 0.61
4 Random Forest Gujarati No BoW 0.65 0.65 0.68 0.66
5 Gaussian Naive-Bayes Gujarati No BoW 0.65 0.65 0.67 0.66
6 Logistic Regression Gujarati No BowW 0.66 0.66 0.67 0.67
7 K-means clustering Gujarati No BowW 0.51 0.51 0.52 0.52
1 SVM Gujarati No TF-IDF 0.66 0.66 0.67 0.67
2 Decision Tree Gujarati No TF-IDF 0.64 0.65 0.65 0.65
3 KNN Gujarati No TF-IDF 0.58 0.58 0.66 0.62
4 Random Forest Gujarati No TF-IDF 0.65 0.65 0.70 0.67
5 Gaussian Naive-Bayes Gujarati No TF-IDF 0.63 0.69 0.47 0.56
6 Logistic Regression Gujarati No TF-IDF 0.68 0.67 0.67 0.67
7 K-means clustering Gujarati No TF-IDF 0.52 0.52 0.53 0.53
1 SVM Gujarati Yes BowW 0.65 0.65 0.67 0.67
2 Decision Tree Gujarati Yes Bow 0.66 0.67 0.64 0.66
3 KNN Gujarati Yes Bow 0.59 0.59 0.63 0.61
4 Random Forest Gujarati Yes BowW 0.65 0.65 0.68 0.66
5 Gaussian Naive-Bayes Gujarati Yes BowW 0.65 0.65 0.67 0.66
6 Logistic Regression Gujarati Yes BoW 0.66 0.66 0.67 0.67
7 K-means clustering Gujarati Yes Bow 0.51 0.51 0.52 0.52
1 SVM Gujarati Yes TF-IDF 0.66 0.66 0.67 0.67
2 Decision Tree Gujarati Yes TF-IDF 0.65 0.66 0.65 0.65
3 KNN Gujarati Yes TF-IDF 0.58 0.58 0.66 0.62
4 Random Forest Gujarati Yes TF-IDF 0.65 0.65 0.70 0.67
5 Gaussian Naive-Bayes Gujarati Yes TF-IDF 0.63 0.69 0.47 0.56
6 Logistic Regression Gujarati Yes TF-IDF 0.68 0.67 0.67 0.67
7 K-means clustering Gujarati Yes TF-IDF 0.52 0.52 0.53 0.53
1 SVM English No BowW 0.64 0.64 0.68 0.66
2 Decision Tree English No BowW 0.62 0.62 0.62 0.62
3 KNN English No BoW 0.57 0.56 0.70 0.62
4 Random Forest English No BoW 0.64 0.67 0.67 0.65
5 Gaussian Naive-Bayes English No BowW 0.65 0.65 0.67 0.66
6 Logistic Regression English No BowW 0.66 0.66 0.67 0.67
7 K-means clustering English No BoW 0.51 0.51 0.52 0.52
1 SVM English No TF-IDF 0.66 0.65 0.66 0.66
2 Decision Tree English No TF-IDF 0.63 0.63 0.64 0.63
3 KNN English No TF-IDF 0.55 0.53 0.94 0.68
4 Random Forest English No TF-IDF 0.66 0.66 0.69 0.67
5 Gaussian Naive-Bayes English No TF-IDF 0.65 0.65 0.65 0.66
6 Logistic Regression English No TF-IDF 0.66 0.66 0.66 0.67
7 K-means clustering English No TF-IDF 0.52 0.52 0.52 0.53
1 SVM English Yes BowW 0.65 0.65 0.66 0.66
2 Decision Tree English Yes BoW 0.65 0.65 0.67 0.66
3 KNN English Yes BoW 0.58 0.58 0.64 0.61
4 Random Forest English Yes BowW 0.65 0.65 0.68 0.67
5 Gaussian Naive-Bayes English Yes BoW 0.65 0.65 0.67 0.66
6 Logistic Regression English Yes BoW 0.66 0.66 0.67 0.67
7 K-means clustering English Yes BoW 0.51 0.51 0.52 0.52
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1 SVM English Yes
2 Decision Tree English Yes
3 KNN English Yes
4 Random Forest English Yes
5 Gaussian Naive-Bayes English Yes
6 Logistic Regression English Yes
7 K-means clustering English Yes

TF-IDF 0.66 0.66 0.67 0.66
TF-IDF 0.64 0.64 0.66 0.65
TF-IDF 0.59 0.57 0.70 0.63
TF-IDF 0.66 0.66 0.69 0.67
TF-IDF 0.65 0.65 0.67 0.66
TF-IDF 0.66 0.66 0.67 0.67
TF-IDF 0.52 0.52 0.53 0.53

description to analyze impact of Emoji. Both methods of
feature extraction viz. Bow and TF-IDF with Gujarati
dataset having Emoji description as well as without
Emoji are evaluated in the Figure 4.

The same evaluation is also carried out for English
dataset which is shown in Figure 5. Accuracy
performance of the machine learning classifier ranges
from 0 to 1. Supervised Learning based classifiers
provide good results as compared to unsupervised
learning. We have identified that the TF-IDF feature
extraction method extracts good features as compared to
Bag-of-Words method. Out of all machine learning
methods which we have evaluated, Logistic Regression
gives better results for the hostile post detection. We have
also analyzed that Guijarati data gives good result as
compared to the translated English data. The reason

Accuracy of Machine Learning Classifier
1.00

0.75

NN

K means
clustering

T
=)

Accuracy

Algorithm used

u Feature Extraction: BoW, Dataset:Gujarati without Emoji Description
 Feature Extraction: TF-IDF, Dataset:Gujarati without Emoji Description
Feature Extraction: BoW, Dataset:Gujarati with Emoji Description
u Feature Extraction: TF-IDF, Dataset:Gujarati with Emoji Description

Figure 4. Evaluation of ML approaches for Gujarati data

Accuracy of Machine Learning Classifier
1.00

0.75

ST

K means
clustering

w
=

Accuracy
I
&

Algorithm used

u Feature Extraction: BoW, Dataset:English without Emoji Description
B Feature Extraction: TF-IDF, Dataset:English without Emoji Description
Feature Extraction: BoW, Dataset:English with Emoji Description
» Feature Extraction: TF-IDF, Dataset:English with Emoji Description

Figure 5. Evaluation of ML approaches for English data

could be that the translated English data loses its meaning
during conversion because some words are not correctly
translated into English. In addition, we have also tried
substitution of emoji's appropriate description to
understand the sentence in a better way. While analyzing
the result we observed that an approach using emoji
substitution improves the accuracy. However, the
improvement is marginal because only 12% of sentences
in our dataset contain emoji.

6. RESULTS AND DISCUSSION

We have developed the model for a large dataset and we
could achieve the accuracy of 68%. Logistic regression
performs well when we use it for two class classification.
We are also working on two classes: hostile and non-
hostile. Since we are getting comparatively good results
for the Logistic regression method (36-39). We have also
compared the result of Bag-of-Words and TF-1DF feature
extraction methods. We conclude that TF-IDF is more
efficient as compared to Bag-of-Words method because
BoW provides the frequency of words in a document
whereas TF-IDF provides additional data such as how a
word is important in the document. Translated English
data could not perform well due to inefficient Gujarati
text translation. The result of both data shows that there
is no wide difference in accuracy. The Gujarati text data
provide baseline result 68% and Translated data provide
baseline result 66% using TF-IDF feature extraction
method.

7. ERROR ANALYSIS

In this section, we have thoroughly analyzed the errors
produced by our models to understand limitations and
challenges of hostile post detection in Gujarati language.
We have described all the challenges we have faced. We
have illustrated some of the misclassified input sentences
and probable reason for misclassification in Table 8. The
result does not get optimal due to many challenges. The
challenges are mentioned in the next section:

7. 1. Challenges in Hostile Post Detection in
Gujarati Language

e Pre-Processing: There is no standard library
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TABLE 8. Error Analysis

ﬁlr' Misclassified Input Reason for Misclassification
0. sentence
From one sentence we are
. . unable to predict the actual
1 Uldsalel suLyH «il context of the sentence. It
&dl required the full content to
understand the sentence’s
meaning.
The sentence contains Hindi
widsalel w0 A D2t words but they are written in
2 3 Gujarati language. These types
Yl etldle of sentences are impossible to
understand.
L 512l WA 532
(&t dlt. =11 %¥SL 48 Few comments are based on
3 A §2dl 1Y V4 some images or video, so it is
(Qu12 5] ¥l vl difficult to interpret without
o Wyl wWg &Y 8 seeing the associated image.
Ui d el 52U A
Wow U214 -Slneui
Mlaui g2is
U214Hi 9 w4l The Gujarati and English
4 Slyndaui e =[]l  mixed sentences are completely

8215 AYell Rif@esy  not removed from the dataset.

U2 4Bl 200 (U 1s{l
AEd wd wEvL 52,

available that perfectly performs the text
preprocessing steps in the Gujarati language.
Therefore, we have to make regular expressions to
preprocess the data.

Data collection: Data collection is also one challenge
for us because normally people write comments in
code-mixed language. Therefore, it is difficult to
collect texts that are purely written in Gujarati text.
Manually data annotation for testing Data: Machine
learning requires labeled data. It is a huge task to
manually label the data.

No standard method is available: High resource
languages such as English have huge resources
Dataset, wordnet, preprocessing techniques, feature
extraction techniques, automatic data annotation
techniques and algorithms for text data
understanding. For low-resource Indian languages
these resources are not available.

Important data loss: During pre-processing some
meaningful data may be lost. While removing
mentions, few natural words are removed from the
text. For example, “@Gopal Italia WIH el

ULl ui 5101l uuLe of Hecd 32g 2 that is a non-
hostile post. But the classifier incorrectly classified
it as hostile. The reason behind that is that
@Gopal_ltalia is removed from the sentence during
preprocessing. Another example, “21 Days
#uRddet_UlAl idold desdeil dHIM 182
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([Adlue Ml uslUla weldleli Wsll Aietoile].” is
also not correctly classified because the English
word Days and numeric values are removed in
preprocessing.

e Code-mixed text: The data having code-mixed
sentences loses its meaning after applying pre-
processing. For example, the post,” AR
IRl student A WEIR 5ladl Y, AKY &g Al

Ul Fake news &cl” was a mixed Gujarati and
English language sentence. The English words
‘student’ and ‘Fake news’ are removed during
preprocessing. Therefore, the meaning of the
sentence is not correctly identified. Another
example, “Aantakvadi ni pream kahani nathi hoti”
was a Gujarati post written in English and thus was
not correctly classified.

8. CONCLUSION AND FUTURE WORK

Hostile Post detection in the Gujarati language has
become a notable problem therefore there is a huge
requirement for automation systems for hostile post
detection. In this work, we have developed a Gujarati
Text dataset that contains more than one lakh posts
having hostile posts and non-hostile posts. The data are
collected from social media Twitter, Instagram and
Facebook in time duration from the year 2017 to 2022.
Total 10,000 data are manually labeled with two major
categories having equal number of hostile and non-
hostile posts. The data contains unwanted symbols,
URLs, duplicates, punctuations and emoticons.
Therefore, we performed a data cleaning process and
removed unwanted data. Emoji’s are often used in the
short text for the expression. We have replaced emoji’s
with their description in the post. We evaluated
supervised and unsupervised machine learning models:
Support vector Machine, Decision Tree, Random forest,
K Nearest Neighbour, Gaussian Naive Bayes, Logistic
Regression, and k-means clustering algorithms. The
result shows that the Supervised learning-based
algorithm Logistic Regression outperforms. There are
various challenges identified during the implementation.
In this paper, we tried to overcome these challenges.
However, better ways to address these challenges are still
possible. We believe that our dataset will be beneficial in
Gujarati Language Processing related studies.

9. DATA AVAILABILITY

This dataset is not publicly available currently due to the
thesis defense has not been completed yet. If you have
any query, contact the corresponding author.
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ABSTRACT

It is critical to evaluate the estimation of the fatigue lifetimes for the piston aluminum alloys, particularly
in the automotive industry. This paper investigates the effect of different normalization methods on the
performance of the fatigue lifetime estimation using Extreme Gradient Boosting (XGBoost), as a
supervised machine learning method. For this purpose, the dataset used in this study includes various
physical and experimental inputs related to an aluminum alloy and the corresponding fatigue lifetime
outputs. Furthermore, before fitting the XGBoost model, different fatigue lifetime preprocessing
methods were utilized and evaluated using metrics such as Root Mean Square Error (RMSE),
Determination Coefficient (R?), and Scatter Band (SB). The results indicate that modeling fatigue
lifetime with logarithmic values as a preprocessing method excels when XGBoost is trained with 100%
of the data. However, other normalization methods demonstrate superior accuracy in estimating test data
with a 20% test and 80% train set split.
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1. INTRODUCTION

Fatigue loading and the resulting crack propagation are
significant issues in the industry (1, 2). Researchers have
attempted to increase the fatigue lifetime of industrial
equipment and materials by employing various methods,
including geometry-related technologies such as
autofrettage (3), and manufacturing procedures such as
welding (4). As a result, numerous researchers have
attempted to improve the fatigue behavior of materials,
geometries and estimate their fatigue lifetime. This
representation is valid in the realm of alloy and metal
fabrication. The following paragraph will address this
claim.

First, the mechanical behavior of metals and alloys
will be discussed, with a focus on aluminum alloys in the
literature. Azadi et al. (5) investigated how the dwell
time, thermomechanical loading factor, and maximum
temperature affected the thermomechanical fatigue
behavior of aluminum alloys. Furthermore, research
efforts have expanded to investigate the effects of various
aging heat treatments on the hardness of aluminum alloy
(6). Akhtar et al. (7) investigated the optimal heat
treatment temperature for aluminum alloy, revealing that
175°C was the most effective. Azadi and Parast (8)
demonstrated in their work that the fatigue lifetime of
aluminum alloys depends on the variation of the stress,
fretting force, heat treatment condition, nanoparticles,
and lubrication. Subsequently, following a thorough
examination of the literature on the mechanical
properties of materials, particularly aluminum alloys, it is
clear that artificial intelligence (Al) methods could be
helpful in estimating fatigue lifetime, providing
motivation for further research.

After discussing the dependence of fatigue lifetimes
on various variables and motivating using Al methods in
the fatigue lifetime estimation in the second step, the
literature provides the following insights.

Choi (9) estimated the steel fatigue lifetime of various
chemical compositions using five different machine-
learning methods. Based on his findings, XGBoost had
the best accuracy with a determination coefficient (R?) of
98.50%. Moreover, due to the substantial variability in
the fatigue lifetime of alloys, particularly in the case of
aluminum piston alloys, researchers are compelled to
predict their fatigue lifetime behaviors and explore
alternative innovative methods for estimation against
destructive testing (10).

Matin and Azadi (11) conducted a Shapley Additive
Explanations (SHAP) value-based analysis with
XGBoost, employing five different machine learning
models to predict the fatigue lifetime of aluminum alloys.
Among those models, XGBoost emerged as the most
effective, demonstrating compatibility with their dataset
when trained on all available data.

This study motivates the researchers to find the best

model for predicting the fatigue lifetime of aluminum
alloys based on testing data and preprocessing methods.
Furthermore, because of the potential of this work on the
possibility of increasing fatigue lifetime, the literature
provides the following paragraph for discussion: firstly,
the normalization and scaling approaches, as
preprocessing steps, transform raw data into a
standardized format. For this aim, several researches
have been conducted to suggest normalization methods,
such as Min-Max normalization (12), Manhattan
normalization (MN) (13), Euclidean normalization (EN)
(14), and maximum absolute normalization (MAN) (15).
Furthermore, the variability in fatigue properties arises
from different sources, such as experimental conditions,
material properties, and testing equipment. As a result,
normalizing fatigue and its characteristics may provide
valuable approaches for improving fatigue modeling (16,
17). Second, numerous studies show that the amount of
training data and the ratio of training to testing data affect
the accuracy of machine learning models. Additionally,
these factors play a significant role in improving machine
learning prediction modeling. Medar et al. (18)conducted
six trials using various training ratios (ranging from 2/12
to 12/12) to calculate the mean absolute error. Ramezan
et al. (19) studied the impacts of different quantities of
training data on diverse supervised machine-learning
classification methods.

The present study demonstrates the impact of
normalization approaches on enhancing the fatigue
lifetime prediction of AISi12CuNiMg aluminum alloy, in
the engine piston application. The prediction relies on
stress levels in the rotary bending fatigue tests, heat
treatment conditions of manufactured standard test
specimens, the fretting (wear) force during the test, the
corrosion time subjected to test specimens, and the
existence of the lubrication during the test, all serving as
inputs for the XGBoost machine learning model.

The novelty of this work lies in finding the best
modeling process for estimating the fatigue lifetime in
different training and testing sets through data splitting
by incorporating various normalization approaches. The
main application of this work is estimating the fatigue
lifetime of aluminum alloys with highly accurate
methods under multiple inputs, which traditional
methods such as S-N curves do not provide. Moreover,
by examination of test data on estimation of the fatigue
lifetime, the proficiency of this method is demonstrated
in reducing destructive tests like rotary bending fatigue
tests for analysis.

2. RESEARCH METHODS

2. 1. Experimental Dataset This segment is
based on the experimental dataset described by Azadi and
Parast (8). The goal was to evaluate how different ISO
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1143 standard specimens perform in corrosion fatigue,
pure fatigue, and fretting fatigue tests with varying inputs
in this work (8). Furthermore, these specimens were
manufactured using a commercially known alloy called
AISi12CuNiMg, which has widespread application in the
automotive manufacturing industry. Each sample in this
dataset contains six distinct variables that serve as
features (all of the variables were considered integers).
The variables included "stress" ranging from 90 MPa to
120 MPa; "fretting force" with values ranging from 0 N
to 20 N; the presence of "lubrication” denoted by a value
of 0 for non-existing and 1 for existing; the percentage of
"nano-particles” in the manufacturing of specimens,
ranging from 0 to 1%; the corrosion time of manufactured
specimens in H2SO4, ranging from 0 hours to 200 hours;
and the existence of T6 heat-treatment, with a value of 0
for non-existing and 1 for existing heat-treatment.
Moreover, the target is the fatigue lifetime, ranging from
500 cycles to 1,398,100 cycles.

2. 2. Modeling Techniques XGBoost is an
expandable tree-boosting technique, offering significant
potency and speed for machine learning tasks. Equation
1 denotes the objective involving minimizing
regularization (20).

Obj =3Iy, Y )+ > O) )

where [ (y;,y,) represents the difference between the
estimated and actual values, Q(fj) and K are identified
as regularization factors and the cumulative count of
trees, respectively.

Various normalization and scaling methods are
utilized to define a specific data range to enhance the
performance and accuracy of the machine learning
model. Some of these methods are as follows (21, 22):

MN: In this normalization approach, X, is the
normalized variable, X represents the unprocessed
variable, and |X|,represents the Manhattan norm.
Equation 2 exemplifies this technique (22).

S
X
)

X, = /X2 + X2 4t X,

EN: Within this normalization strategy, X, illustrates the
normalized variable, X represents the unprocessed
variable, and | X|, represents the Euclidean norm.
Equation 3 exemplifies this technique (22).

_X
tox], 3
|X|2 = X+ X+ X |+ X,

X

MAN: In this method, X,, is the normalized variable, X
represents the unprocessed variable, and MAX(|X])
indicates the maximum absolute value of that particular
variable among all the samples. Equation 4 illustrates this
method (21).

X
X, =m 4)

Modified min-max normalization (MMN): This method
is closely based on Min-Max normalization. The only
difference is that when calculating the logarithm value
within this normalization approach, it becomes necessary
to eliminate zero values from the normalized variables.
Equation 5 defines this method with the following
equation. Moreover, X, represents the normalized
variable, X is the unprocessed variable, X,,,;,, represents
the minimum value among all unprocessed variables, and
Xomax denotes the maximum value among all unprocessed
variables (21).
xnzw and X, #0 (5)
XMax - Xmin

The performance and accuracy of estimation,
regression, and machine learning modeling can be
evaluated using metrics like R? and RMSE. Additionally,
the SB offers a valuable way to illustrate a factor that
covers the complete range of actual lifetimes versus the
estimated fatigue lifetime (23, 24). The R?metric, ranging
from 0 to 1, is commonly employed to assess the efficacy
of a machine learning approach. A higher R? indicates
better prediction of the target variable. Similarly, SB
plots represent the actual and predicted values on the axes
on a logarithmic scale. The line with the equation of y=x
signifies a high accuracy in modeling (experimental and
predicted values), and SB values are the slopes of the
lines that enclose the data points. A lower SB indicates
high accuracy and less scattering of the data from the y=x
line (23, 24). Figure 1 provides a detailed representation
of the SB plot, as depicted.
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Figure 1. The detailed depiction of the SB plot
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3. RESULTS AND DISCUSSION

Table 1 presents the comparative results of diverse
normalization methods, employing XGBoost as the
machine learning algorithm. It displays R? and RMSE
values for normalized fatigue lifetime and its logarithm,
using the entire dataset without splitting it into separate
training and test data. Additionally, a study was
conducted to predict the fatigue lifetime under various
conditions using XGBoost and 100% of the data as
training data (24). Their results represented the R? value
of 97.66%, which closely aligned with the findings of the
present study, where the R? value was 95.66%. Moreover,
the results presented in this table demonstrate that MMN
achieves the highest modeling accuracy among the other
normalization techniques. However, it is worth noting
that the fatigue lifetime without normalization was fitted
remarkably well using XGBoost. Moreover, according to
alternate researche, EN had a lower performance versus
MMN, which, within this study, is also demonstrated to
have a lower performance (25).

Singh and Singh (26) examined how normalization
methods influenced 21 widely recognized datasets,
including Iris, Australian, Breast Cancer, and others.
They assessed their model's accuracy and found that,
notably, in some datasets, normalization without feature
selection and weighting yielded inadequate results.
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Notably, in some cases, this method resulted in lower
accuracy. The study also revealed a fluctuating accuracy
pattern across the 21 different datasets. This pattern
highlighted that, in general, max absolute normalization
(MAN), followed by min-max normalization, and
unnormalized methods achieved higher accuracy, as
indicated by their respective performances (26). Notably,
the current study shows that when considering 100% of
the training data, modified MMN outperforms both
unnormalized and MAN methods.

Figure 2 illustrates the histograms, scatter plots, and
SB for preprocessed fatigue lifetime data and its
estimation.

TABLE 1. The values of R? and RMSE for different
normalization methods using 100% of data as training data

Normalization Lifetime Logarithm of lifetime
method R?  RMSE R? RMSE
No Normalization ~ 68.10 108624.986  95.66 0.170
MN 67.97 0.009 95.66 0.170
EN 68.09 0.043 95.66 0.170
MMN 68.10 0.077 95.99 0.182
MAN 68.10 0.077 95.66 0.170

Note:The bold values signify the superior accomplishments
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Figure 2. The histogram, scatter plot, and SB for preprocessing fatigue lifetime values and estimating them with 100% of the
training data for different models: (a) No normalization of fatigue lifetime modeling, (b) logarithm value of fatigue lifetime
modeling, (c) EN of fatigue lifetime modeling, (d) logarithm value of EN fatigue lifetime modeling, () MN of fatigue lifetime
modeling, (f) logarithm value of MN fatigue lifetime modeling, (g) MMN of fatigue lifetime modeling, (h) logarithm value of MMN
fatigue lifetime modeling, (i) MAN of fatigue lifetime modeling, and (j) logarithm value of MAN fatigue lifetime modeling
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TABLE 2. The mean values of R? and RMSE for different
normalization methods using 80-20% of the data as random
training and testing

Logarithm of

Lifetime lifeti
Normalization ITfetime
method Mean Mean Mean Mean
R? RMSE R? RMSE

No Normalization 13.95 176235.565  88.47 0.279

MN 19.37 0.014 88.67 0.276
EN 18.18 0.068 88.63 0.277
MMN 18.10 0.122 88.72 0.300
MAN 18.11 0.122 88.61 0.277

Note: The bold values signify the superior accomplishments.

Each plot on the left and right sides of the figure
corresponds to a specific preprocessing method using
100% of the data for training. The figure presents the
distribution of fatigue lifetime data following each
preprocessing approach and its associated estimation.
Moreover, a study depicts the SB plot for this
experimental dataset, using 100% of the data as training
data to predict the logarithmic values of fatigue lifetime,
which range between 2.69897 and 6.14554 (8). This
representation is included in Figure 2(b) of this work.
Several methods exist for splitting data into training
and test sets. Surono et al. (27) employed a convolutional
neural network to achieve an 80%-20% ratio for training
and testing in various machine learning methods to
estimate lung disease. In a different study,
Kurdthongmee (28) investigated the impact of varying
the number of training data points from 100 to 250 to
determine the optimal amount for estimating parawood
pith. For a more specific focus on fatigue lifetime
estimation, Choi (9) reported a 30%-70% test and train
ratio using XGBoost for estimating steel fatigue lifetime
based on stress. The achieved R? for testing fatigue
lifetime was 98.03%. He et al. (29) used stress and fatigue
lifetime datasets in their work. They explored the effects
of three different test-train ratios on estimating the
fatigue lifetime of three commercial steels, concluding
that a 10%-90% training ratio with artificial neural
networks and random forest yielded the best results.
Table 2 in this study compares the results of various
normalization methods using XGBoost as the machine
learning algorithm. It calculates the average R? and
RMSE over 20 iterations after randomly splitting the data
into 80% training and 20% testing sets. The results
demonstrate that, unlike when using 100% of the training
data, when using 80% of the data for training and
calculating mean R? for test data, all of the normalization
methods improved their accuracy in modeling both the
preprocessed fatigue lifetime and its logarithm.

This section of the study illustrates that when using
the same algorithms and an equal number of training
samples, the accuracy varies between repetitions that use
different training samples, which is consistent with the
other study (19). Furthermore, a comparison of the results
in Tables 1 and 2 reveals that the number of training data
samples has a significant impact on the metrics values.
This observation is consistent with the findings of other
research studies (18, 30).

Figure 3 illustrates histograms, scatter plots, and SB
for preprocessed fatigue lifetime data and its estimation.
Each plot on the left and right sides of the figure
corresponds to a specific preprocessing method. These
methods trained on 80% of the data and generated plots
for a specific random state, which was consistent across
all modeling. Moreover, the graphs relate to the test data.
The figure presents the distribution of fatigue lifetime
data following each preprocessing approach and its
associated estimation. Furthermore, it illustrates a subset
of five logarithmic normalization method approaches
among all preprocessing techniques, as the remaining
techniques lack satisfactory accuracy.

According to SB plots in Figures 2 and 3, coverages
of the data by SB lines are different. These SB values in
these figures correspond to optimized positions of SB
lines for high data coverage with a low value of SB.
Therefore, Table 3 represents SB values for different data
coverages of SB lines to compare SB values effortlessly.
Moreover, it indicates that SB values for fatigue lifetime
and its logarithm, with no requirement for preprocessing
techniques, are the best achievements.

A separate study conducted experiments using 27
different specimens subjected to varying stress levels
(31). To compare the SB values presented in Table 3 for
estimating the fatigue lifetime in this study with those
from the other research (31). Those specimens were
utilized to develop an experimental equation for the
fatigue lifetime prediction, and the SB value was reported
with a margin of +2 for their modeling of the fatigue
lifetime in cast iron crankshafts (31). In contrast, the
present study used the entire dataset for training and
obtained an SB value of £10, implying that its modeling
may not be as accurate as other research. Notably, the
current dataset is five times larger than the previous one.
Even after accounting for 90% coverage of SB lines, the
SB value remained constant at +2, demonstrating the
strength and reliability of the proposed approach even
when applied to over 100 data points.

The estimated fatigue lifetimes in low-cycle fatigue
were not valid when the logarithmic transformer was not
applied to the fatigue lifetime and its normalized values
in this study. The estimated fatigue lifetimes of
aluminum alloys deviated significantly from the physics
of the lifetime, resulting in some negative estimated
lifetimes. However, using a logarithmic transformer
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Figure 3. The histogram, scatter plot, and SB for same random state testing preprocessing fatigue lifetime values and estimating
them with 80-20% of the data as training and testing for different models: (a) Logarithm value of fatigue lifetime modeling, (b)
logarithm value of MN fatigue lifetime modeling, (c) logarithm value of MMN fatigue lifetime modeling, (d) logarithm value of
MAN fatigue lifetime modeling, and (e) Logarithm value of EN fatigue lifetime modeling

proved to be a wise decision since it effectively
controlled the pattern of the fatigue lifetime, transitioning
from low-cycle fatigue lifetimes to high-cycle fatigue
lifetimes. Furthermore, no physical laws or empirical
equations related to the fatigue lifetime were used to
obtain these predicted values.

A major challenge in training or fine-tuning machine
learning models is calculating the number of
observations required for the optimum performance.
Although having more training observations leads to

better model performance, in theory, the procedure of
gathering more data is typically time-consuming,
expensive, or even impossible (32). Similarly, in the
rotary bending fatigue tests, the preparation of specimens
incurs costs for the manufacturer, and the tests
themselves are both destructive and time-consuming. In
such cases, learning curves can be used to determine
whether the number of samples used is enough. Figure 4
represents learning curves for fatigue lifetime modeling
and its logarithm value modeling. The training R? lines
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TABLE 3. SB values for all methods showcasing different data
coverage of SB lines

Test Nur(]:ber SB
Method Size  goatter  100% 95% 90%  85%
(%) data data data data data
Life time 0 147 10.0 3.0 2.0 18
Log. 147 12 11 11 11
lifetime
MAN 0 147 9.0 2.8 2.2 19
Log MAN 0 147 1.3 1.2 1.1 11
MMN 0 146 9.0 34 3.0 25
Log MMN 0 146 1.3 1.2 11 11
EN 0 147 9.0 4.3 35 2.9
Log EN 0 147 1.6 1.2 11 11
MN 0 147 12.0 6.0 4.0 35
Log MN 0 147 14 1.2 1.1 11
Log. 20 30 11 11 11 11
lifetime
Log MAN 20 30 2.8 14 1.3 13
Log MMN 20 30 24 1.3 1.2 12
Log EN 20 30 3.2 2.1 2.0 1.3
Log MN 20 30 1.7 15 14 13
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Figure 4. Learning curves for (a) fatigue lifetime modeling
and (b) logarithm of fatigue lifetime modeling

are roughly equal to 1, indicating that the models are
catching the patterns in the training data.

Additionally, the R? values for cross-validation (CV)
are approaching convergence with the R? values from the
training set, as depicted in the learning curves. Generally,
one of the reasons for the proximity of the training R? line
to 1 is the overfitting of the model. However, the
increasing number of training data indicates that the
model requires more samples to achieve better
performance and accuracy (33, 34). In this study, the
accuracy of the test data, especially for logarithmic
modeling, was notable and the models did not
demonstrate insensitivity to small changes in the training
data. Therefore, based on Figure 4, to achieve a better
performance in predicting outcomes, surpassing the
representations of the models presented in this study, it is
recommended to expand the dataset to include additional
samples.

4. CONCLUSIONS

This study focused on using various normalization
methods for fatigue lifetime and its logarithm as
preprocessing tasks, employing extreme gradient
boosting (XGBoost) for prediction. The results included
scatter bands, metrics (R? and RMSE), histograms, and
scatter plots for 100% and 80% of the data employed as
training. The predicted values of preprocessed fatigue
lifetimes in various XGBoost models depend on specific
conditions from the rotary bending fatigue tests and
standard manufactured specimens used in the same test.

The subsequent results were generated through this

process:

e The best scatter band (SB) achievement for all
normalization approaches, using 100% of the data
for training data modeling and a random 20% of
data for testing data modeling, was the logarithm of
fatigue lifetime with SB values of £1.2 and +1.1,
respectively. Therefore, it demonstrates the most
accurate model among the other models in
estimating.

e When using 100% of the data as training, all
techniques of the normalization and unnormalized
approaches had nearly identical values (with a
difference of less than 0.5%). The SB values, on the
other hand, varied. They ranged from +9.0 to £12.0
for non-logarithmic models and from +1.2 to £1.6
for logarithmic models. Therefore, it demonstrates
the normalization method had no significant impact
on 100% training ratio modelling.

e Calculating the mean values of R? for 80% of
random training modeling illustrates that non-
logarithmic normalization methods exhibited better
accuracy (at least 4% higher than unnormalized
fatigue lifetime modeling), whereas, for logarithmic
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modeling, the values were closely aligned (ranging

from 88.47% to 88.72%).

e Learning curves show that as the amount of training
data increases, the prediction of testing data
improves. As a result, additional samples should be
added to the dataset to improve the accuracy of all
models.

The primary limitation of the current work occurs
when the logarithmic transformer is not applied to the
normalized fatigue lifetime and the fatigue lifetime
without normalization in XGBoost modeling. The
predicted values for the fatigue lifetime and its
normalization differed from the physics of the fatigue
lifetime, particularly for low-cycle fatigue lifetimes, with
an incorrect negative estimation. However, the
logarithmic models were accurate, and the predictions
agreed with the physics of the fatigue lifetime.
Furthermore, for the future research aimed at improving
fatigue lifetime modeling, it is suggested that an
activation function be used in the output layer of a neural
network. Additionally, investigating the deep learning
frameworks that allow users to directly impose
constraints on the layer may be beneficial, particularly
for datasets with binary and categorical variables. This
method is especially useful for datasets with few target
values, such as the one used in this study to represent
aluminum alloys. For evaluating the fatigue lifetimes of
aluminum alloys in the automotive industry, these
methods provide highly accurate alternatives to
destructive tests such as rotary bending fatigue tests.
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ABSTRACT

In the realm of wind power generation, cascaded doubly fed induction generators (CDFIG) play a pivotal
role. However, the classical proportional integral derivative (PID) controllers used within such systems
often struggle with instability and inaccuracies arising from wind variability. This study proposes an
enhancement to overcome these limitations by incorporating a single hidden layer neural network
(SHLNN) into the wind power conversion systems (WPCS). The SHLNN aims to complement the PID
controller by addressing its shortcomings in handling nonlinearities and uncertainties. This integration
exploits the adaptive nature and low computational demand of SHLNNS, utilizing historical wind speed
and power data to form a more resilient control strategy. Through Matlab/Simulink simulations, this
approach is rigorously compared against traditional PID control methods. The results demonstrate a
marked improvement in performance, highlighting the SHLNN's capacity to contend with the intrinsic
variabilities of wind patterns. This contribution is significant as it offers a sophisticated yet
computationally efficient solution to enhance CDFIG-based WPCS, ensuring more stable and accurate
energy production.

doi: 10.5829/ije.2024.37.07a.10

Graphical Abstract

- Pl — -|.5\"/_ ‘55 AG 63
. "1=
e : Near-elemenation of

Ps1 S 5 :
j - the error
;i ﬁ\ . 14 18 o ’ 8.8
Power control by
Pl controller
— PI —
Wind
Active power and reactive power
CDFIG
NOMENCLATURE
Cy Power coefficient wij Weights between the second and the third layer
Faq kaq Adaptation gains Xy Input of neural network

* Corresponding Author Email: ali.mazari@univ-djelfa.dz (A. Mazari)

Please cite this article as: Mazari A, Ait Abbas H, Laroussi K, Naceri B. Enhancing Wind Power Conversion System Control Under Wind
Constraints Using Single Hidden Layer Neural Network. International Journal of Engineering, Transactions A: Basics. 2024;37(07):1306-16.



mailto:ali.mazari@univ-djelfa.dz

A. Mazari et al. / I[JE TRANSACTIONS A: Basics Vol. 37 No. 07, (July 2024) 1306-1316 1307

Linis Lna Mutual inductanses [H]

Ly, Ly Inductances of the first and the second rotor [H]
Lgy, Ly, Inductances of the first and the second stator [H]
Py Active power of the first generator [W]

P, Aerodynamic power [W]

Q1 Reactive power of the first generator [W]

Ry First stator resistance [ohm]

Ry, Second stator resistance [ohm]

R, The blade length [m]

Tom Electromagnetic torque [N.m]

T, Generator side torque [N.m]

T, Aerodynamic torque [N.m]

v Estimate matrix for V

1A Primary value of V

Ve Grid voltage

w Estimate matrix for the W

w, Primary value of W

Wies1, Wy Results of calculated weights by Gauss-Newton
lgr igr Rotor currents in d-q axis [A]

las1s lgst First stator currents in d-q axis [A]

lasz lgs2 Second stator currents in d-q axis [A]

ki, ke PI regulator’s gains

P, P2 Number of poles of the first and the second generator
51,82 Slips of the first and the second generator

Uy Adaptive term

Uggs Ugq Adaptive terms in d-q axis

Vgs1» Vgst First stator voltages in d-q axis [V]

Vas2r Vgs2 Second stator voltages in d-q axis [V]

Vjk Weights between the first and the second layer
Uy Wind velocity [m/s]

Van Output of neural network

Har g Neural network inputs in d-g axis

G Gearbox’s gain

C Constante

1 Unit matrix

] Equation of jacoby

4 Weights matrix for the hidden layer

w Weights matrix

e Error

f Friction of the wind turbine [N.m/(rad/s)]
j Inertia of the wind turbine [kg.m?]
Greek Symbols

Taq Dynamic error

Ag g Target terms in d-q axis

Qrree Mechanical speed of the generator [rad/s]
0, Rotational speed of the wind turbine [rad/s]
T, Response time [s]

Part) Pgr1 First rotor fluxes in d-q axis [WB]

Parz) Pgra second rotor fluxes in d-q axis [WB]
Pas1) Pgs1 First stator fluxes in d-q axis [WB]

Pasz) Pgs2 Second stator fluxes in d-q axis [WB]

;i) Activation function

Wy, Wyp Angular frequency of the first and the second rotor
W1, Wesy Angular frequency of the first and the second stator
Oyj Biases between the first and the second layer

i Biases between the second and the third layer

B Pitch angle []

A Velocity ratio

u Positive coefficient

p Air density [kg/m?]

1. INTRODUCTION

As societies increasingly depend on electrical energy,
there has been a notable rise in the utilization of
renewable energy sources like wind power (1). This trend
is primarily driven by the urgent need to lessen reliance
on fossil fuels and mitigate the environmental impact
caused by traditional energy sources (2).

Within the realm of wind power, one promising
technology is the cascaded doubly fed induction
generator (CDFIG) system (3). This innovative system
combines two doubly fed induction generators (DFIGS)
while preserving their original design (3, 4). It involves
coupling two wound rotor induction generators at their
rotor windings, both mounted on a shared shaft (3, 5, 6).
Compared to traditional wind power systems, the CDFIG
system offers several advantages, including enhanced
reliability and reduced maintenance costs (7). One key
benefit of employing CDFIG system is its ability to
operate at variable speeds (4, 6). This is particularly
valuable as it effectively stabilizes the generator voltage
frequency when fluctuations occur in the rotor speed (6).

There has been a growing trend in recent years to
integrate intelligent techniques in WPCS (8). Artificial

neural networks (ANNSs) are widely recognized as a
fundamental, powerful, and efficient approach for
creating control strategies in situations where systems are
only partially wunderstood and have complex
mathematical models (9). ANNSs possess the capability to
learn and approximate the dynamics of nonlinear systems
by utilizing available input and output information (10).
They are commonly applied in the fields of identification,
adaptive control, and observation (11).

The literature encompasses various control
techniques employed in wind power conversion systems
(WPCS) utilizing the cascaded doubly fed induction
generator (CDFIG). Notable examples include direct
torque and flux control (12), sliding mode control (SMC)
as described by Maafa et al. (7) and Zahedi et al. (13),
This control technique frequently encounters undesired
chattering phenomena (14). However, this phenomena
can be decreased by updating the traditional SMC into
the terminal SMC by Abdolhadi et al. (15) and the super-
twisting SMC by Yan and Cheng (16) but it leads to more
complexity of the controller (17). The predictive torque
control of CDFIG highlighted by Bayhan et al. (18)
which focuses on directly controlling the torque or flux,
and the predictive voltage control also by Abdolrahimi
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and Arab Khaburi (19). Dauksha and lwanski (20) an
indirect torque control algorithm for a CDFIG that allows
it to work with an unbalanced power grid using different
strategies. The development of an intelligent LAMDA-
based controller for three-phase induction motors has
shown improved precision and disturbance response by
Morales et al. (21). Additionally, studies on the behavior
of wind turbine blades in different turbulence levels have
underscored the necessity for durable designs in
renewable energy technologies (22). In finance, the
integration of time-series analysis into neural network
models has significantly enhanced stock price prediction
accuracy (23). Our contribution aims to combine the
strengths of the CDFIG with intelligent technique in the
WPCS by integrating SHLNN which provides low
computing complexity and good adaptation abilities to
the control system.

This research identifies a gap in the existing literature
regarding a control system that effectively manages these
nonlinearities and uncertainties without introducing
additional complexity. To address this gap, the article
proposes a control strategy that integrates a single hidden
layer neural network (SHLNN) with a PI controller. The
SHLNN is designed to complement the PI controller by
enhancing its adaptive capabilities while maintaining a
low computational footprint.

The paper presents a detailed exposition of the
mathematical model of the WPGS encompassing the
CDFIG and the wind turbine models, the controller of the
active power and reactive power of CDFIG designed
including field-oriented control with PI controller in the
first case then the implementation of the SHLNN
alongside with a Pl controller in the second case.
Subsequently, applying the control methods in the WPGS
and discussing the simulation results by comparing both
cases. The paper concludes with a summary of the
findings and their implications for future research in the
wind power generation systems.

2. MATHEMATICAL MODEL OF THE WPCS

2. 1. Model of The CDFIG The two doubly fed
induction generators are connected mechanically and
electrically, their stator windings are electrically isolated
from each other, their rotors are connected to the same
shaft, and the rotor circuits are linked with a reverse
phase sequence (24). These generators are referred to the
first generator as the control generator (CG) and the
second as the power generator (PG) (24), as shown in
Figure 1:

By employing a commonly used DFIG model and
assuming symmetrical electrical circuits for both the first
generator and the second generator across all phases (20),
the rotor windings of the two generators are
interconnected in opposite connection, this linkage gives

First generator (PG) Second generator (CG)

Figure 1. The cascaded doubly fed induction generator

the following model in d-q axis (13, 25):

— . digsy digr
Vas1 = Rslldsl + le at + Lml at - (1)
wlesllqsl - wlemllqr
diger digr

Vgs1 = Rsliqsl +Ls “at + L ar + w1 Lsiigsr + )

Ws1Lmalar

digr digsy

0= Rridr + Lr?‘F Lm1

- wg1Lrig — 3
) digss .
wglellqsl — Ly dt + wgleZ lgs2

digr digs1

0=Ryig + Lr? + L1 m + wg1Lyigr +
. digsz . (4)
wglelldsl — Ly & wglezldsz

— . didsz didr
Vas2 = Rszldsz + LsZ at - Lm2 at - (5)

WszLgy lgs2 + Wy Lz lgr

digp | digr

Vgs2 = Rsziqsz + Ls; “ac m2 5, + wsyLgalasy — (6)
wsZLmz idr
The fluxes (25):

®as1 = Lsilas1 + Lmalar (7
Pgs1 = leiqsl + Lipa iqu (8)
Par1 = Lrilars + Linalast )
Par1 = Lrliqu + Ly iqsl (10)
@as2 = Lsalasz + Lalarz (11)
Pgs2 = Lsziqsz + Lmziqrz (12)
@ar2 = Lyalgra + Linzlas2 (13)
Pqr2 = eriqrz + Lmziqsz (14)

The frequency response of both stators and rotors is
provided as follows (26):

Wg1 = Wgp = Ws1 — W1 (15)
Wsp = Wg1 — Wy1 — Wy (16)
Wrq = P12 17)
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The total electromagnetic torque (T,,,) of the cascade
is determined by the addition of the torques generated by
the two individual generators (25):

Tem = plel (idriqsl - idsliqr) + szmZ (idriqsz - (18)
idsziqr)

2. 2. Modeling of The Wind Turbine The wind
turbine harnesses the kinetic energy of the wind, resulting
in the rotation of its blades and the conversion of this
energy into mechanical energy, which drives the rotor of
the generator. The aerodynamic power (P;) and torque
(T,) associated with this process are represented by the
following expression (27):

Pe =5 Cp (4, B)pRenvs, (19)

P
T, =+
¢

(20)

The power coefficient is given by Kelkoul and
Boumediene (28):

€y = (03— 0.0167p) sin (ZH2D) —

10-0.38 (21)
0.00184(1 — 3)B

The gearbox serves to connect the generator and the
wind turbine, amplifying the rotational speed transmitted
from the wind turbine. The relationship between the
rotational speed of the generator and that of the wind
turbine is defined as follows (27, 28):

ﬂmec
0 == (22)

The fundamental equation that governs the dynamics
of speed and torques can be expressed as follows (27, 28):

. AQmec
J"a + fQmec = Tg —Tem (23)

3. CONTROL OF THE CDFIG

3. 1. Field Oriented Control It is a naturalistic
separation between the magnitude associated with the
flux (the excitation current) and that related to the torque
(the armature current), which makes the delay of torque
response decrease and increase the speed control rang.
Hence, a higher efficiency over a long-term steady state
load (9).

The initial stator flux ¢, is aligned with the d-axis.
When traversing along the g-axis, the flux of the first
stator remains consistently at zero (5).

Pdas1 = Ps1 (24)

@Ygs1 =0 (25)

By considering the resistance of the first stator
neglected, the voltages can be simplified as follows:

Vg5 =0 (26)

Vgs1 = Vs = ws1951 (27)

The voltages of the second stator in relation with the
currents, the first stator currents in relation with those of
the second stator. Hence, the active and reactive powers
are described by Maafa et al. (25):

_ . digsz
Vas2 = Rszldsz + (LSZ - C-Lmz) at -

) (28)
S. Ws1 (Lsz -C. Lmz)lqsz
. digsz
Vgs2 = Rszlqsz + (Lsz = C. Liyz) ac + (29)
. Lin1.Vs
S. Wgq (LSZ —-C. LmZ)ldSZ +C. SL—;
. Vs C.Lymq? L1 -
tas1 = L (1 + LSI.L;Z) ~ Cog las2 (30)
A L1
qul = _C.L_ﬂlqsz (31)
L .
Py = —C. Vs:lqsz (32)
=% Cm® _ ¢y b
Os1 = oo (1 + LSI.Lmz) €.V, las2 (33)
L
C — m2
Lr1+Lr2—LZ':112 (34)
S =51.5, = Ws1=2(p1+D;) (35)

Ws1

The first stator’s active and reactive powers (Ps;, Q1)
will be the output signals from the CDFIG that will be
controlled to achieve the tracking reliability of energy in
the WPCS.

3. 2. PI Controller The speed control loop, Pl
regulator structure is illustrated in Figure 2. The design is
based on the dynamic equation governing the behavior of
the rotating components:

The open-loop transfer function is expressed as
follows:

paki CLmiVs

Yy _ P Lsi(Ls2—C.Lm2)
Yref - P P Rs2 (36)
kp (Ls2—=C.Lm2)

Several approaches are used to calculate the parameters
k; and k, (29), by using the poles compensation
approach, the closed-loop transfer function is obtained

Y k; LV, Y
kp o —1 o
p LR+ plL,-CL,)

Figure 2. PI regulator structure
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as follows:
Yy 1
V.. Ls1(Lsz2—CLmz) 37
Yyer 1+P7’1p-c-211m1-vsz ( )
ki _ Rs2
Ky (Lsa=CLmz) (38)
The gains of Pl regulator are distinguished by:
— le(Lsz_C-Lmz)
kp - Tpr.C.Lm1.Vs (39)
_ Rs2 _ Lsi.Rs
ki = ke e )~ T e (40)
=
T eplgletie (1)
3. 3. Adaptive Control Architecture In order to

benefit the advantages of neural networks (NN) in power
control of the CDFIG, we will incorporate two blocks of
SHLNN alongside PI controllers. The first block will be
utilized in the d-axis, associated with reactive power Q,
and the second block in the g-axis, associated with active
power P. The purpose of integrating these components is
to enable the calculation of adaptive terms that actively
influence our system, with the goal of minimizing
tracking errors.

By implementing the SHLNN blocks on the d-axis
and g-axis, we enhance the capability of our power
control system. The SHLNN utilizes its neural network
architecture to learn and adapt to varying operating
conditions. It analyzes input data, such as voltage and
current measurements, and produces adaptive terms u,q
and u,gq, that can be used to adjust the control signals for
the CDFIG.

Inputs of NN blocks are:

- Forthe d-axis: [Vgsp; Qs1l
- Forthe g-axis: [Vgsz; Ps]

The outputs are A4 for d-axis and A, for g-axis, which
are considered as targets.

digs
L = vysa + Mg (42)

digs
2 — gz + Ay (43)

From Equations 5 and 6 we have:

digr

digs; _ Vds2 1 .
Tz = 202 1 (—Rygigsy + Lo 2+
dt Lgy Lgy dt (44)
WszLgy lgs2 — WszLima iqr)
digsz Vgs2 1 ( . digr
—— =——=4 —| =Ryl L -
dt Lsz + Lss s2%qs2 + m2 g,

(45)
WsaLgsalasy + WLz idr)

From Equation 37 The outputs can be distinguished as
follows:

1 . digr .
Ag= o (—Rszldsz + Lo = T WsaLgalgsz —
52 (46)
wsszzlqr
1 . diqr .
qu o (_RSZ lgs2 + Lima ac WspLslgsr +
2 (47)
wsZLmZ Lar

Figure 3 shows the adaptive controller architecture of
the CDFIG:

3. 4. Neural network Approximation Within a
feedforward neural network, information exclusively
goes in a singular direction, progressing from the input
layer to the output layer, without any reverse propagation
(30). In the context of controlling nonlinear systems,
neural networks (NNs) are commonly utilized as
adaptive components to offset the impact of uncertainties
present within the system. These uncertainties can
include unaccounted dynamics, parameters that vary with
time, and errors in modeling. NNs are favored for this
purpose due to their remarkable capability to
approximate continuous mappings of real values,
provided that an appropriate NN architecture is employed
(11), the general structure of NN is shown in Figure 4.

as2

oV p \
Ysg v
: Vq .AC . A | P
inverse Ves2| COFIG o
park v, Model .
: e, ' Ac | Ve L~q,
<1 ref

T SHLNN
B4 Block

Q

Figure 3. The adaptive control architecture of the CDFIG
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Figure 4. The structure of a single hidden layer neural
network
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The relation between the input and the output of a
SHLNN is given by Rahmani and Belkheiri (11):

Ynn; = Z?’il[wiﬂ’j@&l UjieXie + Upj) + Oi (48)

i=1,..,N; and xeRM
The previous NN equation can be represented in
compact form as follows (11):

Ynn = WT(p(VTx) (49)

3. 5. Application The learning procedure can be
accomplished through a diverse range of techniques,
wherein the weights are iteratively adjusted until the
generated output precisely matches the desired target
output (31).

The Levenberg-Marquardt (LM) algorithm is widely
recognized as one of the most prominent techniques for
resolving least-squares problems (32). It serves as an
approximation to the Newton technique aiming to
achieve the speed of the second-order training without
the necessity of calculating the Hessian matrix (31).
Following a sequence of approximations and
optimization steps, the weights are adapted using
Equation 50 (33, 34):

Wicrr = Wie = Ui+ Jic + 1) ey (50)

The LM method is integrated into Matlab software as
a function named “trainlm”, Figure 5 shows the training
process using the LM algorithm to train our system
within the Matlab environment. Notably, we employ a
hidden layer consisting of 10 neurons and conduct 1000
training epochs.

After completing the learning phase, we proceed with
implementing two SHLNN blocks in Matlab/Simulink.
These blocks are designed to estimate the adaptive terms
Uyg and u,g, Which will be utilized to counteract the
targeted disturbance terms Adand Aq. The adaptive
terms are calculated by the following equations:

Uga = W (VS ta) (51)

Uaqg = W (VS 1tg) (52)

ta = Vasz2 Qsal” (53)

o = [Vas2 Paa]” (54)
W is updated according to the following low (35):

W = —Faq[20(V{ aq)Taq + kag(W — Wp)] (55)

Taq = lagr — lagq (56)

4. THE WIND POWER GENERATION SYSTEM

The wind power conversion system's operational range
can be categorized into four distinct zones. The initial

zone, (1), during low wind speeds the electricity
generation is nearly impossible. In the second zone, (11),
the system utilizes the MPPT algorithm to effectively
manage its operations. This optimization process
considers  fluctuations in wind speed, thereby
maximizing power production. Moving on to Zone (I11),
which occurs when wind speeds exceed their nominal
values, the system adjusts the pitch angle to regulate the
produced electric power, maintaining it at or near the
nominal level. Finally, Zone (IV) represents a state of
strong winds that pose a potential threat to the wind
turbine. In such emergency situations, the wind turbine is
promptly halted to prevent any damage or harm (2).

4. 1. Maximum Power Point Tracking Strategy
(MPPT) The objective of MPPT algorithms is to
observe and optimize the utilization of power generated
by the WPCS (36). Numerous MPPT algorithms exist for
in the realm of wind energy, each of these algorithms
have their own merits and demerits. The optimal torque
control (OTC) is very simple in usage, fast speed
convergence and high effectiveness (37). This algorithm
focuses on measuring the generator rotor’s speed and
computing the required torque or power instead of
measuring the wind speed, the following control method
is employed to ensure that the generator torque remains
at its designated reference value (27):

Tem_ref = Koptﬂrznec (57)
1 Cp_max 1
Kopt = E ;%,pt pﬂ,’Rg E (58)

The power coefficient C;, depending on the velocity
ratio A and the pitch angle B reaches its maximum value
(Cp_max = 0.44) when the pitch angle is zero, thus the
velocity ratio becomes at its optimal value (A, = 7).

Figure 6 depicts the various components of the wind
turbine using a block diagram, with a specific highlight
on the MPPT strategy:

4. 2. The WPGS Based on The CDFIG  The process
of using the CDFIG as a wind turbine generator involves
several types of connections, one of them is by linking

Power
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generation

MPPT
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Figure 5. The operational range of the WPCS
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Figure 6. MPPT strategy usage in the wind turbine

the initial stator directly to the grid, while the second
stator is linked to the grid via an intermediate AC/AC
converter which allows the energy to be controlled and
transferred in both directions (6).

The WPCS based on the CDFIG is illustrated in
Figure 7.

5. RESULTS AND DISCUSSION

The parameters of the generators and the wind turbine
used for the simulation have been selected from literature
(25).

The simulation was done using MATLAB/Simulink
environment. In the first case, the Pl controller
implemented alone to control the active power and
reactive power. In the second case, the neural network
will be added alongside to the PI controller. The results
show the difference between both cases. Figure 8 shows
the wind velocity profile. Rotor speed in RPM is
illustrated in Figure 9.

The wind speed varies between approximately 6 m/s
and 13 m/s. The pattern of changes in wind speed is
irregular, with several peaks and dips, indicating
variability in wind conditions.

The active power of the first generator; first case and
second case controlled by the PI controller are shown in

Grid

Power controller

Figure 7. The WPCS based on the CDFIG
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Figure 9. Rotor speed

Figures 10 and 11, respectively. The reactive power of
the first generator; first case and second case are shown
in Figures 12 and 13, respectively. It is evident that the
active and reactive power cannot closely track their
reference values during periods of rapid strong wind
velocity variation as we can see in Figure 10 the power
error amount to 100 kW. However, when neural network
is introduced in conjunction with the PI controller, a
significant enhancement in results becomes apparent. In
Figure 11, the active power plot demonstrates a near-
elimination of errors. This improvement is further
highlighted by examining the transient response, which
is markedly better in the second case. The transient
response, a critical aspect of wind generation systems,
demonstrates an enhanced ability to quickly and
efficiently adjust to changes in wind speed and load
demands. This rapid adjustment capability is vital for
maintaining system stability and ensuring consistent
power output. In Figure 13, the reactive power plot shows
a remarkable reduction in errors by 60 KVA.

These results provide compelling justification for the
accurate identification of inversion errors (44) and (A4)
by the adaptive terms (u,q) and (u,q), respectively, as
depicted in Figures 14 and 15.
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The neural network weights history of the active
power and the reactive power are shown in Figures 16
and 17, respectively. As observed the weights are chosen
carefully and accurately to adapt with the system and to
provide a better control command the values of this last
are in between -40 to 40 for the NN of the reactive power
and -40 to 90 and for the NN of the active power the
initial weights were selected using the developer
expertise and are optimized during the training session
for best outcomes.

This improved performance can be attributed to the
neural network's ability to predict and compensate for the
system's behavior more effectively than the conventional
PI controller, which is based on fixed gains and does not
adapt to changing conditions dynamically.

6. CONCLUSION

The integration of neural network with a Pl controller in
wind generator control systems has proven to be a highly
effective approach for enhancing performance,
particularly in the presence of rapidly changing wind
conditions. The results clearly demonstrate a remarkable
reduction in errors and a significant improvement in the
accuracy of power control.

This study serves as a strong foundation for the
application of neural networks in renewable energy
systems, offering the potential for improved efficiency
and grid stability. The carefully chosen and optimized
neural network weights play a critical role in adapting to
system dynamics, ensuring a robust control strategy.

As the renewable energy industry continues to grow,
innovative solutions like the one explored in this study
will become increasingly important in harnessing the full
potential of wind energy and addressing the challenges
posed by variable wind conditions. It is clear that neural
networks hold great promise for the future of the wind
energy generation, offering a path toward more reliable
and efficient power production.
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ABSTRACT

The Trans-Sumatra Toll Road (TSTR) located in Indonesia operation which is under the management of
State-Owned Enterprises (SOE) faces several challenges and requires alternative sources of financing
and income, one of which is Land Value Capture (LVC)-based area development. This research aims to
identify and analyze the Critical Success Factors needed to implement land value capture in the TSTR
project. The results of this research obtained five success factors with the highest ranking and a model
of the relationship between variables in implementing land value capture in SOE assigned toll road
operations based on the consensus of the expert. Through literature studies, 40 success factors were
grouped into five categories and 14 criteria to successfully implement land value capture on toll road-
based infrastructure that experts validated. The validated success factors were processed through a series
of expert assessments using the Delphi-Method questionnaire, resulting in five success factors with the
highest ranking in each category. The relationships between variables were further obtained from PLS-
SEM modeling and were analyzed. The analysis of the relationship model produced relationships
between variables including Government Policy, Toll Road Developer Business Model, Asset/Property
Management, Investment Supporting Environment, LV/C Planning and Specific Project Conditions. The
present study result may determine factors that can ensure the successful completion of toll road projects
with SOE assignment scheme.
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NOMENCLATURE

TSTR Trans Sumatra Toll Road PPP Public Private Partnership
SOE State-Owned Enterprises RIl Relative importance index
LvVC Land Value Capture SD Standard Deviation

MTR Mass Transit Railway MS Mean Score

CSF Critical Success Factors TOD Transit Oriented Development
PLS-SEM Partial Least Square — Structural Equation Modelling HK Hutama Karya

1. INTRODUCTION

Infrastructure development is one of the Indonesia's main
development targets in 2020-2024 National Medium-
Term Development Plan. One of the targets is the
construction of 2,500 km of toll roads throughout
Indonesia, 1,600 km of which are part of the Trans-
Sumatra Toll Road (TSTR). TSTR is a mega project of
toll road network that connects Sumatra Island from
Lampung to Aceh, with a total length of 2,813 km, and a
projected total investment cost of million US$ 38,297.

The construction of this toll road faces several
challenges, where the TSTR is not financially feasible
but economically feasible, making the project
unattractive for toll road developers to invest in long-
term operations. To overcome these challenges, the
Indonesian government chose to implement the project
with the SOE Assignment scheme. The assignment of
SOE to TSTR is regulated through Presidential Decree
Number 100 of 2014, Presidential Decree Number 117 of
2015 (1st amendment), and Presidential Decree Number
131 of 2022 (2nd amendment) concerning the
Acceleration of Toll Road Development on Sumatra
island. SOE assignments are designed to be implemented
on toll roads that are projects economically feasible but
not financially feasible due to government budget
limitations.

In its implementation, the assigned TSTR Concession
development company faced several challenges,
including low financial viability, low average daily
traffic, constraints on government budget allocation, and
increasing concession company debt, resulting in
declining company performance. To face these
challenges, the TSTR Concession Company needed
alternative sources of financing and income, one of
which is area development based on Land Value Capture
(LVC).

LVC is based on the principle of a virtuous value
cycle, where value in the form of additional economic
improvements created from infrastructure investments is
then captured (either in part or in full) (1) through value
capture mechanisms to recover the capital costs of the
investment or reinvest in the land or area.

Figure 1 shows the Virtuous Value Cycle which
provides a policy-based framework to create value that
can increase economic growth, using a value capture
mechanism and providing economic growth results that
will be devoted to replacing the initial investment capital

costs used in infrastructure projects (2). The
implementation of the virtuous value cycle as an
alternative source of income can reduce the dependence
of toll road infrastructure on income originating from toll
payments.

Through utilizing land value capture, TSTR
concession companies can have additional sources of
income apart from toll fees. In its application to the urban
transit infrastructure of the Hong Kong MTR and
Hyderabad Metro, the concession company is
implementing LVC-based property development,
integrated with transit infrastructure based on urban area
development master plans that enable the company to
generate alternative revenue streams, with the Hyderabad
Metro and Hong Kong MTR respectively accounted for
45% and 38% of its total revenue (3).

The use of LVC is a great opportunity to become an
alternative source of TSTR financing due to the
economic improvements generated by infrastructure
investment (2) and the principle of beneficiary pays,
where infrastructure is financed by the beneficiaries (4).

As a large-scale infrastructure project, TSTR is
expected to significantly increase connectivity, connect
economic activity nodes, reduce transportation and
logistics costs, and reduce travel time and distance (2).
Currently, the implementation of LVC in Indonesia is not
yet optimal (5), so it cannot be used as an alternative
source of income and financing for toll road
infrastructure.

A study of the Critical Success Factors (CSF) can
identify things that need to be prioritized or require

Value Funding C———J Value Creation

Using value capture From financing

to provide confident infrastructure investments
of returns to public that enable uplift in
and private financiers ecanaomic productivity

PN M

Value Capture

Using mechanisms that
harvest uplift in
economic productivity

Figure 1. Virtuous Value Cycle Source: processed from
ADB, 2021 [5]
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special attention when implementing LVC on the TSTR.
Modeling between the determining factors for success
and the success of implementing land value capture can
map the relationship between critical success factors and
the success of implementing land value capture on the
TSTR. Partial Least Square (PLS) can analyze cause and
effect relationships and structural relationships based on
latent variables and manifest variables in the application
of land value capture on the Trans-Sumatra Toll Road
with SOE Assignment. The advantage of using the PLS-
SEM method is that it uses a small sample (6).

Based on literature studies regarding land value
capture, it is known that there are several gaps i.e. no
studies identify the critical success factors and success
criteria in implementing land value capture especially on
toll roads with the Assignment scheme and there is no
research to develop a model of the relationship between
critical success factors and the success criteria to
implementation of land value capture mechanisms on
SOE Assignment toll roads. To complement previous
research gaps, in this research a Structural Equation
Model regarding factors that influence the successful
implementation of the land value capture mechanism in
the Trans-Sumatra Toll Road Assignment was
developed.

Through CSF identification and CSF land value
capture modeling which have been successfully applied
to the Trans-Sumatra Toll Road Assignment, it is hoped
that it can encourage the successful implementation of
land value capture as an alternative source of income on
the Trans-Sumatra Toll Road. This paper aims to identify
and model the influence of critical success factors on the
success of implementing land value capture as an
alternative source of financing for the Trans-Sumatra
Toll Road. It is also hoped that the results of this research
can be a reference in implementing LVC, especially on
other SOE Assignment toll roads in Indonesia.

2. LITERATURE REVIEW

2.1. Trans-Sumatera Toll Road as Assignment SOE
Toll Road Scheme The construction of the Trans-
Sumatera Toll Road is one of the largest mega
construction projects in Indonesia and even the world
with total financing of IDR 572 trillion. Its 2,813 km road
length consists of 24 sections stretching from Bakauheni
to Banda Aceh, which is divided into four construction
stages. TSTR is regulated in Presidential Decree Number
100 of 2014 regarding the Acceleration of Toll Road
Development in Sumatra, which was subsequently
updated in Presidential Decree No. 117 of 2015 and
Presidential Decree No. 131 of 2022.

The Assignment SOE scheme was chosen because the
TSTR does not yet have financial viability, even though
it has economic viability, which makes this project

unattractive for private investment (7). According to the
Head of the General Section of BPJT Mahbullah Nurdin
(7), the assignment of the Trans-Sumatra Toll Road
Concession to PT Hutama Karya (HK) as a Toll Road
Business Entity was carried out to a SOE that was 100%
owned by the government and had the greatest technical
and strong financial capacity. Through the Assignment of
SOE, HK as the Toll Road Developer was assigned to
carry out toll road business concession which includes
funding, technical planning, construction execution work
and also operation and maintenance toll road.

2. 2. Land Value Capture (LVC) on Infrastructure
Projects Recent studies in land value capture are
mostly on transit infrastructure context in several highly
populated cities such as Hyderabad, Hong Kong, Wuhan,
and Guangzhou (3, 8). Based on the LVC best practices,
researchers emphasize the pivotal role of government
bodies in multi-level authorities in establishing policies
in land value capture implementation (3, 5, 8, 9). In the
case of urban transit infrastructure, successful LVC
implementation highly depends on the business model of
the transit agencies and its capability in asset and
property management (3, 4, 10). Although LVC research
has mostly been carried out on rail-based infrastructure,
currently the related research of LVC on toll road
infrastructure has begun to be carried out through the
development of the Road Plus Property Developer
business model framework (11).

Several studies also expressed the need for a
favorable investment environment in the form of a
supportive legal framework and regulation (3-5, 8, 12),
zonation and spatial planning (3, 13), economic policies
(13-15), good governance (13), political support (3, 4, 9,
12), and attractive financing package (8) in infrastructure
financing involving private investment.

Specific project conditions and solid land value
capture planning in terms of good value creation based
on profitable and contextual business model (3, 8, 12),
integrated property development with the main
infrastructure (3), alignment with medium-to-long term
government strategic objectives (3), high-quality
operational services (8), beneficiary stakeholder support
(4, 5, 8, 9) and potential application of a combination of
LVC instruments (3, 8) are also several success criteria
mentioned in the recent studies.

Based on the LVC best practices on transit
infrastructures, these success factors need further studies
in the context of toll roads in Indonesia, mainly on the
SOE Assignment scheme that would likely utilize the
financing scheme.

2. 3. Critical Success Factor (CSF) Implementation
Land Value Capture on Assignment Toll Road
Critical Success Factor (CSF) is an action, decision,
condition, or situation that must go well to achieve the
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desired goals of a project (15). In general, research
related to CSF in the construction industry, including toll
road projects shows that factors related to human
resources are important factors from the owner and
contractor perspective, while project characteristics are
the most important factors from the consultant's
perspective.

Based on previous research (16), the characteristics of
critical success factors, including: the form of events that
cannot be predicted but have significant risks and,
involving the performance of key individuals, it can have
a good or bad effect on the organization's ability to
achieve its goals and involves critical operations,
systems, or facilities that need to be monitored or subject
to contingency plans. CSF have different CFSs in the
context of toll road business assignment schemes for each
country and project and depend on dynamic existing
environmental conditions along with changes in policy
and the industrial environment.

This is based on the benchmarking carried out
through literature studies regarding best practices for
implementing land value capture in transit infrastructure.
The success factors are then grouped into five categories,
including: Government Policy, Toll Road Developer
Business Model, Asset/Property Management, Profitable
Investment Environment, and Land Value Planning and
Special Project Conditions.

2. 4. Relationship between Variables

2. 4. 1. The Relationship between Government
Policy and the Successful Implementation of LVC
Implementing LVC involving various government
agencies at various levels across institutions requires a
collaborative framework (8) and good coordination.
Furthermore, the importance of government support in
implementing LVC, whether in the form of financial
support, zoning, or land acquisition, was emphasized (3).
In addition, the need for implementing authorities, as
well as the importance of preparing infrastructure
investment packages in supporting LVC implementation
was also emphasized (8).

2. 4. 2. The Relationship between Government
Policy and the Successful Implementation of LVC
Through the previous study (8), the role of the concession
company's business model in implementing LVC,
including competency/capability in the property market,
long-term oriented contract preparation, economic
growth-oriented development that aligns  with
transportation infrastructure, as well as cooperation in
land acquisition with the government were identified.
Other studies (3, 4) also identified the importance of toll
road developer competency/capability in business model
planning and asset management as a success factor in
implementing LVC.

2. 4. 3. The Relationship between Government
Policy and the Successful Implementation of LVC
Studies that have been carried out before (9, 10)
identified transparency in the implementation of LVC as
a factor that supports the implementation of LVC.
Meanwhile, other studies (3, 8) suggested asset
management  collaboration  between  concession
companies and property developers as a success factor in
implementing LVC. In connection with several studies
(3, 8) also stated the importance of property developer
competency or capability in LVC implementation areas
as a factor that supports the success of LVC
implementation.

2. 4. 4. The Relationship between a Supporting
Investment Environment and the Successful
Implementation of LVC Two studies (3, 8) have
identified spatial planning, transportation, and zoning; as
well as support for good macroeconomic conditions and
economic growth as conditions that support the
successful implementation of the LVVC mechanism. One
of the research (8) further revealed a financing package
that includes land management around transportation
infrastructure as a supporting factor for the successful
implementation of LVVC. Based on the other studies (5,
9), regulatory support in implementing LVC was
expressed.

2. 4. 5. The Relationship between LVC Planning
and Specific Project Conditions with the
Successful Implementation of LVC The
application of LVC to transportation infrastructure is
closely related to the quality of the transportation
infrastructure. This is supported by literature (4, 5, 8) that
good value creation is needed in implementing the LVC
mechanism as well as Li et al. (8) which reveals that
quality infrastructure operational services can support the
implementation of LVC.

3. RESEARCH METHODOLOGY

This research applied qualitative methods to develop
success factors for implementing LVC on the
Assignment SOE toll road. Currently, land value capture
is widely used as an alternative financing for urban
transport infrastructure. Based on the literature review,
the author identified 40 success factors and 14 success
criteria for implementing LVC in urban transport
infrastructure. These success factors were then
categorized into five categories consisting of X1-
Government Policy (9 SF), X2-Toll Road Company
Business Model (8 SF), X3-Asset/Property Management
(3 SF), X4-Profitable Investment Environment (12 SF),
and X5-Land Value Planning and Special Project
Conditions (8 SF). Figure 2 presents the research model.



R. Fitriadi Kurnia et al. / IJE TRANSACTIONS A: Basics Vol. 37 No. 07, (July 2024) 1317-1330 1321

The obtained success factors, success criteria, and
success factors categories were then validated through
multiple rounds of Delphi Method questionnaires. This
decision was due to the limited study of the LVC concept
in Indonesia and the limited number of LVC experts on
toll road infrastructure in Indonesia. Through the Delphi
Method, the research aims to obtain a consensus among
the experts in providing an assessment based on an
anonymous iterative process with a small number of
respondents. A recent study shows that the Delphi
Method with sample sizes greater than or equal to five
combined with 1-7 linear Likert Scale (17).

Figure 2 shows the six latent variables. Arrows
between variables illustrate the cause-and-effect
relationship between variables, for example: X1
(government policy) influences X2 (toll road company
business model), X3 (asset/property management), X4
(favorable investment environment), X5 (project specific
planning and conditions), and Y1 (successful
implementation of land value capture).

The identified success factors, success factor
categories, and success criteria were then validated using
an expert judgment questionnaire in the context of SOE
Assignment  toll roads. The expert assessment
questionnaire was given to five expert practitioners with
at least 10 years of experience in infrastructure projects,
infrastructure financing and investment, or public-private
partnerships and occupied the position of manager or
higher in their respective institutions, as shown in Table
1.

After obtaining valid data from each expert, the data
were further tabulated and analyzed. Success factor items
or invalid wording were eliminated when the majority of
experts (three or more) did not agree with the success
factor/success criteria. The success factors that have been
validated were then ranked based on the expert’s
assessments according to their level of importance
through a Delphi Method questionnaire round, to obtain
expert consensus regarding the determining factors for
success in LVC implementation. Critical success factors
(CSF) are a number of actions, decisions, conditions, or

N5-PC

Figure 2. Research model

TABLE 1. Expert Data

Expert Institution Job Function Experience
State Owned Director of Toll
Expert 1 Enterprise Road Company 30 Years
Consultancy . .
Expert 2 Firm/ Private Senior Project 30 Years
L Manager/ Lecturer
University
Ministry of
Expert 3 Public Works Secretary of the 22 Years
. Directorate General
and Housing
Director of Toll
Expert 4 State Owned Road Company/ 32 Years

Head of Toll Road
Procurement Unit

Enterprise

State Owned Vice President of
Expert 5 Enterprise Strategic Planning 17vears

circumstances that must be met to achieve success, both
in the context of an organization and a project (15, 16).
The CSF approach was used to provide an understanding
of the business environment and the actions that need to
be taken (16).

Before the second round of assessment, the experts
were presented with the first assessment data, then asked
to provide a re-assessment based on this data as a
reference for the second round of assessment and so on.
Consensus is considered achieved if all experts provide
the same assessment as the previous assessment. The
assessment uses a 7-point Likert scale, because the
sensitivity is better to get a more accurate evaluation (18).
The assessment of success factors was analyzed based on
the relative importance index (RII), standard deviation
(SD), and mean score (MS) (16). RII is calculated using
Equation 1.

Total point score

RII =
Ax N

(0<RII<1) (1)
RII = Relative importance index

Total point score = summation of all ratings for a given factor
A = maximum rating possible, in this case 7

N = number of respondents for the factor

If there are success factors with similar RII values,
ranking is done using the lower SD value. If the success
factors also have similar SD values, then the ranking is
carried out using the larger MS value. The results are the
top five success factors from the five categories
mentioned above as determining factors for the success
of implementing LVC on toll road assignment of SOE in
Indonesia based on expert consensus.

The CSF and success criteria obtained were then sent
as a pilot survey questionnaire to 10 respondents to
ensure clarity of survey indicators. A final questionnaire
was then sent to respondents involved in toll road
projects, transportation infrastructure, infrastructure
financing and investment, and also Public-Private
Partnership (PPP) projects to assess the importance of 23
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critical success factors and 14 success criteria. The
minimum sample requirements for this research are
based on the PLS model which has five structural paths
that lead to the implementation of L\VVC as an endogenous
variable, thus requiring a minimum sample of 10 times
the number of structural paths (50 samples) (19).
Furthermore, data analysis and modeling were carried out
using SmartPLS 4. The categories of success factors and
application of LVC were used as latent variables, while
the determining factors for success and success criteria
were used as indicators in the PLS model.
The criteria adopted to assess the measurement model
in Figure 2 are as follows:
a. Indicator reliability
The acceptance criteria are outer loading values
above 0.7. This is an iterative process, where the
indicators with outer loading value below 0.7
will be eliminated (19).
b.  Internal consistency
The acceptance criteria of the constructs were
based on the composite reliability value of
above 0.7 and Cronbach’s alpha of above 0.6. A
high Cronbach’s alpha value indicates the
indicators have similar range and meaning (19)
c.  Convergent validity
Convergent validity are subtypes of validity that
is tested to assess the construct validity (20). In
order to achieve convergent validity, each
construct should account for at least 50% of the
average variance explained (AVE >0.5) (19).
d.  Discriminant validity
Discriminant validity is another sub type of
validity used to assess the construct validity
(20). By establishing discriminant validity, it is
implied that a construct is unique and captures
phenomena not represented by other constructs
in the model. The assessment is carried out by
examining the cross loadings of the indicators.
An outer loading value on an associated
construct should be greater than all of its
loadings on other constructs (19).
The criteria adopted to assess the structural model in
Figure 2 are as follows:
a. R-squared
R-squared or coefficient of determination evaluates
the variation of the dependent variables
(endogeneous) that were explained by the
independent variables (exogeneous) and one of the
most common method used to measure the inner

model (18, 19). Based on theoretical concepts, R?
value of <0.3 indicates weak, >0.3-0.6 as moderate,
and >0.6 as substantial relationship between
variables.
b. Path coefficient

Path coefficient value describes the magnitude of the
direct influence among latent variables in the SEM
model. The path coefficient value ranges from -1 to
+1. A value close to -1 indicates a negative direct
relationship between latent variables, while a value
close to +1 indicates a positive relationship (18). P
value of <0.05 shows significance of the relationship
between latent variables.

4. RESULTS AND DISCUSSION

This study identified 40 success factors and 14 criteria for
successful implementation of land value capture. Based
on the 40 identified success factors, they were grouped
into 5 success factor categories consisting of X1 -
Government Policy (9 success factors), X2 - Toll Road
Company Business Model (8 success factors), X3 -
Asset/Property Management (3 success factors), X4 -
Favorable Investment Environment (12 success factors),
and X5 - Land Value Planning and Specific Project
Conditions (8 success factors).

The identified success factors, success factor
categories, and success criteria were then validated using
an expert judgment questionnaire in the context of SOE
Assignment toll roads. The identified success factors
were then ranked based on expert assessments through a
series of Delphi Method questionnaires to obtain the
determinants of success based on expert consensus. This
consensus was reached after four rounds of the Delphi
Method questionnaire, due to several changes in each
round of assessment by the experts involved. The top five
success factors in each category are the factors that most
significantly contribute to the implementation of land
value capture on the Trans-Sumatra Toll Road as a SOE
Assignment project (20). The success factors validated
and ranked in five categories are presented in Table 2,
while the success criteria are presented in Table 3.

Based on the results of the analysis of the Critical
Success Factor rankings that determine the success of toll
road operations using the assignment scheme in
accordance with Table 2 above, the top 5 (five) rankings
are as follows:

TABLE 2. Ranked validated success factor and categories on LVC implementation

Success Factor

. Success Factor
Categories

Relative Importance

Index (RI1) Rank  Reference

X1 - Government

X1.8 Concession agreements that are clear and properly describe the
Policy obligations of the government and private parties

0.94 1 (3)




R. Fitriadi Kurnia et al. / [JE TRANSACTIONS A: Basics Vol. 37 No. 07, (July 2024) 1317-1330 1323
X1.4 Good division of authorities between government agencies 0.89 2 (5)
X1.1 Collaboration and coordination framework between stakeholders 0.89 3 (3, 16)
X1.2 Government support (financial, zoning, and land acquisition) 0.86 4 (3, 16)
X1.5 Preparation of transportation infrastructure investment packages 0.86 5 (16)
X1.3 LVC implementing agency authority 0.83 6 (16)
X1.9 Long-term development vision 0.83 7 3)
X1.6 Technical and managerial competency/capability of government
AT 0.83 8 5)
institutions
X1.7 Risk mitigation plan 0.83 9 (3,5, 18)
X2.5 Toll Road Company's competency/ capability in planning business 1.00 1 @3, 4)
models
X2.1 Toll Road Company's competency/ capability in the property market
- 0.91 2 (16)
(real estate) and its development process
X2.7 Toll Road Company's competency/ capability in monetizing
e 0.91 3 (19)
accessibility as an asset
X2 - Toll Road X2.3 Toll Road Company's that are oriented towards economic growth in
Company's harmony with transportation infrastructure and land development, 0.89 4 (16)
Business Model through collaboration with property developers
X2.6 Toll Road Company's competency/ capability in asset management 0.89 5 3)
X2.2 Long-term income-oriented LVC contract arrangement 0.83 6 (16)
X2.8 Toll Road Company's competency/ capability in aligning stakeholder 0.83 7 @)
interests in various project phases '
X2.4 Land acquisition cooperation and land development revenue sharing
- 0.77 8 (16)
with the government
X3.3 Property developer competency/ capability 0.94 1 (3, 16)
X3 - Asset/
Property X3.1 LVC implementation transparency 0.89 2 (18, 19)
Management . -
X3.2 Asset management collaboration with property developers 0.80 3 (3, 16)
X4.4 Availability of supporting regulations 0.94 1 (5, 18)
X4.7 Supporting legal framework 0.91 2 (4,5, 20)
X4.8 Clear and fair regulations and agreements in sharing costs, benefits, 091 3 3, 20)
and risks (cost, benefit, risk sharing) between stakeholders ’ '
X4.10 Healthy and profitable economic policies 091 4 (21, 22)
X4.11 Good governance 0.89 5 (21)
X4 - Favorable X4.5 LVC scheme transparency 0.83 6 (5, 16)
Investment
Environment X4.12 Public/ private sector commitment and responsibility 0.83 7 (21)
X4.1 Supporting spatial, transportation, and zoning planning 0.83 8 (3, 16)
X4.6 Strong political support 0.83 9 (3,4,18)
X4.2 Supportive macroeconomic conditions and good economic growth 0.83 10 (3, 16)
X4.9 Stable political system 0.80 11 (21, 22)
X4.3 Financing package that |nclqdes_land management around the 077 12 (16)
transportation infrastructure
X5.5 Profitable business model 0.91 1 (3,18)
X5 - Land Value . . . —
Capture Planning X5.7 The appllc_atlon of LVC_, is supported by strategic objectives and 091 2 @)
and Specific regional and national long-term development plans
Project X5.3 Quality transportation infrastructure operational services 0.91 3 (16)
Conditions
X5.2 Beneficiary stakeholder support 0.89 4 (4,5, 16, 18)
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X5.8 LVC-based property development has integration with the main

transportation infrastructure 0.89 5 ®)
X5.4 Contextual LVC that fits the regional context and meets needs
‘ X ) X X 0.86 6 (18)
(including property, industrial estate, and tourism)
X5.1 Good value creation 0.83 7 (4,5, 16)
X5.6 Potential application of a combination of LVC instruments 0.83 8 (3, 16)

TABLE 3. Five Highest Ranked Critical Success Factors in LVC implementation

ID Critical Success Factor RIl  Rank Description

X2.5 Toll Road Company's competency/ capability in planning business models 1,00 1 Business Model Improvement
X1.8 Concession agreements tgitvzrre;ﬁ:zﬁ; Zzg g:io\f)aetg),g:gisglbe the obligations of the 094 2 Government Policy
X3.3 Property developer competency/ capability 0,94 3 Business Model Improvement
X4.4 Auvailability of supporting regulations 0,94 4 Government Policy
X5.5 Profitable business model 0,91 5 Business Model Improvement

TABLE 4. Success criteria of LVC implementation

Successful LVC

. Success Criteria Reference
Implementation
Y1.1 Improving project feasibility without increasing toll (maintaining the affordability of PPP projects, (18)
subsidizing the lack of toll-based revenue)
Y1.2 Increasing property values around transportation infrastructure (creating value, encourages the value cycles) 3)
Y1.3 Become an additional source of income during the construction and operational-maintenance period (3-5)
Y1.4 LVC instruments as an adequate and stable source of income (16)
Y1.5 Improving market efficiency by better linking costs (charged) and benefits of developing transportation ®)
infrastructure
Y1.6 Increasing daily traffic volume ?3)
Y1 - Successful . ] -
LVC Y1.7 Reducing dependence on government (and SOE) financing 3)
Implementation Y1.8 Enabling completion of projects that were not previously possible 3)
Y1.9 Access resources (financial, expertise, innovation) from private sector partners (property developers) 3)
Y1.10 LVC as a risk sharing mechanism 3)
Y1.11 Job creation (©)]
Y1.12 Encouraging business growth and economic development 3)
Y1.13 Applying the beneficiary principle (benefit-received principle), in which value capture is applied to the @3, 5)
incremental value beneficiaries '
Y1.14 Contributing to development of the LVC implementation area (5, 18)

After the critical success factors and the success
criteria were finalized, a pilot survey was conducted to
ensure the clarity of the survey indicators, resulting in no
adjustment required to the questionnaire. This study
received 56 questionnaires; 6 responses did not meet the
respondent criteria, resulting in 50 appropriate responses
to be used in the model. The PLS model is presented in
Figure 3.

Structural equation modeling (SEM) was used to
examine the hypothesized model based on Figure 3. The

measurement model in this study consists of 37
indicators/ measurement in six construct/ latent variables,
as shown in Figure 3.

Table 5 shows the result of the measurement model
assessment. The shown indicators on Table 5 were
reduced based on the indicator reliability assessment. The
iterative assessment was carried out three times and
eliminated 12 unreliable indicators, resulting in 25
reliable indicators. Table 6 shows the result of R-squared
value among variables. Table 7 shows the path
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Figure 3. Partial Least Square Model
TABLE 5. Measurement Model Assessment Result
. . . . N , Average Variance
Latent Variables Indicators Outer Loading Composite Reliability ~ Cronbach’s Alpha Extracted (AVE)
X1.2 0.779
X1.4 0.822
Government Policy (GOV) 0.872 0.807 0.630
X1.5 0.778
X1.8 0.795
X2.5 0.785
Toll Road Company's
Business Model (BM) X2.6 0.914 0.902 0.835 0.754
X2.7 0.901
X3.1 0.754
Asset/ Property
Management (AM) X3.2 0.716 0.836 0.709 0.631
X3.3 0.902
X4.4 0.905
Favorable Investment
Environment (IE) X4.7 0.855 0.919 0.868 0.791
X4.10 0.908
X5.2 0.728
X5.3 0.842
Land Value Capture
Planning and Specific X5.5 0.800 0.914 0.882 0.681
Project Conditions (PC)
X5.7 0.881
X5.8 0.866
Y14 0.720
Y15 0.739
Y19 0.745
Successful Land Value
Capture Implementation Y1.10 0.764 0.906 0.879 0.580
(SC)
Y1.11 0.738
Y1.12 0.745
Y1.14 0.868
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TABLE 6. R-Squared

Latent Variable R? Result
X1- GOV

X2 -BM 0.374 Moderate
X3-AM 0.597 Moderate
X4 - |E 0.399 Moderate
X5-PC 0.769 Substantial
Y1-SC 0.721 Substantial

coefficient value of the model, resulting in three negative
results on the hypothesis testing on H1d (X1—X5), H3
(X3—-Y1), and H4a (X4—X3). These 3 paths were then
eliminated to determine the relationship between
influential variables in the model to represent the
relationship between the critical success factors on
implementing land-value-capture-based SOE assignment
toll road project in Indonesia. The result of the second
path coefficient evaluation is shown in Table 7.

This study results in 18 critical success factors in five
categories and seven success criteria in successful LVC
implementation on SOE-assignment Trans Sumatera Toll
Road. Figure 4 is the final model with R2 value in each
construct, path coefficient, and p value. On each indicator
among the six constructs are the indicator loading and p
value.

Government policy has a pivotal role in implementing
land value capture as an alternative financing scheme on
the SOE assignment Trans Sumatera toll road. The
existence of government support in terms of financial,
zoning, and land acquisition support (X1.2) has a key role
in the successful implementation of land value capture in
Hong Kong, Guangzhou, and Hyderabad (3, 8). Zoning
support would optimize the value capture process in the
LVC catchment area throughout the Trans-Sumatera Toll
Road. The LVC catchment area needs to be studied
further because the development of toll road
infrastructure has a more significant impact on increasing
accessibility compared to transit infrastructure through
its function as logistics distribution routes. On the other
hand, land acquisition is one of the issues in
infrastructure provision, with a contribution of 29% to
the cost of procuring/providing national strategic projects
in Indonesia.

Regulatory aspects and division of authority are some
of the challenges in infrastructure financing in Indonesia
[5] due to overlapping regulations at various levels of
government. This emphasizes the importance of good
division of authority between government agencies
(X1.4) in implementing land value capture. An example
of the division of authority in regional development in
Indonesia is in the Jakarta MRT transit-oriented-
development area (TOD), where Mass Rapid Transit
Jakarta (a regionally-owned-enterprise) as the main

TABLE 7. Path Coefficients results for hypothesis (1)

Hypothesis Paths Path Coefficients P Value Result

H1 X1-GOV->Y1-SC 0.271 0.099 Positive, insignificant
Hla X1-GOV ->X2-BM 0.612 0.000 Positive, significant
H1b X1-GOV -> X3 -AM 0.413 0.008 Positive, significant
Hilc X1-GOV->X4-IE 0.106 0.545 Positive, insignificant
H1id X1-GOV ->X5-PC -0.042 0.789 Negative, insignificant
H2 X2-BM->Y1-SC 0.118 0.670 Positive, insignificant
H2a X2 -BM->X3-AM 0.490 0.001 Positive, significant
H2b X2-BM-> X4 - IE 0.562 0.003 Positive, significant
H2c X2 -BM->X5-PC 0.356 0.025 Positive, significant
H3 X3-AM->Y1-SC -0.028 0.834 Negative, insignificant
H3a X3-AM -> X5 - PC 0.204 0.127 Positive, insignificant
H4 X4-1E->Y1-SC 0.169 0.284 Positive, insignificant
H4a X4 - 1E->X3-AM -0.067 0.699 Negative, insignificant
Hab X4 -1E -> X5-PC 0.491 0.000 Positive, significant
H5 X5-PC->Y1-SC 0.449 0.029 Positive, significant
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Figure 4. Final model with path coefficient, loadings, R?, and p value

operator is given the authority to manage the TOD area.
Determining authority in regional development requires
an understanding between the parties involved so that the
government plays a role in preparing and enforcing a
memorandum of understanding between relevant
institutions in developing land value capture-based areas
on SOE-assignment toll roads. A clear division of
authority can prevent conflicts between toll road
companies and government institutions in managing the
value capture process in the catchment areas.

Another form of government support is a sound
investment package (X1.5) on infrastructure investment
that allows LVC implementation as an alternative
financing scheme. The clarity of the concession
agreement (X1.8) is also a critical success factor in
implementing land value capture on the SOE-assignment
Trans-Sumatera toll road. The agreement clarity on LVC-
based infrastructure is a must, due to the various parties
involved such as government institutions, state-owned
enterprises, and property developers.

In implementing land value capture on SOE-
assignment toll roads, the toll road company’s business
model as the concession company needs to include the
function of sustainable area development as a new source
of income and to increase average daily traffic. The
Regional development may have a lengthy time
framework, so the toll road company requires a
competency/ capability in asset management (X2.6) to
maximize recurring income from property development
in the LVC catchment area as a long-term business
portfolio. The business model applied by Trans-Sumatera
toll road company for the Bakauheni — Terbanggi Besar
section must be based upon the monetization of increased
accessibility from toll road investment (X2.7), as well as
facilitating regional economic growth based on the
existing potential (X2.5). Currently, the region has

various potentials, such as industrial areas in South
Lampung Regency and Central Lampung Regency,
agriculture-related product industry in South Lampung
Regency and East Lampung Regency, and tourism-and-
maritime-based industry in South Lampung Regency.

Another construct required to successfully implement
LVC is asset/ property management. LVC-based area
development is based on the joint creation and sharing of
land value increments principle (3) and hence requires
transparency in its implementation (X3.1), especially
regarding the distribution of roles and benefits received.
In general, granting land concession rights from the
government to the private sector as property developers
has a negative public prejudice (3).

Case studies of LVC implementation in Hyderabad
and Guangzhou (3, 8) revealed the importance of
property developer competence in area development
(X3.3), where concession companies in both cities
already have competency in area/property development.
Another case study in Hong Kong reveals the importance
of asset management collaboration between concession
companies and property developers (X3.2). As a
concession company, Hong Kong MTR cooperates with
property developers as a risk mitigation measure in
developing the area by accessing the competence and
resources of property developer partners in the fields of
finance, expertise, and innovation (3, 12). Such asset
management collaboration has been developed on the
Bakauheni—Terbanggi Besar section to develop
Bakauheni Harbor City as an integrated tourism area of
214 ha by involving a joint venture between the Lampung
provincial government and the state-owned companies in
various sectors, such as sea transportation, construction,
and tourism.

The supportive investment environment construct
consists of the availability of regulations and legal
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frameworks (X4.4, X4.7), as well as healthy and
profitable economic policies (X4.10). In general, LVC-
based regional development involves private-sector
investment. A supportive investment environment
attracts private investment in the development, as well as
providing a guarantee for private investment. Currently,
several regulations are related to the authority and
incentives for regional development in Indonesia, mainly
on TOD.

Though there are extended development rights for
Trans-Sumatera toll road company to further develop the
region near the toll road right-of-way based on
Presidential Decree No 131 of 2022, the decree has not
included land value capture as an alternative source of
infrastructure financing (2). Private sector investment in
LVC-based regional development requires sound and
profitable economic policies to attract private sector
participation. In Indonesia, the Coordinating Ministry for
Economic Affairs has an integral role in economic
policy-making, as well as coordinating various
government institutions in drafting regulations related to
LVC-based regional development to meet the
development target in the National Medium-Term
Development Plan (2).

LVC planning and specific project conditions are
other constructs influencing the successful land value
capture implementation on the TSTR as an SOE
assignment project with well planning and controlling. A
construction project requires tools that can be used for
project planning and control in order to provide high
performance (23).

On its implementation, LVC required support from
beneficiaries (X5.2), as the value-capturing process is
imposed on beneficiaries of the value creation based on
toll road investment and LVC-based regional
development. Opposition from beneficiaries in terms of
land parcels acquisition, zoning adjustments, and the
imposition of new types of taxation, may hinder the value
capture process. LVC implementation on transportation
infrastructure must be based on the quality of operational
services (X5.3), as the toll road infrastructure and the
fulfillment of minimum service standards influence the
average daily traffic and value uplift on the LVC
catchment area. A profitable business model (X5.5)
proposed by the toll road company is another critical
success factor required to attract investors to the LVC-
based regional development.

The proposed business model for TSTR needs to
consider the regulatory support from the government, the
toll road company’s regional development capability,
regional resource potential, and investment environment.
Another critical success factor is the support and
alignment of the LVVC-based regional development with
regional and national long-term development plans
(X5.7).

Lesson learnt on Hong Kong MTR reveals the role of
the Hong Kong government's strategic decision to further
increase the integration of mixed-use development areas
in the LVC catchment area (3). Steps that can be taken by
toll road companies as the concessionaire are to align the
regional development with the government's strategic
objectives stated in the National Medium Term
Development Plan, obtain zoning support, and
accommodate regional economic growth based on
existing potential in the region. LVC-based property
development integrated with the toll road (X5.8)
encourages a simultaneous increase in value between the
toll road as the main infrastructure, the developed region,
and the catchment area. By integrating LVC-based
regional development and toll road, the toll road
company provides a clearer increase in value for the
beneficiaries.

Based on the structural equation model, there are
seven  success criteria  for  successful LVC
implementation on the SOE-assignment-based Trans-
Sumatera toll road. One of the success criteria is an
adequate and stable source of income for concession
companies (Y1.4) to serve as a source of income and
return on investment, both for government investment
and toll road companies as the concessionaire. To
become a stable source of income, the toll road company
needs to collaborate with the government to implement
various LVC instruments based on area development by
the toll road company and imposing taxes to the
beneficiaries in the catchment area by the government
authorities. Another success criterion for implementing
LVC is risk mitigation for the toll road company (Y1.10),
as the toll road company faces low financial viability,
depends on government financing, and has low average
daily traffic. Through collaboration with property
developers, toll road companies obtain access to financial
resources, expertise, and property developer innovation
(Y1.9), thereby reducing the financial burden and risks in
property development.

LVC-based regional development is based on the
increased accessibility through the availability of toll
road services and existing regional potential that further
drive the business growth, and economic and industry
development in the region (Y1.12).

5. CONCLUSION

This research has identified Critical Success Factors that
influence the implementation of land value capture in toll
road with the SOE assignment scheme. By conducting an
assessment and gap analysis, it can be seen that it is
necessary to identify the top five of Critical Success
Factors that must be paid attention to by toll road
developer companies. After that, relationship modeling
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can also be carried out regarding the factors that influence
the success of implementing the land value capture
mechanism and use it to identify potential improvements
and as a lesson for toll road operations with other
assignment schemes in the future.

The results of the Critical Success Factor analysis, it
shows that an improvement/innovation of the business
model of toll road development companies through
property business development and support from
government policies is a determining factor in the success
of toll road operations with an assignment scheme. The
following are the top 5 (five) Critical Success Factors that
determine the success of toll road operations using an
assignment scheme:

1. Business Entity's capability in planning a business
model.

2. A clear concession agreement that clearly describes
the obligations of the government and the private
sector.

3. Property
capabilities.

4. Auvailability of supporting regulations.

5. Profitable business model.

The structural equation model produces 18
determinants of success into five construct categories.
Based on the path coefficient, government policy has the
most significant influence on the success of
implementing land value capture for the TSTR SOE
assignment. This study also shows that government
policies significantly impact other sectors, especially toll
road companies' business models.

This research is limited to case studies of toll road
development companies with SOE assignment schemes
in Indonesia. Therefore, further research needs to be
developed for larger data samples. The limitation of this
research is to analyze the gap between critical success
factors in achieving successful toll road operations but
does not discuss the inhibiting factors in achieving
success. Further research is needed to determine the best
LVC and regional development instruments to be applied
on toll roads with the SOE assignment scheme in
Indonesia.
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6. AUTHOR’S NOTE

The authors declare that this article is free from
plagiarism and has no conflicts of interest regarding its
publication.

7. REFERENCES

1.  Roukouni A, Macharis C, Bashas S, Stephanis B, Mintsis G.
Financing urban transportation infrastructure in a multi-actors
environment: the role of value capture. European Transport

10.

11.

12.

13.

14.

15.

16.

Research Review. 2018;10:1-19. https://doi.org/10.1007/s12544-
017-0281-5

Advisory PPI. Innovative Infrastructure Financing through Value
Capture in Indonesia. 2021.
https://dx.doi.org/10.22617/SPR200093-2

Suzuki H, Murakami J, Hong Y-H, Tamayose B. Financing
transit-oriented development with land values: World Bank
Publications Washington, DC, USA; 2015.

Connolly C, Wall A. Value capture: A valid means of funding
PPPs? Financial Accountability & Management. 2016;32(2):157-
78. https://doi.org/10.1111/faam.12083

Iskandar DA. Land Value Capture as Financial Resource for
Infrastructure Development in Palembang City. The Journal of
Indonesia Sustainable Development Planning. 2021;2(1):74-83.
https://doi.org/10.46456/jisdep.v2i1.96

Sarwono J, Narimawati U. Membuat skripsi: Tesis dan Disertasi
dengan Partial Least Square SEM (PLS-SEM). Yogyakarta ...;
2015.

Fakhrin MR, Riantini LS, Latief Y, editors. Risk-based
institutional evaluation of trans Sumatera Toll road infrastructure
development to improve time performance. AIP Conference
Proceedings; 2023: AIP Publishing.

Li X, Love PE, Luo H, Fang W. A systemic model for
implementing land value capture to support urban rail transit
infrastructure projects. Transportation Research Part A: Policy
and Practice. 2022;156:90-112.
https://doi.org/10.1016/j.tra.2021.12.010

Asgari M, Kheyroddin A, Naderpour H. Evaluation of project
critical success factors for key construction players and
objectives. International Journal of Engineering, Transactions B:
Applications. 2018;31(2):228-40.
http://doi.org/10.5829/ije.2018.31.02b.06
http://doi.org/10.5829/ije.2018.31.02b.06

Medda F. Land value capture finance for transport accessibility:
a review. Journal of Transport Geography. 2012;25:154-61.
https://doi.org/10.1016/j.jtrange0.2012.07.013

Kurnia RF, Latief Y, Soehodo S, Rarasati AD. Conceptual
Framework of Road Plus Property Developer Business Model on
Toll Roads Assignment Scheme to Improve Investment
Performance. EasyChair; 2023. Report No.: 2516-2314.

Zhao ZJ, Das KV, Larson K. Joint development as a value capture
strategy for public transit finance. Journal of Transport and Land
Use. 2012;5(1):5-17. https://www.jstor.org/stable/26201681

Hai DT, Toan NQ, Van Tam N. Critical success factors for
implementing PPP infrastructure projects in developing
countries: the case of Vietnam. Innovative Infrastructure
Solutions. 2022;7(1):89.  https://doi.org/10.1007/s41062-021-
00688-6

Ahmad U, Wagas H, Akram K. Relationship between project
success and the success factors in public—private partnership
projects: A structural equation model. Cogent Business &
Management. 2021;8(1):1927468.
https://doi.org/10.1080/23311975.2021.1927468

Molwus JJ, Erdogan B, Ogunlana S. Using structural equation
modelling (SEM) to understand the relationships among critical
success factors (CSFs) for stakeholder management in
construction.  Engineering, construction and architectural
management. 2017;24(3):426-50. https://doi.org/10.1108/ecam-
10-2015-016

Sihombing L, Latief Y, Rarasati AD, Wibowo A. Developing a
toll road financing model with a hybrid of deep discount project
bonds and land leases in Indonesia. Int J of Civil Eng Tech.
2018;9(6):1310-23.
https://doi.org/10.13140/RG.2.2.32051.89125


https://doi.org/10.1007/s12544-017-0281-5
https://doi.org/10.1007/s12544-017-0281-5
https://dx.doi.org/10.22617/SPR200093-2
https://doi.org/10.1111/faam.12083
https://doi.org/10.46456/jisdep.v2i1.96
https://doi.org/10.1016/j.tra.2021.12.010
http://doi.org/10.5829/ije.2018.31.02b.06
http://doi.org/10.5829/ije.2018.31.02b.06
https://doi.org/10.1016/j.jtrangeo.2012.07.013
https://www.jstor.org/stable/26201681
https://doi.org/10.1007/s41062-021-00688-6
https://doi.org/10.1007/s41062-021-00688-6
https://doi.org/10.1080/23311975.2021.1927468
https://doi.org/10.1108/ecam-10-2015-016
https://doi.org/10.1108/ecam-10-2015-016
https://doi.org/10.13140/RG.2.2.32051.89125

1330

17.

R. Fitriadi Kurnia et al. / IJE TRANSACTIONS A: Basics Vol. 37 No. 07, (July 2024) 1317-1330

Franc JM, Hung KKC, Pirisi A, Weinstein ES. Analysis of Delphi
study 7-point linear scale data by parametric methods: use of the
mean and standard deviation. Methodological Innovations.
2023;16(2):226-33.

https://doi.org/10.1177/20597991231179393

21

22.

Muhwezi L, Acai J, Otim G. An assessment of the factors causing
delays on building construction projects in Uganda. International
journal of construction engineering and management.
2014;3(1):13-23. https://doi.org/10.5923/j.ijcem.20140301.02

Alvanchi A, Shiri N, Alikhani H. In-depth investigation of project

18. Finstad K. Response interpolation and scale sensitivity: Evidence planning and control software package application in the
against 5-point scales. Journal of usability studies. 2010;5(3):104- construction industry of iran. International Journal of
10. https://www.researchgate.net/publication/265929744 Engineering. 2020;33(10):1817-25.
19. Sarstedt M, Ringle CM, Hair JF. Partial least squares structural https://doi.org/10.5829/ije.2020.33.10a.01
equation modeling. Handbook of market research: Springer; 23.  Ahmadabadi AA, Heravi G. The effect of critical success factors
2021. p. 587-632. on project success in Public-Private Partnership projects: A case
20. Samani SA, Rasid SZA, Sofian S. The influence of personal study of highway projects in Iran. Transport policy. 2019;73:152-
control and environmental distraction in open-plan offices on 61. https://doi.org/10.1016/j.tranpol 2018.07.004
creative outcome. Performance Improvement Quarterly.
2017;30(1):5-28. https://doi.org/10.1002/piq.21239
COPYRIGHTS

©2024 The author(s). This is an open access article distributed under the terms of the Creative Commons

Attribution (CC BY 4.0), which permits unrestricted use, distribution, and reproduction in any medium, as long
as the original authors and source are cited. No permission is required from the authors or the publishers.

o o

Persian Abstract

ol S

ey

Sl gl 5 ol arlge g3daze gla 2l L os,ls )3 (SOE) Jﬂpéu;s,.:;whw.;sdﬂxlowﬁéu(TSTR) (| PRI [ PN

3y Sl Cadbge Jolge Lo 5 e 5 plelis s opl G dilete e .Sl (LVC) e 250l codr 2 e T 51 (S0 o8 50 5L 5K el s

s_é_;@‘&lﬁ.)bujy‘ll&‘;,ﬁ‘dﬁj‘)jlgiﬂjDJ)TWQQ~)@)O{‘)§YL‘L‘@)AL}ALG@L}ﬁj}éw.@u <l TSTR S35 0% e ool e sl sl sl

3 s gy 53 Lgdd s Jole £ LQLﬁJ.wa&ij14M]wé@MCLQ.’}‘Jblﬁk};j)bd\.ﬁ\:,s;..:dji.)&bp@)‘)}MQW}}M}J}).

5ol Aol Cudb ge sla, s L LAS (sdues S s ,S e slisl QLLLi S oS (gloslr o slacsle s 53 e p:d)')lg,.;;.:ﬂg,tj_‘ef Sl slp sl VE

jlpﬁuﬁmmJ@l})..um;,a);‘\.;)w;vgu@f&u@gﬂmsxm&;uﬂ,\:A—JmMuﬂﬂjiumwouuﬂs&lﬁ)léﬂ&iL;i,b
5 S 5 S e (s el e 51 e ate o Jads) alaly Jie Lo 5 5 258 13 Lo 5 apa 5550 5 del s 4 PLS-SEM 5L Jote

Sl ol Son 3l anlllan gl S sl 1 ol o35 a3 5 LVC (05 il 0l ey 51 Cglom Jams «SSUV 15 S ke o )58 3l atins

.wyuw@;wSOEMCJJ@gd,z)x};pL;mt;_.éua;)ﬁﬂiw,ﬂwym,;&qsmp»@1,



https://doi.org/10.1177/20597991231179393
https://www.researchgate.net/publication/265929744
https://doi.org/10.1002/piq.21239
https://doi.org/10.5923/j.ijcem.20140301.02
https://doi.org/10.5829/ije.2020.33.10a.01
https://doi.org/10.1016/j.tranpol.2018.07.004

IJE TRANSACTIONS A: Basics Vol. 37 No. 07, (July 2024) 1331-1342

1 @ International Journal of Engineering
&

Journal Homepage: www.ije.ir

Accurate Analytical Modeling of Drain Current of Heterojunction Tunneling Field
Effect Transistor

F. Peyravi, S. E. Hosseini*

Department of Electrical Engineering, Ferdowsi University of Mashhad, Iran

PAPER INFO ABSTRACT

Papf?r history: An accurate analytical model is presented for drain current of the heterojunction tunneling field effect
Received 10 October 2023 transistor, taking into account the source depletion region, mobile charges and the effect of the drain
Rece"’eim re‘”sedtf)orm 13 December 2023 y)tage. This model accurately predicts the potential distribution not only on the surface but also within
Accepted 31 December 2023 the semiconductor depth by utilizing newly formulated mathematical relationships. Using the tangent

line approximation method and considering the channel region as well as the source depletion region’
We analytically calculate the band-to-band tunneling current from the source to the channel by

Keywords: h ; - . ] -
Anflllytimm[)dal integrating the tunneling generation rate. Compared to simulation results, the proposed model
Heterojunction Tunneling Field Effect demonstrates significant accuracy in predicting drain current.

Transistor

Band-to-band Tunneling
Tangent Line Approximation

doi: 10.5829/ije.2024.37.07a.12

Graphical Abstract
Gate

. I :
o | O

Source R2 Drain t
p+ Si ﬁ Intrinsic Si h n+ Si Si

Gate

Schematic of a DG-HTFET

1’ -)EID‘7j
2 - 7 P+)
= . 6§ 2 ' ' |
=z 10° ® Vg =1V § __J FF st b
E W Vg =01V s E F
Euwelf s, .3 R e
E s =3~ g‘ || ON state ' N+
. \_ Ve>0
10 0 »—E
0 04 06 0s 1 12 14 '
Gate Voltage (V)
The Transfer Characteristic DG-HTFET Energy Band Diyagram
1.INTRODUCTION ability to achieve a sub-threshold swing of less than 60
mV/dec, which is a fundamental limitation in Metal-
In recent years, the Tunneling Field-Effect Transistor Oxide-Semiconductor Field-Effect Transistors
(TFET) has garnered significant attention due to its (MOSFETSs). This characteristic positions TFET as a
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promising alternative to MOSFETs in low-power
applications and future electronic devices technology.
Additionally, TFET demonstrates low leakage current
and increased immunity against short-channel effects
(SCEs) (1-4).

To facilitate circuit design utilizing TFETS, the
development of an accurate analytical model for the drain
current is of paramount importance (5). A robust
analytical model should rely on physical phenomena,
enabling the expression of device characteristics through
mathematical equations. Numerous numerical and
analytical models have been proposed for TFETS in the
existing literature (6, 7). While numerical and semi-
analytical models offer reasonably accurate results; their
efficiency in circuit-level simulations is limited.
Conversely, analytical models are compatible with a
wide range of circuit-level simulation tools, making them
more practical for this purpose. Analytical models for
TFETSs generally rely on surface potential computation.
However, some models have previously utilized the
average electric field across the tunneling junction to
calculate the tunneling generation rate. This approach,
unfortunately, has limited the accuracy of the model (8,
9). To address this limitation, it is recommended to
consider the complete electric field profile along the
tunneling junction. By incorporating the full electric field
profile, the model accuracy can be significantly
improved.

Tangent line method is adopted for drain current
calculation to consider total generation profile (10-12).
While these models take into account the electric field
profile across the tunneling junction to enhance the
accuracy of the model, they primarily focus on the
electric field along the channel depletion region and
overlook the depletion region in the source region.

Furthermore, in order to calculate the generation rate,
the electric field at the semiconductor surface is
determined, assuming that the electric field throughout
the depth of the semiconductor layer remains constant
and equal to the surface electric field. However, in
reality, this assumption is rarely valid in actual devices
(13). Artificial intelligence can be useful in optimizing
analytical models and the control of various systems as a
powerful tool at the global level (14).

In this paper, we proposed an accurate two-
dimensional (2D) solution to Poisson equation in the
channel of the TFET.

In addition to the surface potential, we considered the
potential distribution in the semiconductor depth, and
thefore, we were able to calculate the potential more
accurately than reported literature, by utilizing newly
formulated mathematical relationships.

This solution provides an accurate prediction of the
electric field not only at the surface but also throughout
the depth of the semiconductor layer. Finally, we
developed an analytical model for drain current using the
tangent line approximation method, which considers the

source depletion region. Comparing with simulation
results are shown that the proposed model has impressive
accuracy.

This paper is organized as follows: In section 2, the
device structure under consideration is introduced. In
section 3, an analytical surface potential model is
proposed in detail. In section 4, an analytical model for
drain current by applying the tangent line approximation
method is expressed. The results of analytical model and
comparison with simulation results are presented in
section 5.

2. DEVICE STRUCTURE

The schematic diagram of the H-TFET is depicted in
Figure 1. In this device, two depletion regions are formed
at the source-channel junction and the channel-drain
junction. At a certain value of the gate voltage Vg, the
valence band in the source is aligned with the conduction
band in the channel, and electrons can tunnel from the
source valence band into the channel conduction band
through the potential barrier formed by the bandgap.
Device specifications are summarized in Table 1 (15-17).

3. ANALYTICAL MODEL DESCRIPTION

Analytical modeling of TFET typically involves three
steps. The first step is calculating the surface potential of
the transistor. The second step is determining the
tunneling generation rate, and in the third step,
integrating the tunneling rate to calculate drain current.

3. 1. Surface Potential and Electric Field Model
A pseudo-2D method together with the parabolic
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Figure 1. schematic diagram of the proposed double gate
heterojunction tunnel field effect transistor (DG-HTFET)
considering the areas included (source depletion region R1,
channel region R2, drain depletion region R3)
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TABLE 1. Device parameters used in simulations and
analytical model

Physical parameters Value
Gate length (Lg) 50 nm
Source length (Lg) 30 nm
Drain length (Lp) 30 nm
Source doping (p-type) 10%cm?3
Drain doping (n-type) 5x10%cm®
Channel doping 10Ycm?3
Channel thickness (t;) 10 nm
Oxide thickness (t,,) 2,3nm
Permittivity of Si (eg;) 11.68 ¢,
Permittivity of SiGe (gg;6¢) 139 ¢,
Permittivity of GaAsSb (£4q4ssp) 143 ¢,
Permittivity of INGaASs (&6a4s) 139 ¢,
Permittivity of SiO, (g,,) 39¢,
Work function of gate material(@,,) 4548¢eV
Kane’s parameter (Agrpr) 3.5x10% eV¥?/cm.s.V?

Kane’s parameter (Bgrpr) 22.5x10° V/cm.eV®?

potential approximation for solving Poisson equation is
used to obtain a 2D potential profile. The Poisson
equation given below:

9%y (x, %W (x, —qNs

69(52 el 63(12 2 = E_s (l)

In this equation, ¥ (x,y) is the electrostatic potential
in the device, which is measured with respect to substrate
Fermi level, & is the semiconductor permittivity, q is
electron charge, and N is effective doping density. N; is
equal to —N; in p-type source, and is equal to N, and N5
in n-type channel and drain regions, respectively. In
Equation 1 mobile charges are ignored and its effect is
considered in section B.

Pseudo 2-D method is adopted to convert the 2-D
Poisson equation into an effective 1-D equation which is
further used to obtain the potential distribution along the
thickness of the device. Poisson equation is solved in
three regions, i.e., the source depletion region (R1), the
low doped channel (R2) and the drain depletion region
(R3) using proper boundary conditions. Assuming
parabolic solution for the Poisson equation, the 2-D
potential distribution is written as (15, 18).

Y(xy) = ap() + a; (Mx + az (¥)x? @

Coefficients aq(y), a,(y) and a,(y) in Equation 2 are
computed using boundary conditions, i.e., continuity of
the potential and the electric displacement at the
insulator-semiconductor  interfaces. The potential
distribution at the front-oxide-channel interface (x=0),
and back-oxide-semiconductor interface (x =t,) are
denoted as ¥, (y) and ¥, (y), respectively.

¥(0.y) = %) (32)

¥(ts,y) = ¥ () (3b)
The electric field displacement at front and back
surfaces are continuous and are expressed as follows:

Ex(0,y) = 2 [%(y) — ¥5] (30)

Es

Ex(ts.y) = 2 [¥5 = ¥ ()] (3d)

where C,, demonstrates the oxide capacitances at each

region, which is C,, =i°—" in the R2 region. In this

ox

analytical model, the fringing fields effect s
approximated by the conformal mapping techniques in

R1 and R3 regions and is considered as C,, = % x Zox

tox

(19). The gate potential is demonstrated as ¥,
where ¥ = Vg — ¢ + x + E5/2, x is the electron
affinity of silicon, E; is the energy bandgap of silicon,
and ¢,, is work function of the gate metal.

By applying boundary conditions, coefficients a, (y),
a,(y)and a,(y)are calculated as functions of the
surface potential ¥ (y):

ao(y) = ¥:(y) (42)
() = 2= (%) ~ ¥ (4b)
a, () = 2 (¥ — %) (4c)

&sts
By substituting coefficients 4 in Equation 2, the two-
dimensional Poisson equation becomes a second-order
one-dimensional linear differential equation written as
follows:

Y (y) -2

Cox Cox qNs
oy () = 2 S, ®)

£ &

This equation can be written for three regions as:

v () — k2, () = =k ¥, (6)

ki= (27205 Y
where i = 1, 2 and 3 denote R1, R2 and R3 regions and
k; and ¥,; are coefficient values in i-th region. The
parameter ¥,; is equal to the solution of one-
dimensional Poisson equation (long-channel
approximation), and is expressed as Equation 8 for i=2,
3:

_ qNsts
lljd’i =Y; + K (8)

and for i=1 as expression 9.

NStS
Wai =W -3 * ©

k; indicates reverse decay lengths or the characteristic
lengths of the surface potential in each region. According
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to Equation 7, k; is not a function of V. Finally, the
general solution of 2D potential in Equation 6 for the
surface potential is obtained. The surface potential in
region R; (ye [y;,y;—1]) is obtained as follows:

Y, (y) = bieki—vi-0) 4 e i0-vi-d) y . (10)

To obtain the coefficients b; and c¢; in Equation 10,
suitable boundary conditions are considered at the R,/R,
and R,/R; boundaries, which indicate continuity of
potential and electric displacement.

1
LT 2sinh kL

¥

(Va1 —e7abi) =@ je ki + (11)

1 L L:
G = 2sinh k;L; (+wdi(1 - eksz) + qji_lelel - q]i) (12)

In Equations11and 12 L; = y; —y;_, fori=1,2,3and
the terms ¥; and ¥;_; express potential values at the
boundary of each region. According to these equations
Y. (y) = ¥; , using the following boundary conditions,
the coefficients b; and c; are obtained (8):

Yo=by+c1+ ¥, (13a)
llll = blelel + Cle_lel + ')Ud,l = bz + Cy + Wdyz (13b)
IPZ = bzeksz + Cze_ksz + lpd’z = b3 + C3 + lludyg (13C)

Wy = bzefsls + cze7*sls 1 @ 5 (13d)

The surface potential values at the source end and at the
drain end are ¥, and ¥, respectively.

Ny
Yo =—1; ln: (14)

l}’3 = VD + V¢ ln% (15)

where V, demonstrates the drain voltage, v, is the
thermal voltage v, = kT/q and the n; represent the
intrinsic carrier concentration.

3. 2. The Effect of Channel Mobile Charges and the
Drain Voltage In this section, the mobile charges
are considered to obtain an accurate analytical model for
the potential. To consider the effect of channel mobile
charges, the new mid-surface potential and the new
inverse decay length are obtained as follows:

1
lpd,Znew =3 (Wd,z +¥ - V (l}'d,z - 1}11)2 + 52) (16)

where ¥, , is the mid-surface potential that does not
include the effect of mobile charges. ¥, is given below
where a and g are the fitting parameters. § and N;,.,,, are
considered as: § = 0.04 and Ny,q,, = 10* cm™3 (16).

Ye=Vp+o +a(lpd,2 -Vp— <P) +.8(lpd,2 -

17
vy — q0)2 (17)

Q=1 ln%t_zm" (18)
The effect of mobile charges on the reverse decay length
in the channel (k) is modeled as follows:

Cox INiny
ko = \/2 esitsi Esitsi(Po—¥a.2) (19)
Ny = 2C,ox (W, — ¥g 2) represents the inversion charge

in the channel and o is a fitting parameter, 1 <o < 2.

To accurately model the potential in short channel
devices, it is important to consider the impact of high
drain voltages. These voltages lead to the formation of an
inversion layer in the channel, which affects the potential
distribution. Therefore, to enhance the accuracy of the
model, the new gate potential ¥ .+, is used instead of
Y. (7), where «a =0.6 and 6, =0.1 are fitting
parameters.

Yeerf = W6 —abiIn[1 + exp (M)] +

¢
_ 20
a6, nf1 + exp (2225)] )
t

Figure 2, shows the front surface potential along the
lateral distance in y-axis at different gate voltages.
Obviously, as the gate voltage increases, the potential in
the channel region increases. With increasing the gate
voltage, the mobile charges accumulate at the channel
surface below the gate and gradually an inversion layer
is formed; consequently, the channel potential connects
to the drain Fermi level, and becomes almost independent
of the gate voltage. In addition, by increasing inversion
charges, drain depletion region would gradually become
smaller; thus, the source depletion region would increase.

3. 3. Modified Surface Potential In the parabolic
approximation method used in literature to solve the 2-D
Poisson equation, surface potential is usually obtained
and tunneling current is computed based on surface
potential (15, 16, 18). Although these analytical models

vV  =0~1.4V
3 8s

Step =0.2V
VDS =1V 4

—
< 1y
<

=

=

3

S 0.
g 05
W

<9

=

= or
@

Symbols: Model
Lines: Simulation

0 10 20 30 40 50
Position along the channel(nm)

Figure 2. The front surface potential distribution obtained
from simulation (line) and analytical model (symbol) at gate
voltages from V; = 0V to I, = 1.4V in steps of 0.2 V
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can predict the surface potential accurately, the model
cannot predict the potential profile in the channel depth.

The validation of the surface potential distribution
behavior of the model against the TCAD simulation
results on the surface and at the different depths of the
channel for 1, =0,0.4,0.8,1.2V and V; =1V are
depicted in Figure 3.

The potential distribution is shown inside the channel
at different depths inclusive the surface of the channel, 3
nm below the surface, 5 nm below the surface in the
center of the channel without considering the modified
surface potential.

Figure 3a, shows the surface potential, Figure 3b,
shows the potential distribution at 3 nm below the surface
in (y =3nm) and Figure 3c, depicts the potential
distribution, 5 nm beneath the surface (center of the
channel, y =5nm). Note that the semiconductor
thickness is 10 nm.

The analytical model well captures the effect of the
mobile charges and effect of the drain voltage. Accuracy
of the simulation results and analytical model can be
simply seen in Figure 3a, while the model results are not
consistent with the TCAD simulation data at the depth of
3 nmand 5 nm in Figures 3b and 3c.

In the parabolic approximation method, in fact, the
potential is resolved along the path where the current
dominates (along the oxide-semiconductor junction);
hence, the accuracy of this method is just well along this
path while close to the center of the channel, the accuracy
decreases.

To achieve 2D potential distribution correctly,
Equation 2 is used to convert the 2-D Poisson equation
into a second-order one-dimensional linear differential
equation in terms of the surface potential. Unlike the

models in literature (15, 16, 18) which use % and
"2‘;'—3(,"2”’) at x=0 (surface) an equation for arbitrary X is

derived which gives the potential distribution from the
surface down to the channel depth. Equation 5 turns into
the following equation to include x dependency.

—2 5 (B0 ) + ) [1+Tx - fx? | = -

—qNs
Es

where n = Ccﬂ and for simplicity, A" is defined as 4’ =
1+ Lx — 3 x?; therefore,

” 129 qNs 1 127y
b ) -2 b0 =-"T0—5z% (22)
By defining k7., = %:—Z and mid-potential ¥y; e =
S
tsz qNg 2n H H H H
P (S— t2 BVG), the differential equation for all regions
S S

can be written in a closed form analytical expression for
the surface potential as follows:

lp;i(y) - kiz,newqjsi(Y) = _kiz,newqjdi,new (23)

2¢
Ko = ox 24
Lnew EsitoxtsitEoxtsiX—EoxXx? ( )
2 - - v
Vg=0,0.4,0.8,1.2V
=
=
2
e
=5
-
-
&
—
=
w
0.5 Simulation: Symboles
. Model: Line
I
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(a) Position along the channel(nm)
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1.5k va=1v e o000l
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-1.5
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(C) Position along the channel (nm)
Figure 3. The potential distribution parabolic method is
compared with the simulation results. In (a) model shows
excellent matching with simulation data in surface potential,
here the effect of the mobile charges and effect of the drain
voltage is included. (b) displays the potential distribution
profile along the channel for 3 nm below the device surface
forVys = 1V and ;s = 0V to 1.2 V in steps of 0.4 V and,
(c) shows potential distribution in the center of the channel
(y = 5nm) . Inthe DG-TFET, by moving towards the center
of the channel and away from the surface of the
semiconductor, the match between the model and the
semiconductor becomes less and the analytical model cannot
predict the potential profile well

0
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Equation 6 using new reverse decay length (k; ) in
Equation 24 has been modified to represent the potential
distribution at any depth of the device.

The electric field is computed by differentiating
electrostatic potential with respect to x and y coordinates
in each region.

¥ (x.y) —
Ey = _# = b;k;e*i-vi-1) — (25)
kicie_ki(y_Yi—l)

0¥ (x,
Ey = =250 = 4, () + 2a,(y)x (26)

The electric field along the surface of the 2-D TFET
in the x and y directions have been shows in Figure 4. As
can be seen, the lateral electric field in the y direction is
larger than the vertical electric field in the x direction at
the source-channel interface. Hence, for simplicity in
calculating the tunneling generation rate, the vertical
field can be ignored. The length of the depletion regions
on the source and drain sides is indicated by L, and Ls,
respectively, and are calculated as follows:

2e5(Y1+ve lnﬂ)
_ n 27)
L1 qN,

¥  Simulation: Lines
' Model: Symbols
o

Lateral Electric Field (MV/em)

] 20 40 60 S0 100
(a) Position along the channel(nm)

Simulation: Lines

Vertical Electric Field (MV/cm)

02
Model: Symbols
04 . A i ] "
0 20 40 60 80 100
(b) Position along the channel(nm)

Figure 4. (a)The lateral electric field, (b)the vertical electric
field was obtained from the simulator (line) and the
analytical model (symbol) at different gate voltages. The
dielectric constant Si0, is €,, = 3.9, and the drain voltage
isVp =1V

2e5(Vp+ve ln% -%,)
L3 - L

(28)
qN3

L, is the channel length. Using the continuity of potential
at the boundary of regions R;/R, and R,/R5, the
depletion lengths can be calculated (16, 19).

4. ANALUTICAL MODEL FOR THE DRAIN CURRENT

The predominant current mechanism in TFETSs is band-
to-band tunneling (BTBT) current from the valance band
of the source to the conduction band of the channel. In
order to obtain the drain current, the amount of BTBT
tunneling generation in Equation 30 must be integrated
over the effective tunneling volume. The drain current is
expressed as:

I =q [} [} J," Goepe dx dy dz (29)

The band-to-band generation rate (Ggrgr) is taken from
the Kane’s model (20).

|EIP

£
Ggrer = A\/E_gexp —-B-Z- (30)

IE|

In Equation 30, A and B are Kane’s model parameters
and are dependent on the material, the semiconductor
energy gap and the effective mass of the carriers (10, 15,
16, 18). |E| represents electric field amplitude |E| =
VEZ +EZ. In a heterojunction, E;.¢r is used as the
effective bandgap, and is usually determined from the
bandgaps of the bulk and electron affinities materials.
Eg,eff = Egz —AE, and AEy = (—x)+ (Egz -
Egy ).

AEy, is the off-set between the valance bands of the
two materials (18). BTBT generation rate is dependent
on the electric field at each point. Integrating Ggrgr in
Equation 29 is the main challenge in TFET analytical
modeling. Equation 29 cannot be computed analytically;
therefore, several methods have been proposed in the
literature for approximating this integral, in which
accuracy is a challenge. The integral solution method in
these papers (21, 22) is based on the exponential
dependence of the Ggrgron the electric field and
considering the average electric field (E,,,) in the
minimum tunneling length (ly,,,,.). In this paper, to
calculate this integral, the tangent line approximation
method is used (9-11).

4. 1. Tunneling Generation Rate in the Channel
In the tangent line approximation (TLA) method, Ggrgr
curve is considered along the channel length, and the
tangent lines on the curve are drawn to intersect the
horizontal axis and form triangles. The sum of these
triangular areas gives the beneath area of the Ggrpr
curve, which is the integral of the tunneling value.
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At the source-channel interface, Ggrpr has the highest
value, and along the channel it reduces steeply to a
negligible amount. In Figure 5, [, , [, and l; are tangent
lines and the area under these lines can be expressed as
G4, G, and G4, respectively. To simplify the method, at
the source-channel junction y is assumed y = 0.

_ Gpepe(0)
b= G @D
1 1 !
G, = ;Ll Gpepe(0) = El% Gpepe (0) (32)

The slope of the tangent line [, at y = 0 is denoted as
Gpepe(0). Ly is the length between y = 0 and the y-
intercept of ;. Then, at y = L, the tangent line [, is
determined with the slope of G, (y) to the point where
it intersects the previous line [;. The length between y-
intercepts of [, and [, is called L.

_ Gpepe(L)
27 Ghepe(La) (33)
1 ’
G, = 2 L%d Gpeve (L1) (34)
Liyg = Ghepe(0) Ly (35)

Gl’;tbt(o)‘Gl’nbt(h)

The L,, expresses the distance between the intersection
of line [, on the y-axis and the intercept of [, and [, lines.
This process is repeated and tangent line /5 is drawn from
its y-intercept (L, + L,) to the point it intersects the
tangent line [,.

_ Gpepe(Li+Ly)
Ly = Ghepe(L1+L2) (36)
1
G3 =3 L34 Gpepe(Ly + L) (37)
Lag Gpepe(L1) L (38)

Gpepe (L) =Gpepe(L1+L2)

1 2 3
position along the channel y (nm)

Figure 5. The band to band generation rate as a function of
y along the channel length at Vg = 1.5V and Vg = 1V .
The tangent lines 1;,1,,l5 on the Gy, curve and creating the
triangular areas with the area G;,G,,G5 , respectivily;. which
can be regarded as the total area of the shaded regions

The G4 represents the common area under the tangent
lines [, and [,. Furthermore, G,, is the common areas
between tangent lines [, and [5 as shown in Figure 6. The
general expression are given in literature (9).

Gra = 5 (Laa = L2)? Gy (0) (39)

1 ’
Gaq = 2 (La — L3)2 Gpepe (L1) (40)

Finally, a closed-form equation for total Ggrgr i
obtained using TLA method that gives [ Ggrprdv =
G:orai- Final analytical expression is given in Equation
41.

Gptve channet = G1 + Gy + Gz + -+ G, —

41
Grg — Gag — — Gy-1q (41)

4. 2. Tunneling Generation Rate in the Source
Depletion To calculate the drain current accurately,
the tunneling rate in the source depletion region should
be calculated in addition to tunneling rate in the channel
region. Figure 7 illustrates the tunneling rate in the source
depletion region calculated by using the TLA method,
which increases the accuracy of the model at high gate
voltages.

thbt source deplation = Gl,sdep + Gz,sdep +-t
(42)

Gn,sdep - Gld,sdep - GZd,sdep -t Gn—ld,sdep
Considering both thbt channel and thbt source deplation
the total Gz Can be expressed as follows:

Gerer total = Gbtbt channel + (43)

thbt source deplation
Thus, the drain current per unit width is calculated as
follows:

Ip = q ts; GpraT total ffermi (44)

4\

1 2 3
position along the channel y (nm)

Figure 6. The tangent line approximation method for
solving the integral of the tunneling value. The common area
of the tangent lines [; and [, on the Gy, curve and forming
a triangular area with the area G, 4. Also G, is the common
area under the tangent lines [, and [3 on the Gy, curve

o 1
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Figure 7. The tunneling generation rate as a function of y
along the source depletion region at Vg = 1.5V and Vpg =
1V . The tangent lines len,len,,len; on the Gy curve and
creating the triangular areas with the area
G1 saepsG2.sdaep>G3 saep Tespectively. Common areas of the
tangent lines len; and len,, len, and len; on the Gp:pe
curve in the source depletion region forming a triangular
area with the area G, g sqep aNd G4 sqep respectively

where frerm; Is @ correction factor to insure Ipg = 0 at
Vps = 0 and n is an experimental coefficient (9, 19).
2
ffermi =1- ~ Vps (45)

(1+e"_Vf)
5. MODEL VERIFICATION AND RESULTS
To verify the proposed model, in Figure 1, the

investigated H-TFET is simulated with the ATLAS
device simulator and is compared with the proposed

tunneling in the source depletion region along with the
channel region, the accuracy of drain current increases as
are mentioned in Table 2. The accuracy can be improved
by increasing the number of tangent lines. Accuracy of
TLA method is reported in Table 2 for number of
repetition steps. The accuracy 97.2% can be achieved by
using eight tangent lines.

In this section, comparisons are made for a number of
different biases, dielectric constants for oxide devices
and different materials and mole fractions of material.
For TFET and heterojunction TFET based on different
material devices, parameters like bandgap, charge
carriers tunneling masses, constants of Kane’s model are
adjusted.

In Table 3, parameters like charge carriers tunneling
masses, intrinsic carrier concentration, permittivity and
constants of Kane’s model for TFET and H-TFETS based
on different material devices are adjusted.

Here, a number of results from the proposed
analytical model for the n-type DG-TFET structure as
well as the double gate H-TFET structure are reviewed
and evaluated. For this purpose, a different set of the
results of proposed model are compared with simulation
results with the calibrated numerical simulator.

In Figure 8, the transfer characteristic (I, — V) for
a double-gate TFET with the specifications mentioned in
Table 1 is drawn for the drain voltage Vs = 1V and
Vps = 0.1 V. Inthis figure, the transition characteristic is
drawn for both logarithmically and linearly. As can be
seen from Figure 8, in a wide range of biases, the
obtained results from our analytical model are consistent
with the TCAD simulation results.

TABLE 2. Accuracy of TLA method

analytical model. The device parameters used for Number of Accuracy Accuracy considering
simulation and analytical model are mentioned in Tables repetition considering channel & source
1and 3 steps channel depletion
The BTBT generation rate in the source channel 1 53.95% 60.95%
junction at the beglnn_mg of the channel is more _than the 2 83.04% 85.48%
amount of tunneling in the source depletion region, and
. . . . 0, 0,
in the calculations, the amount of tunneling in the channel 8 92.52% 93.41%
region is dominant. With considering the amount of 4 95.66% 96.02%
TABLE 3. BTBT model parameters
Material Si SiGe GaAsysShgs Ings3Gag47As
me.tunnel (Kg) 0.322m, 0.328 m, 0.053 m, 0.0332 m,
mh.tunnel (Kg) 0.549 m, 0.549 m, 0.421 m, 0.471m,
Intrinsic carrier concentration (ni) 1.45x10% 2.86x10% 1.37x10% 7.62x101
Permittivity (g,.) 39¢, 139 ¢, 143 ¢, 139 ¢,
Material TFET Agrpr (VY¥%cm.s.V?) Bgrar (Vicm.eVe?)
si 3.5x10% 22.5x10°
SiGe/Si 4.1x10% 2.45x107
GaAsSb/InGaAs 1.3x10% 6.3x10°
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Figure 8. Comparison of the results obtained from (Lines)
simulations and (symbols) our model for the transfer
characteristic DG-TFET based on Si for different drain
voltages as Logarithmically and linearly

In the TFET based on the hetero dielectric and the
hetero structure, different materials from groups I11-V
with group IV are used to increase the performance of H-
TFET (23-25). In the analytical models, the effect of
using materials with hetero structure is considered in
addition to the tunneling phenomenon to the appropriate
placement of the valance and conduction bands in the
TFET, and an effective bandgap Ej . is defined for the
model (10, 18).

In the heterojunction (n-type) TFET, the use of low
bandgap materials at the source side along with a lower
tunneling mass causes more overlap between the energy
bands at the channel-source junction and smaller the
tunneling distance. As a result, the on-state current
increases (26).

The comparison between switching performance of
homojunction TFET and double gate H-TFET using
Siy,Geg gin the source and Si in the channel and drain
regions is shown in Figure 9.

5 Symboles: Model
'g 107 [ Lines: Simulation
X
~
<
N’
N
=
bt
; 10-10 L
3]
= i i H-
= SIO.ZGeO.S/ Si H-TFET
g [P
a Si/Si TFET
10" : ' '
0 0.5 1 1.5

Gate Voltage (V)
Figure 9. Transfer characteristics of homojunction TFET
and H-TFETSs predicted by the TCAD simulators (line) and
analytical models (symbol)

As expected, for the same gate voltage range, H-
TFET structure provide more I,y current than
homojunction TFET structure, and our proposed
analytical model can follow the simulation curve well.

In Figure 10, the transfer characteristics of three
double gate H-TFETS based on different molar ratio of
Si(1-x)Gey are shown. As the results of simulation and
analytical model are shown, Si,,Ge, g has more current
than the other two structures. The reason is the smaller
energy gap in the source region and the more energy band
bending at the tunneling region of Si, ,Ge,g compared
to SiysGegy s and Si, ,Ge, 5 structures.

Mostefai (27) studied on energy gap (Eg) as a
function of  different composition x and y in
GayIn,_4As,Sb,_,, at T =300 K and intrinsic carrier
concentration (ni) as a function of temperature and
effective density of states N, and N,, in the conduction
band and valence band, respectively. So far several
articles worked on GaAs;_,Shy, and In,_,Ga,As (10,
28, 29). The effective energy bandgap (Eg.rr) for
heterojunction TFET is an important design parameter.
Although there is no definite value for E, .. in the
GaAsy sShy s/Ing s3Gag 47As.  Various  ranges  of
effective bandgap can be seen in the literature (30, 31).
With comparing measured I, —V;g curve for the
GaAsysShys/Ings3Gag 47As H-TFET, Egerfr =
0.42eV is more suitable (31).

For best matching between the results of the TCAD
simulator and the results of the analytical model. Figure
11 shows transfer characteristics I, — Vg for different
Egerr inVps = 1V and dielectric constant Al, 05 (g5 =
8.5). Parameters mentioned in Table 2 are accounted for
GaAsSb/InGaAs and its results are compared with
simulation results.

In Figure 12, the effect of drain-source voltages on
transfer characteristic of a DG-HTFET GaAs, 5Sh 5/

x 10

_ -4 3
E 10 Simulation: Lines
\3. Model: Symbols ’é\
3 3
~ _ ] 2 $
£ 10® =
= =
= D
3 £
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£ 10-12 SiGe/Si {1 @]
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e t= 3nm g
& Vo= IV a
|

10716 0

0 0.5 1 1.5
Gate Voltage (V)

Figure 10. I, — Vg curve obtained for Si¢; _yGe, /Si/Si H-
TFET for molar ratios X= 0.3, 0.5, 0.8, where the
simulations are shown as lines and the analytical model is
shown as symbols
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Figure 11. The transfer characteristics of GaAsgsSbhy 5/
Ing 53Gag 47As for several effective energy bandgap
(Eg,erf)- our model predicted by TCAD simulations (lines)
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Figure 12. Comparison of the results obtained from
simulations (Lines ) and our model (symbols) for the transfer
characteristic DG-HTFET based on GaAsysSbys/
Ings3Gag47As for various drain voltage (Vps = 1V) and
(Vps = 0.1V) as Logarithmically and linearly

Ing s3Gag 47As for Vpg = 1V and Vpg = 0.1V is shown.

In short channel devices, the applied drain-source
voltage affects the distance of tunneling path. As can be
seen in Figure 12, it modulates the I,y reasonably while
the subthreshold swing remains almost unchanged.

Theresults obtained from our analytical model are
consistent with the TCAD simulator and shows that the
model predicts accurately.

To reduce power density and better switching
performance, TFETs are considered in low power
applications (32-34). Figure 13, shows the log I, — V¢
curves of a GaAsysSbhy s/Ing s3Gagy 4,As DG-HTFET
for different dielectric constants.

The channel length and other device parameters are
the same. Thin oxides with high permittivity lead to a
greater oxide capacitance, and provides higher charge
being formed in the channel at the same gate voltage,
which results in a higher control of the gate on the
electrostatics of the channel. This makes higher I, and
lower bias voltages. As expected from Figure 13, HfO,
provides more current at the same rang of gate voltages
and our analytical model are consistent with the TCAD
results.

Table 4, shows comparative analysis of the proposed
H-TFET structural parameters with existing literature.
Transfer characteristics of DG-HTFET for two different
heterojunctions, SiGe/Si and GaAsSb/InGaAs, are
shown in Figure 14, by considering TCAD simulations
(Lines) and analytical model (symbols). The parameters

0.014
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Figure 13. I, — V;s curves obtained of the DG-HTFET
GaAsy 5sShys/Ing 53Gag 47As from simulation (lines) and
our model (symbols) for different dielectric constant
material, HfO2 (gox = 22), Al203 (g9x = 8.5) and SiO2
(eox = 3.9)

=)

TABLE 4. The comparative H-TFET with existing literature

Source Channel Eot (nm) Oxide lon (A/um) lorr (A/um) SS (mV/dec)
(9) GaAsSh InGaAs 2 Sio, 10 1083 45
(30) SiGe Si 2 HfO, 108 1018 60
(30) InGaAs InP 2 SiO, 10°® 10 80
(1) InGaAs InP 2 SiO, 10°% 101 80
(26) Si Si 2 SiO, 10* 1018 55
This paper SiGe Si 3 Si0, 10 10 50
This paper GaAsSh InGaAs 2 Si0, 102 106 30
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Figure 14. Transfer characteristics of the H-TFET
Sig ,Geyg/Si and GaAsy sShys/Ing s3Gag 47As predicted
by the TCAD simulators (line) and analytical models
(symbol)

in Table 2 are considered for both numerical simulation
and analytical model. The GaAsy sShy s/Ing s3Gag 474s
has higher current than the Si;,Geyg. According to
Figure 14, matching the results of proposed model and
the numerical simulations confirm the validity of the
model.

6. CONCLUSIONS

In this paper, a universal physics-based analytical model
for DG H-TFETs is proposed which accurately predicts
the potential and the drain current. The fringing fields and
effects of mobile charges on the reverse decay length in
the channel are considered. The effect of high drain
voltages on the potential, using new gate potential ¥ .¢f,
is introduced, as well. The model consists of a complete
2D expression for the potential profile to predict the
potential distribution in the channel depth in addition to
the surface of the device. The mid-potential ¥y .., and
new reverse decay length k; ,,.,, are modified to represent
the potential distribution at any depth of the device. For
drain current modeling, the effect of the extended
depletion region in the source side is considered in TLA
method, and Ggrpr is calculated in the channel and the
source depletion region, which improves the accuracy of
the model at high gate voltages by 97.2%. The proposed
model is compared with TCAD results for different
material and device parameters, which confirms the
accuracy of the proposed analytical model.
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ABSTRACT

The objective of this study is to investigate the nucleation timing of gas hydrate molecules in oil flows.
This research focuses on examining how paraffin particles impact the formation timing of hydrate
deposits during the mechanical production of oil. A thorough comprehension and control over the
formation of organic deposits within the wellbore can substantially mitigate equipment maintenance
expenses, enhance the safety and consistency of production, and bolster the economic viability of
extracting hydrocarbons. The initial segment of the paper outlines a methodology for identifying the
formation depths of gas hydrates and asphaltene-resin-paraffin deposits (ARPD) in operational oil wells
through the resolution of thermobaric differential equation systems. Subsequent laboratory experiments
were conducted to assess the nucleation timing of gas hydrates in the presence of paraffin. These tests
were performed in a specialized high-pressure autoclave that enables the establishment of requisite
thermobaric conditions. An internal agitator in the autoclave facilitates the needed dispersion within the
system to emulate well flow conditions. Experimental findings revealed that paraffin particles impede
the formation of gas hydrate deposits and decelerate their nucleation process. Notably, a 3% increase in
paraffin concentration within the mixture was observed to prolong the nucleation timing of gas hydrates
by a factor of nine. Based on the review of available literature, it is deduced that further comprehensive
investigations are essential for the advancement of a temporal model governing the operational dynamics
of production wells under the influence of gas hydrate and ARPD formation.
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1. INTRODUCTION

Gas hydrates, also known as clathrates, are crystalline
structures where water molecules form a lattice that
encases gas molecules under specific temperature and
pressure conditions. The thermodynamic prerequisites
for gas hydrate formation vary according to gas type,
temperature, pressure, gas saturation, and the salinity of
water (1) as well as the compositional makeup of other
phases present. Methane (CH.), ethane (C;Hs), propane
(C3Hg), butane (C4H10), carbon dioxide (COy), hydrogen
sulfide (H2S), nitrogen (N2), and other gases in
hydrocarbon production can form hydrates under suitable
conditions (2). Methane-based natural gas hydrates are
particularly notable for their energy potential, with one
cubic meter of hydrate yielding approximately 165
standard cubic meters of CHa.

The formation of gas hydrates can be classified into
anthropogenic and natural occurrences. Anthropogenic
hydrates may develop in oil and natural gas production
systems characterized by a high gas-to-oil ratio,
including areas such as the bottom hole zone, wellbores,
and field pipelines (3). In contrast, natural hydrates may
aggregate into clusters or exist in a dispersed state (4).
The genesis of anthropogenic natural gas hydrates poses
considerable challenges to the operational efficiency of
oil and gas production facilities by complicating
technological processes, escalating energy demands,
shortening equipment maintenance intervals, and
amplifying risks in the exploration of new Arctic oil and
gas ventures (5, 6).

The formation of asphaltene-resin-paraffin deposits
(ARPD) in oilfield equipment is a more prevalent issue
than gas hydrate deposition. The development of
numerous fields in the Volga-Ural and West Siberian oil
and gas provinces is hindered by ARPD formation (7).

The severe climatic conditions of the Far North,
exacerbated by permafrost cooling of flows, coupled with
the rigorous climate, amplify the challenges associated
with gas hydrate and ARPD formation during oil and gas
extraction (8, 9). The coalescence of gas hydrates and
ARPD into a unified deposit further complicates the
operation of production wells. Therefore, refining the
theoretical understanding of gas hydrate and ARPD
formation is crucial for the enhanced exploitation of
Acrctic territories within the Russian Federation (10, 11).

For the most part, it is imperative to acknowledge that
the thermobaric conditions prevailing within a well exert
a profound influence on the process of hydrocarbon
production process. The pressure and temperature
parameters of the flow within the well are critical
determinants in the formation of organic deposits (12). In
this context, a methodology for assessing the flow
temperature inside the borehole was introduced by
researchers (13). This approach is grounded in
differential equations of heat conduction, incorporating

the heat transfer coefficient between the surrounding
rock formations and the well's flow. The determination
of this coefficient leverages field-derived data (14). The
phenomenon of convective heat transfer in vertical gas-
liquid two-phase hydrocarbon flows has been examined
(15, 16), with laboratory experiments revealing the
relationship between the heat transfer and the velocity
and structure of the mixture. The theoretical endeavors
have culminated in the formulation of an elaborate
mechanistic model for heat transfer. This model accounts
for the flow's pattern, distinguishing among bubble, slug,
and annular structures, and is adept at predicting the flow
structure before calculating the flow's hydrodynamics
and heat transfer characteristics based on the anticipated
structure. The results of comparison between the model
and real data showed that presented model calculates the
heat transfer coefficient with an error margin of 20%,
30%, and 25% for bubble, annular, and slug flows,
respectively. Furthermore, the integration of permafrost
attributes such as the latent heat of fusion (17), alongside
considerations of permafrost thawing, the migration of
water from proximal zones around the well to more
remote areas, and the temperature gradient, has
facilitated the introduction of a novel thermal model for
a producing well by the authors (18). Field tests of the
model showed high convergence of the calculation
results with real data.

Additionally, the impact of operating an electrical
submersible pump (ESP) on the heat exchange dynamics
between the pumped fluid and its surroundings warrants
attention. Investigations (14, 19) have delved into the
thermal interactions between an active ESP unit and its
immediate environment, proposing a model that
accurately predicts the temperature variations of both the
unit itself and the fluid in transit through and around the
pump. Moreover, the processes of well killing and the
injection of specialized fluids can induce cooling in the
bottom hole zone and wellbore, potentially leading to the
augmented formation of ARPD and gas hydrates within
the well space. This phenomenon poses challenges to the
subsequent reactivation and operation of the well (20,
21).

Research documented in studies (22, 23) has
highlighted the considerable impact of flow dynamics on
hydrate formation, specifically through mechanisms such
as destruction, coalescence, and deformation of gas
bubbles, as well as their interactions with mixture flow
vortices and collisions among themselves. Further
investigation (24) elucidated the nuances of hydrate
formation across varying levels of water content within
the flow, yielding the following insights:

1. High water content facilitates hydrate
nucleation at the gas-water phase boundary, significantly
accelerating the agglomeration process of gas hydrates.

2. At medium water content, hydrate nucleation
predominantly occurs at the oil-water interface, resulting
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in fewer hydrate deposits and a reduced rate of hydrate
formation.

3.  Systems with low water content exhibit
decreased density and thickness in gas hydrate deposits.

These findings underscore the critical importance of
understanding hydrate formation dynamics under various
well conditions.

Hydrate deposit management commonly employs the
use of hydrate formation inhibitors (25), which are
categorized by most researchers based on literature (26):

e  Their mechanism of action, dividing them into
thermodynamic, Kinetic, and anti-agglomerant types.

e  Composition, distinguishing between single-
component and multi-component inhibitors.

e  The number and nature of functions they
perform.

. Physical and chemical properties, such as
density, volatility, and freezing point.

The accumulation of asphalt-resin-paraffin deposits
(ARPD) on field equipment and pipeline surfaces poses
significant challenges to oil production, transportation,
and refining processes (27). Key factors contributing to
ARPD formation in field equipment have been identified
(28) as:

e  The presence of heavy oil components that
agglomerate into large ARPD particles.

e  The release of oil-dissolved gases when flow
pressure falls below the gas saturation pressure of oil.

. Reduction of flow temperature beneath the
paraffin saturation point of oil.

e  Sijtuations where disruptive flow forces,
dependent on velocity, regime, and structure, are
outweighed by the cohesive forces within the deposits.

The most effective technological approach for ARPD
management involves the use of chemical inhibitors with
a crucial focus on minimizing inhibitor loss (29) due to
adsorption by the surrounding rock formations (30). A
comprehensive methodology for mitigating ARPD
formation in the wellbore area has been proposed (31),
incorporating well washing with specialized solvents to
dissolve existing deposits. Additionally, other strategies
for combating ARPD formation in production wells have
been explored (32). Investigations (33-35) have
examined how the material composition of production
pipes influences ARPD formation conditions. Another
study (36) introduced a heating cable system as a method
for controlling paraffin deposition in production wells,
while research (37) presented a novel approach involving
magnetic reagent treatment of oilfield equipment.

As previously discussed, the concurrent formation of
gas hydrates and asphalt-resin-paraffin deposits (ARPD)
significantly complicates hydrocarbon productions via
mechanized methods (38, 39). Research presented by
Wang et al. (40) introduced an advanced model for
hydrate nucleation in the presence of ARPD and
surfactants, with asphaltenes potentially acting as such

surfactants, as illustrated in Figure 1. The study yielded
several key findings:

1.  The nucleation process of hydrate molecules is
decelerated by the presence of ARPD or surfactants.

2. ARPD molecules obstruct the mass and heat
transfer process between hydrate molecules.

3. The volume of hydrate deposits escalates in the
absence of surfactants but in the presence of ARPD. This
increase is attributed to the integration of ARPD
molecules into the hydrate agglomerates, further
complicating their disintegration.

Therefore, the primary aim of this research is to delve
into the dynamics of gas hydrate deposit formation within
a producing well, particularly in scenarios where oil flow
contains wax particles. Laboratory observations could
facilitate the development of a temporal model for a
producing well. This model enables the prediction of the
time required for product removal and the formation of
organic deposits. Under certain conditions, this model
suggests that gas hydrates may not accumulate in bottom
hole equipment to a significant extent. Consequently, this
allows for a strategic adjustment in the delivery of
hydrate formation inhibitors to surface equipment rather
than directly to the bottom hole. Such a shift in the
inhibitor delivery strategy is anticipated to streamline
equipment maintenance and substantially reduce the
financial burden associated with the injection of reagents
into the wellbore.

2. METHODOLOGY

2. 1. Methodology for Determining Depth of Gas
Hydrate and ARPD Formation in a Well The
methodology for identifying the initial depths of organic
deposits formation is structured around a comprehensive
algorithm that encompasses several critical steps:

1. Initial Setup: Define the initial well configuration
and production conditions based on field data to establish
a baseline for further analysis.

2. ESP Operating Parameters: Determine the
operational parameters of the Electrical Submersible
Pump (ESP) unit, incorporating adjustments for
emulsions and free gas content to ensure accurate
modeling of the pump's performance under field
conditions.

—~ —~ Oy Oy @ waxmolecules
7N Heat transfer
(ﬁ“@ ﬁ@ ~A Mass transfer
A A
o7 o

Undisturbed mass and
heat transfer between
hydrate particles

Figure 1. Disturbance of mass and heat exchange between
hydrates due to wax particles

Formation of wax shell
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3. Temperature Distribution Evaluation: Assess the
temperature distribution along the well's depth, taking
into account the heat generated by the ESP unit (38). This
step is crucial for understanding the thermal dynamics
within the wellbore.

4. Pressure Distribution Calculation: Utilize the
updated Poetman-Carpenter method to calculate the
pressure distribution at various depths within the well for
both the production string and tubing. This method
provides a refined approach to estimating pressure
profiles.

5. Linking Pressure to Temperature: Correlate the
depth-specific pressure values with corresponding flow
temperature readings. This correlation specifies the P(T)
distribution within the well, offering a detailed view of
the thermobaric conditions.

6. Well Operation Modeling: Estimate the true
operational parameters of the well under the specified
conditions using a well operation model. This step
involves specifying the flow rate, bottom hole pressure,
and receiving pressure, thereby refining the operational
parameters.

7. Hydrate Formation Equilibrium: Compare the P(T)
distribution against the equilibrium conditions for
hydrate formation to identify the onset depth of hydrate
formation (22). This comparison is vital for pinpointing
where hydrates begin to form within the well.

8.  Thermogram and Wax Crystallization: Match
the well's thermogram against the temperature profile for
wax crystallization across the well's depth to determine
the formation depth of paraffin.

A block diagram illustrating this algorithm is depicted
in Figure 2; providing a visual representation of the
process flow.

Upon implementing this algorithm, it is possible to
achieve accurate determination of the initial depths for
ARPD and crystalline hydrate formation. To further
enhance this algorithm, incorporating a time variable into
the calculations can account for the Kinetics of gas
hydrate formation in the presence of ARPD, making the
model more dynamic and reflective of real-world
conditions (41, 42).

For the initial determination of organic deposits
formation depths, the pressure characteristic of the ESP
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Figure 2. Algorithm to determine the depth of organic sediment formation
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in emulsion with gas presence is established. The pump's
pressure output is derived from its passport
characteristics, which are then recalibrated for a viscous
liquid using Lyapkov method (43). This recalibration
involves determining the pump stage's coefficient of
rapidity, denoted as ng, as outlined in Equation 1:

n.=193-n- (Qliq.optim.)o's . ( . Hliq.optim.)_o'75 (1)
s 86400 9 z

where n is the number of pump revolutions, rpm;
Quig.optim.» Hiig.optim. - OPtimum flow rate (m%day) and
pump head on water (m); z - number of stages.

Reynolds number of the flow in the channels of ESP,
Equation 2:

R _ 4,340,816n,%27* Qliq 3 [ n-86400
€n = 0,575 HFmix i i (2)
ng -86400 Qlig.optim.
P

mix.

where lnix, Pmix are mixture viscosity (Pa-s) and
density (kg/m®); Q4 - well flow rate, m3/day.
Conversion factors for viscous fluid, Equations 3 and

4.
Ky =1—-(3,585—0,821-lg(Rey))" (0,027 +
_ 3)
0,0485 Ql—")
Qliq.optim.
K, =
0,485 - Ig(Rey) — 0,63 — 0,26—24— if Re,, < 2320
Qiig.optim. (4)
0,274+ 1g(Rey) — 0,06 — 0,14 CQia__ if Re, > 2320
lig.optim.

Coefficients for recalculation of the water-air mixture
are now calculated using the corresponding nomogram in
Figure 3 (44).

The gas content is found by Equation 5:

"= (pasas ) ®

Pgas

where G - gas factor, m® /m®; p, gegqas - density of
degassed oil at standard conditions, kg/m?; p s — density
of gas at standard conditions, kg/m?3.

= = -] -1 -+ ~
LS R =3 =3 =3 = =)
KH
K, #
08 K ‘
g \ \\ i Ky
I
0,6 1,0
" 1
N\ <N
PN I U DU M. \\_ﬁk
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Gas content

Figure 3. Nomogram for calculating pump performance
parameters for water-air mixtures (44)

To accurately calculate the pressure produced by the
pump Byymp for any given well flow rate, the approach
involves obtaining conversion factors for gas. These
factors are then multiplied by the coefficients determined
for viscous fluids, enabling the characterization of the
pump's performance with the actual emulsion present in
the well. This step is crucial for understanding the pump's
ability to maintain optimal pressure levels under various
operational conditions, thereby ensuring the efficient
transport of the fluid mixture to the surface.

The flow temperature in any section between the
reservoir roof and the pump (temperature in the
production string) is determined with Equation 6, the
flow temperature in any section of the tubing is
determined with Equation 7:

0,0034+0,79-Grad-cosa
T. =T, — (H, —H) cosa - ——————————
str res ( res ) 10011'!1/86400‘20‘d§‘t6rjinner (6)
0,0034 + 0,79 - Grad - cosa
100 02T ey
0,0034 + 0,79 T - cosa @

-— At
N R .12:67 pump
1091iq/86400:20:d iy inper

Teup = Tres — (Hres - p) cosa
—(H, —H) - cosa -

where « is the average well inclination angle; Grad is the
temperature gradient, grad/m; H, - vertical depth of
pump suspension, m; T, - reservoir temperature, °C;
H,.s - vertical depth of the reservoir roof, m; dg, inner -
inner diameter of production string, M; d;,p inner - iNNEr
diameter of tubing, m. The temperature distribution along
the borehole is shown in Figure 4.

Temperature rise at the pump outlet (45) is
determined with Equation 8:

Hpum 1 0,5
Atpump =2 p( - ) 8)

¢ NpumpMmotor ~ Npump

where Hp,mp, — is the head created by the pump, m;
Npump - Pump efficiency, shares; 7,00 - Motor
efficiency equal to 0.9.

A modernized Poetman-Carpenter methodology can
be used to determine the pressure distribution in the well.
Modernization includes modified equations to account

0 5 10 15 20 25 30 35 40 45 50 55 60 65
0
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9,63 °C t,°C

61°C
Figure 4. Flow temperature distribution along the borehole



1348 G.Y. Korobov etal. / IJE TRANSACTIONS A: Basics Vol. 37 No. 07, (July 2024) 1343-1356

for separated and dissolved gas in the tubing string after
the ESP unit. The separation factor of the pump, which is
used for modernization, is determined with Equation 9:

Ksep = !
)

Qlig

9
CR——— | ©
864004(0.02(”, str.inner~pump > /

| 140,75

The Poetman-Carpenter methodology is used to find
the pressure gradient in the well, Equation 10:

% = Pmix * 9,81+ 1076 % cosa +

[f'QZ'(l_Bwater)z'Mmixz] (10)
(2r3'1015'pmix'dtub.inner5)

where p,,;, is mixture density, kg/m3; B,yqeer - Water cut,
shares; M,,,;, - specific density of the gas-liquid mixture,
kg/m3. These parameters are found according to the
Poetman-Carpenter methodology.

Calculations are executed in a "top-down" manner
within the tubing to the point of saturation pressure, and
similarly, within the production string, extending from
the pump inlet pressure to the bottomhole pressure (39).
By employing the iterative method (46) key operational
parameters of the well can be determined. Through
numerical integration, we ascertain the pressure
distribution along the tubing. Initially, pressures at
designated depths are computed via a mathematical
interpolation technique, subsequently linking these
pressures with new temperature values. This process
involves multiple iterations to accurately determine the
pressure distribution throughout the depth of both the
tubing and production string, culminating in the precise
calculation of the true bottom hole pressure, P,,;. The
derived pressure distribution along the wellbore is
depicted in Figure 5.

Then, through a well productivity coefficient Kp,.,q,
the true flow rate of the well is found. Vogel correction
(47), in Equation 11, is also introduced in the calculations
which takes into account the movement of aerated liquid
flow.

( Kprod ' (Pres - Pbot)’ if Ppot > Psat

Kprod'Psa
Q= ! Kprod *(Pres — Ppot) + %' (11)

2
l- (1 — 022t g (o) ) if Poot < Psar

Psat Psat

The calculated flow rate value is reintegrated at the
beginning of the calculation, and the entire algorithm is
iterated until the desired precision is achieved.
Subsequently, the equilibrium conditions for the
formation of crystalline hydrates are established utilizing
the calculation methodologies shown in the referenced
monographs (48, 49). These methodologies are
specifically tailored for application to both natural and
associated petroleum gases.

First, using Equation 12, the pressure of gas hydrate
formation p2, (in MPa) is calculated (p2, is determined

for temperature To =273.15 K). Equation 12 is applicable
for hydrates of cubic structure Il, which, in turn, are
typical for oil and gas condensate fields, which are
considered in this paper.
[1+ p%(25Ycn, + L4Vco, + 0.67yy, +46,1y4,5)]" =
1 (12)

= 20 (ycy4 VCyHe JYC3Hg Vi—CqHyg Yn—CaH1o YCO3 IN; IJ’HZS)
m\"231 " 23 ' 0176 ' 0113 1,6 7263 2323 10,47

where y is the mole fraction of each component of the gas
mixture. The content of each component in the gas is also
determined after field studies or according to field
development guidelines.

The desired pressure (p,,,) at temperatures higher than
273.15 K is found using sets of reference curves of
hydrate formation proposed by Semenov et al. (50) by the
following Equation 13.

P =% exp <A1 (- %)) (13)

8,6 MPa

Figure 5. Pressure distribution along the wellbore obtained
with modernized Poetman-Carpenter method
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2% z are gas compressibility coefficient for p9, and To
conditions and calculated conditions, respectively; A -
empirical coefficient (50).

Employing this methodology yields an equilibrium
condition curve for hydrate formation plotted in pressure-
temperature (P-T) coordinates, as illustrated in Figure 6.
The point where this curve intersects with another
indicates the initial depth at which gas hydrate begins to
form within the tubing.

To calculate the depth of ARPD formation in the well,
it is necessary to find the wax crystallization temperature
distribution (51). The values of pressure and volume gas
content are taken from previously calculated Poetman-
Carpenter method. The dependence of paraffin
crystallization temperature on depth is presented in
Equation 14:

Twax(Pi) =ty +02P -0, Vgas.sat,i (14)

where t, is found by Equation 15 (°C); Pi and Vygs.sqae: -
borehole section pressure (MPa) and residual gas
saturation of oil (m® /m?3), determined with the Poetman-
Carpenter methodology.

to = 11,398 + 34,084 [gCyax (15)

where C,,4, - mass content of paraffin, %.

The outcomes of this research are depicted in Figure
7. The algorithm introduced is slated for enhancement
through the incorporation of supplementary differential
equations. These equations aim to ascertain the duration
required for the formation of organic deposits within the
borehole space, as well as the extraction time for the fluid
lifted from the borehole to the wellhead.

This advancement seeks to refine the predictive
accuracy of the algorithm, providing a more
comprehensive understanding of the dynamics involved
in the deposition and extraction processes within the well
operation.

—— Flow temperature
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Figure 7. Determining the depth of ARPD formation in the
well

2. 2. Methodology for Determining Thermobaric
Conditions of Gas Hydrates Formation in Presence
of Paraffin The concurrent formation of crystalline
hydrates and waxes poses a substantial challenge to oil
production infrastructure. The accumulation of gas
hydrate and wax deposits within pipelines and wells can
significantly diminish productivity and, in severe cases,
entirely obstruct the flow of liquids (27, 41, 52).
Therefore, investigating this phenomenon is crucial for
devising effective strategies for the prevention of deposit
formation and for the efficient removal of such deposits
during the operational lifecycle of oil fields.

In this section, we delve into the methodology
employed in laboratory experiments designed to evaluate
the impact of wax on gas hydrate formation conditions.
By varying the mass content of dissolved paraffin, it is
feasible to delineate the correlation between the
conditions of gas hydrate formation and the quantity of
paraffin present in the system. The experiments were
conducted using the specialized reactor-autoclave Gas
Hydrate Autoclave GHA 350 and a model gas
preparation system, enabling the investigation of hydrate
formation at temperatures ranging from -10°C to 60°C
and pressures up to 35 MPa, as depicted in Figure 8. This
research methodology was meticulously developed and
validated by the personnel of the Scientific Center
“Arctic” at the Empress Catherine 11 Saint Petersburg
Mining University.

The laboratory experiment methodology, inspired by
the approach detailed by Semenov et al. (53), is outlined
as follows:

1. Preparation of Paraffin Solution in Kerosene:

e Auviation kerosene TS-1 (GOST 10227-86) with
paraffin P-2 (GOST 23683-89) dissolved in it serves as
the simulated hydrocarbon medium.

. Initially, 125 ml of the kerosene solution
containing paraffin and 200 ml of water are utilized to

=, 9

e d FEE
T

Figure 8. Laboratory complex for gas hydrate research: A.
Autoclave GHA-350; B. Top-driven stirrer; C. Huber
Ministat 240 thermostat; D. Gas boosters with maximum
pressures of 40.0 MPa (left) and 15.0 MPa (right); E. Model
gas preparation system.
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create a phase interface within the camera lens. The mass
for 125 ml of kerosene is accurately measured,
considering the container's mass, yielding 96.71 g of
kerosene. Following the measurement of the requisite
volume, the container is sealed to prevent the
vaporization of kerosene.

e  The necessary quantity of paraffin is determined
based on its desired mass content in the kerosene, ranging
from 2-10% wt. The precise amount of paraffin wax is
calculated using the appropriate proportion.

e  The paraffin is then integrated into the pre-
measured kerosene, followed by thorough mixing. To
ensure containment, containers with screw-on lids,
specifically designed for reagents, are employed to
maintain airtight conditions upon heating.

e  To expedite the dissolution of paraffin wax in
kerosene, the container is placed within an oven
preheated to temperatures of 50-60°C. This heating
facilitates the complete dissolution of paraffin into
kerosene within 30 minutes.

2. Autoclave Preparation for the Experiment:

e  The autoclave's internal cavity is meticulously
cleaned of residues from prior experiments using a
solvent followed by alcohol, ensuring a contaminant-free
environment for the new experiment.

. It is then loaded with 125 ml of kerosene
solution and 200 ml of water. This specific ratio is crucial
for visibly distinguishing phase separation in the first
camera and gas-liquid interaction in the second camera.

e The experiment's requisite pressure is
established, initially set to 40 bar for the commencement
of the experiment.

e To generate the necessary emulsion, the
solution is agitated at room temperature at a speed of 800
rpm for a duration of 30 minutes, rendering the autoclave
primed for experimentation.

3. Conducting the Experiment to Identify the
Equilibrium Point of Hydrate Formation:

e The system is pressurized with methane to
slightly above the required pressure to ensure that,
following methane dissolution and system equilibration,
the pressure remains at or above the experiment's
threshold. In this instance, the system is pressurized to 45
bar before stabilizing at 40 bar.

e  The agitator's speed is adjusted to a moderate
100-200 rpm, facilitating the saturation of the liquid with
methane.

e  The system is then cooled to a temperature
below the anticipated hydrate formation threshold.
Maintaining the system in a super cooled state for a
period allows for equilibrium establishment without the
risk of hydrate formation due to oversaturation, as the
stirrer operates at low speeds.

e To induce gas hydrate formation, the agitator
speed is increased to 500 rpm, establishing a turbulent
regime within the autoclave. In these oversaturated and

super cooled conditions, hydrate crystals form abruptly
throughout the autoclave volume, marked by a significant
pressure drop and a minor temperature increase—
indicative of the exothermic nature of hydrate formation.
Additionally, a noticeable increase in stirrer torque
occurs as the forming hydrate crystals impede the
agitation process.

. Identifying the equilibrium point involves
gradual heating of the system at a constant rate. The
equilibrium conditions for hydrate formation and
dissociation align, but the stochastic nature of hydrate
formation complicates direct equilibrium  point
determination during cooling. During dissociation, the
equilibrium point is discerned at the pressure curve's
inflection point. As the system is slowly heated, hydrate
crystals disintegrate, releasing gas and elevating
autoclave pressure. Once hydrate decomposition is
complete, the pressure curve stabilizes, rising more
gradually as pressure increases are solely attributed to
heating. The experiment maintains a heating rate of 1°C
every two hours, facilitating precise equilibrium point
determination. To chart the equilibrium curve for hydrate
formation, equilibrium points across various thermobaric
conditions are identified.

2. 3. Methodology for Studying the Nucleation
Time of Gas Hydrates in Presence of Paraffin
During laboratory studies on hydrate formation in the
presence of paraffin, it was discovered that under
conditions of low system pressures and low temperatures,
the hydrate nucleation time significantly increases. This
observation led to the conclusion that paraffin particles
play a role in affecting the kinetics of the gas hydrate
crystal formation process. Specifically, due to the
pronounced super cooling at the lower pressures where
hydrate formation occurs, paraffin particles tend to
precipitate first within the liquid's volume. These
particles, therefore, interfere with mass and heat transfer
processes during the nucleation of gas hydrates (54),
subsequently delaying the formation of initial gas hydrate
agglomerates. This delay is part of an accumulative
process concerning the potential energy involved in the
agglomeration of crystalline hydrates. Paraffin, by
postponing the formation of hydrate crystals, contributes
to the sudden formation of large agglomerates when its
role as a kinetic inhibitor of hydrate formation becomes
overwhelmed (55).

The main factors that promote the formation of
crystalline hydrates in the reactor are the super cooling of
the system and the super saturation of the system with
free gas. The super cooling aspect precisely defines the
thermobaric conditions favorable for the nucleation
process of gas hydrates. The Kinetics of hydrate
formation is greatly dependent on the level of super
saturation. To accelerate the formation of gas hydrate
deposits within the reactor, it is simply necessary to
enhance the degree of gas super saturation in the system
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by increasing the stirring speed. However, for the
purpose of this experiment, the degree of super cooling
and super saturation of the system is to be kept constant.

Accordingly, to investigate the effect of paraffin on
the nucleation rate and Kinetic characteristics of gas
hydrate formation, the following methodology was
developed. The process of nucleation and formation of
crystalline hydrates is recognized as a relatively
stochastic  process, which introduces additional
challenges in the investigation of this phenomenon (56).
The variability in the time intervals for the formation of
hydrate agglomerates necessitates the identification of
dissociation  conditions when  determining the
equilibrium point. Hydrate dissociation consistently
occurs at a uniform rate, reaching equilibrium conditions
simultaneously. However, this approach does not
specifically cater to the study of the nucleation rate of
hydrate crystals. Thus, the methodology proposed herein
aims to evaluate the impact of varying concentrations of
paraffin in the system on the nucleation rate of gas
hydrate crystals.

The methodology for this laboratory experiment is
outlined as follows:

1. Preparation of Paraffin Solution in Kerosene:

e The procedure for preparing the paraffin
solution is identical to that described in section 2.2.

2. Preparation of the Autoclave for the
Experiment:

e  Thisstep is conducted in the same manner as the
autoclave preparation outlined in section 2.2.

3. Experiment on Determining the Nucleation
Time of Gas Hydrates:

e  To ensure the emulsion's stability and maintain
a constant degree of system super saturation, the stirrer
speed is set at 200 rpm. This speed is maintained
uniformly throughout the experiment.

. Utilizing previously identified equilibrium
points of hydrate formation, the intervals for system
cooling are determined. The reactor is set to the required
system pressure. Subsequently, the liquids and gas within
the reactor are cooled from a starting temperature of 22°C
to a temperature that is 1°C higher than the hydrate
formation temperature over a period of 1.5 hours.

e The system is then further cooled to a
temperature 2-3°C below the hydrate formation
temperature, based on the specific conditions required.
This cooling phase lasts for 30 minutes, after which the
system is poised for the holding phase of the experiment.

e  The system is maintained under these conditions
for 10 hours (although this duration may be adjusted
based on empirical observations), during which the
pressure and temperature within the system, as well as
the torque exerted by the stirrer, are meticulously
recorded.

e  Throughout the nucleation phase, the system's
pressure and temperature are kept constant. Upon

reaching the equilibrium conditions, the hydrate
formation process initiates, characterized by a reduction
in pressure as the gas transitions into the hydrate
molecules, and a notable increase in temperature due to
the exothermic nature of hydrate agglomerate formation.

e  The duration from the start of the experiment to
the nucleation and formation of hydrates is accurately
documented. Following this, the autoclave is reheated to
room temperature, and the experiment is restarted. This
repetition is crucial for reducing the stochastic variability
inherent in the formation of gas hydrates. Initially, it is
planned to conduct 10 experiments at a single paraffin
mass content to calculate the average time required for
the nucleation of crystalline hydrates.

3. RESULTS AND DISCUSSION

From these investigations, several key insights were
uncovered. Primarily, a methodology for determining the
depth of crystalline hydrates and Asphaltene Resin
Paraffin Deposits (ARPD) formation within a producing
well was introduced. This algorithm facilitates the
precise identification of the depth at which organic
deposits form, contingent on specific operational
parameters of well equipment. Moreover, there exists
potential to refine this method by integrating new
relationships and differential equations. These equations
would account for the gas hydrates' nucleation time in the
presence of paraffin within the flow, deriving their
foundation from the laboratory studies executed in this
research.

Secondly, the acquisition of the equilibrium hydrate
formation curve, illustrated in Figure 9, was for a system
containing a 5% paraffin content. Additionally, data
points for a 2% paraffin content, with all other parameters
of the gas-liquid system and the autoclave remaining
constant, were also derived. It was determined that
paraffin does not influence the thermobaric conditions
necessary for the formation of crystalline hydrates.

Thirdly, patterns regarding the nucleation time of
hydrate crystals in systems containing paraffin were
identified. The impact of paraffin on the nucleation time
was specifically assessed for systems with 2 and 5% mass
content of paraffin solution in kerosene, revealing
nuanced insights into how paraffin presence affects the
initial stages of hydrate crystal formation.

Several hypotheses were corroborated through the
study, leading to the identification of distinct patterns:

e  The nucleation process and the formation of
crystalline hydrates exhibit a stochastic nature, with the
time required ranging from 30 minutes to several hours,
as illustrated in Figures 10 and 11.

The modeling compound demonstrates a
memory effect (57), wherein successive experiments
yield nearly identical nucleation times. This memory
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effect also facilitates the accelerated formation of gas
hydrates in subsequent experiments, highlighting an
intriguing aspect of the compound's behavior under
experimental conditions.

e  The degree of super cooling has a significant
impact on the nucleation time. Decreasing the super
cooling temperature from 3 to 2°C led to a fivefold
increase in nucleation time, as depicted in Figure 12.

e  The presence of wax in the mixture markedly
prolongs the nucleation time of gas hydrates. With a 2%
wax mass content, the average nucleation time was
recorded at 94 minutes, whereas for a wax content of 5%,
the nucleation time extended to 826 minutes. This
represents a nine-fold increase in average nucleation
time. Such variations underscore the role of increased
wax content in impeding mass and heat transfer among
hydrate molecules; thus inhibiting the formation of
sizable gas hydrate agglomerates. This discovery
underscores the importance of considering the inhibitory
effects of wax on the formation of gas hydrate deposits
during oil extraction processes. The outcomes of these
investigations are summarized in Tables 1 and 2.

The variability observed in Tables 1 and 2 may be
attributed to both the stochastic nature of the nucleation
process and the memory effect. Specifically, the water
molecules’ hydrogen bonds surrounding the guest gas
molecule, following hydrate decomposition, are
preserved. Upon subsequent cooling, these bonds more
readily serve as crystallization nuclei, thereby shortening
the induction period (58).

To rigorously assess the impact of paraffin, a null
hypothesis was posited prior to experimentation: "The
hydrate nucleation time for a mixture with 2% wax mass
content is equivalent to that for a mixture with 5% wax
mass content," with a p-value threshold set at 0.05. This
hypothesis was examined utilizing the SciPy library
within the Python programming language.

The null hypothesis was ultimately refuted, as the
statistical analysis yielded a p-value of 0.035, against the
preset threshold of 0.05. This outcome indicates a
significant difference in the hydrate nucleation times
between mixtures with 2 and 5% wax mass content.
Consequently, it is inferred that paraffin acts as a natural
kinetic inhibitor in the formation of gas hydrates,
highlighting its potential utility in managing gas hydrate
formation in oil production contexts.

TABLE 1. Results of 10 experiments with 2% paraffin

Experiment number

Hydrates nucleation time
1 2 3 4

5 6 7 8 9 10

From equilibrium conditions of

hydrate formation, min 222 240 32 43

46 35 19 19 239 40
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TABLE 2. Results of 10 experiments with 5% paraffin

Hydrates nucleation time

Experiment number

5 6 7 8 9 10

From equilibrium conditions of

hydrate formation, min 53 240 57

148 2645 1945 27 540 440 2160

4. CONCLUSION

The research delineated in this manuscript pertains to the
elucidation of conditions conducive to the simultaneous
formation of gas hydrates and asphaltene-resin-paraffin
deposits (ARPD) within wellbores. The authors have
developed a comprehensive methodology encompassing
an extensive range of calculations. This methodology
initiates with the determination of the thermobaric
conditions prevailing inside the wellbore and culminates
in the analysis of equilibrium conditions pertinent to
hydrate formation alongside the crystallization
temperature of paraffin. This study meticulously
considers vital aspects of the reservoir fluid production
process, including gas saturation, the distribution and
dispersion of free gas within the flow, oil shrinkage, the
presence of free water, and the impact of fluid viscosity
on the operational parameters of Electric Submersible
Pumps (ESP). This approach ensures a holistic
understanding of the phenomena under study, integrating
crucial factors that influence the formation of these
deposits.

The computational algorithm introduced in this
article holds promise for enhancing hydrocarbon
production methodologies. Additionally, there is scope
for the refinement and modernization of this algorithm to
better meet the evolving needs of the industry.

During the course of laboratory experiments, it was
ascertained that paraffin plays a significant role in
influencing the Kkinetic conditions pertinent to the
nucleation of gas hydrates. Notwithstanding, evidence
suggests that paraffin embedded within kerosene does
not alter the thermobaric conditions requisite for the
formation of gas hydrates. Thus, paraffin emerges as a
natural Kinetic inhibitor, given that the nucleation rate of
hydrates at a designated super cooling temperature
escalates with an increase in its concentration within
kerosene. Consequently, incorporating the nucleation
timing in the context of wax presence facilitates the
formulation of a temporal operational model for wells.
This model, predicated on differential equations,
juxtaposes the duration of fluid evacuation from the
wellbore against the formation timeline of gas hydrate
deposits. The implementation of this model is aimed at
establishing operational conditions within the wellbore
that preempt the formation of gas hydrates, particularly
in regions where combating their accumulation proves
most challenging.

Future experimental endeavors aimed at pinpointing
the most likely nucleation interval for hydrate formation
necessitate a methodological recalibration to mitigate the
'memory effect' observed during the reformation of gas
hydrates. Within the ambit of this study, experiments
demonstrated a prolongation in nucleation timing when
the mixture was preheated to 35-40°C before subsequent
re-cooling. It is noteworthy that the memory effect could
be contingent upon the provenance of the water and its
dwell time subsequent to hydrate dissociation.

The insights garnered from this research elucidate the
formation mechanisms of crystalline hydrates and
paraffin deposits, paving the way for the innovation of
more efficacious strategies to thwart their accumulation
in oil wells. This advancement harbors the potential to
improve efficiency, curtail maintenance and operational
expenditures, and engender more consistent production
outcomes for oil entities.
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ABSTRACT

In this paper, a new dual-stator axial field flux-switching permanent magnet (DSAFFSPM) motor has
been proposed to improve the torque density and cost of the machine. In this topology, the 12-pole dual-
stator has been located on both sides of one 10-pole inner-toothed rotor. The dual-stator has hosted
permanent magnet (PM) type of Bar-PM and the coils. The novelty of this study is development of a
technique that can be implemented on PM of the DSAFFSPM structure. In this regard, the proposed
analytical design with a sizing equation has been presented and multi-objective optimization is employed
to achieve the optimum size by Multi-Objective Genetic Algorithm (MOGA) method. The machine
characteristics are acquired and analyzed utilizing the 3D finite element method (3D-FEM). A
comparative study has been done to prove the superiority of the performance indices. This topology
demonstrates the high-power density and the low vibration and noise due to lower torque ripple and
cogging torque. Meanwhile, the Bar-PM topology has lower core loss and thermal stress due to high-
efficiency. Consequently, the proposed model provides high torque density and low cost, specifically
designed for electric vehicle (EVs) applications.

doi: 10.5829/ije.2024.37.07a.14
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1. INTRODUCTION

Different types of technology machines include axial and
radial flux machines. Studies showed that axial flux
machines (AFPM) have higher torque and power density
(1-3), as well as efficiency (4-6). Axial field flux-
switching machines (AFFSPM) have limited torque
density due to the location of PMs and coils, but still have
higher torque and efficiency than radial flux machines
and can reduce costs. New motor designs have been
proposed in recent publications (7-10). One used non-
rare-earth PM for high-torque density (11). While
another achieves even higher torque density with rotor-
excited PM (12). The AFFSPM design with E-core
reduces cost and PM volume, but also has lower average
torque compared to U-core and C-core designs (13). Kim
et al. (14), AFFSPM have presented with a rotor middle
and external dual-stator. Topologies try to maintain a
phase shift of +r electric radians, topology 1 (shifting
stator 2) has the highest output torque compared to
topology 2 (shifting rotor poles of stator 2) and topology
3 (shifting both stator 2 and rotor poles of stator 2).

Newly, three conventional DSAFFSPM structures
with internal dual-rotor, internal single teeth rotor
(ISTR), and external dual-rotor have been compared
together for EV application. The findings show that, the
internal single-rotor topology is a suitable candidate for
EV application because it has high efficiency, and high
torque density (15). Nevertheless, it has troubled higher
cogging torque and torque ripple.

Own to reduction the reserve of rare-earth PM
materials (such as Ndfe35) and market monopoly have
affected price fluctuation for further application of PM
motors in EVs. Some researchers suggested non-rare-
earth PM (such as ferrite) types (11). The results showed
that compared with rare-earth PM materials have low
performance. To further make it better torque density a
type of hybrid excitation (both DC and AC windings)
machine has been proposed (16-19). However, this leads
to low torque, power densities, provision of the field
excitation source, an increase in cost, and loss. Reducing
the consumption of rare-earth PMs compromises the
AFFSPM motor performance because the main flux
structure is supplied by PM. For this reason, has made the
issue of PM reduction less attention by researchers.
Recently, reducing the consumption of rare-earth PMs
and cost material has become a hot topic, particularly in
PM machines (20-22).

The main objective of present work is to design a
dual-stator  axial-field  flux-switching Bar-PM
(DSAFFSBPM) motor with high-torque density and low-
cost for EV application. Employing a technique that is
aimed at the reducing value of rare-earth PM in the
DSAFFSBPM, so that it can be implemented on the
conventional ISTR-DSAFFSPM structure. The main
contribution novelties of this paper are a novel technique

that has been implemented on PMs for the first time.

Then, the technique aims to achieve multi-objective

optimization, which involves reducing the increase in

torque density, lowering costs, and decreasing thermal

temperature using air channels. The challenges addressed

by this paper are:

1) To be provided the high-torque density and the low-
cost simultaneously.

2) Due to their doubly salient structure, the cogging
torque is an unfavourable effect.

3) Due to their high air-gap flux density caused by flux
focusing effects be suffered torque ripple.

2. THE STRUCTURE AND OPERATION PRINCIPLE

2. 1. Proposed New Structure Figure 1 shows
the 3D exploded model. The configuration of the
conventional ISTR-DSAFFSPM motor is illustrated in
Figure 1. The DSAFFSBPM motor is also presented in
Figure 1.b. In this structure, unlike the former types of
AFPMs, no magnet exists in the rotor. Therefore, the
stator hosted Bar-PM and coils. The only difference is
that one slot comprises segments of rare-earth magnets as
Bar-PM, which are circumferentially magnetized, and
embedded precisely in the stator yoke and stator teeth of
these slots, and tightened. The stator is created of 12
poles on each side. 12 concentric-coils twist the poles in
two 3-phase complies alternately. The rotor of this
topology is of toothed type.

2. 2. The Operation Principle To demonstrate the
operational principles of this structure, a 2D model is
proposed as shown in Figure 2. It illustrates four rotor
positions for PM flux. These four special positions rotor
a, b, ¢, and d comply with the four points of maximum

PMs Tecth of Rotor  Armature Coils Stator

BPMs
W Stator

W Teeth of Rotor

m .
W Armaturc Coils
]

(a) Conventional ISTR-DSAFSPM motor
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L
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- ;i
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=

mh =
(b) Proposed DSAFFSBPM motor
Figure 1. The 3D exploded view
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positive, zero, maximum negative, and zero flux of phase
A, respectively. Figure 2(a); the rotor tooth T2 is placed
almost in front of the stator tooth, which the winding Al
wraps. The magnetic direction of the PM is to the right,
as a result, the direction of the magnetic flux is upward in
winding Al. The magnetic flux passes the rotor tooth T1
and the air-gap, which enters the stator tooth S1. The
flux-linkage Al is positive maximum; this is dubbed the
positive position. When the rotor rotates 6,=9° Mec in
Figure 2(b), the rotor tooth T2 and the PM are aligned, so
the flux in the winding becomes zero. This position is
dubbed the zero position of the rotor. When the rotor
rotates another at 6,=9° Mec in Figure 2(c), the rotor
tooth T2 is almost in front of the stator tooth S2. The flux-
linkage Al is negative maximum; this is dubbed the
negative position. In Figure 2(d), As the rotor rotates at
0,=27° Mec, the rotor tooth T2 is located in front of the
slot; it means, it is placed in the second zero position; this
process repeats to generate the periodic flux-linkage, and
the back-EMF.

m:HIM:M
iﬂwﬂr

(a) 9r0° Mec
+H

(b): 6r=9° Mec

-t

—_,H—

(c): 6=18° Mec

mﬁ%ﬁ%gu
e g

(d): 6:=27° Mec

Figure 2. Four specific positions rotor of the 3-phase
DSAFFSBPM motor

T3

Inferred to Equation 1, when a sinusoidal current has
followed the equations, can result in the back-EMF
voltage is formed, hence electromagnetic torque was
generated.

I, = Lpgy sin(@)

(1-3)
Eg = Epax sin(@)
I, =1 sin(6 — 2m/3
b max ( / ) (1-b)
Ep = Epayx sin(0 — 21/3)
I = Lnayx sin(@ + 21 /3
0 +21/3) @)

E. = Epay sin(0 + 21/3)

3. DESIGN PROCEDURE AND MULTI-OBJECTIVE
OPTIMIZATION

3. 1. The Sizing Equations of DSAFFSBPM Motor
The output power equation of the motor for EVs, and the
dimensions of the motor is deduced according to Farrokh
et al. (15), the output power of the DSAFFSBPM motor
be expressed as follows:

Poue = 7 [ e(t). i(t) dt ¥

According to the current and the phase PM flux-linkage
are sinusoidal, the output power writes as follows:

Pout =3y Em SINCot) Iy sin(t) dit 3)

Pout = % Enln Q)]

In which E,,, is maximum voltage, and I,,, is the current
magnitude. The output power is derived by adding the
motor efficiency is n as stated below:

Pout = % EmImn )

According to Equation 1, the EMF in the coils (e), when
the armature is open-circuit and only the flux PM exists,
is given as follows:

APm _ _ d_(P ﬁ d(p
o = Nengg G ph g @ ©)
where ¥,,, term is the flux linkage of the phase. The term
N, is the number of the winding turns per phase, ¢,
term will be the flux-linkage of one turn, 8 and w, are
the rotor position and the angular speed of rotor,
respectively. According to Equation 1, the flux-linkage
is expressed as follows:

Om = Qg cos(P.0) Q)

where @ and Prare the flux magnitude and the number
of the rotor poles, respectively.

Substituting the Equation 7 into Equation 6, the back-
EMF, yields as follows:



1360 F. Farrokh et al. / IJE TRANSACTIONS A: Basics Vol. 37 No. 07, (July 2024) 1357-1368

e = Npp w.P.@g sin(P.0) = Ep, sin(P.6) (8)

According to Figure 2(a), this position is the maximum
flux passing, therefor the air-gap area (4,) placed
between the stator tooth and the rotor pole is inferred as
stated as follows:

Dso—Dsi
Ag = ﬁr X (Z—S) (9)

where B, is the pole pitch which is shown in Figure 3. D,
and Dg; are the outer and inner diameters of the
DSAFFSB-PM motor, respectively. T, is stator pole
pitch. The average diameter of air-gap is given below:

T Dgo

Ts == (10)

Ps

Br = Bst + Bym + B = = 1

where P, is the number of the stator poles. By inserting
Equations 10, and 11 into Equation 9, it can be
determined as:

m (D%=DZ)

Ag = T (12)

From Equation 13, the flux magnitude is calculated as:
or = K Kg Bgmax Bi SLPS (DSZO - Dgi) (13)

In which K is a leakage flux factor and K, is the
factor of the air-gap flux density distribution. By, is
the peak value of the air-gap flux density in the no-load
mode. ; is the area ratio of the stator tooth and stator
tooth-slot unit. Substituting Equation 13 into Equation 8,
E,, will be stated as follows:

Ey = ph wrB-K; Kg Bgmax Bi SLPS (Dszo - Dszi) (14)

Due to the concentration of the maximum electrical load
in the smallest radius of axial-flux machines, the limit of
this parameter is considered in the inner radius of the
machine. Therefore, the electrical loading, denoted as
A, is highest at this point. Ay is given below:

Irms
Ag = 2m Ny, 722 (15)

L

Figure 3. Design Parameters of the DSAFFSBPM

The maximum of sinusoidal current is given as:

— _ V2 mAsDg;

Im - \/Elrms -2 m (16)
By converting the rotor speed to rpm infer to w, =
2mn,. /60 and by Substituting Equations 14 and 16 into
Equation 5 yields:

V2n® P,
280 P_s K; Kg A(1 -

/12) As Bgmax ﬂi Ds30n'r n
where A is the ratio of the inner and outer stator
diameters. Ag is the maximum current density and n, is

the speed of the rotor.
The output torque is calculated as follows:

Poye =

A7)

3n2V2 P,
7:8 P_s Kl Kg }\(1 - AZ) As Bgmax BiDgon (18)

Tout =

A fixed outer diameter of the stator is a design limiting
factor in an electrical vehicle, which impacts machine
performance. Therefore, adopting the value optimal A
lead to the best electrical and magnetic loading. The 4 as
the objective function from the torque equation
estimated as follows:

Tout(D) =A— 23 (19)

1

Amax = Nl 0.57 (20)
Equation 21 is applied in opting for the internal diameter
thus, maximize the average output torque. According to
Zhao et al. (17), the outer diameter of the stator can be
expressed as follows:

p. =3 480 Pyt Ps
s0 V273 P K Kg AM(1-22) As Bgmax Bi el

1)

The primary dimensions of the designed motors are listed
in Table 1 and illustrated in Figure 3.

TABLE 1. Primary parameters of investigated DSAFFSPM
motor

Proposed Optimized

Parameter Symbol Bar-PM Bar-PM
Nominal power (kW) Py 1

Rated speed (rpm) n 1500
Rated current (A/mm?) J 75

No, of phase m 3

Slots / rotor poles Ps /P, 12/10
Stator outer diameter (mm) Dso 140

Axial length (mm) L 64

Air gap length (mm) g 1

Stator pole pitch (deg) p 30

Rotor pole pitch (deg) Br 12.5 15.5
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PM pitch (deg) omP 6

Rotor yoke with (mm) Ly 5 45
Teeth magnet length (mm) Lpm 75 6
Yoke magnet length (mm) Lyom 7
Machine volume (L) - 0.98

3. 2. Multi-Objective Optimization There are
many multi-objective algorithms, some struggle to
balance solution quality and diversity. However, the
MOGA adjusts this balance by combining domain
structure and evolutionary operation. MOGA considers
both the quality and diversity of optimal solutions during
optimization and has been applied successfully in various
fields, including transportation (23-25). The MOGA be
is utilized to optimize the electromagnetic performance
of the DSAFFBPM motor based on objective function
(OF). The GA adopts initial design parameters of the
rotor, stator as well as PMs such as 4, Ly, Lg, L,,
Lypm—teeths Lpm—yoke, and B, to comprehensive analysis;
when all design objectives are simultaneously and multi-
dimensionally. Optimized objectives such as average
torque (T,,), low-cost (cost), torque ripples (T,;), and
efficiency follow to find out a convergent response as
follows.

{ Objective function: 22)
max(T,,,n) and min(cost, Ty; )
Constraint:
{Ta,, > 5.87N.m,n = 92.96% (23)
cost < $60,T,; < 45.31%

Variable stagel = [/1, Bri Ly, L, Lr]
Boundry condition stagel:
0.55<1<0.57,628 < B, <10.46deg
45<L,<65mm,20<L;<21mm
20<L,<22mm (24)
Variable stage2 = By, Lypm, Lepm. key |
Boundry condition stage2:
10.46 < . < 15.5deg,7 < Lypm, Lipm < 8 mm
0.68 < kg <0.7

The GAO employs a multi-objective function to
optimize its design. Eight design parameters can affect
the performance of the genetic algorithm, as outlined by
Equation 24 and Figure 4. As shown in Figure 5, after
approximately 40 generations of genetic optimization,
the two stages converge to the optimal solution. The
GAO then optimizes eight key parameters to achieve
four optimized objectives, resulting in improved
performance. These parameters and associated
performance improvements are listed in Table 2.

The design procedure of the DSAFFSBPM motor is
illustrated in the form of a flowchart as shown in Figure

4. The parameters are purposefully optimized in two
stages, which can provide an accurate response in a
minimum time. In stage 1, multi-dimensional
optimization is done with the parameters denoted and
without reducing the PM value such as A, L, L, Ly,
Lym—teeth» Lym—-yoke, and B, are optimized. In stage 2,
two affecting parameters Br and slot fill factor (k) are
applied to optimize by reducing the PM value. The
derivative results of MOGA have been visible in the
optimized model as shown in Figure 5, which are marked
with green bubble points.

In Equation 23, the variables T,,, n, and T,; are
analyzed using the conventional ISTR model. The cost
of optimizing and reducing PMs is found to be lower
when using the conventional ISTR model than the
proposed Bar-PM model. In Equation 24, the parameters
are limited in stage 1 based on the conventional ISTR
model, and then in stage 2, they are restricted based on
the considered cost.

The effect of MOGA on electromagnetic
performance and both initial and optimized parameters
are discussed. For investigation and comparison, both
initial and optimized performances are recorded in Table
2. Based on electromagnetic performances, the analysis
represents that T,,, is improved by as much as 5.14%,
decreased T,; as much as 70.44% enhanced n by 6.37%,
and reduced cost by10.52%. As well as, based on
MOGA, initial and optimized design parameters
received are registered, in Table 1. The final optimized
model is investigated further in the following sections.

4. FEM ANALYSIS RESULTS AND
ELECTROMAGNETIC PERFORMANCE

After the design of the optimized structural model, the
electromagnetic performance of the motors is assessed
using 3D-FEM and numerical analysis.

T
k2 . L
Tnitial sizing of Optimized Objectives i
geomelric parameters é AverageTorque , Low-cost, |
(Table I) i Torque Ripples, Efficiency }
Py L -

Size the Lpm-teetns Lpm-yoke
and value the fir and keu

Value the , Ly, Ly, L,

7 il
| opfimizedBar-PM |
- _*_ o

FEM analysis

< End >

Figure 4. Flow chart of the desiEn procedure for
DSAFFSBPM motor
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TABLE 2. Electromagnetic performance analysis of and
optimized models

Initial design Bar- Optimized design

Model, Parameter

o0

[ FEEEE || L1
62 64 66 68 7
Average torque (Nm)

(b) The relationship of average

torque vs. torque ripple

n

Eooviteriil leu.
6 62 64 066 68 7
Average torque (Nm)

(@) The relationship of
average torque vs. cost

PM Bar-PM
T, [NM] 6.41 6.74
T, [%] 14.04 415
Cost [$] 62.51 55.98
n [%] 94.13 94.19
25
o6l @ B
@ L —_ -
9 Ei5F
= z 10+
57F 2 i ®
3

X
@ “oe0
X

(%)

IREREE]

94.2

Efficiency

94

N NN FEETE FEEEE N
93'86 62 64 66 68 7

Average torque (Nm)
(c) The relationship of average torque vs. efficiency
Figure 5. The optimization results of the four optimization
objectives

4. 1. Investigation on Open-Circuit Magnetic Field
Distribution When the stator windings are in
open-circuit status, the open-circuit field distribution is
only performed through the Bar-PMs. Rotor rotation
against 3-phase winding leads to the polarity of the flux
and flux focusing. Finally, the concept of “switching
flux” is employed in the motor. The 8,=9° Mec and
6,=27° Mec shown in Figures 6(a) and 6(c) address the
status when the rotor teeth are located in the front of the
stator teeth. In this status, the maximum flux linkage with
the coil takes place respectively in negative and positive
values with a magnetic field density of roughly 1.33T for
the proposed Bar-PM model. Figure 6(b) illustrate
6,=18° Mec rotor position in which the coils ‘linkage
flux achieves zero. The maximum flux density is for the
optimized Bar-PM model that did not exceed 1.1T in the
worst-case scenario. The concentration of flux is higher
in the stator yoke than in the stator teeth. As a result, the
length of the PM on the side of the stator yoke is slightly
longer than the PM on the side of the stator teeth. This
ensures proper distribution of flux in these areas. The

maximum flux concentration in the PMs in three different
rotor modes did not exceed 1.06 T.

4. 2. Analysis of the Flux Linkage and Induced
Voltage Characteristics According to Equation 7,
Figure 7, depicts the three-phase open-circuit flux-
linkage in the DSAFFSPM models. The maximum flux-
linkage amplitude is 0.047 Wh for the optimized Bar-PM
model; then, the proposed Bar-PM model is 0.048 Wh. A
2.08% decrease linkage-flux in the optimized Bar-PM
model compared to proposed Bar-PM model is due alter
in slots. Figure 7 specifies where the phase difference of
2n/3 of the electrical degree of 3-phase flux-linkage
sinusoidal waveform. Therefore, confirms the operation
of DSAFFSPM as an AC brushless machine.

In Figure 8, 3-phase induced back-EMF sinusoidally
in open-circuit voltage is compared for the DSAFFSPM
models at @1500 rotor speed. The back-EMF amplitudes
of the proposed and optimized Bar-PM models are 77.57,
and 73.89 V, respectively. According to Equations 7 and
8, it is expected that the amplitude of flux-linkage is less
than 2.08% in the optimized Bar-PM model.
Consequently, its amplitude of the induced voltage range
is reduced by 4.74%.

Proposed model Optimized model
(a) 6:=9° Mec

B [tesla)

1.6000
. 14937
1.3875

1.2812

1.1750
1.0687
0.9625
0.8562
-0 7500
0.6437
> 2z 0.5375
i 04312
Proposed model Optimized model o
(b) 6,=18° Mec I

0.1125
0.0062

Optimized model

(c) 6r=27° Mec
Figure 6. The 3D open-circuit magnetic field distribution in
three fundamental rotor positions of Bar-PM models

Proposed model
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0.05 Optimized Bar-PM

3-phase flux-linkage (Wb)

T l ! | I I Ll L L
(] 10 20 30 40 50 60 70 80 90
Rotor Position (Mec,Deg)

Figure 7. The flux-linkage sinusoidal waveform in the 3-
phase DSAFFSPM motor

Proposed Bar-PM

Optimized Bar-PM

3-phase induced voltage (V)

I 1 T I Lol
0 10 20 30 40 50 60 70 80 90
Rotor Position (Mec,Deg)

Figure 8. The back-EMF in the 3-phase DSAFFSM-B
motor

4. 3. The Induced Voltage Harmonic Spectrum
The A parameter and the magnet’s thickness must be
adopted at a low-cost with promising harmonics
spectrum. By considering 4=0.57, 3, increases amount
of 24% and L,,, decreases 25% in the magnetization
direction, the improvable voltage harmonics spectrum
has opted for a low-cost. Based on the normalized
domain values of the harmonic spectrum of the three
presented models are manifested in Figure 9. The
harmonic spectrum of the voltage is improved compared
to the conventional ISTR. The harmonic order 5 of the
conventional ISTR model equals 5%, while the harmonic
order value is 1.2% for the proposed model. The
optimized Bar-PM model is equal to 1.1%, which has
decreased by 8.33%. The harmonic order 7 of the
conventional ISTR model equals 2.7%. Meanwhile, the
proposed and optimized model’s harmonic order value is
under 1%. From the sight of the harmonics spectrum, the
proposed motor has an acceptable condition.

5%

[l Conventional ISTR

:"é M Proposed Bar-PM
3% —

5 ” [l Optimized Bar-PM

=1

5 2%

=

e

)

= 1%
valelalvsvsvat Dosem_

2 34 5 6 7 8 910 111213 14 15 16 17 18 19 20

No. of Harmonic
Figure 9. The harmonic spectrum of the back-EMF based
on the normalized domain of the harmonics

4. 4. The Cogging Torque and Output Torque
Analysis In Figure 10, the DSAFFSPM models
compare the cogging torque and output torque. The
conventional ISTR and proposed Bar-PM have peak-to-
peak cogging torque values of 2.52 N.m and 1.02 N.m,
respectively. These values represent 44.21% and 15.91%
of the average torque in the rated current, respectively.
The optimized Bar-PM model has a peak-to-peak
cogging torque value of 0.266 N.m, which is only 3.94%
of the average torque in the rated current.

Equation 25 expresses the output torque ripple:

%oTp = "8 X 100% (25)

avg

where Tg,, is the average torque, T, is minimum
torque, and T,,,, IS the maximum torque, respectively.
Using this technique, the reduction of cogging torque in
an optimized Bar-PM motor is almost negligible. At a
rated current density of 7.5 A/mm?, the conventional
ISTR, the proposed Bar-PM, and the optimized Bar-PM
models exhibit average torque values of about 5.87, 6.41,
and 6.74 N.m, respectively. In addition, these models
have torque ripple values of 45.31%, 14.04%, and
4.15%, respectively.

Figure 11 demonstrates the output torque of
DSAFFSPM models in the rated, the lower and the
higher armature current for the rotor position.
Comparing the average torques shows that the optimized
Bar-PM model has higher average torque. Meanwhile, it
has negligible torque ripple compared to the
conventional ISTR.

Figure 12 depicts a relative operational index in rated
ratio per each armature current density. It has defined as
the torque average and percentage of torque ripple. It
shows comparison of this index and illustrates that the
optimized Bar-PM model has been located under the
points. Thus, the optimized Bar-PM motor is designed for
the best operational condition.

5. MODEL COMPARISON

5.1. Comparison of the Mass and Costs  The price
of each material expressed in $ and the quantity of

E

z

=

E

=

£

s

= 5

2

g 4

3‘ NS ——e—— Optimized Bar-PM
= — —o8— — Proposed Bar-PM

H 2 —-—a—-— Conventional ISTR
o

S .

3R SN A s ~
£ x N !

= o ‘a - A o £ ;o
= 04 . : -

E g / 7 4 k 1 7 N
g, # AL L a LA

S LSl INERERE IRSTRNETS EPANETATS SATARAE IATARA o arirArE AATATIE IATAr

0 10 20 30 40 50 60 70 RO 20
Rotor Position (Mec, Deg)

Figure 10. The cogging torque and output torque for the
rotor mechanical position in three models
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Tl N | T
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Rotor position (Mec,Deg)

Figure 11. The output torque for the different armature
currents as a function of the rotor position at @1500 rpm
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Figure 12. The torque ripple for the armature current
density

materials utilized in kg are used to determine each
machine's cost. Upon reviewing Table 3, it is clear that
both the proposed and optimized Bar-PM models require
significantly less PM material compared to the
conventional ISTR models. Specifically, the proposed
model uses 26.56% less while the optimized model uses
35.93% less. As a result, both models have a lower total
cost, with the proposed model being up to 23.87% less
expensive and the optimized model being up to 31.83%
less expensive than the conventional ISTR models. To

TABLE 3. The mass and cost of the models
Model

ISTR Optimized Bar- Optimized

[11] ISTR[11] PM  Bar-PM
Mass and Cost

Magnet weight [kg] ~ 0.64 0.41 0.47 0.41
Steel weight [kg] 2.27 2.6 242 26
Copper weight [kg] 0.79 0.83 0.79 0.83
Total weight [kg] 3.7 384 3.68 3.84
Magnet price [$] 74.31 47.6 54.57 47.6
Steel price [$] 1.8 2.06 1.93 2.06
Copper price [$] 6.01 6.32 6.01 6.32

Total price [$] 82.12 55.98 6251 5598

ensure a fair comparison, the consumables amount and
cost of the optimized ISTR model were also optimized
based on the optimized Bar-PM model.

5. 2. Comparison of the Performance Indices
The operational characteristics have been compared
between the conventional ISTR, optimized ISTR, and the
proposed and optimized Bar-PM models. The
comparison results at 1500 rpm are listed in Table 4. The
torque density of the optimized Bar-PM model is higher
by as much as 14.88% and 5.04% compared to the
conventional ISTR and proposed Bar-PM, respectively.
While the torque density of the optimized ISTR model is
lower by as much as 7.71% compared to the optimized
Bar-PM model.

The optimized Bar-PM model, which has a torque-
to-weight ratio of 1.75, has been enhanced by 9.71%,
and 0.57% compared to the conventional ISTR and
proposed model, respectively. Thus, the optimized
model highlights the torque-to-cost ratio of 0.12 has
been improved by as much as 69.01% and 17.64%
compared to the conventional ISTR; and proposed Bar-
PM, respectively. In the optimized Bar-PM model, the
PM has been reduced by 35.93%, and the power-to-
weight ratio of 0.089 has grown by 709.09% compared
to the conventional ISTR model. Despite having a better
torgque-to-cost ratio than the ISTR and proposed bar-PM
models, the optimized ISTR model still has issues with
higher cogging torque and torque ripple. This affects the
performance of the DSAFFSPM motor design, but the
Bar-PM model has been developed to address these
challenges.

Nonetheless, it has been revealed that the cogging
torque value is 0.266 Nm, which is much lower
compared to the conventional ISTR and proposed
models, which are 90.08% and 75.23%, respectively. In
addition, the torque ripple status for the optimized model
is as much as 4.15% compared to conventional ISTR,
and the proposed models decreased as much as 90.84%,
and 70.44%, respectively. It has been declined that the
cogging torque is as much as 90.32% compared to the
optimized ISTR. While the torque ripple, it is
suppression by as much as 89.79% compared to the
optimized ISTR model. Machine efficiency is as
follows:

%1 = _ Tag®r
TavgWr+Pcu+Pcore

x 100% (26)

The losses are one of the main reasons for the low
efficiency of the conventional ISTR model of much as
1.3% compared to the optimized model. in TABLE 4
represents the efficiency of the models as 92.96%,
93.48%, 94.13%, and 94.19%, respectively, regarding
the efficient structure.

Comparing this section, it can be demonstrated that
the proposed model with increased rotor pole pitch, and
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TABLE 4. Performance indices comparison of the
DSAFFSPM models

Model ISTR Optimized Bar- Optimized

Parameter [11] ISTR[11] PM  Bar-PM
Rated Speed [rpm] 1500

Current Density 75

[A/mm?] :

Cogging torque [Nm] 2.52 2.75 1.02 0.266
Average torque [Nm] 5.87 6.22 6.41 6.74
Torque ripple [%] 45.31 40.67 14.04 4.15

Cogging torque/ Mean

torque [%] 4293 4421 1591 3.94

Power [kW] 0.922 0.976 1.006 1.058
Power density

[KW/kg] 0.248 0.254 0.271 0.275
Power/Cost [kW/$] 0.011 0.0174  0.016 0.089
Torque density

[Nm/L] 5.98 6.34 6.54 6.87

Torque/Total weight 158 161 174 175

[Nm/kg]

Torque/ Total cost

[Nm/S$] 0.071 0.11 0.102 0.12
Torque/PM cost

[Nm/S$] 0.078 0.13 0.11 0.14

PM Weight [% of
Total weight]

Total losses [W] 69.82 68.45 62.63 65.21
Efficiency [%] 92.96 93.48 94.13 94.19

17.29 10.67 12.77 10.67

reduced PM length technique had a superior
performance in terms of high-torque density which was
improved by 9.36% compared to that of the
conventional. Although increasing the rotor pole pitch
reduces flux concentration, but locating the PMs
strategically generates higher torque with fewer PMs. To
compensate, the rotor pole pitch width is slightly
increased. While the conventional model has an overall
cost of approximately $82.12, its proposed and
optimized models reduce costs by 23.87% and 31.83%
respectively. Therefore, it should be noted that the
optimized model is with the lowest torque ripples and
cogging torque. Although the target of this paper is on
high-torque density and low-cost, suppression of the
torque ripples and cogging torque are important
objectives, as neglecting them can deteriorate the
performance of the motor. Therefore, implementing the
Bar-PM technique on the conventional ISTR of the
optimized model can save rare-PM consumption and
costs, in addition to improving performance. Finally, the
proposed model satisfies approximately all the required
objectives of EVs.

5. 3. The CPSR and Efficiency Map of the Model
The key parameters of designing AFFSBPM motors,
high-torque density, high-efficiency, low-cost, torque
ripple, and thermal stress are investigated in detail for EV
applications. This section emphasizes the constant power
speed range (CPSR), the losses, and the efficiency map.
Considering the previous part, the three models are
compared in the same condition; indices’ results mean
that the optimized Bar-PM model is highlighted because
of the significant operational characteristics.

3D-FEM results of torque-versus-speed and power-
versus-speed are plotted in Figure 13. The EV
applications have required a reasonable CPSR of up to
3-4 times the base speed. Although the standard AFPM
machine has as well as shorter CPSR of about 2 times
the rated speed [23]. Using concentric-coils in the
AFFSBPM design is extend the CPSR, so that a proper
CPSR of about 3 times the rated speed is achieved. The
optimized motor falls within the CPSR standard range
due to its high output torque at speeds higher than the
rated speed. In the optimized model, the iron loss and
copper losses are raised by an increment of speed, and
the total loss map is shown in Figure 14(a). However, it
can be claimed that the efficiency has risen by an
increment in the speed of a wide CPSR due to its
approximately high-power density in Figure 14(b).

5.4.Thermal Analysis =~ The DSAFFSPM machines
split active sources between two stators, resulting in
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Figure 14. The efficiency map and torque-speed curves of
the optimized Bar-PM model

lower temperatures than other PM machines. New
design, with air channel between PMs, expected to
perform better than conventional ISTR. The thermal
analysis of the DSAFFSPM models under rated current
and @1500 rotor speed is predicted by FEM. Figure 15
can be seen the temperature distribution in the
DSAFFSPM models. In this condition, the calculated
temperature decreases at the optimized Bar-PM
compared with the conventional ISTR model. In the
winding, high temperature has been caused by the high
thermal conductivity of copper and the electric current
which flows through the winding. The temperature of the
winding in the optimized model is 56°C, which is 15.15%
lower than the conventional ISTR.

The maximum temperature of the stator for the
optimized Bar-PM model is 55.94°C, which decreased
by 11.20% compared to conventional ISTR. The
optimized Bar-PM model has the lowest inner/outer
rotor temperature at 51.25°C up to 47.14°C, followed by
the conventional ISTR at 60.93°C up to 52°C. Also, the
temperature of the PM for the optimized Bar-PM model
is 54.77°C compared to conventional ISTR model,
which decreased by as much as 13.69%, while the PM
temperature in the inner part of the conventional ISTR
model reached 66°C.

The proposed motor topology is different from the
conventional topology. In the flux-switching structure,
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Figure 15. The thermal analysis in the DSAFFSPM models

all the active sources are in the stator. However, the
proposed topology includes an air channel between the
Bar-PMs and between the teeth of the segment-stator.
This feature enables the temperature of the motor to be
controlled and reduced by using the air channel.

6. CONCLUSION

This paper presents a technique that can be implemented
on the PM of the motor with the aim of reducing the cost
and increasing the torque density. The operational
characteristics of the proposed motor have been
improved through analytical design, sizing equations and
multi-objective optimization. The main features of the
motor are its high torque density and low cost due to the
minimal use of PM in its structure. The cost coefficient
for torque/PM is significantly higher in the optimized
motor compared to the other one. The back EMF
harmonic orders value for the optimized Bar-PM model
is less than 2%. Therefore, the optimized model appears
almost superior in the torque ripple and cogging torque
indices. The proposed motor produces satisfactory power
and torque densities and has flux-weakening capabilities
for a CPSR up to 3 times the rated speed. The proposed
model can be cost-effectively designed and successfully
commercialized, making it suitable for use in EVs.
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This study presents the optimized shape and thickness of thin continuous concrete shell structures,
minimizing their weight, deflection, and elastic energy change while meeting the performance
requirements and minimizing material usage. Unlike previous studies that focused on single-objective
optimization, this research focuses on multi-objective optimization (MOO) by considering three
objective functions. This combination of objective functions has not been reflected in previous research,
distinguishing this study. The computational design workflow incorporates a parametric model, multiple
components for measuring objective functions in the grasshopper of Rhino, and a metaheuristic
algorithm, the non-dominated sorting multi-objective genetic algorithm (NSGA-II), as the search tool,
which was coded in Python. This workflow allows us to perform form-finding and optimization
simultaneously. To demonstrate the effectiveness of this metaheuristic algorithm in structural
optimization, we applied it in a case study of a well-known shell designed using the physical prototyping
hanging model technique. Interpretations of samples of optimized results indicate that although solution
1 weighs nearly the same as solution 2, it has less deflection and strain energy. Solution 3, with a three-
fold mass, has significantly less deflection and strain energy than solution 1 and solution 2, with
deflection reductions of over 50 and 17%, respectively. Solutions 3 and 4 show better deflection and
strain energy performance. Furthermore, a comparison of the MOO results with the Isler shell revealed
that this method found a solution with less weight and deflection while being stiffer, confirming its
practicality. The study found that MOO is a reliable method for form-finding and optimization,
generating accurate and reasonable results.
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1. INTRODUCTION

1. 1. Problem Statement On the one hand,
concrete's ubiquitous availability, high strength,
durability, and versatility make it an essential and
irreplaceable building material, and due to its wide
accessibility of necessary raw materials; it is the most
often utilized artificially made material (1-3). In addition,
concrete shell structures are among the most efficient
structural systems (4, 5). On the other hand, Carbon
emissions and global warming threaten our environment,
according to reports of World Green Building Council
(6), and Global status report for buildings and
construction (7), and as indicated by Zhong et al. (8) the
building sector is responsible for more than 35% of
global energy consumption and more than 40% of carbon
emissions (9, 10). In response, architects and researchers
constantly revise their ways of designing and building
structures. If we find ways to design and build our
structures more efficiently, less material will be used, and
we can reduce and control the environmental impact (11-
13).

Since the emergence of computer-aided design in
architectural fields, the appearance of complex free forms
has materialized. Although computational design has
paved the way for the design of complex forms, these
structures are required to be designed in their optimum
state. Historically, shell structures were form-founded
and designed by physical prototyping and hanging
models. Conversely, the optimal design for complex free-
form thin shell structures requires advanced methods.
Structural optimization plays a crucial role in achieving
optimal design solutions that meet performance
requirements while minimizing material usage and
overall weight. In recent years, metaheuristic algorithms
have gained prominence as effective tools for solving
complex optimization problems. This paper focuses on
the application of a metaheuristic algorithm, specifically
the non-dominated sorting multi-objective, multi-criteria
genetic algorithm (MOGA), in the context of structural
optimization. Hence, in this study, we provide shape and
thickness optimization of thin concrete shell structures by
employing metaheuristic algorithms and by minimizing
the shell structure's weight, deflection, and elastic energy
change.

1. 2. Related Studies Historically, shell
structures had been designed through physical
prototyping, including hanging chains and hanging
models (5, 14). Through the introduction of
computational methods and advances in Computer-
Aided Design (CAD) methods, researchers have
developed advanced design methods; one such advanced
method is utilizing metaheuristic algorithms in the design
process. Metaheuristic algorithms are able to find

accurate solutions for complex design problems (15, 16).
A vast and diverse solution can be generated using
metaheuristic algorithms, known as 'solution space.'
These algorithms are able to find the best (fittest)
solution(s) considering the defined criteria without
evaluating each solution in the solution space (17, 18).
Based on knowledge of the domain and simulation of
Natural or physical laws, these algorithms can find an
accurate answer to a complex problem.

Shell structure optimization is reflected in several
previous research that emphasizes this topic’s
importance. We have classified previous studies based on
the objective function of the optimization in two major
classes; the objective functions of the related studies are
summarized in Table 1.

Pugnale et al. (19) utilized a genetic algorithm to
optimize a shell structure, while the objective function
was deflection in the Z direction. Additionally, Santhosh
et al. (20) optimized a Gridshell structure by genetic
algorithm (GA), while objective functions were shell
vertical displacement, and they studied different
geometry patterns for grids. Besides, the total weight of
the structure was considered the optimization criteria in
research by Basso et al. (21). A comparable study with
the same objective function but a different optimization
technique was conducted by Baghdadi et al. (22).
Moreover, in the study by Ansola et al. (23) the strain
energy was considered as the optimization criteria.
Furthermore, In a study by Kimura and Ohmori (24), the
topology and thickness distribution of concrete shells
were studied by considering strain energy as the objective
function. Also, Yang et al. (25) utilized a particle swarm
optimization algorithm to minimize the strain energy in a
free-form shell. In addition, Tomas and Marti (26)
optimized the design of a shell by considering the total
structure weight as a single objective optimization,
repeated that for stress level, and studied it based on
strain energy. Additionally, strain energy change in a
Gridshell was considered by Feng and Ge (27) as the
objective for optimization. Moreover, in the study by
Hassani et al. (28), the objective was structure weight.
The total weight was minimized in a similar study by
Richardson et al. (29). In addition, maximization of the
stiffness was the optimization criteria in the study by
Shimoda and Liu (30). Besides, Kaveh et al. (31)
provided cross-section optimization for Grid shells, and
Tomei et al. (32) developed the method for grid shells
constructed by pre-stressed rods. Another example is the
research by Ansola et al. (33) which optimize thickness
and topology of the shell structures by considering
displacement as the objective. Furthermore, Gythiel and
Schevenels (34) formulated the optimization of a single
layer reticulated shell by minimizing the elements cross
section (total mass) of the structure as the objective; In
this study, size, shape and topology of the structure were
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variables while considering multi-criteria in the design.
Teimouri and Asgari (35) utilized BESO for topology
optimization while maximizing stiffness of the structure.
In one of the recent published research, Zhang et al. (36)
proposed collapse-resistant optimization for a single-
layer grid shell.

Emami et al. (37) optimized a perforated concrete
shell concerning daylight and energy performance;
research with similar objectives was conducted by Liuti
et al. (38) and Emami (39), where the objectives were
structure and natural light. In another study, Pugnale (40)
considered structure and acoustic as the objective
function for optimization. Turrin et al. (41) also provided
optimization based on daylight and solar heat gain.
Furthermore, In the study by Puppa and Trautz (42),
optimization criteria were buckling load, strain energy,
and sensitivity to imperfection. Optimization based on
the strain energy and total weight of the members is
reflected in a study by Nagata and Honma (43) and Wang
et al. (44). Henriksson et al. (45) presented the multi-
objective optimization considering total mass and

deflection. Moreover, in a recognized building,
‘NESTHiLo’ researchers from the block research group
at the ETH Zurich (46, 47) designed and built a thin
concrete shell as a roof and optimized it based on the area
of glazing, the formwork deviation, and elastic energy
change. In another study, Zhao et al. (48) found the
optimal design for a Gridshell based on the length and
cross-section of elements. Vargas et al. (49) employed
The differential evolution (DE) algorithm, and
considered penalty function in the workflow to handle
constrains in the optimization of different structures,
while the objective functions were weight and
displacement. Mirra and Pugnale (50) employed a multi-
objective genetic algorithm to minimize displacement
and shell footprint from the target shape while
maximizing the shell height. Nishei and Fujita (51)
considered strain energy in combination with the collapse
load factor. In Table 1, previous studies are classified
based on the objective functions for optimizing the thin
shell structures.

TABLE 1. Classifying research based on objective functions

Objective function Reference

Objective functions Reference

Pugnale et al.(19),
Gokul et al. (20)
Ansola et al. (33)

deflection

Kimura and Ohmori. (24)

Feng and Ge (27),
Yang et al. (25),
Wang (52)
Ansola et al. (23)

strain energy

Basso et al. (21),
Hassani et al. (28),

Material usage (Weight of the Baghdadii et al. (22),

Single objective optimization

structure)
Kostura et al. (53)
Richardson et al. (29)
Stiffness Shimoda and Liu (30)

stress level weight, strain

energy, (separately) Tomas and Marti (26)

Tomei et al. (32),

f1: daylight

Emami et al. (37)
f,: Energy performance

f1: structure

Pugnale (40
f,: acoustic (SPL) g (40)

f1: daylight

. Turrin et al. (41)
f,: Solar heat gain

fu: structure Liuti et al. (38), Emami
f,: Natural light (39)

Multi-objective optimization

f1: strain Energy

Jiang (54)
f,: surface curvature

Cross-section

Kaveh et al. (31)

Gythiel and Schevenels (34)

fi1: strain energy
f,: Total weight of the members

f1: total mass
f,: deflection

f1: strain energy
f,: collapse load factor

f1: elements length
f,: cross-section

Nagata and Honma (43),
Wang et al. (44)

Henriksson et al. (45)

Nishei and Fujita (51)

Zhao et al. (48),
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f1: strain Energy
f,: Geometric index
f3: Economic index

Cao et al. (55)

f1: displacement
f,: shell height
fs: Footprint deviation

Mirra and Pugnale (50)

f1: Imperfection sensitivity
f,: buckling load
f5: strain energy

Pappu et al. (42)

f1: Elastic energy change
f,: Glazing surface area
f5: and formwork deviation

Veenendaal (46),
Veenendaal et al. (47)

1. 3. Research Objectives Based on provided

literature review, most of these studies considered a

single criterion for optimization, a single-objective

optimization; however, in some research, two objectives
were considered as the multi-objective optimization
problem. Nevertheless, considering three or more
objective functions to optimize the shell structures is rare.

The goal of this research and our contribution is

summarized below.

e Finding the optimal design solution for the
continuous concrete shell based on structural
performance.

¢ In the design of concrete shell structures, despite
most previous research mentioned in the literature
review, which only considered one objective,
single-objective optimization, or two objectives for
the optimization, in this research, we intended to
perform multi-objective  optimization by
considering three objective functions.

e This combination of the three considered objective
functions has not been reflected in previous
research, distinguishing this study.

e  Multi-objective optimization by considering three
objective functions: the total weight of the structure,
the maximum deflection, and elastic energy change
were competing toward the final optimal solution.

Apply the optimization workflow in a case study to

demonstrate the effectiveness of the metaheuristic

algorithm (NSGA 1), and find the optimal solutions
compared to the hanging model simulation.

2. METHOD

To conduct a multi-objective optimization by employing
metaheuristic algorithms, we need to integrate three
parts: a parametric model, functions to measure
objectives, and a solver (56, 57). In this study, the
parametric model is created in the grasshopper of the

Rhino 3D. By altering variables, this parametric model
generates many candidate solutions known as ‘solution
space." Moreover, multi-components are added to the
model to measure and record each solution rank related
to the considered objective functions. In this study, the
Karamba 3D plug-in (58) is used to calculate the
structural performance of the parametric shell. Lastly, a
solver, the MOGA (the metaheuristic algorithm), is
employed in the workflow by a series of custom ‘Python'
programing language codes, which can generate multiple
candidate solutions and rank them, and through mutation,
crossover and simulation of 'natural selection' law, find
the best (fittest) solution(s) (59). The concept of utilizing
a metaheuristic algorithm as a search method is depicted
in Figure 1. Also, the flowchart of the multi-objective
genetic algorithm (the non-dominated sorting genetic
algorithm, NSGA-I1) is depicted in Figure 1.

2. 1. Optimization Formulation Optimization in
engineering is formulated by Mirjalili and Dong (60),
Rao (61) as follows:

X1

Find X = ,which minimizes F(x), 1)

Xm
X is an array of variables, X = {x;,x,,, %, }7,and in
the  multi-objective  optimization, F(X)is the
combination of multiple functions which we intended to
minimize simultaneously; therefore, we have:

F(X) = {f1:f2:“':fn} 2
while satisfying inequality and equality constraints:

g-(x) <0 (3)

h.(x)=0r=1tok 4)

Figure 2 depicts the concept of utilizing metaheuristic
algorithms as a search tool.
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In multi-objective optimization, we intended to
minimize or maximize competing objective functions
and find a combination of variables that minimize this
objective function, which is a complex and multifaceted
problem (62). This is because a set of variables that
minimize or maximize one objective function (for
instance, f;) might result in an entirely low-rank solution
while considering another objective (for instance, f,, f3)
(49).

2. 2. Objective Functions In this study, the

structure's total weight, the shell's maximum deflection,
and the elastic energy change are three competing
objectives employed as the main design criteria,
summarized in Table 2.

The total weight of the structure is related to the shell
surface and thickness, and the deflection is defined as the
maximum displacement of the shell in the Z-direction,
while the shell is under the load combination of the self-
weight and a 1KN equal distribution of the live load. The
Strain Energy (Elastic energy change) of the structure is
defined as the potential energy that is accumulated within
a structural element due to its elastic deformation (63).
The strain energy formula is given below:

2

U= — (5)

2EXV

where, ¢ = stress, E = Young’s modulus, V = volume of

the body (Structure).

Therefore, by measuring Starin Energy, we can
compare different structures; the structure with the
lowest elastic energy change is stiffer.

These three objectives are competing toward the best
solution. At the same time, a shell with a more significant
raise-to-span ratio will be stiffer with less deflection and
less elastic energy but will have more surface, and more
material will be used and, therefore, will weigh more.
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TABLE 2. Three objective functions of this study

Objectives Unit
f1 Total weight Kg
f Deflection mm
fs Strain Energy (Elastic energy change) KNm

2. 3. MOGA, NSGA-II Multi-objective genetic
algorithm, MOGA, is one of the fast and reliable
metaheuristic algorithms (64); that has been inspired by
nature. The GA is based on the theory of 'natural
selection’ of Charles Darwin, and Goldberg formalized it
to be used in engineering optimization (65). The Non-
dominated sorting genetic algorithm (NSGA-II) is the
subset of GA, which enables us to find a set of optimal
solutions known as the 'Pareto Frontier' by mutation,
crossover, and selection functions, based on the defined
objective function (criteria).

2.3.1.Non-domination Sorting Non-dominated
sorting is a technique that selects and stores the solutions
not dominated by other solutions in the solution space.
Domination is defined as Equations 5 and 6 (66).

Solution 1 dominates Solution 2 if and only if, for all
the objective functions (i), the value of the considered
objective function for solution 1 is equal to or less than
solution 2, or there is a solution in which the value of the
considered objective function for that solution is equal to
or less than solution 2. Additionally, to select diverse
solutions from the Pareto front, a fitness value named
‘crowding distance' is defined and assigned to each
solution in the Pareto Frontier, which relates the solution
density to ranking, which lets the diverse solution be
chosen. The solution with the heist crowding distance
means the solutions far from each other will be chosen in
the Pareto Frontier (67), depicted in Figure 3.

Solutionl dominates, solution 2 if and only if:

All For each objective, (i)

Any There is a solution that: 3, fowtiont o gsolution

solution1 solution2
Vi: fi < fi

(Universal quantification) (6)

(Existential quantification) (@)

Crowding distance is calculated by Equation 7. For
boundary solutions, the solutions with the heists and
lowest quantities, infinite distance (dg = ), are
assigned to make sure this is involved in the Pareto
frontier (68).

d, = 3 filtD- st

i=1 max min
firm=fi

S=1tok ®

S: Number of solutions in the Pareto frontier

Therefore, NSGA-II, in each cycle, ranks and sorts
the solutions in a set called the 'Pareto Frontier." The
solutions in the Pareto Frontier are the solutions that are
superior to other solutions but have no advantages over
each other, and every solution in the 'Pareto Frontier'

£ (min) 1 (min)

Figure 3. The non-dominated sorting arranges solutions in
hierarchies (fronts); the solutions in the same Front are
superior to other solutions while not dominated by each
other (left). The Crowding distance fitness value enables to
elimination of similar solutions and having a more diverse
set of solutions in the Pareto front (right)

founded by NSGA-II can be considered as the final
design solution (69).

2. 4. Unified Workflow As described before, the
workflow of MOO consists of three parts: a parametric
model, objective functions calculator, and a
metaheuristic algorithm. This integration workflow is
shown in Figure 4.

2. 4. 1. Stopping Criteria In contrast to the
Exhaustive search method, which considers all the
solutions known as the 'Brut force' method, the
metaheuristic algorithms will find the fitness solution
without measuring every solution, making it
computationally faster. While utilizing metaheuristic
algorithms, either it will converge to a satisfactory
solution or infinite looping. To avoid infinite looping, a
stopping criterion for the search operation must be
defined. We have defined the stopping criteria when
either of these four occurs (Figure 5): a) an acceptable
number of iterations reached, b) algorithm convenient
cycles, c) slow or no progress encountered, and d) a
solution does not exist.

3. APPLICATION
To show the effectiveness of the MOGA algorithm in

structural optimization, we have employed it in a case
study. In this case study, we have chosen to optimize one
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of the well-known previously built concrete thin shell
structures. As described before, these shell structures were
form-funded and designed by physical modeling and
hanging models. We intended to optimize it based on the
mentioned objective functions and compare the results.

3. 1.Intro to the Case Study The ‘Wyss Garden,'
designed and built by Isler in 1962, is selected as the case
study to be optimized. The details of the base model are
extracted from literature (70) (see Figure 6). According to
Chilton and Isler (2), this was the first Isler’s ‘free-form’
shell with 650 m? of surfaces generated by circular curves.
At that time, CAD modeling and optimization technigques
were unavailable, and this shell was designed based on the
hanging model. Therefore, we will compare the optimized
shell results with Isler's built shell.

Throughout the computational design process, various
potential solutions were developed. For each of these
solutions, the objective function(s) are calculated, and the
resulting data for each solution should be saved. Due to
the necessity for repetition across various potential
solutions. This procedure is time-consuming and
computationally costly. Therefore, it is crucial to establish
a parametric model that is both simple and accurate in the
first stages of the design (71).

This study employs networks of Non-uniform rational
basis splines (NURBS), a widely used method in the field
for representing surfaces and curves, to mathematically
represent and model shells (72). It provides exceptional
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adaptability and accuracy when it comes to manipulating
modeled and analytical shapes that are defined by
standard mathematical formulas.

By considering Isler's 'Wyss Garden' as the base, we
have defined the parametric model with a set of eight
boundary NURB curves, based on Isler's "Wyss Garden'.
By adjusting the position of the control points on these
curves, we can create different topologies. This
modification allows for 16 variables to be manipulated,
resulting in various shell shapes. Figure 7 illustrates the
specific information. Moreover, Table 3 establishes the
limits for the variables. In this case study, there are eight
control points. The problem variables are the x or y
positions of these points, together with the z position that
determines the shell topology. In Figure 7, the position of
'n1' can range from zero to 5.00 meters in the y-direction
and from zero to 10.00 meters in the Z-direction.

Variables
To have a parametric model and be able to generate

NSGA-II hyper parameters
The algorithm hyper-parameters are summarized in Table
4,

The main material for the shell is lightweight concrete
C50/60, and the material properties are summarized in
Table 5. Concrete Design Properties is provided
according to EN1992-1-1 (yc = 1.50, fx = 500 MPa)™.

5 A1

??ﬁé

25
’ ~ aﬁ —
< oL l—: 1
i S
A Y
Figure 6. The “Wyss Garden’ by Isler, source: (2, 70, 73)

TABLE 3. Variable bounds

Variable Lower bound (m) Upper Bound (m)
X0, X2, X4, Xg 0. 5.00

X1, X3, Xg, X7 -7.00 0.

Zoy Z1y ey Z7 0. 10.00

t 0.08 0.20

! fy: Steel characteristic yield strength; y.: Concrete partial material
safety factor

TABLE 4. NSGA-II hyperparameters in the case study
NSGA-II hyper parameters

Number of populations 50
Number of generations 10
Number of Genes 4
Mutation rate % 0.2
Crossover rate % 0.8
Number of Objectives 3

TABLE 5. Lightweight Concrete, Material Properties
50 MPa (~500 kg/cm?)

Compressive strength (fc)

Tensile strength 4.07 MPa
Modulus of Elasticity (E) 37278 MPa
Density 2400 kg/m3 (150 Ib/ft3)
Poisson's ratio 0.2

Shear strength 6 MPa
Thickness (t) 8-20cm

4. RESULTS AND DISCUSSIONS

Thin shell concrete structures can adequately withstand
forces in compression but are sensitive to tension forces.
The hanging model method is based on the form resulting
by using fabric and other tensile materials under the self-
weight with the defined boundary conditions (Ioading and
supports); the fabric will fall in the equilibrium position in
pure tension. By reversing the resulted form, we will have
a structured act in pure compression (5). Historically,
shell structures were designed based on hanging models.
Thus, first, we generate the result by computer simulation
of the hanging model using Kangaroo physics (74) in the
grasshopper of Rhino to provide a general idea and a good
guess about the acceptable result based on the structural
performance . In addition, in our parametric model, by
setting out the parameters from the built model, we
provided the structural performance of the ‘Wyss Garden’
for Evaluation and compared the results of the Isler shell
with the MOO results; these results are summarized in
Figure 10, and Table 6.

The result by MOO is provided in Figure 8; the
parallel plot of all considered solutions in the optimization
search is depicted. Each vertical coordinate represents a
variable (17 in this case study, refer to Table 3) and
corresponding objective function values (three in this case
study, refer to Table 2). In this case study, 498 solutions
were considered
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Figure 7. The defined parametric model in this Case study

to find the optimized solutions. The solutions in the
Pareto Frontier that are non-dominated and have
superiority over other solutions are shown in Figure 9.
Each blue dot represents a candidate solution that can be
chosen as the final solution.

In addition, in Figure 9, the objective functions were
compared two by two; The solutions distribution in the

Pareto frontier indicates that f; (total weight) and f>
(deflection) are competing toward the best solution when
f1 is reduced, f, has increased and vice versa. Similarly,
f, (deflection) and f5 (strain energy) have an equivalent
relation and are in conflict toward finding fitness
solutions. However, based on the provided charts, f, and
fs have a linear relation; when f, reduces, f; reduces based
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Figure 9. Pareto Frontier of the Case study I, f1: Total weight, f2: Deflection, f3: Elastic Energy Change
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on similarly. In Addition, the Parallel plot is depicted in
Figure 9 indicates how these three objectives are
competing.

In a similar study conducted by Turrin et al. (41), they
utilized genetic algorithm to find the optimal design
solution based on structural performance. In their
research, the design alternative could be generated by
GA. In another study by Sassone and Pugnale (75), the
maximum displacement was the objective function for
structural. Dispite the above mentioned related studies, in
this research we have provided multi-objective
optimization of the ligthweigth continious thin shell
structures, by combining three objective function, which
is scarse in the literature. The provided workflow,
enables us to find diverse set of candidate solutions based
on the defined criteria. Additionally, Veenendaal (46),
Veenendaal et al. (47), in their built research project,
which is a roof of a building, provided the Pareto Frontier
of a thin shell based on three objective functions, Elastic
energy change, glazing surface area and formwork
deviation, which validates this method for finding the
optimal design solution. The design alternative was
chosen based on the head clearance and architectural
requirments, and developed.

Furthermore, the results of this study which is
depicted in Figures 10 and 11 and Table 6 consist of the
resulting shell based on hanging model simulation and
the Isler shell remodeling, along with five solutions from

Deflection (Perspective view)

Isler
shell

Deflection (Front view)

the Pareto frontier as samples. Either of these five
solutions or any other solutions from the Pareto Frontier
(Figure 12) can be chosen by the Decision Maker
(architect) as the final solution for further design
development. However, a reliable scientific method for
this selection is required, and it must be developed.

By comparing two samples of MOO's optimized
results with the Isler shell, we can conclude: the total
mass of solution 1 is less than Isler shell. At the same
time, solution 2 weighs nearly the same as Isler, but the
deflection and strain energy of solution 2 is reduced
compared to Isler.

Furthermore, based on the provided results in Figure
10 and Table 6, although the total mass of the structure in
the solution 3 is about three times the mass of the
solutions 1 and 2, the deflection and strain energy of this
solution is much less than these two candidate solutions;
the deflection in comparison to solutions 1 and 2 is
reduced more than 50 and 17%, respectively. Besides,
solutions 3 and 4 have better deflection and strain energy
performance than solutionsl and 2.

Based on the provided results, and observing that
there are some candidate solutions among the best
candidate solution in Pareto Frontier that are similar to
the Isler model, we can conclude that physical
prototyping and hanging model methods are valid
methods for form-finding of thin shell structures, and
they can give the architecture a good starting point and

Principal stress lines

Starting
positio
n
in
MOO

n-1

Results
by
MOO
Solutio

Results
by
MOO
Solutio
n-2

Results
by
R MOO
Solution- ¢\ ion

Results
by MOO

Results by
MOO
Solution- 5

Figure 10. The results of the case study, selected sample of the optimized solutions are depicted
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Figure 11. Hanging model simulation

TABLE 6. Comparison of the objective functions

Optimized Solutions

Objective functions Isler shell ~ Starting position

Solution-1 Solution-2 Solution-3 Solution-4  Solution-5
t Thickness (cm) 8 8 8 19 17 8
f1 Total mass (kg) 110022.8248  93214.154691  98080.815803 110570.452284 301837.474533 253604.394806 109828.6
f, Deflection (cm) 0.5357 0.711381 1.035417 0.344302 0.058893 0.074598 0.535816
f;  Strain energy (kNm) 0.39055 0.643162 0.31626 0.070759 0.082373 0.333121

Isler’s Shell

Optimal Solutions

Figure 12. Optimized solution in Pareto Frontier (blue dots) and Isler model (red dot)

basic understanding of the load paths; however, these
methods are not able to consider other criteria in the
design, such as acoustic, energy, environmental and other
criteria.

It is worth note that however, if we consider other
criteria in design, such as the structure's acoustic, energy,
and environmental performance, the result provided by
the hanging method will be different from the fittest
solution.

4. CONCLUSION

This study presented the optimal design solution based
on structural performance by minimizing three objective
functions. The topology and thickness of the thin,
lightweight shell structure were optimized by minimizing
the structure's total weight, deflection, and strain energy.

We have utilized the non-dominated sorting multi-

objective, multi-criteria genetic algorithm in the
computational design of thin shell structures. In our
workflow, we combined a parametric model, multiple
components for measuring defined objectives, and the
metaheuristic algorithm (NSGA-I1) which was coded in
Python. Utilizing metaheuristic algorithms in the design
will provide diverse optimal solutions instead of one
single solution. To show the effectiveness of this
metaheuristic algorithm in structural optimization, we
have employed it in a case study for topology and
thickness optimization of a shell, which was form-
founded based on the hanging model method. By
utilizing MOGA, we were able to find a solution with less
weight and less deflection while being stiffer, which
confirms the practicality of this method. However, a
comparison of the results of the Isler concrete thin shell
as the base model and the optimized model reveals that
since our objective function was the structural
performance of the shell, there are a set of diverse
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solutions in the provided Pareto front that are similar to
the Isler solution (for instance, see solutions 2 and 5 in
Table 5 and Figure 12). This result indicates that MOO is
a reliable method for form-finding and optimization and
is able to generate accurate and good results.

5. FUTURE RESEARCH DIRECTION

Based on the existing limitation in current methods,
suggestions for the future research direction could be
listed as follows:

e Utilizing more criteria and objective functions in
the design of concrete thin shell structures, such as
‘Embodied Carbon assessment,’ ‘life cycle
assessment,' cost, measuring energy performance,
acoustic performance of the structure, and
considering fabrication methods as an objective and
other criteria.

e Utilizing other metaheuristic algorithms in the
design of thin shell structures that have not been
employed before, such as Particle swarm
optimization algorithm, Graywolf optimization
algorithm, Dolphin Echolocation algorithms, and
other algorithms, to compare the convergence rate,
accuracy, and speed of these algorithms.

o Developing a scientific method to select a final
solution from the set of optimal solutions in the
Pareto Frontier.

e Utilizing Machine Learning techniques (76) to find
the optimal design solutions, constructing reliable
Datasets, and training algorithms to find optimal
solutions (prediction) even without computing (77),
(78).
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10. APPENDIX

TABLE 7. Abbreviations Table
Simple objective

SO0 A DM Decision Maker
optimization
Multi-objective . .
MOO optimization GA Genetic Algorithm
Non-Uniform Particle Swarm
NURBS Rational B-spline PSO Optimization
Non-dominated . . .
NSGA-Il  Sorting Genetic DE d'fzggt:l" g‘r’i‘t’mo”
Algorithm g
Multi-objective -
MOGA Genetic Algorithm PF Pareto Optimal Front
S Bi-directional
MOGWO Multi-objective BESO Evolutionary Structural

gray wolf optimizer

Optimization algorithm
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ABSTRACT

Banks can design more efficient methods for customer acquisition by utilizing social media platforms. By
monitoring information from social media platforms, banks can analyze customers' reactions to offer by
competitors and adopt appropriate strategies to increase customer satisfaction and attract new customers.
Present research focuses on analyzing the role of social media in the acceptance of mobile banking at Bank
Melli of Qazvin Province. This research is of a survey and applied nature. The data collection tool is a survey,
and the data collection method is fieldwork. The study population includes all managers and deputies of Bank
Melli of Qazvin Province in various positions. The sample size is calculated using the Cochran formula due to
the limited population. In this study, the indicators were identified, and hypotheses were formulated based on
these indicators. Finally, using statistical techniques, all the proposed hypotheses were proven and the impact
of all indicators was confirmed. The results have confirmed the effect of social media performance on the
individual recognition of mobile banking consumers.

doi: 10.5829/ije.2024.37.07a.16

Individual Recognition Stage

1. INTRODUCTION
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importance of word-of-mouth advertising, especially in
the virtual space, access to a vast audience and markets,

Social media networks have become a powerful force in
shaping various aspects of business (1). This influence
can be evaluated from various perspectives. The
movement of customers towards new media, the
declining effectiveness of traditional advertising, the
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unique opportunities of the virtual space in establishing
and developing communications, the capabilities of
social media platforms in product presentation and sales,
brand strengthening, and more, are among the most
significant impacts of social media in the realm of
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commerce (2, 3). Banks, as one of the key players in the
business and commerce sector, are not exempt from this
rule, as we witness their active presence on social media
platforms every day. Depending on the adopted
strategies, they show special attention to social media as
a new paradigm in engaging with their customers (4, 5).

The use of social media has become so widespread
that banks have no choice but to join these platforms for
their marketing activities. Strategic use of social media
can impact not only the marketing of products and
services but also risk management, product and service
design, market prediction, competitor analysis, and
customer education. Banks and financial institutions that
can quickly align their business operations with
appropriate social media strategies will be able to better
and more effectively meet customer needs and provide
them with the best experiences. According to research
conducted, banks have recognized the power of social
media as a channel for two-way communication with
customers, resulting in a significant decrease in face-to-
face interactions in bank branches (6, 7). Banks utilize
social media to identify customer needs and preferences,
provide quick and timely responses, introduce new
services and products, address inquiries and issues,
engage with customers, develop and promote their brand
(8). However, social media platforms have not reached a
level of maturity where they are used for financial
transactions. Financial service companies that use social
media for marketing purposes and have successfully
facilitated customer engagement on these platforms have
gained a competitive advantage in terms of increased
customer loyalty to their brand compared to their
competitors. To fully harness the potential of social
media channels, banks need to view it as more than just
a means of enhancing brand credibility. In this regard,
banks need a better understanding of their customers by
utilizing social analytics to gain deep insights into their
behaviors, emotions, and needs. Banks also need to
integrate their traditional systems with modern social
analytics tools and methods (9, 10). When these tools and
methods are integrated with a strategy that encompasses
all customer communication channels, social analyses
can transform the current customer relationship
management system into a social customer relationship
management system. The pace of changes in the banking
industry over the past decade has been so high that
predicting the future of banking over the next five years
seems very challenging. The driving force behind these
changes is not only technological advancement but also
intense competition among banks to attract and retain
customers (11). Most people prefer banking services that
revolve around their lifestyle and how they live: services
that are simple to use, available around the clock, and at
the same time ensure the security of our data. Banks have
been talking about "customer-centricity" for almost a
decade (12, 13). Now is the time for them to act on their

words because if they do not, intense competition in the
market and the ease of switching banks have made it easy
for them to lose their customers. While no one can predict
how banking will be tomorrow, the path of this journey
is clear. The banks of the future face some challenges that
they need to address. Banks may appear more future-
oriented, but their key aspects will remain the same.
According to Eric Linders, the executive director of retail
sales at BBA Banking, it is very straightforward and
transparent: you protect people's assets, provide them
with credibility, and enable them to transfer their money
from A to B. In the next ten years, we will continue to do
the same things, but new technologies will enable us to
provide these services in different methods.

This study aimed to propose a model for analysis of
social media in the adoption of mobile banking. In the
following, the research literature is introduced in section
2. In section 3, research methodology is presented, and
then in section 4, the analysis of the information is given.
Finally, in section 5 the conclusion is presented.

2. LITERATURE REVIEW

The rapid growth of technology and the entry of new
competitors in the banking sector necessitate the use of
innovative service management. In this field, banks will
succeed if they are flexible through changes and
strengthening of human resources, create value for
customers. Information technology in banks has
undergone various changes over different periods.
Technology, as a powerful tool in human
communications, has multiple functions and its impact on
societal conditions is significant (14-16). Today, banks
will be able to turn their conditions from competitive
equality with other banks into a competitive advantage
by having a high level of innovation. From the
perspective of resource-based theories and dynamic
capabilities, achieving sustainable competitive advantage
requires capabilities that are not easily obtained.
Additionally, these capabilities are sometimes quite
expensive. Relying solely on operational and recognized
capabilities, such as advertising or improving service
quality, will only guarantee competitive equality for
banks active in the Iranian market. Technology has
transformed the banking system and led to the
transformation of monetary and financial services. For
survival and progress in the competitive space, banks
need to provide innovative services. Banks must be
market-oriented, customer-centric, and engage in internal
and external innovations because modern banking aims
to facilitate and increase the speed of service delivery.
Innovative banking services are among the important
factors in creating a competitive advantage for banks in
attracting and increasing customer satisfaction (17, 18).
The most important capability that our banks need today
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to achieve above-average industry performance or
maintain these performances is the power of innovation.
Innovation and technology in the banking industry are
intertwined. It is evident that in this competitive
environment, banks and institutions will be more successful
if they move from traditional and experienced approaches to
a continuous and unstoppable movement towards newer
approaches. They should develop fundamental capabilities
and enhance competitive advantages in progress, utilizing
new technologies and electronic systems. Electronic
banking is considered one of the fundamental and important
principles of the progress of any bank in the modern era (19,
20).

Electronic banking, online banking, or internet banking
refers to providing facilities for employees to increase their
speed and efficiency in providing banking services at branch
locations, as well as inter-branch and inter-bank processes
worldwide. It also involves offering hardware and software
capabilities to customers, allowing them to perform their
desired banking operations securely and confidently through
safe communication channels at any hour of the day (24/7)
without the need for physical presence in a bank. In other
words, electronic banking involves using advanced
network-based software and hardware technologies for the
electronic exchange of financial resources and information,
eliminating the need for customers' physical presence in
branches. It allows customers to conduct economic
transactions on a secure website, such as retail banking or
virtual banking, financial and credit institutions, or
construction companies, at any time of the day. Electronic
banking requires a forward-looking approach in various
areas, and to progress in electronic banking, it is necessary
to use future-oriented principles and dimensions. Following
old principles is no longer viable, and new structures are
needed. Our ancestors believed that the future is similar to
the past. However, with a superficial look at the speed of
changes and advancements in various fields today, we
realize that the future is no longer the same as the past.
Humanity has always desired to dominate nature and change
it according to its will, seeking tools to achieve this. The
modern banking system in the field of information
technology is no exception to this rule, and comprehensive
foresight in the field of information technology plays a
fundamental role in the progress of banks in technology.
One of the innovations that has experienced significant
growth due to extensive developments in information and
communication technology is e-commerce.

3. METHODOLOGY

Banks can design more efficient methods for customer
attraction by utilizing social media. Social media and
mobile-accessible applications can help banks penetrate
geographical areas where physical presence has been
challenging, introducing their products and services. By
monitoring information from social media, banks can
analyze customer reactions to offer by competitors and

adopt appropriate strategies to increase customer
satisfaction and attract new customers. Social media
marketing is also a useful tool for attracting young
people, as they are the largest followers of bank pages on
social media and can persuade older customers to use
bank products and services. To attract more customers,
entertaining features unrelated to banking topics can be
presented on the social media pages of banks. Some
banks support non-governmental organizations active in
education, public health, and sustainable livelihoods and
engage in charitable, humanitarian, and volunteer
activities on social media to attract attention and increase
visits to their social media pages. Recently, social
networks have become a focal point for banks and are
considered a key area in changing the service and
customer communication approaches of banks. Social
media is an acceptable option for banks to differentiate
themselves from competitors. The primary function of
social media for banks is as a tool for marketing,
advertising, and providing information to customers to
encourage them to visit a branch or advertise services.
However, social media is not just a marketing tool; but,
it is a novel opportunities can be brought about using
these networks for banks. In fact, with the continuous
expansion of social media, a significant percentage of
bank customers are members of social networks and use
these platforms in their daily lives. Therefore, social
networks can be used as an important platform for
promoting and even selling the products and services of
various businesses. This platform creates a suitable
opportunity for banks to align themselves with the
emerging social business model and markets. Moreover,
by analyzing the large volume of customer data, this
platform can assess customer behavior and contribute to
provide better, personalized, and new products and
services. Additionally, this platform can serve as a new
channel for providing financial services to target
customers. This article attempts to highlight the
importance of using social media in the banking industry,
explore the opportunities and advantages of employing
these media in the banking industry, and outline the steps
and some implementation challenges of social banking
(21-24).

While the banking industry traditionally seeks to
maintain customer relationships, the needs and desires of
customers have evolved significantly over the past
decade. The emergence of social networks has rapidly
changed customer expectations and their interaction with
banks. With the expansion of social media platforms such
as Facebook, Twitter, Telegram, etc., we observe a
growing number of individuals incorporating these
platforms into their daily lives. As the number of people
using social media continues to rise, customers expect
banks to provide their services through these platforms.
They anticipate banks to utilize social media channels for
quicker and more effective service and product offerings,
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personalized financial advice, sharing financial proposals
and future plans, addressing banking regulations, and
establishing mechanisms for customer feedback on their
banking products and services (10, 25, 26).

For banks to continue their existence in the 21st
century, retain customers, and gain a competitive
advantage, they must pay special attention to this new
service channel. By analyzing the vast amount of data
available on social media, banks can identify key factors
that enable them to offer better products and services,
improve customer service, enhance marketing strategies,
manage risks, and increase business efficiency.

Today, communication methods within organizations
have evolved, and banks, in turn, must act more
customer-centric and innovative in the field of
communications. Social media is a direct result of these
changes. Alt and Puschmann (27) believed that four
drivers will significantly transform banks in the coming
years, and all these drivers are directly and indirectly
related to the phenomenon of social media:

1. Financial challenges

2. Changes in customer banking behavior

3. Rapid dissemination of new information
technology solutions

4.  Emergence of non-banking institutions

Currently, more than 80% of internet users worldwide
use social media networks for their daily activities.
Therefore, it is not surprising that a significant portion of
these users also perform their banking activities through
social media platforms. Banks must pay special attention
to this growing space. Gartner defines social media-based
banking as an emerging approach in retail banking that
makes lending processes and relationships between
lenders and financial institutions transparent. Social
media banking includes a package of well-defined
services similar to traditional banking services, but this
time on social networks. It also comes with value-added
services that banks previously offered in a limited way to
depositors. With the capabilities provided by online
networks and tools, banks can offer value-added services
to customers at any level. Banks can use social networks
for informational purposes, expose their products and
services to reviews and critiques, adapt and adjust their
services programs to customer tastes and expectations
based on user feedback. Overall, customer identification,
data acquisition, understanding behavior, examining
preferences, interaction, increasing loyalty, and
increasing the number of customers are some of the
advantages of paying attention to social media networks
in the banking system. Considering the effectiveness of
these media, banks can adopt innovative strategies in
various functional dimensions, including marketing,
customer service, communications, online banking, etc.
(28-30). This article aims to explore the importance of
using social media in the banking industry, the
opportunities and advantages of employing these media

in the banking sector, and outlines the steps for
implementing social banking and some of the challenges
it presents. Additionally, the article describes the gradual
evolution of the use of social media and the impact of
customer and bank maturity (in using social media) on
choosing an appropriate social strategy.

3. 1. Research Objectives * Analysis of the role of
social media in accepting banking with Bank Melli of
Qazvin province

* Investigating the effect of each of the mentioned
indicators

* Providing solutions to solve existing problems.

3. 2. The Main Hypothesis * The performance of
social media has an impact on the stage of personal
recognition of mobile banking consumers.

3. 3. Sub Hypothesis * The performance of social
media has an effect on the use of mobile banking by
consumers.

* The performance of social media has an impact on
informing mobile banking consumers.

* The performance of social media has an effect on
solving the problem of mobile banking consumers.

» The performance of social media has an effect on the
change in the use of mobile banking by consumers.

» The stage of personal recognition has an effect on the
attention of mobile banking consumers.

* The level of personal recognition has an effect on
consumers' interest in mobile banking.

* The stage of personal recognition has an effect on the
willingness of mobile phone banking consumers.

* The stage of personal recognition has an effect on the
action of mobile banking consumers.

4.DATA ANALYSIS

This research is of applied and survey type. The method
of collecting information is in the field, and library
studies are also used. In this research, the structural
equation technique is used to analyze the data, and the
software used in this research is Laserl.

In the following, other descriptive indices such as
mean and standard deviation for all research variables are
discussed. Table 1 demonstrates descriptive statistics
including mean and standard deviation and Kolmogorov-
Smirnov test for each of the research variables including
dimensions of social media performance (function use,
information, problem solving, change) and individual
recognition stage (attention, interest, desire, action). In
choosing a statistical test for research, we must decide
whether to use parametric tests or non-parametric tests.
One of the main criteria for this selection is the
Kolmogorov-Smirnov test. The Kolmogorov-Smirnov
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test shows the non-normality of the data distribution.
That is, it compares the distribution of an attribute in a
sample (for example, age among 100 nurses) with the
distribution that is assumed for society (for example, the
age of all nurses). If the Kolmogorov-Smirnov test is
rejected, the data have a normal distribution, and it is
possible to use parametric statistical tests for research.
On the contrary, if the Kolmogorov-Smirnov test is
confirmed, it means that the data does not have a normal
distribution, so we should use non-parametric tests in the
research.

When checking the normality of the data, we test the
null hypothesis that the distribution of the data is normal
at the 5% error level. Therefore, if the larger test statistic
equal to 0.05 is obtained, then there will be no reason to
reject the null hypothesis based on the fact that the data
is normal. In other words, the data distribution will be
normal. For the normality test, the statistical assumptions
are set as follows:

HO: The distribution of data related to each of the
variables is normal.

H1: The distribution of data related to each of the
variables is not normal.

Based on the results listed in Table 1, all the test
statistic values are less than 0.05, as a result, the
distribution of measurement data of each dimension is
abnormal. Therefore, non-parametric tests can be used.

4. 1. Partial Least Squares Technique and Test of
Research Hypotheses The theoretical
foundations related to the partial least squares method
(PLSM) will be presented in detail. PLSM is one of the
second-generation  structural  equation  modeling
approaches and has advantages compared to the first-
generation methods that were based on covariance. Here,
we have used the second-generation method of structural
equation modeling of component-based methods, which
was later changed to the partial least squares (PLS)
method, which was invented by Alt and Puschmann (27).
The PLS method consists of two main steps:

1) Examining the fit of measurement models, structural
model.

2) Testing relationships between structures.
- Confirmatory factor analysis of research variables

Before entering the stage of testing hypotheses and
conceptual research models, it is necessary to ensure the
accuracy of independent variable and dependent variable
measurement models. Therefore, in the following, the
measurement models of these two variables are presented
in order, which was done by first-order confirmatory
factor analysis. Confirmatory factor analysis is one of the
oldest statistical methods that is used to investigate the
relationship between existing variables (obtained factors)
and observed variables (questions) and represents the
measurement model. Figures 1 and 2 show the
confirmatory factor analysis of research variables. The
factor loadings of the model in non-standard and standard
estimation mode show the influence of each of the
variables or items in explaining the variance of the
variable or main factor scores. In other words, the factor
load indicates the degree of correlation of each observed
variable (questionnaire) with the underlying variable
(factors). If the value of the variable significance test
statistic is higher than 1.96, it indicates that the
considered item is significant, otherwise the item is
removed.

According to Figure 1, it shows that the influence of
the factor (hidden variable) and the observable variable
is shown by the factor load. Factor load is a value
between zero and one. If the factor load is less than 0.4,
the relationship is considered weak and is ignored. A
factor between 0.4 and 0.6 is acceptable, and if it is
greater than 0.6, it is very desirable.

According to Figure 2, it shows that when the
correlation of variables is identified, a significance test
should be performed. To check the significance of
observed correlations, bootstrap or jackknife cross
cutting methods are used. In this study, the self-
adjustment method was used, which gives the t statistic.
At the 5% error level, if the bootstrapping t-value is
greater than 1.96, the observed correlations are
significant.

According to Table 2, the stated variables are used to
examine the measurement model or (confirmatory factor

TABLE 1. Descriptive statistics

Variable Meaningful Test statistics Standard deviation ~ Average Result
Use the function 0.001 0.025 0.325 4381 abnormal
Notices 0.002 0.023 0/256 2.32 abnormal

The performance of

social media Solve the problem 0.002 0.062 0.424 3.64 abnormal
change 0.003 0.052 0.425 3.52 abnormal
Attention 0.004 0.064 0.456 4,12 abnormal
Individual interest 0.006 0.078 0.512 3.15 abnormal
recognition stage desire 0.023 0.075 0532 425 abnormal
Action 0.036 0.062 0.789 3.13 abnormal
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Figure 1. Factor loading coefficient of the analysis of the role of social media in the acceptance of banking with the Bank Melli of

Qazvin province
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Figure 2. The t-value coefficient of the analysis of the role of social media in accepting banking with the Bank Melli of Qazvin

province

analysis), in fact, the power of the influence of the factor
(hidden variable) and the visible variable is shown by the
factor load. These variables show the degree of influence
between questions and variables.
Structural model: significant coefficients (T-values) z
The most basic criterion for measuring the
relationship between structures in the model (structural
part) is the significant numbers of t. If the value of these
numbers exceeds 1.96, it indicates the correctness of the
relationship between the constructs and, as a result, the
research hypotheses are confirmed at the 95% confidence
level. The structural model is shown in Figure 3.

According to Figure 4, it shows that the stated
assumptions of the standardized coefficient are as
follows: between the two variables, the performance of
social media on the stage of individual recognition of
mobile banking consumers is equal to 0.899, the
performance of social media on the use of the
performance of mobile banking consumers is equal to
0.85, the performance of social media on informing
mobile banking consumers is equal to 0.841. The
performance of social media on solving the problems of
mobile banking consumers is equal to 0.642. The
performance social media on change of consumer
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TABLE 2. Summary of the results of confirmatory factor
analysis (measurement model) of the used scale

Load Meaningful Object Load

Object Meaningful

factor factor
Q1 707.0 808.4 Q18 725.0 902.9
Q2 738.0 786.6 Q19 862.0 823.6
Q3 758.0 491.6 Q20 623.0 850.6
Q4 768.0 5.823 Q21 723.0 320.5
Q5 869.0 3.708 Q22 845.0 5.745
Q6 725.0 3.678 Q23 7420 702.2
Q7 702.0 2.823 Q24 0.702 102.3
Q8 826.0 2.798 Q25 755.0 4.145
Q9 732.0 3.797 Q26 802.0 652.7
Q10 770.0 3.532 Q27 755.0 6.102
Q11 707.0 3.144 Q28 745.0 5.725
Q12 0.789 3.602 Q29 702.0 6.742
Q13 0.820 14.864 Q30 764.0 6.722
Q14 0.822 2.264 Q31 756.0 6.426
Q15 0.804 20.074 Q32 702.0 9.123

Q16 0.823 5.653
Q17 0.952 4.752

preferences of mobile banking is equal to 0.802. The
stage of personal recognition on the attention of
consumers of mobile banking is equal to 0.611; the stage
of personal recognition on the interest of consumers of

mobile banking is equal to 0.532. The stage of personal
recognition on the desire of mobile phone banking
consumers is 0.924. The stage of personal recognition on
the action of mobile banking consumers is 0.93. These
coefficients are confirmed, according to the influence
coefficient obtained. It shows that the higher the value of
the relations of the mechanism of variables expressed in
the organization is higher than 0.4, the better the quality
of acceptance of banking with Bank Melli of Qazvin
province.

According to Figure 5, it shows that the stated
assumptions, the coefficient of significance is as follows:
between two variables, the performance of social media
on the stage of individual recognition of mobile banking
consumers is equal to 3.789. The performance of social
media on the use from the performance of mobile
banking users, it is equal to 3.444. The performance of
social media on informing mobile banking users is equal
to 12.315, and the performance of social media on
solving the problems of mobile banking users is equal
t010.474. The performance of social media on changing
the use of mobile banking consumers is equal to 8.464,
the level of personal recognition on the attention of
mobile banking consumers is equal to 7.444. The level of
personal recognition on the interest of mobile banking
consumers is equal to 256/5, there is a significant
relationship between the level of personal recognition on
the desire of mobile phone banking consumers equal to
9.729, the level of personal knowledge on the action of
mobile phone banking consumers equal to 2.77. These
coefficients are confirmed; considering the effect
coefficient obtained shows that the higher the value of the
relations of the mechanism of the variables expressed in
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Figure 3. Coefficient of factor analysis of the role of social media in the acceptance of banking with the Bank Melli of Qazvin

province
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Figure 4. The t-value coefficient of the analysis of the role of social media in the acceptance of banking with the Bank Melli of

Qazvin province
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Figure 5. Factor loading coefficient of the analysis of the role of social media in the acceptance of banking with the Bank Melli of

Qazvin province

the organization is higher than 1.96, the better the quality
of acceptance of banking with Bank Melli of Qazvin
province.

It is a measure that is used to connect the
measurement part and the structural part of structural
equation modeling and it shows the effect that an
exogenous variable has on an endogenous variable. The
essential point here is that R? is calculated only for the
endogenous (dependent) structures of the model, and in
the case of exogenous structures, the value of this
criterion is zero. China, 1998, three values of 0.67-0.33-

0.19 are determined as weak, medium and strong model,
which we have a dependent variable in this research is
the level of individual recognition with a coefficient of
0.702.

4. 2. Redundancy Criterion This criterion is
obtained from the product of communality values of the
structures and their corresponding R? values indicates the
amount of variability of the indices of an endogenous
structure that is affected by one or more exogenous
structures (see Table 3).
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TABLE 3. Redundancy criterion

Factors Communality
Use the function 0.415
Notices 0.432
Solve the problem 0.603
change 0.745
Attention 0.702
interest 0.845
desire 0.750
Action 0.657

4. 3. Overall Fit of the Model (GOF Criterion)
This criterion is related to the general part of structural
equation models. This means that by this criterion, the
researcher can control the fit of the overall part after
checking the fit of the measurement part and the
structural part of the overall research model. The

goodness-of-fit (GOF) criterion is calculated according
to the following formula:

GOF = +/Communalities x R2 1)

Mohammadi and Hamidi [18] have introduced three
values of 0.01, 0.025-0.36 as weak, medium and strong
values for GOF.

Communalities =
(0.415+0.432+0.603+ 0.702 + 0.845+ 0.750 + 0.657)
5 =

0.526
Individual recognition stage R? = 0.702

(General Model Fit) : GOF =+/0.526x0.702 = 0.826

And the obtained GOF value of the project's success
indicates the strength and correctness of the structural
model and measurement in confirming the assumptions.
As you can see in Table 4, the interpretation of the
relationship and the degree of confirmation of the
assumptions has been discussed:

TABLE 4. Summary of the results of confirmatory factor analysis (structural model) of the used scale

Research assumptions

Meaningful  Operational burden  Conclusion

The performance of social media has an effect on the stage of personal recognition of

mobile banking consumers 3.789 899.0 Accepted
The performance of social media has an effect on the use of mobile banking by consumers. 4443 8500 Accepted
The performance of social media has an impact on informing mobile banking consumers. 315.12 841.0 Accepted
The performance of social media has an effect on solving the problem of mobile banking 474.10 0.642 Accepted
consumers.

The performance of social media has an effect on the change in the use of mobile banking 4648 0.802 Accepted
by consumers.

The stage of personal recognition has an effect on the attention of mobile banking 444.7 0611 Accepted
consumers.

The stage of personal recognition has an effect on consumers' interest in mobile banking. 2565 0.532 Accepted
The stage of personal recognition has an effect on consumers' willingness to use mobile 7299 0.924 Accepted
banking.

The stage of personal recognition has an effect on the action of mobile banking consumers. 7702 0.930 Accepted

5. CONCLUSION

Considering that the compilation and design of the
planning document of new technologies is considered as
one of the upstream documents of an organization, it is
necessary to realize this important in the first stage as one
of the goals of the Central Bank of the country. It should
be considered.

Considering  that  information = management
technologies such as organization resource planning
system are new in the country and by nature in
government organizations and one of the most important

damages of information technology at the level of
government institutions is the lack of transparency and
The maturity of the legal and legal policies, and on the
other hand, the trained personality of the organization's
experts is the result of the legal and regulatory citation
mission, the importance of informing and clarifying the
existing laws and regulations of the country in the field
of information management, has a great effect. It has a
high level of acceptance and the threshold of
organizational tolerance, and it is necessary for the legal
committee of the organization's resource planning project
to collect laws, regulations, approvals, instructions,
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protocols, by-laws, etc. form and act on the planned
injection and expertise of the mentioned cases in the layer
of organizational ideas. It is necessary to mention that the
legal notification should be done on time and according
to the progress phases of the project in order to achieve
the necessary impact.

One of the influential damages in the way of
realizing the organization's resource planning system in
the Central Bank of Iran was the concern of security risks.
Unfortunately, the cognitive weakness of the user layers
of the organization regarding the information security
standards in the physical and digital space and the mental
and emotional crisis caused by the lack of knowledge of
the mentioned subject have had a great impact on the
decision-making of this organization and it is necessary
for the information protection team. By using
experienced specialists, the organization should inform
and culture the information security standards, especially
the 1SO 27001 standard, at the level of different
organizational layers.

Unfortunately, the country's banking education
system, like many government organizations, pursues
statistical goals and increasing the welfare level of
employees more than producing intellectual resources
needed by the organization. Therefore, it is necessary to
plan and implement organization trainings at both
technical and non-technical levels. At the technical level,
how and at the non-technical level, the why of using an
educational and information technology is discussed.
Considering the existence of high intellectual potentials
in the central bank, providing practical and not
theoretical standards in educational activities can have a
tremendous effect on the mobility of different layers of
the organization.

Considering the nature of risk-taking of
organization's resource planning projects and the need to
increase the courage of managers and reduce natural
stress caused by new ideas, it is necessary to teach the
standards of risk management, value management, stress
management, conflict management and conflict
management. organizations at the level of planning and
operational managers.

Considering that the expert opinions of the
organization do not accept the focus on a specific issue
due to the high diversity of assigned missions, it is
necessary to have a committee in parallel with the design
and implementation team of the organization's resource
planning in order to provide continuous information and
Step-by-step clarification of operational steps, with the
approach of information bombardment, will induce the
formation and appropriate mentality in order to support
and accompany different organizational layers.

The resource planning system of the organization in
the central bank of the whole country is more than the
production of tools, it is the amount of thought and the
optimal use of thoughts. But it is necessary, considering

the wide spectrum of active experts in this organization,
the organization's proposal system with the aim of
collecting points of view, experiences and pure ideas
existing in experienced and matured organizational
thoughts, planning, launching and start working
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ABSTRACT

The paper presents a new scientifically based approach for the selection of sand control technology,
which is dedicated to enhance the efficiency of the development of unconsolidated reservoirs.
Established laboratory and methodological complexes for physical simulating of the sand producing
process were analyzed in order to obtain new knowledge and confirm the available theories. All of them
have their advantages and disadvantages, but their simultaneous application revealed characteristic
dependencies between the sand production and the studied parameter (grain size distribution, pressure
drop, clay content, water cut, gas/oil ratio, etc.). Author proposed concepts of mathematical apparatus
improvement to increase the quality of assessing the ability of formation fluids to transport particles of
different grain size distribution within the formation, as well as in the inner part of tubing. The effect of
each of the characterizing factors on suspended solids concertation (SSC) was studied as a result of more
than 300 laboratory experiments. According to the observation, there is a sharp decrease in SSC after the
first stage (sampling). Thus, the author determined that the main inflow of mechanical impurities occurs
during flow stimulation and after shutdowns. In conclusion, author substantiated the method for limiting
sand production using polymers with shape memory based on the results of the performed set of tests.
Proposed method allows limited passage of particles with diameter less than 50 um, which creates
conditions for noncolmaticity of screen while maintaining geomechanical stability of bottom-hole
formation zone.

doi: 10.5829/ije.2024.37.07a.17
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NOMENCLATURE

ug critical velocity of the single-phase flow (ft/s) Ve reduced particle velocity

Uy friction velocity, (ft/s) D pipe diameter

u, rate of sedimentation, (m/s) X the energy required to maintain suspended particles
per unit length of the pipe

Cy solids concentration, (m%m?) Nge Reynolds number

v kinematic viscosity, (ft/s) Pe gas specific gravity

d grain diameter Vi mixture velocity

Vie critical velocity of the fluid, m/c v, particle velocity

g gravity Fr Froude coefficient

Pp particle density WC water cut

oL fluid density GOR gas-oil ratio

1. INTRODUCTION

Sand production occurs in a wide range of hydrocarbon
reservoirs, both composed of relatively young rocks of
the Quaternary period and consolidated reservoirs at the
final stages of development (1). Sand-related challenges
significantly disrupt the oil production process, since it
adversely affects the complex of subsurface and surface
equipment and creates difficulties in the operation of
wells (2, 3). The topic of horizontal wells operation with
sand production is particularly relevant. Their application
is justified by much higher well productivity (compared
to vertical ones) and a large sweep efficiency.

Sand production is also a relevant scientific
challenge. This is primarily due to the need for inherent
scientific research and the development of a systematic
approach, which consists in the reasonable choice of the
most effective technologies (4, 5), as well as in the
integrated simulating (numerical, physical and field) of
processes occurring in the system «well-bottom hole
zone».

Based on the results of laboratory tests and
mathematical modelling (6-8), it was revealed that the
greatest sand production occurs at the stage of flow
stimulation due to violation of the initial geomechanical
state of the bottomhole formation zone.

Sand production depends on the water/oil/gas
distribution in the total flow of the fluid (9, 10). Some
researchers argue that this is solely a problem of arch
stability (11), whilst others argue that this is an issue of
wetting and chemical reactions (12) or strain softening
due to water incorporating into the rock matrix (13).

There are many technologies and technical solutions
to prevent sand production, such as screens, different
form of gravel packings, chemical consolidation,
technological restrictions and some other forms or
combinations of them. Every technology has both
advantages and disadvantages. Screens (wire-wrapped,
weaved, slotted liners et al.) are prone to erosion (13-15)
and corrosion (16, 17). Slotted liners are usually
restricted on the open to flow area (OFA), because high
OFA results in decreasing strength of the whole screen
(which is basically a tubing with slots (cuts) of specific
pattern and opening size) (18). Another problem is screen
replacement — since borehole walls can collapse onto the

screen surface, this causes an issue of lifting the whole
tailpiece onto the surface.

Chemical consolidation technologies usually result in
low retained permeability of the reservoir after treatment
(17) and their efficiency largely depends on the clay
content and water saturation of the reservoir (18).
Chemical consolidation also requires treatments on the
periodic manner between 0.5 and 1.5 years (19). But none
of the above solves a root cause of sand production —
geomechanical instability.

Gravel packs are able to solve a significant amount of
complications caused by the geomechanical factor.
However, in the case of horizontal completions, the use
of gravel packs is limited due to the large volumes of
borehole space that need to be filled with gravel. The use
of unsorted (cheaper) gravel can lead to increased
production of rock particles in certain packing areas
under conditions of high heterogeneity. Unsorted gravel
also favours conditions of “hot-spots” (zones with lack of
gravel or extremely high permeability), which will result
in screen losing it’s efficiency in terms of sand retaining
and will further favour faster terms of erosion (20,
21).The use of sorted gravel is often not possible due to
its high cost.

This paper presents a method of limiting sand
production by utilizing shape memory polymers which
have a mesh structure and can allow the passage of
particles with a diameter of less than 50 um, which leads
to less "blockage™ of the screen.

2. MATERIALS AND METHODS

Traditionally, the criteria for selecting sand control
technologies is based either on empirical correlations or
on field experience in the operation of similar objects
(22-24). Nowadays, there has been a growing interest in
using a laboratory infrastructure to investigate the
technologies of operating wells with different types of
completion. The most common methods of testing sand-
related challenges are: slurry sand retention test (25-28)
and prepack sand retention test (26, 29-35). A
comparative analysis of current laboratory procedures is
presented in Table 1.
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2.1. Mathematical Models of Critical Flow Velocity
in Horizontal Wells There are two main
approaches of models for determining critical flow
velocity in a horizontal well. The first approach is based
on the description of the forces and processes that affect
the solid particle: its picking up, transfer and deposition.
This approach is reflected in the theory of Salama (36).

The second approach is based on the theory of
turbulence: the balance between the energy required to
weigh particles and the energy released when the
turbulent vortices are stratified. Models Oroskari and
Turian (37), Danielson (38) and others (39-41) are the
most widespread.

However, the hydrodynamics of a multiphase system
is much more complex than a single-phase one. The flow
tends to separate due to the different density and viscosity

1397

of the liquid and gas fluid (42). Various structural forms
(43) can characterize the gas-liquid flow. Gas-liquid
flow’s structure refers to mutual arrangement or
distribution of gas and liquid phases in process of their
simultaneous movement through the well (44).

Different phases move at different velocity. It leads to
a very important phenomenon - the "slippage" of one
phase relative to others. Comparative analysis of
mathematical models for calculation of critical velocity
is given in Table 2 (45, 46).

2. 2. Advanced Software for Calculating Sand
Production During Operation of Oil And Gas Wells
Author identifies the following software programs that
allow calculating critical velocity of produced solid
particles in horizontal multiphase flow:

TABLE 1. Comparative analysis of laboratory methods for testing sand-related challenges during the development of oil and gas fields

Method Measurement parameters

Simulated conditions

Testing sample

Prepack sand retention test 1. Drop pressure during

filtration

2. Suspended solids
concentration

3. Particle size distribution of
produced particles

4. Permeability

Slurry sand retention test

Linear sand control evaluation

Radial sand control evaluation

Long-term well operation,
wellbore collapse

Flow stimulation, first
inflow of the well pack

Long-term well operation,
wellbore collapse

Long-term well operation,
wellbore collapse

Core sample - sand packed tube /mechanical
screen, gravel pack or chemical treatment

Not applicable/ mechanical screen, gravel

Sand packed tube / mechanical screen, gravel
pack, chemical treatment

Sand packed tube /Full size mechanical
screen, gravel pack, chemical treatment

TABLE 2. Comparative analysis of mathematical models for calculation of critical velocity in horizontal well

No. Author . Particle SSC, mg/l Mathematical correlation
diameter, pm
Single phase flow
0.33
s=uy|l+2.8(% C ]
More than te =t [ (ua) Ve
1 Thomas (44) 0.4-950 20000 5717 0.269
uy = (IOOuE ) )
d -0.378
2 Oroskar and Turian (38) - _ —gaV(Z_;_l) == 1,85¢, %153 (1—(,)03564 (E) N, 290030
oL
Multiphase flow
0.53 0.55
3 Salama (37) - - V=13 (%) 0171009 (%) Do47
M L

Y _ Vse\ _ Vsa .

= 0.95 (1+ m) (138 ey 0.88VFT )
4 Stevenson(45) 512-1010 2000 154 -0.18

: (Re\/ﬁ (%) )
5 Danielson(39) 280-550 1000 Ve = 0.23v7°dY°(gD((pp — p.) — 1))%°
v v —0.285 _ d —-0.378 )
6 Ibarra (46) 211-297 2500 — 10 000 —gd(ﬁ_ﬁ_l) ==13277(7%) T A-C)T(5) T Ne "
oL
. Ve  _ 501536 03564 (4)378 0.09
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- OLGA Schlumberger (software was used for
investigations (47, 48).

- ANSY'S Fluent (software was used for calculations
(49).

The OLGA dynamic multiphase flow allows you to
perform calculations for a complex modeling of the
behavior of solid phases, calculate the change in the flow
rate in general and each phase separately, and calculate
the precipitation of solid particles.

Main advantages are a quick calculation time and a
focus on the oil and gas industry. The main drawback is
the complexity of setting up and using the program.

As for ANSYS Fluent software, the combination of
DEM  (discrete  element method) and CFD
(computational fluid dynamics) packages allows you to
simulate a gas/liquid-solids system. The program allows
you to take into account both the interaction between
particles and a high concentration of particles. Modeling
of solid particles is possible in the DEM-CFD Coupling
Module, where it is possible to specify the number of
suspended particles, their size and density. The
advantage of CFD 3D programs is the high accuracy of
calculations, taking into account different factors that
affect the transport of formation particles. However, an
increase in accuracy leads to an increase in calculation
time. Comparative analysis of the sand simulating
software is provided in Table 3.

One of the software allows us to simulate the
transport of solid particle and erosion process of oil and
gas equipment (50). PETRONAS software is more
designed to determine the risk of equipment erosion, but
it can calculate the critical flow velocity to prevent the
formation of a sand plug in the well.

SYNTEF's Multiphase Transport and Flow
Assurance software, which has a module for simulating
the transport of solid particles in horizontal wells and
pipelines, is on the global market too.

As a result of the analysis, the author registered a
software program that allows calculating the size of
particles that can be produced from a horizontal well by
upflow.

TABLE 3. Software products related to sand production
simulation

Module Sporf:évjcrf Advantages Disadvantages
- Quick
OLGA calculation time; - Complexity of
Sand - Adapted for oil setting up
transport and gas industry;
:ICetlTe - Not adapted for
oil production;
ANSYS - High accuracy P .
Fluent - Complexity of
setting up

2. 3. Creating a Predictive Mathematical Model
Using Recurrent Neural Networks The
algorithm of the mathematical model consists of using
the long-term short-term memory (LSTM) model, which
is a type of recurrent neural network. Each row of input
data about the target parameter and characteristics has its
own time - the measurement date. Therefore, the
dependence of suspended solids concentration on the
parameters of the process mode of the well was
considered in the form of a time series (51-53).

The proposed model consists of 6 layers (Figure 1):
input layer, two layers of long-term short-term memory,
two layers of regularizers and output layer. The mean-
square error is used as a function of calculating deviation,
and the Adam algorithm (adaptive moment estimate) is
used as an optimizer. The data entered into the model
were pre-standardized and divided by proportion: 70% -
training, 10% - validation, 20% - test.

The training process was conducted on several
models to obtain reliable results. Models differ in the
parameter of the lines from each other. Then best model
has been selected according to the information obtained
after testing.

The results of using the developed mathematical
model are presented below.

3. RESULTS

This paper presents an analysis of the results of more than
300 laboratory experiments using various granulometric
compositions of the reservoir (sand packed tube) and
multi-stage sampling. This approach allowed simulating
the dynamics of the sand production process.

The author found that the distribution of phases in the
fluid flow affects the amount of suspended particles in
the filtrate when using the same screens. An increase in
the share of brine leads to an increase in suspended solids
concentration. The SSC of any brine-oil mixture is lower
than the SSC values in pure oil filtration. An increase in
the gas fraction, on the contrary, leads to a decrease in
SSC (Figure 2).

Value of
suspended
solid
concentration

Inpu

LSTM layer
Dropout
LSTM laryer
Dropout
Dense |ayer

Initial
data Chain of Result
LSTM and dropout layer

Figure 1. Schematic diagram of the proposed model
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Screen 200 pm Sereen 500, 700 pm Sereen 150, 200 pm
Oil/Brine Oil/Brine Oil/Gas
dP=0.3 MPa dP=0.3 MPa dP=0.3 MPa

Figure 2. Amount of suspended solids concentration
depending on the filterable phases

At the same time, the SSC naturally decreases,
primarily due to the formation of arched systems near the
holes of the screen (14, 32, 54-58). The scheme of the
arch system is shown in Figure 3.

An increase in the pressure drop during filtration of
various mixtures, on average, leads to an increase in SSC
by 2.6 times with a range of 1.2-8 times depending on the
sampling stage (Figure 4).

The results of physical experiments showed the
greatest impact of the flow stimulation stage on the
stability of the bottomhole formation zone and on the
amount of sand produced.

3. 1. Assessment of the Ability of Fluids to
Transport Formation Particles of Different Grain
Size Distribution One of the goal of the paper is
to determine the critical flow velocity. Existing
mathematical models and correlations on the calculation
of critical flow velocity have been discussed in detail
above. All correlations are based on laboratory tests
performed for the flow of mechanical impurities in brine.

Fluid influx

132 e
>~~ Sand grains in arch
structure

(under load)

Slot of

egele

Fluid influx

Figure 3. Arch system located near perforations/screen slots

0]

. Qil-Brine, 100um
: S Oil-Brine, 200um
3 - Oil-Gas, 150um
« Qil-Gas, 200um

« Oil, 200um

of the selection stage to the first one

0 1 2 3
Sequence of sampling

Figure 4. Stabilization of sand production during laboratory
experiment

Ratio of suspended solids concentration

The physical characteristics of brine differ significantly
from those of oil, especially high viscosity oil.

Moreover, many of the models considered are
adapted only for suspensions with high concentrations of
suspended particles, for example, pulp.

The author conducted a parametric study for particles
of different diameters with different water cut and
different gas factor. The critical velocity was determined
graphoanalytically using graphs constructed as a result of
mathematical modeling (Figure 5). “Black line” indicates
a line showing the volume fraction of particles deposited
on the bottom of the pipe; “red line” indicates the flow
rate. As can be seen from the graph, when the flow rate
decreases to 0.149m/s, particles with a diameter of
300 um with a water cut of 20 % will begin to form a
fixed layer.

The critical flow rate varies differently for mixtures
with different proportions of water (Figure 6). The
obtained results of numerical modeling are in line with
the generally accepted opinion that the growth of the
linear particle size leads to an increase in the critical flow
rate:

1. When pure oil flows (water cut 0 %), an increase in
the linear grain size leads to an increase in the critical
flow rate, which is consistent with the generally accepted
ideas about the transport of mechanical particles.

2. For a mixture with a low water content (water cut
5 %, 10 %, 20 %), the critical velocity does not depend
on the particle diameter.

3. For a highly aqueous liquid (water cut 50 %, 70 %),
the critical velocity does not change for particles in the
diameter range of 100-1000 um. At the same time, the
value of the critical velocity for small particles (50 um)
is higher than for larger ones.

Thus, with a water cut of 50-70 %, a layer of water is
formed in the lower part of the pipe, the low viscosity of
which does not allow to "pick up™ and ensure the transfer
of particles with a size of less than 50 ym.

As can be seen in Figures 6 and 7, an increase in the
proportion of water in the flow leads to an increase in
critical velocity, since water has less ability to carry
particles in a horizontal part.

PARTICLEVOLFRACBED [ (O4W-0_TUBING_4000) “Volume fraction of particles in bed layer"
UL [mis] (O4W-0_TUBING_4000) “Average liquid film velocity”

12610

0.2{_1.0E-10

]

8.06-11

6.0E-11

UL [m/s)
PARTICLEVOLFRACBED

40E11

20E41

o) ooe0 P

50 100 150 200 280 300
Time [s]

Figure 5. Critical velocity for sand grains of 600 pm with
water cut 0%
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Figure 6. Critical velocity for different particle diameters
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Figure 7. Dependence of critical velocity on water cut

Since critical velocity depends little on particle size,
for future calculations it is proposed to use correlation 1
to calculate critical flow velocity depending on water cut
(Figure 7). The coefficient of determination for the
proposed expression is 0.9985.

v = 0,1172¢%0124WC 1)

where v — critical velocity, m/s; W — water cut, %

Similarly, critical velocities for the gas-liquid mixture
were determined (Figure 8). The increase in gas-oil ratio
results in an increase in critical flow rate. At the same
time, the velocity increases with an increase in the size of
the solid particle.

1
=

Critical veloc

-
gis o o o

0 200 400 600 800 1000 1200
Particle diameter, um
GOR =100 m3/t

#— GOR=0m3/t GOR =1000 m3/t

Figure 8. Critical velocity for different particle diameters
and gas-oil ratio

GOR=50m3/t

Increasing the amount of gas reduces the viscosity
and density of the oil, which reduces the drag force on
the solid particle from the fluid surface. The ability of the
fluid to allow the movement of sand is reduced.

3. 2. Results of Using Developed Mathematical
Model Using Recurrent Neural Networks The
Mining University team initiated a program for creating
a mathematical model for sand prediction, which takes
into account quantitative and qualitative using recurrent
neural networks based on field data on the technological
modes of well operation. The model allows us to predict
the trend and direction of change of the suspended solids
concentration, as well as its absolute values depending on
the main technological parameters. As a basis for
modeling, a type of recurrent neural network (RNN)
network of long short-term memory (LSTM) is used.

The proposed model consists of 6 layers: input layer,
two LSTM layers, two layers of Dropout regularizers and
output layer. The standard error (MSE) is used as a
function for calculating deviation, and the Adam
algorithm is used as an optimizer. The data submitted to
the model are pre-standardized and divided by
proportion: 70 % - training, 10 % - validation,
20 % - prediction. The average absolute error (MAE)
acts as a measure of assessing the quality of model
training. As a result, 3 out of 4 wells with a reach of more
than 100 mg/l give a satisfactory result.

The applicability of the model is limited to the
prediction of SSC values of 20 mg/l as a minimum and
1000 mg/l as a maximum. Values beyond these limits
cannot be predicted by the model due to the peculiarities
of the recurrent neural network architecture used.

Limitations in the initial data are conditioned by
physical meanings of each of the indicators — there are no
direct limitations of the model operation depending on
the values of the initial data.

The input data fed into the model are:

1. Pres - minimum limitation is 1 bar, no maximum
restriction.

2. Pat the intake - Minimum limit of 1 bar, no maximum
restriction.

3. Pwi - minimum limit of 1 bar, no maximum limit,
but does not exceed reservoir pressure.

4. Hp - minimum restriction of 0 m, but will not
exceed well depth.

5. Ppur - minimum restriction of 1 bar, no maximum
restriction.

6. Qqit - minimum restriction of 0 m%/d, no maximum
restriction.

7. Qiig - minimum limit of 0 m3d, but not less than
Qoil, NO maximum restriction.

8. Water cut - minimum limitation of 0%, maximum
limitation of 100%.

The created mathematical model, based on recurrent
neural networks, is able to predict suspended solids
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concentration values depending on the parameters of the
technological mode of well operation. It can be used in
the field to control the sand production, calculate the time
of bottomhole filling, predict downhole pumping
equipment failures, etc.

The results of using the developed mathematical
model based on neural networks to determine the
predicted indicators of the number of suspended particles
in the well are presented in Figure 9. As the initial value
(blue line), field data with technological modes of well
operation were used.

Next step is to develop a software module to
determine the scenario of filling the horizontal wellbore.
Section of the horizontal well with a particle
accumulation is determined by setting the initial flow
rates, the well profile and grain size distribution (Figure
10).

According to the information received, it can be
concluded that the greatest accumulation of mechanical
particles occurs in the "toe" (the flow rate is not enough
for the sand production) and in the "heel" (due to the
inclination of the section) of the horizontal well.

3. 3. Justification of Sand Control Technology
Using Shape Memory Polymers According to
the results of analysis of more than 300 laboratory

Time, day

Figure 9. Results of using the developed mathematical
model to predict sand production
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Figure 10. A number of suspended particles deposited
depending on section of the horizontal well

experiments, it was established that the greatest sand
production occurs at the stage of flow stimulation (i.e.,
the first tens to hundreds of tons of produced
hydrocarbons). Therefore, it is necessary to implement
sand control technologies already at the stage of flow
stimulation. The use of mechanical control methods in
the event of frequent well shutdowns is futile. In case of
gas flow the sand production is almost not stabilized (it
does not decrease during long-term filtration), which
indicates the possibility of using the technology with
shape memory polymer when producing gas-oil
mixtures.

It is important to note that each shape memory
polymer has its own activation temperature (the start
point of the transition to the initial state). First, the shape
memory polymer is heated to the activation temperature,
then compressed to the minimum possible dimensions,
after which it is cooled and the polymer in this state can
be freely transported. The form recovery will begin after
the polymer is reheated to its activation temperature. A
screen with a polymer is installed at the bottom-hole zone
(the temperature of which should be lower than the
activation temperature) and activation fluids are used a
catalyst that reduces the activation temperature of the
polymer to a target level (Figure 11).

The major element of the shape memory polymer is
the activator and its concentration in the liquid the lower
the bottomhole temperature, the higher concentration of
the activator is necessary to reduce the activation
temperature. Almost all Russian sand-producing oil
fields are confined to PK1-3 layers, which located at a
depth of 1000-1200 meters, and therefore have a low
bottomhole temperature (in the range of 10-30 °C).
Accordingly, the use of this technology can be limited by
the need to use a high concentration of activator (up to 10
% by volume) in the liquid, which reduces the economic
attractiveness (high costs for polymer engineering and
activator chemicals) of this method of sand control.

The sand-limiting method developed in this paper
allows limited transport of particles with a diameter of
less than 50 pm, which creates conditions for non-
colmatibility of the screen while maintaining its
efficiency in terms of reducing the number of produced
particles. Photo of the expandable screen element are
shown in Figure 12.

The use of this polymer consists of two steps:

1) Delivery of slotted screen with pre-installed
polymer pellets to bottom hole formation zone (screen

- Heat Application :
Initial state to activation Fthe Final state

temperature activator

Compressed
state

—_

Figure 11. Schematic diagram of shape memory polymer
application
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Figure 12. Photo of the expandable polymer screen in
laboratory conditions

aperture does not allow polymer pellets to "fall out"
during transportation).

2) Activation of the polymer in order to swell it and
fill the entire volume between the lowered equipment and
the wellbore by using the activator fluid.

Based on the results of laboratory studies of the
developed technology using a polymer with shape
memory, a decrease in the number of suspended particles
by more than 46% was obtained (Table 4).

There are a slight decrease in the permeability of the
polymer structure after the completion of laboratory
experiments. The average permeability reduction is 6%
(Table 5).

4. DISCUSSION

The selection of the technology for limiting sand
production is based on the results of analysis of the
following factors (59):

» Well profile: vertical, inclined or horizontal;

» Well completion: open or cased.

* Particle size analysis;

« Cost-effectiveness.

There are some tips how to make right selection of
sand control technologies, for example, decision trees,
based on the data presented in the scientific paper (60).

It is also necessary to understand the advantages and
disadvantages of current methods. Most of them are
described in Table 6.

TABLE 4. Laboratory tests of the shape memory polymer with
wire-wrapped screen

Suspended solids
concentration, g/L

Suspended solids
concentration, g/L

Test Wire-wrapped screen 200 Wire-wrapped 200 pm
pm + Polymer

1 14,54 7,85

2 11,5 6,46

3 10,75 4,26

TABLE 5. Analysis of the permeability reduction of the shape
memory polymer with wire-wrapped screen

Initial data
Test Wire-wrapped

Final data, % of original value
Wire-wrapped screen 200 um +

screen 200 um Polymer
1 100 95%
2 100 96%
3 100 93%

TABLE 6. Advantages and disadvantages of sand control technologies

Technology Advantages

Disadvantages

- Prevents formation destruction

Pressure control .
- no capital expenses

Selective

perforation - Prevents formation destruction

Oriented

perforation - Prevents formation destruction

- Prevents formation destruction

Chemical

consolidation gravel packing)

- compatible with mechanical methods of sand control

- Low cost

Slotted screens . . .
- easiness of installation

- compatible with inflow control devices

- cost-effective for small intervals (compared to the

- passage of medium and large size particles

- underestimation of the well productivity

- underestimation of the well productivity
- narrow applicability range
- creation of a geomechanical reservoir model is required

- underestimation of the well productivity
- narrow applicability range
- creation of a geomechanical reservoir model is required

- reduction of permeability
- cost-effective only for shallow thickness (up to 5 meters)
- low efficiency of the repair and insulation works
- service life is limited (1-2 years for epoxy resins)

- screen erosion
- inefficient for passage small particles
- not applicable in heterogeneous formations
- low reliability
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Wire-wrapped - Compatible with inflow control devices

screens - filtration area is larger than in slotted screens

Wire-mesh - Compatible with inflow control devices
screens - filtration area is larger than in slotted screens
Expandable - Supports the wellbore;

screen - low skin factor

Ceramic screens - Less prone to erosion than metal screens

- Thinnest passage zone

- transport of different sizes particles can be achieved
by controlling the packaging

Wire-wrapped
screens with
gravel packed

- Applicable in long sections (up to 150 m)
- filtration of small and medium-sized particles
- durability
- high reliability

Gravel Pack in the
open hole

- high cost
- screen clogging
- screen erosion
- risk of screen damage during installation
- high skin factor

- high cost
- screen clogging
- screen erosion
- risk of screen damage during installation
- high skin factor

- high cost
- risk of screen damage during installation

- high cost
- screen clogging
- risk of screen damage during installation

- high cost
- screen clogging
- screen erosion
- not applicable formations with a clay content

- sharp decrease in productivity
- complexity of screen creation process
- high cost

Currently, single sand screens (slot or wire-wrapped)
are the most widespread within the oil and gas fields in
Russia.

Regardless of sand control technology that limits sand
production, some of the destructed formation will be
produced from the reservoir into the well. Produced sand
will be accumulated in the well if the flow of liquid or
gas does not transport solids to the wellhead. The
accumulation of mechanical particles in the well will lead
to a gradual filling of perforations and a decrease in
production rate. In extreme cases, it is possible to form a
sand plug and completely stop the well.

It is necessary to determine the nature of the
movement of the sand-liquid mixture to predict accident-
free operation of producing wells.

The main measurement parameters of the developed
procedure for conducting laboratory experiments on sand
packed tubes to establish the effectiveness of the sand
control technology are: the number of suspended
particles in the produced mixture, the particle size
distribution of mechanical particles in the produced
mixture during multi-stage sampling, and the relative
permeability. These parameters make it possible to
comprehensively assess the dynamics of the sand
production process when using any sand control
technology.

As a result of a series of laboratory experiments, it
was established:

1. The number of suspended particles in the produced
mixture depends on the volume distribution of phases in
the fluid flow - filtration of pure oil leads to the highest
suspended solids concentration (SSC). An increase in the
proportion of brine leads to an increase in SSC. Filtration
of gas-oil mixtures leads to the lowest SSC.

2. The number of suspended particles naturally
decreases over time, due to the formation of arched
systems and blocking of pore channels. The process of
reducing SSC over time has been called "stabilization."
The rate of "stabilization" depends on the volume
distribution of phases in the fluid flow:

Water-oil mixtures have a high initial SSC, but over
time the SSC value decreases to 15 — 25 % of the initial
one;

» Gas-oil mixtures have a low initial SSC (compared
to water-oil mixtures), but over time the SSC decreases
only to 45 — 55 % of the initial one.

This phenomenon is associated with turbulization of
the gas phase in the fluid flow high velocities of the gas
phase lead to turbulent flow near the walls of the pore
channel, due to which the separation of particles is more
likely.

3. The increase in pressure drop leads to an increase
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in the number of suspended particles in the produced
mixture. It was experimentally established that with a
quadruple increase in pressure drop (depression), on
average, SSC increases 2.6 times. In this case, depending
on the volume distribution of phases in the fluid flow and
the "stage" of sand production, the SSC can increase by
1.2 to 8 times.

4. A decrease in grain size distribution does not result
in an increase in the number of produced particles when
using wire screens of the same aperture and design. This
is due to an increase in the strength of the sand packed
tubes due to cohesive interaction between particles. In
addition, the decrease in grain size distribution indicates
a high content of clay in its composition, which also plays
the role of a consolidating material in the formation.

5. Oil flow leads to the transport of the ever-
increasing diameter of rock particles due to the high flow
force — over time, the flow of the oil phase entrains and
carries out increasingly large particles. In the fine to
medium part of the grain-size distribution (D25 and D50
of the original composition), the volume distribution of
phases in the fluid flow does not significantly affect the
transport capacity of particles. Water-oil fluids tend to
increase the diameter of the produced mechanical
impurities over time in the area of large grain-size
distribution.

6. Application of mechanical screens leads to a
decrease in the permeability of the system «screen — sand
packed tube». However, the screen aperture and filtration
pressure drop do not significantly affect the permeability.
In most cases, decrease in the permeability does not
depend on the suspended solids concentrations in the
produced mixture and the particle size distribution of the
produced particles, which suggests that the permeability
of the system «screen — sand packed tube» changes
mainly in the remote zone of the formation.

4. 1. Assessment of the Ability of Formation Fluids
to Transport Particles of Different Grain Size
Distribution The complete production of sand
particles can only be achieved by increasing the flow rate
of fluid. To prevent the formation of a sand plug in the
production casing, with a water cut of 4 %, the critical
liquid flow rate should exceed 0.123 m/s, which
corresponds to a production rate of 214 m¥/day.

The increase in water cut will have a beneficial effect
on the transport of sand in the horizontal well due to the
increase in liquid production rate.

The growth of the gas factor, on the contrary, will
negatively affect the mode of sand movement.

The amount of suspended particles in the studied
range (20 — 2000 mg/l) does not significantly affect the
transport of sand in the well. Areas with fixed sand are
observed in the same areas. However, an increase in
suspended solids concentration will lead to faster sand
accumulation and early formation of a sand plug.

Critical velocities for streams with 50 pm and 200 pm
particle diameters are substantially the same. For this
reason, it is not necessary to install well screens with a
small gap size. It is recommended to install wire-wrapped
screens with an aperture of 200 um instead of 150 pm,
which will reduce the pressure drop on the screen and
increase the well productivity.

4. 2. Development of a Combined Method for
Limiting Sand Production Using Swellable Screen
Elements The concept of the method is to use
already existing mechanical screens with the addition of
a gravel-like chemicals. Expandable polymer is required
to prevent coarse sand particles and the mechanical
screen in turn will trap fine particles. The screen can also
be holes inside the base pipe (production string), so that
this element is not an obligatory part of the structure. The
approximate structure of the technology is shown in
Figure 13.

There are three main mechanisms for initiating the
process of sand production. Two of them consist in
violation of petroleum geomechanics due to exceeding
the compressive and tensile strength by shear and tensile
stresses, respectively. The dynamics of sand production
due to tensile stresses, as a rule, is a short-term and local
nature and does not lead to significant consequences
during well operation. The third mechanism is associated
with the volumetric destruction of pore space and is
currently poorly studied due to the complexity of
physical processes and the impossibility of clearly
formalizing the challenge due to too many influencing
factors. In addition, the presence of such a factor as the
migration of microparticles of rocks during the fluid
production in a porous medium should be noted.

According to laboratory experiments, a high pressure
drop leads to selective production of sand particles with
diameters of 1-—20 ym and 40 —200 um. Literature
analysis (61, 62) has shown that particles with a diameter
of less than 50 um do not create sand plugs, since they
are carried out of the wellbore even at low rates, but have
a significant effect on skin factor of the screen.

Figure 13. Scheme of reservoir with wire-wrapped screen
with polymer
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5. CONCLUSION

The paper presents a new concept of using shape memory
polymers with wire-wrapped screens. Results of
integrated modeling, including physical (laboratory),
hydrodynamic and geomechanical, as well as analysis of
the experience of using mechanical and chemical
technologies for sand control in field conditions were
revealed. Shape memory polymer technology will
significantly reduce the suspended solids concertation
during the well operation and will allow to avoid changes
in the structure of the pore space near the bottom hole
formation zone.

Results of the investigation might be presented in the
following aspects:

1. A physical modeling method was developed to
study the sand production process depending on the
simulated operating conditions of the well (water cut,
free gas content, pressure drop, etc.).

2. Author improved a set of mathematical models
describing the process of sand production from the stage
of initiation of violation of the stable geomechanical state
and until the separation of rock particles from the walls
of the wellbore and their further transportation along the
horizontal well.

3. A mathematical model was created using recurrent
neural networks to predict sand production in horizontal
wells. The developed model makes it possible to
determine the relationship between the number of
suspended particles concentration and the main process
parameters (oil flow rate, liquid flow rate, water cut, drop
pressure) and use them to predict sand production.

4. A software module has been developed to
determine the sections of the most probable accumulation
of sand sediment with the calculation of the percentage
of overlap of the inner diameter along the length of
wellbore.

5. Proposed and substantiated is technology of sand
control using shape memory polymer with wire-wrapped
screen, which will allow limited passage of particles with
diameter less than 50 pm, which creates conditions for
non-colmatability of screen while maintaining
permeability.

Directions for future research:

1. The creation of a database of well-founded and
confirmed experiments will make it possible to evaluate
the proposed sand control technologies at the expert
level.

2. The application of the developed technology will
improve the efficiency of wells operation that
complicated by sand occurrence and significantly reduce
the workover operations.

3. The use of the proposed methodological approach
will allow for a better choice of technology for sand
control and will also allow to maintain a geomechanically
stable of the bottomhole formation zone.
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ABSTRACT

The economic production quantity (EPQ) model considers the production rate, demand rate, setup costs,
holding costs, and shortage costs to find the production quantity that minimizes the sum of these costs.
The goal is to balance the costs associated with production, holding inventory, and potential shortages.
In this paper, two objectives include the costs of production and ordering and others in a separate
objective function. In the objectives of the other costs, The cost of storage space as a supply is defined
to be minimized. This study considers scrap and reworks in the EPQ model. This inventory model
accounts for many items on a single machine. The production capacity is reduced, and there are shortages
when only one machine exists. By determining the quantities of the products produced by the
manufacturing facility, the storage space for each product, cycle time, and product scarcity, we can
reduce both the overall cost and the supply cost of warehouse space due to non-linearity and the inability
to solve commercial software in large dimensions, a multi-objective meta-heuristic algorithm, namely
the non-dominated sorting genetic algorithm (NSGA-I1), is used. The findings are further validated using
the non-dominated ranking genetic algorithm (NRGA). Also, the obtained Pareto front is studied with
several indicators. To perform these two algorithms at the best condition, we employed the Taguchi
approach and related orthogonal arrays and performed algorithms for each array considering several
factors. Also, to validate the mathematical model, we used the augmented epsilon-constraint method
executed in the GAMS environment. It is clear that GAMS commercial software yields better results;
however, these two algorithms are justifiable when the problem becomes bigger. Finally, by performing
a sensitivity analysis for these indicators and the objective functions, the behavior of the proposed
algorithms is compared and examined in detail. Also, the superior algorithm is chosen using the TOPSIS
as a multi-criteria decision-making method. Numerical examples show how the presented model and the
proposed algorithms may be used efficiently. A surveying literature review clarifies that the related
objective functions, constraints, and solution approaches have not been investigated until now.
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NOMENCLATURE
d; Demand for the i-th product A Setup expense for producing a batch of the i-th product
b; Production rate of the i-th product ts; Duration of machine setup to manufacture the i-th product
u; Paulty products of the i-th product o; Supply cost per unit of storage space
V; Product backorders as a percentage of its shortfall fi Space occupied by each unit of the i-th product
. . . s For each cycle (i =1, 2,..., n), the size of the
¢ Manufacturing cost per unit of the i-th product q; manufacturing lot for the i-th product
k; Reworking the costs per item of the i-th product T=0 Cycle’s duration
h; Price per item and holding time for the i-th product N=0 Cycles per year, number
b, Backorder price for the i-th product X.20 Continuous random variable represents the product’s
storage space.,
S¢; Scrap percentage of the i-th product 5,20 Overall shortfall amount for the i-th product of the cycle
H, After normal manufacturing ends, the product’s maximum H™ Final amount of available inventory for the product

amount of inventory

1. INTRODUCTION

Inventory control is crucial for maintaining inventory
levels and minimizing system costs. It ensures that an
organization’s existing items are available for
production, distribution, sales, and engineering
operations management departments, considering factors
like time, location, quantity, quality, and cost. Inventory
control includes raw materials and products stored in the
warehouse. Operations management involves designing
and managing products, processes, services, and supply
chains. It includes strategic, tactical, and operational
levels.

Improving competitive power and
comprehensiveness in supply chains is essential for
efficient systems. Although the economic production
quantity model is often used in inventory management
and manufacturing, it is crucial to investigate if damaged
goods are included in inventory models. This study
investigates the economic production quantity (EPQ)
model during production periods for different time
components, shortages, and lost sales, focusing on
production costs, ordering, and storage space.

However, the EPQ model is specifically designed for
situations where items are produced or manufactured
rather than simply ordered. It is often applied to scenarios
where production rates are finite and may vary. The EPQ
model takes into account factors such as production rate
constraints, setup costs, holding costs, and demand for
the product. The key components of the EPQ model
include:

e Demand: The rate at which customers are
requesting the product.

e Setup (or production) cost: The cost associated
with setting up the production process, including the
cost of preparing the machinery, changing tools, etc.

e Holding (or carrying) cost: The cost of holding
or storing inventory, including expenses related to
warehousing, insurance, and potential obsolescence.

e Production rate: The rate at which units are
produced.

The goal of the EPQ model is to find the production
quantity that minimizes the total cost, taking into
consideration the trade-off between setup costs and
holding costs. The formula for the Economic Production
Quantity is derived based on mathematical optimization
techniques, and it helps businesses determine the most
cost-effective production quantity to meet demand.

This paper’s remaining sections are organized as
follows.. Section two scrutinizes the related literature
review meticulously. The mathematical formulation of
the issue is covered in section 3. The methods for the
solutions are in section 4. Section 5 deals with the
solution and comparison of numerical instances. The
conclusion and some recommendations for more research
are included in section 6. References are also included in
section 7.

2. LITERATURE REVIEW

Cunha et al. (1) examined the economic production
quantity model with partial backordering and a discount
for batches of subpar quality. Shah and Vaghela (2)
created and refined a flawed production inventory model
for time- and effort-dependent demand under inflation
and optimum dependability. Taleizadeh et al. (3)
developed sustainable economic output quantity models
for shortage inventory systems. Al-Salamah (4)
investigated how much economic production might be
produced in a manufacturing process that included faults
and configurable synchronous and asynchronous rework
rates. The economic order quantity (EOQ) and EPQ
inventory models with two backorder charges were
developed by Lin (5) using analytical geometry and
algebra. Marchi et al. (6) examined the economic
production quantity model. It includes learning
production, quality reliability, and energy efficiency.
The EOQ and EPQ inventory models with partial
backorder issues were studied by Thinakaran et al. (7).
For the economic output quantity and the joint economic
lot size, Zavanella et al. (8) considered energy. To resolve
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an EPQ maodel for an inefficient manufacturing process,
De et al. (9) employed a game-based approach and a
neutrosophic fuzzy method. Ganesan and Uthayakumar
(10) created EPQ models for a flawed manufacturing
system that considers warm-up production runs,
shortages during hybrid maintenance periods, and partial
backordering.

Guha and Bose (11) presented the EPQ in Batch
Manufacturing with imperfect quality and non-
destructive acceptance sampling. Insights from an EPQ
model were investigated by Hauck et al. (12) on the
impact of early inspection on the functionality of
production systems. According to Kalantari and
Taleizadeh (13), mathematical modeling may be used to
find the best replacement for failed items in an EPQ
model with several shipments. In 2020, that was
formulated by Nobil et al. (14). An economic production
quantity inventory model with discrete delivery orders,
common production standards, and budgetary constraints
for several items produced on a single machine. The
Development and Solvency were reported by Rahaman
etal. (15).

The production model in terms of amount under
arbitrary commands both with and without deterioration.
Acrtificial bee colony optimization was the basis for
Rahman et al.’s (16) synergetic analysis of the fractional-
order economic production quantity model. Economic
output quantity models that are sensitive to forecasting
maintenance and modified later on. An economic
production quantity model for three tiers of work was
designed by using the Weibull distribution degradation
and shortage. Bose and Guha (17) looked at the economic
production lot size under the conditions of low quality,
online inspection, and inspection errors. A comment on
the cost comparison method used to address the EOQ and
EPQ concerns.

Using fuzzy geometric programming (GP), different
fuzzification and defuzzification approaches, and an
unconstrained multi-item model, Kalaiarasi et al. (18)
claim that this model was optimized. Moghdani et al. (19)
considered a multi-item fuzzy economic production
quantity model with multiple deliveries. Shekhawat et al.
(20) looked at the EPQ model for deteriorating items with
a Weibulleterioration rate throughout the finite time
horizon. To solve a multi-product, single-machine EPQ
inventory model utilizing GP mode, Kalaiarasi et al. (21)
employed Python.

A quantitative model of economic production with a
fluctuating energy price has been constructed. Nobil et al.
(22) considered a setup time/cost function for a multi-
product imperfect manufacturing system and an
economic production quantity inventory model. Priyan et
al. (23) examined a cleaner EPQ inventory model with
synchronous and asynchronous rework procedures and
investments in green technologies. Edalatpour et al. (24)
integrated sustainability concerns with pricing and
inventory decisions for degrading items. Also, some

researchers studided other aspects of EPQ issue (25-27).
Figure 1 illustrates the number of papers published in this
regard.

According to the considerable literature on the
economic production quantity model, it is evident that
interest in the topic of an incomplete production system,
a problem that affects real-world manufacturing, is still
expanding. Since the model created in this work is
challenging to solve analytically, Pareto fronts are
discovered using a non-dominated sorting genetic
algorithm (NSGA-II) and the non-dominated ranking
genetic algorithm (NRGA).

3. PROPOSED MATHEMATICAL MODEL

In this section, the assumptions of the proposed model
are explained first, and then the parameters and variables
are defined; in the following, the problem’s mathematical
model and the constraints’ definition are discussed in
detail.

3. 1. Assumptions The main assumptions of the
proposed model are as follows:

o Considering a manufacturing system with flawed
production procedures.

e At a rate of u; i=1,2,...,n every cycle, incomplete
objects of n various sorts are produced, and among
these goods, the SC; part is considered to be junk,
while the other portion may be reworked.

e In each cycle, most parameters are seen as
unknown.

e The parameters are produced randomly using
uniform distributions in the respective ranges for
various issues.

e One machine is used to make all of the goods.

e All things are believed to have a certain cycle
length, T1=T, =...=T=T.

e Assume that the number of goods produced
corresponds to a corresponding demand in every
cycle, with a production rate of pi per cycle.

Histogram of Research Works on Economic Production Quantity Models (1980-2023)
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Figure 1. Histogram representing the number of papers
published in this regard
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e |t is assumed that the number of goods produced,
which corresponds to a corresponding demand, di,
in every cycle, has a production rate of p; per cycle
for the i-th item.

e At the end of the rework period, we expect that all
reworkable objects will be reworked, and one part
will be left behind as scrap

o We expect all of the reworkable objects to be
reworked, and a m; part will be left behind as scrap
after the rework period.

e Producers use the same resource for production and
rework simultaneously.

e The budget and capacity for the standard
manufacturing system are limited, and some
shortfalls are being backordered. The fundamental
concept of the EPQ inventory model with the
rework process is that the production rate of fewer
defectives must always be more than or equal to the
demand (28). The production cycle length is
determined as the average of the good and
incomplete item production up times (¢! and ¢35,

respectively), the reworking time (.2), and the
good and incomplete item production downtimes (
¢3 and ¢+, respectively).

5 .
=2 ®

Jj=1

Figure 2 depicts the cycle time for each product since
all products are produced on a single machine with a
limited capacity. This has led to the following equations:

t! :ﬁ_—vfsi )
"o (1_”i _SCi)pi —d,

S
t,.1 :ui% 3

4q; *f 4)

s
H!

(=mpi~d;

5 h

t-w-som-t | !
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t Elz t t
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Figure 2. On-hand inventory for perfect quality items

t=— ®)

= (6)
(1_ui _Sci)pi -d;
Thus, based on Equation 1, the length of the cycle for
a single product is as follows:

Hl-=((1*Ui*5Ci)pi7di)%f7Visi (7)

S

H™ =H,-+“i((1_mi)p"_d")q7i

b;
(8)
H™ :((l—sci —m[ui)pl. —(1+u[)di)q—i—visi
b;
e (1-v;)s; +(1—sc; —mu; ) q; ©)
di
. Td, -(1-v;)s;
4= (1-sc; —mu;) (10)
3. 2. Function of the Total Cost The following
describes the model’s total cost function:
TC=CA+CP+CR+CH+CB+CL (11)

3.2.1.Setup Cost
annually.
As a result, the yearly setup cost is as follows:

A setup costs and occurs N times

CA=3 NA (12)
(13)

3. 2. 2. Production Cost The sum of the total
production cost is the sum of the production costs per unit
and quantity per period for all i-th commodities,
respectively of manufacturing annually:

14
CcP :—ZC,.q,. (14)
TiF

3. 2. 3. Rework Cost  k; reflects how much of the i-th

product has to be changed. The sum of the rework cost
per unit of the i-th product is what is referred to as the
annual rework cost. The year of work may be determined
by multiplying the total cost by N. The cost of this shared
insurance is as follows:
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1 n
==>kuq’
T;: iU (15)

3. 2. 4. Holding Cost The holding costs of the
inventory system for independent and collaborative
production strategies expressed in Equation 16 as shown
in Figure 1,

-3 () B ) I 0)) g

3. 2. 5. Backorder Cost Related to Figure 1,
expressions 17 and 18 indicate the back-ordered and lost
selling expenditures for each cycle.

:%gbivisi (¢ +¢7) 17)
1 n
CL:ﬁZIi(l—vi)si (18)
i—1

3. 2. 6. Lost Sale Cost As a consequence, the
model’s objective function is as follows:

TC=CA+CP+CR+CH+CB+CL
1& 1Z 1&

==Y A+=> ;g0 +—» kugqg’
TZ:, , Tzl 4 T; ua;

e e ] I
i=1

+%§bivis,. (tf +tf)+—

3. 5. Cost of Storage Space as a Supply The
supply cost of a warehouse is determined as the product
of the supply cost per storage space and the continuous
random variables X, representing the storage area of a

particular product, respectively.

G=2 0X, (20)

3. 6. Constraints The related constraints are as

follows:

3. 6. 1. Capacity Constraint In collaborative
production systems that include rework, the combined
production, rework, and setup times need to be less than
the cycle time. In our issue, T must be less than or equal

to i(ff+ff+ff5)+zn:fs.-' As a result, this is the capacity-
i=1 i=1

constrained model:

Y(eh #7467+ Des <T (21)

Equations 2, 3, and 6 give the capacity constraint model
as follows:

1 Td, —

D(1+y;)

e B Sl ol B <T
= (1-sc; mu) ,+Zts (22)

3. 6. 2. Budget Constraint Given that the entire
budget is W, the manufacturing quantity is represented,

and the i-th is reworkeduq;. The current budget
constraint is as follows:

n

> (ciaf + gy ) <w 23)

i=1

3. 6. 3. Service Level Constraint For the service
level constraint, the i-th product’s annual demand, safety
margin for allowable shortage, period-by-period shortfall
amount, and several periods are, in that order: S;, d;, SL,
and N. The current service level limitation is as follows:

n S.
L <SL

;T 7] (24)

Constraints 22-24.

3. 6. 4. Warehouse-Space Constraint There is

definite room in the warehouse to keep the goods.

fIHImax <X (25)

3.7.Final Model

1 Td,.f(lfv,.)si_*_

MinZ:lZn:A‘ +?Zq

= (1-s —my;)

*Z " ﬁ 2
1 Td,—(1-v;)s;
Td,—(1-v,)s; ~ Vs, .
(1-sc;—mu;)p;  (1-u;—sc;)p, —d,
d.
{(1 —0.5u; —sc; —0.5mu; ) —(1 +0.5ui)p—:j (26)
(Td, - (1-v/)s;) Y
((1=sc,~mu;)p;)
Td,—(1-v;)s;
u—t - U
"(1-sc; —muy;)p;
1 Td, - (1-v,)s, ’
o (((1—56,—m,.u,.)pi—(1+u,)d,.)) m -v;s;

ViSi Asa-
+Evas( 7di]+2T§Ii(1 v,)s;

d; (1*11,' *SCI')P,'
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n
MinG=30,X,

i=1

s.t.

Td; —(1—v,.)s.

(c; +k,.u,.)(( ’)sz (27)

s

I
[N

1-sc, —mu;

Td,-(1-v,)s,

ﬁ[((l—scf—m.-uf)pf—((1+ul>d,v))[( ]]x (28)

1-sc;—mu;)p

4.SOLUTION APPROACHES

In terms of approaches to solutions For reactive berth
allocation and scheduling at maritime container ports in
reaction to disturbances, Dulebenets (29) took into
consideration a dispersed memetic optimizer. An
adaptable polyploid memetic algorithm was also
considered by Dulebenets (30) for truck scheduling at a
cross-docking terminal. In multi-objective settings,
Pasha et al. (31) used a factory-in-a-box to look at precise
and metaheuristic algorithms for the vehicle routing
issue. Singh and Pillay (32) considered analyzing ant-
based pheromone spaces for generating perturbative
meta-heuristics. The development of precise and
heuristic optimization techniques for safety enhancement
projects at level crossings under competing goals was
considered by Singh et al. (33). Chen and Tan (34)
provide a quick, self-adaptive, efficient fireworks
approach for large-scale optimization. An effective
multi-objective  metaheuristic  algorithm  for the
sustainable harvest planning issue was considered by
Fathollahi-Fard et al. (35).

4. 1. Augmented Epsilon-Constraint Method The
augmented epsilon-constraint method is a technique used
in multi-objective optimization to handle constraints in
the optimization process. Multi-objective optimization
involves optimizing multiple conflicting objectives
simultaneously, and constraints are conditions that must
be satisfied for a solution to be considered feasible.

In the augmented epsilon-constraint method, the idea
is to transform the constrained multi-objective
optimization problem into an unconstrained one by
introducing additional variables and constraints. The
method is particularly useful when dealing with problems
where finding feasible solutions is challenging.

Here's a basic overview of the augmented epsilon-
constraint method:

e Original Problem: Let's say you have a multi-
objective optimization problem with objectives

f1(%), f5(%),- f,(x) , and constraint functions,

91(x),95(x),...g, (x) where x is the vector of
decision variables.

e Introduce Slack Variables: Introduce slack

each constraint. These slack variables are non-
negative and measure how much a solution violates
a particular constraint.

e Transform Constraints: Transform the original
constraints into equality constraints using the slack
variables. The transformed constraints may look
like this:

g:(x)+&=0 i=12,.,p Where ;>0

e Augmented Objective Function: Modify the
objective functions to penalize violations of
constraints. The augmented objective function may
include a penalty term that depends on the slack
variables:

. F(x)=(ﬁ(x),f2(x),...,fm (x)), AL el 62,...,/1p ep
Here, 4;,4,,..,4, are penalty coefficients.

e Optimization: Solve the augmented unconstrained
problem using a multi-objective optimization
algorithm. The algorithm seeks to optimize the
augmented objective function, and the penalty
terms encourage the optimization process to find
solutions that minimize violations of constraints.

e Post-Processing: After obtaining solutions from
the augmented problem, analyze the trade-offs
between conflicting objectives and check the values
of slack variables to ensure constraint satisfaction.

The augmented epsilon-constraint method helps
convert a constrained multi-objective optimization
problem into a form that can be addressed by standard
multi-objective optimization algorithms. This approach
allows for a more flexible and efficient exploration of the
solution space in the presence of constraints (36).

Hybrid multiobjective optimization problems involve
single-objective  optimization using  multicriteria
decision-making  methods and  single-objective
evolutionary algorithms (SOEA) like NSGA-II, NRGA,
and MOPSO for finding Pareto optimal fronts in a single
simulation run.

4. 2. NSGA-II Deb et al. (37) developed the NSGA-
I, a GA-based multi-objective optimization technique.
They created a random parent population of size (nPop),
assessed objective values, and sorted using the
nondomination method. They selected two individuals
and formed a new offspring population with nPop + n
sizes. The NSGA-Il implementation produced non-
dominated Pareto-optimum solutions.

4.3.NRGA The NRGA works identically to NSGA-
I1, except for selecting and reproducing the parents in the
mating pool. Before using the Pareto-based population-
ranking approach, one of the fronts is chosen using the
ranked-based roulette wheel (RBRW) selection operator,
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initially proposed by Al Jadaan et al. (38, 39). The
Pseudo-code of the NSGA-I1I stated in Figure 3.

The next step is to choose one option from the
candidate front using the same method. Consequently,
the chances of picking a solution inside the best non-
dominated set of the initial front are greatest. In contrast,
solutions inside a set of the second front have lower
probability, and so on.

4. 4. Algorithms’ Characteristics

4. 4. 1. Chromosome Structure Chromosomes
are gene collections arranged in a specific order.
Designing an appropriate chromosomal structure is
crucial for algorithm execution. The study’s
chromosomal solution is represented as a 2n matrix,
displaying storage space, low supply, shortfall, and
storage locations for each commodity. Figure 4 shows
this graphically.

4. 5. Algorithms’ Mechanism This part explains
the crossover, mutation, evaluation function, and stop
criteria of the two algorithms’ four key characteristics.

4. 5. 1. Crossover Operator A crossover process
involves DNA switching between parent chromosomes,
creating better chromosomes and favorable genes for
offspring. This study generates offspring using linear
chromosome vectors and arithmetic crossover operators
with a random weighting factor

offspring, = ax parent, +(1—a)><parent2 (29)
offspring, = (1 - a) X parent; +ax parent, (30)

4. 5. 2. Mutation Operator Mutation preserves

1. Create Npop random solutions (Initialization)
2. Determine the values of the objective function for the first
solutions.
3. Determine rankings for the solutions using Goldberg’s
ranking method
4. Determine the crowding distance.
5. While stop requirements are not met
a. Create the mating pool and add individuals to
it using binary tournament selection.
b. To the mating pool, apply the crossover and
mutation operators.
c. To the new solutions’ objective function values.
d. Combine the existing populace with the newly
developed solutions.
e. Determine rank using the Goldberg’s ranking
method.
f. Determine the crowding distance.
g. Group people and choose superior options.
Stop while

Figure 3. Pseudo-code of the NSGA-II

X[X X,..X,
S;| S1 Sp... 8,

Figure 4. Structure of a chromosome

genetic diversity in populations, protecting against data
loss. In this regard, firstly, we chose a normal random
variable, then by substituting in Expression 32 regarding
y between zero and one, we obtain # after that if g is

positive Expression 34 is regarded else Expression 36 is
taken into account. Note that Upperbound is one and
lowerbound is zero; they are updated during algorithm
processing.

z~ Normal(0,1) (31)
B=tanh(yxz) (32)
if p=o0 (33)
offspring = parent + 3x(Uperbound — parent ) (34)
else (35)
offspring = parent + [ x ( parent — Lowerbound ) (36)

4. 5. 3. Controlled Elitism In the NSGA-II, elitism
is regulated to balance maintaining high-quality solutions
and preserving diversity in the population. This is crucial
because excessive elitism can lead to premature
convergence (where the algorithm converges to sub-
optimal solutions early). In contrast, insufficient elitism
can lead to a loss of good solutions.

4. 5. 4. Evaluation The fitness of chromosomes in
each generation is assessed using the optimization
model’s objective function. However, the inventory
model has four limitations, making synthetic
chromosomes unlikely. A penalty function is used to
increase the likelihood of constraint violations, defining
the penalty and fitness function.

4
E
—L If the ch inf easibl i

Penalty function= ; 2 If the chromosome e inf easible region (37)

0 If the chromosome e feasible region

Fitness function = Penalty function + Objective function

4. 5. 5. Stopping Criterion A stopping condition in
the MOEA leads to Pareto-optimal solutions, eliminating
the need for mutation and crossover operators. After a
certain number of generations, algorithms are believed to
be finished. Finding an early perfect solution requires
both the NSGA-1I and NRGA algorithms in MATLAB
8.20 and statistical techniques.
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5. NUMERICAL RESULTS

In this step, twenty test problems are regarded, ranging
from the size of the two products to twenty products.
Also, related parameters are generated randomly
following uniform distribution between associated
bounds. Table 1 displays the ranges’ of numerical data.
Firstly, we report solutions obtained by GAMS
commercial software for all twenty test problems as the
best-quality solutions. For the augmented epsilon-
constraint method, this approach outperforms two other
solution approaches regarding the quality metric index.
Thus, we did not consider it. The number of Pareto front
solutions oscillates between 400 and 500. However, for
other criteria, no specific trend exists. However, the
Pareto front curve is the best compared to other methods,
and convexity is outward.

To perform in the best condition regarding two
metaheuristic approaches. We chose six factors for each
of the three levels. Table 3 shows the factors and related
levels. Then, using Minitab software, we generated
orthogonal arrays, and for specific levels, we obtained the
metrics mentioned above. We obtained weighted values

after normalizing the solution and determining positive
or negative indexes. At last, the distance from the
maximum value of weighted sum values is computed.
The distance from the maximum as the best solution
should be minimized. Tables 4 to 5 show the numerical
results, and Figures 5 to 6 show the optimum level of
regarded factors (less response value is better).

We used the Topsis approach, a multi-attribute
decision-making approach, to decide which algorithm
was better. Results show that the NRGA outperforms the
NSGA-Il regarding related indexes. For further
information refer to literture [32].

TABLE 1. Parameter range
A ~uniform [500 1900]  m ~uniform [0.02 0.04] b ~uniform [5 33]
¢ ~uniform [6 34] u ~uniform [0.05 0.25] | ~uniform [129]

d ~uniform [150 1000] k ~uniform [1 15] ts ~uniform

v ~uniform [0.5 0.7] h ~uniform [230]  [0.00030.0007]

sc~uniform[0.045 0.065]  p ~uniform [5000 f ~uniform [25]
12000] 0 ~uniform [3 10]

W=20000000 SL=0.99999

TABLE 2. Problems vs. obtained indexes related to the augmented epsilon-constraints method executed by GAMS commercial

software
Pareto front metric Objective function mean values Computational

Problem -

No. of non-dominated solutions Spacing metric Mean z; Mean z, time
1 429 6.0161 33020.6 11022.1 711
2 491 6.2039 68276.68 7271.221 201
3 329 0.08952 109109 13461.52 229
4 492 5.7082 126659.1 17500.58 270
5 490 6.0684 156536.3 20625.78 256
6 389 7.2765 190277.9 34970.78 271
7 490 3.927 223838.8 32008.53 309
8 492 4.1316 225652.9 25609.38 345
9 491 3.1453 206231.8 30771.12 318
10 2 0 151504.9 145595.4 37
11 1 0 176127 1119.57 20
12 1 0 205488.2 1190.5 20
13 1 0 177252.2 1432.92 20
14 Infeasible
15 492 2.1907 351029.9 49065.39 338
16 490 1.856 401399.8 54128.24 435
17 489 2.0345 449593.3 59183.4 539
18 491 1.8456 424752 77587.54 533
19 489 1.563 521761.7 62907.14 417
20 490 1.6378 470140 62391.54 332
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TABLE 3. Considered structural parameters and levels of e
both algorithms o0 " " '
Levels ! I i\
Factors ! RN
1 2 3 003 / — \ 1 ‘." I\I ‘I
| [ \
nPop 30 50 70 4 \-\ \ \ [ \
0.0 :"‘. 4 ) \l “ "\ ‘
MaxIt 30 50 70 ] \ \ ¢ \‘.‘
/ \ » I\ | |
pCrossover 0.3 0.5 0.7 / \ \ L \
a7 ® » I‘|I \
pMutation 0.3 0.5 0.7 L *
Gamma 0.3 0.5 0.7 wel 0 [ I
ControlledElitisimParameter 0.3 0.5 0.7

Figure 5. Levels vs. response values related to the NSGA-11
algorithm (less response value is better)

TABLE 4. Orthogonal arrays vs. obtained indexes related to the NSGA-II

Pareto front metric Objective function mean values
Array Computational time
Number of non-dominated solutions Spacing metric QM Mean z; Mean z,
1 18 2.18 1 5.37E+06 1.73E+05 2.385609
2 6 1.92 0 5.75E+06 1.51E+05 2.827144
3 6 1.35 1 4.59E+06 1.56E+05 2.868053
4 7 1.25 0 3.65E+06 1.27E+05 5.840853
5 7 1.74 0 3.39E+06 1.22E+05 6.133792
6 4 0.44 1 2.00E+06 7.32E+04 6.862424
7 4 0.94 1 2.19E+06 7.37E+04 12.0195
8 2 0 0 1.21E+06 3.96E+04 12.77704
9 1 0 1 6.85E+05 2.38E+04 13.75613
10 15 0.57 0 3.51E+06 1.27E+05 10.614
11 1 0 1 2.37E+06 8.86E+04 11.75421
12 12 1.226 0 4.49E+06 1.47E+05 13.51858
13 19 2.38 0 4.20E+06 1.52E+05 13.30175
14 7 1.59 1 3.28E+06 1.03E+05 14.68792
15 6 0.93 0 2.80E+06 8.92E+04 15.39808
16 4 0.63 1 2.54E+06 8.74E+04 18.23107
17 5 1.75 0 3.07E+06 1.09E+05 17.88389
18 1 0 0 1.48E+06 4.86E+04 21.27136
19 7 147 1 3.87E+06 1.37E+05 18.79754
20 2 0 0.22 3.17E+06 1.11E+05 19.69584
21 4 1.076 0.2 3.00E+06 1.01E+05 19.88637
22 1 0 1 2.31E+06 7.88E+04 29.65523
23 4 121 0 2.21E+06 7.79E+04 29.67642
24 2 0 0 1.42E+06 5.02E+04 32.4939
25 11 1.13 0 3.13E+06 1.05E+05 32.45348
26 4 0.066 0 2.38E+06 8.18E+04 34.08444
27 2 0 1 9.92E+05 3.22E+04 42.43041
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TABLE 5. Orthogonal arrays vs. indexes related to the NRGA
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Pareto front metric

Objective function mean values

Array Computational time
Number of non-dominated solutions Spacing metric QM Mean z; Mean z,
1 21 2.14 0 7.01E+05 1.88E+05 2.628553
2 12 1.39 1 4.66E+05 1.40E+05 2.805269
3 8 0.88 0 6.22E+05 1.92E+05 2.751699
4 16 0.913 1 2.71E+05 9.74E+04 6.375257
5 2 0 1 3.38E+05 1.02E+05 7.816881
6 8 2.39 0 4.64E+05 1.44E+05 6.523603
7 3 1.7 0 3.10E+05 9.70E+04 14.80842
8 2 0 1 1.06E+05 3.51E+04 13.41777
9 1 0 0 7.08E+04 2.39E+04 15.72957
10 5 111 1 2.93E+05 1.04E+05 12.59192
11 3 0.006 0 4.04E+05 1.32E+05 15.59124
12 4 0.88 1 2.96E+05 1.03E+05 13.4974
13 12 1.53 1 4.04E+05 1.26E+05 17.41597
14 11 1.43 0 3.94E+05 1.24E+05 15.31773
15 1 0 1 2.31E+05 7.77E+04 15.9429
16 2 0 0 2.65E+05 9.03E+04 18.27887
17 1 0 1 1.79E+05 6.76E+04 23.95663
18 2 0 1 7.97E+04 2.63E+04 32.82435
19 22 0.71 0 4.53E+05 1.54E+05 22.75148
20 8 142 0.77 2.95E+05 1.14E+05 24.62209
21 4 1.92 0.8 3.01E+05 9.90E+04 21.58282
22 4 0.94 0 2.67E+05 9.48E+04 34.73219
23 1 0 1 1.10E+05 3.49E+04 42.13635
24 1 0 1 9.14E+04 2.80E+04 40.36455
25 8 0.55 1 2.41E+05 8.30E+04 37.56112
26 2 0 1 1.13E+05 3.77TE+04 39.72398
27 2 0 0 1.19E+05 3.82E+04 53.15664
TABLE 6. Problems vs. obtained indexes related to the NSGA-II
Pareto front metric Objective function mean values
Problem Computational time
Number of non-dominated solutions ~ Spacing metric QM Mean z; Mean z,
1 3 1.5089 1 1.72E+05 6.97E+03 11.99048
2 10 0.75766 0.21622 9.80E+05 1.27E+04 11.09406
3 11 0.88645 0.44 4.25E+06 1.28E+04 13.00945
4 13 0.80206 0.20588 3.90E+06 2.34E+04 12.14553
5 12 1.0162 0.083333 4.89E+06 2.37E+04 13.08017
6 9 0.87584 0.29167 6.70E+06 3.27E+04 11.87017
7 11 0.95535 0.19355 9.09E+06 3.91E+04 11.83453
8 11 0.84226 0.91667 6.78E+06 31495.19 12.17597
9 14 1.1263 0.34286 7.07E+06 46441.94 12.5615
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10 10 0.69828 0.34783 9.34E+06 55771.99 12.04777
11 11 1.0172 1 1.11E+07 59469.65 12.2284
12 11 1.1176 1 1.19E+07 59824.82 12.26202
13 10 0.79429 1 1.37E+07 67954.2 12.0311
14 12 0.71965 1 2.00E+07 73020.04 12.36023
15 9 1.364 0.29412 2.52E+07 90003.51 11.13272
16 12 1.8151 0.90909 2.67E+07 103629.3 11.90267
17 12 0.7592 0 2.27E+07 106882.5 11.68452
18 10 0.61745 1 1.89E+07 115649.1 12.14915
19 10 1.2073 0 3.96E+07 112046.6 11.08706
20 9 0.37443 0.28 3.46E+07 126621.2 11.36034
TABLE 7. Problems vs. obtained indexes related to the NRGA
Pareto front metric Objective function mean values
Problem Computational time
Number of non-dominated solutions ~ Spacing metric QM Mean z; Mean z,
1 6 1.4405 0 17220.22 6971.906 34.33418
2 36 2.2765 0.78378 97960.15 12584.02 20.96036
3 36 0.93509 0.56 415115.9 13117.35 20.67863
4 35 1.4365 0.79412 394099.5 22696.6 21.08452
5 35 1.4198 0.91667 485820.9 23265.65 21.11902
6 34 0.83329 0.70833 678311.7 31882.03 21.18444
7 35 0.95884 0.80645 882258.1 39061.81 21.10709
8 33 1.5107 0.083333 671786.3 32377.67 21.0122
9 35 0.86176 0.65714 680924.6 47891.94 20.27082
10 35 1.0508 0.65217 950517.3 56985.32 20.27982
11 34 1.4061 0 1135262 66045.51 20.00956
12 33 1.1839 0 1231447 64292.26 20.86337
13 36 1.9886 0 1462616 77532.3 19.67027
14 29 2.0254 0 2152912 91681.01 19.55916
15 33 2.5172 0.70588 2604750 89019.46 19.9761
16 34 2.4407 0.090909 2675543 109897.8 19.36939
17 7 2.3533 1 1949359 88772.28 20.74752
18 15 1.9437 0 2098233 115609.2 19.69793
19 3 1.1994 1 3200771 104068.1 20.23629
20 32 2.1377 0.72 2996309 134638.6 18.99066
TABLE 8. Topsis final score decision matrix
Indexes
Alternatives No. of non-dominated solutions Spacing metric QM Mean z; Mean z, Computational time
NSGA-II 0.74 0.72 0.7 0.495
NRGA 0.67 0.69 0.72 0.86
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Figure 6. Levels vs. response values related to the NRGA
algorithm (less response value is better)

Figure 7 shows the obtained Pareto front by three
approaches. Solving problem shows that the best quality
is related to the GAMS commercial software (the
augmented epsilon-constraint). The NSGA-II yields
more Pareto solutions; however, NRGA solutions are
closest to the ideal point (origin). As a whole, the conflict
between objective functions is strongly evident.

1.40E+05
1.20E+05 \

1.00E+05

8.00E+04 @ NSGA-II
NRGA
6.00E+04
GAMS

4.00E+04
2.00E+04

0.00E+00
0.00E+00 5.00E+05 1.00E+06 1.50E+06 2.00E+06 2.50E+06

Figure 7. Obtained Pareto front regarding two meta-
heuristic algorithms (NSGA-II and NRGA) and GAMS
(augmented epsilon-constraint method)

6. CONCLUDING REMARKS AND SUGGESTIONS

This study utilized a partial back ordering, rework, and
garbage EPQ model to minimize manufacturing facility
costs and warehouse space supply costs. We investigate
two separate objective functions regarding operational
constraints. Regarding the research literature gap, we
contributed our novelty (developing the mathematical
model and using solution approaches). First, the best
solutions obtained by GAMS software were presented
using the augmented epsilon-constraint method. Due to
the complexity of the related model, The model was
solved using the NSGA-II and NRGA approaches.

Various Pareto front indexes were considered, and we
tuned the structural parameters of these two algorithms
using the Taguchi method. Numerous test problems were
investigated and reported all of them meticulously. The
obtained Pareto front confirms the conflict between
objective functions. Topsis method was used to specify
the best approaches. As a whole, GAMS yields the best
quality solutions. However, in a large size, the two
aforementioned algorithms are justifiable.

Future research should consider using various meta-
heuristics, comparing performance metrics, accounting
for uncertain parameters, and considering multi-product
systems with multiple stages and product limits.
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1. INTRODUCTION

Small and Medium Enterprises (SME) are one of the
most important factors of economic development and
their importance in regional economic growth (1).
National development in today's world cannot be
imagined without considering foreign trade. According
to the review of the economic and financial
developments of the world after the industrial revolution,
the developed countries managed to enhance their
political and economic power by using the important and
influential part of export. Exports contribute significantly
to the development of a country's economy in the present
era, and all governments are aware of its economic
impact (2). Nowadays, small and medium-sized
enterprises (SMEs) have to deal dynamically and
innovatively with the challenges caused by the
liberalization of trade worldwide and globalization.
SMEs have a low export share and low competitiveness
to be present in foreign markets, especially in the face of
large market powers, due to their small sizes (3, 4).
There are usually problems faced by SMEs in
exporting to foreign markets. SMEs may lack the
necessary knowledge and financing, fail to meet foreign
regulatory requirements, and produce products of
inadequate quantity or quality for foreign buyers among
many other potential problems (5). Accordingly, they
must take measures to survive in this fast-paced
movement. Cooperation between SMEs and the
formation of export consortia are some of the solutions to
these problems (6). SMEs can significantly increase their
export potential and reduce the costs and risks of
penetrating international markets by combining
knowledge, financial resources, and connections in the
form of an export consortium. Export consortia provide
a wide range of services from basic administrative
services to those that improve the production structure in
the form of medium-term to long-term strategic
cooperation to provide specialized services to facilitate
access to foreign markets (7). Lack of proper
organizational support, weak judicial and legal systems,
non-adherence to written and approved regulations, and
increasing costs caused by uncertainty and lack of
credibility can be solved by forming consortia (8-11).
Service-oriented approaches should prevail, current and
emerging markets should be developed, a new
organizational system should be adopted, and business
networks in the country should be investigated, created,
analyzed, and developed due to recent economic
developments and to take advantage of their benefits
(12). Thus, the export capability of SMEs can be
improved and the basis for developing and expanding
their activities, generating income, improving the

1 www.unido.org(2005)

quantity and quality of products, increasing exports, and
reducing unemployment can be provided by a better
understanding of the main success factors of SME export
consortia and having a conceptual model for their
development.

If consortium members pool their resources to
acquire equipment, systems, and services (marketing,
logistics, training, technical consulting, etc.), economies
of scale may emerge. So, as a group, they increase the
bargaining power, enabling access to products and
services under better conditions. Besides, a common
definition should be provided, and "regulations of
production™ should be developed (to achieve quality
certificates representing significant achievements in
terms of added value) (13). Continuous information
exchange between SMEs (for example, HRM practices)
directly contributes to their competitiveness. The results
of conventional SME upgrading programs can be
enhanced through export consortia because cost
reductions, economies of scale, and multiplier effects can
significantly increase the number of SMEs benefiting
from modernization initiatives (14). Export consortia act
as powerful tools to strengthen the relationship between
the value chains of member companies and increase
competition. Moreover, in an export consortium,
strengthening competitive advantages in export markets
mainly leads to the expansion of local market
sharel.Many countries have promoted consortia and
other forms of networks among SMEs due to the
importance of networks for the growth and
competitiveness of SMEs. The initial network and
development of trust between members can be facilitated
through public agencies (15). As facilitators, government
trade promotion agencies act consciously in helping
SMEs, contribute to their goals, and follow a legal nature
accordingly. However, the commitment and active
participation of the consortium members cannot be
replaced by external incentives to establish a consortium.
One of the necessary conditions for the emergence and
development of effective networks is a positive
understanding of the results of network establishment
(6).

SMEs form the basis of Iran's economy. Due to their
limited activities, SMEs naturally cannot take advantage
of the cost-effectiveness of production. Private sector
agencies are suitable and reliable platforms for
establishing different consortia, both for production and
export. However, they have advantages and
disadvantages that should be recognized. Although the
field research indicates that there are inconsistent
examples of export consortia in the leather, furniture, and
carpet industries in Iran. These consortia have taken no
successful action. Mass production, securing foreign
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exchange income, increasing employment, improving
quality, and reducing the price of manufactured products
are some of the benefits of strengthening export
consortia. Appropriate models should be used to take
advantage of export consortia in achieving economic
growth and development as much as possible. Identifying
the success factors of export consortia and how to
establish them and designing a scenario-based model in
this field to deal with unforeseen changes are some
strategies to strengthen export consortia .

Ortega et al. (16) used fuzzy logic and system
dynamics (SD) to deal with uncertainties and ambiguities
in epidemic problems such as ambiguity in risk factors,
contact patterns, and infection conditions and risks. They
used Mamdani's max-min inference method for the
multiple input multiple output (MIMO) model and the
center of area (COA) defuzzification method to calculate
the deterministic output (16). In a study by Chang et al.
(17), the applications of fuzzy computing in SDM were
investigated and the results were evaluated for the
recruitment-customer-producer model. In this model,
triangular membership functions were used for the
variables "order quantity receipt rate" and "labor
productivity". However, these fuzzy variables did not
interact with each other in the model, and the
combination of fuzzy variables was not reflected in the
study (17).

In their study, Ghazanfari et al. (18) investigated the
applications of fuzzy logic in the dynamics of systems
and provided causal loop diagrams (CLDs) with fuzzy
relations. In a study by Xu & Li (19), a conceptual model
was proposed for initial values and flow and stock
variables using SD and fuzzy optimization. FCMs and
qualitative relations were used in SD models in a study
by Carvalho & Tome (20). In a study by Herrera et al.
(21), a combined approach of fuzzy logic and dynamic
system modeling was proposed. Reviewing the literature
on the use of fuzzy theory in dynamic systems modeling
suggests that although dynamic systems modeling tries to
better draw uncertain parameters, it sometimes causes
problems (22). For example, the soft variables that are
mainly based on the subjective opinions of the modeler
are shown using lookup functions. So, many applications
of fuzzy theory in SD are focused on modeling imprecise
fuzzy parameters and variables. However, they lack a
comprehensive approach to use fuzzy inference systems
(FISs) as decision-making tools in export consortium
dynamics. In addition, previous studies have provided no
evidence of implementing the FIS output representation
in an SD model. The use of SD models in past studies is
mainly limited to drawing mathematical formulas. Thus,
the principle of SD is not fully covered .

This study can be considered a model for the success
of export consortia to help SMEs to enter international
markets. Studies can investigate the application of the SD
model based on fuzzy logic in private sector export
consortia in Iran in subjective, perceptual, and external

aspects, as well as the necessary factors for the success
of such consortia and their performance evaluation. In
addition, correct decisions can be made in ambiguous
fuzzy environments and a comprehensive view can be
presented by simultaneously considering the role of all
members with a system approach based on fuzzy logic to
export consortia in Iran.

The rest of the study is organized as follows: In
section 2, the theoretical foundations and literature
review are provided. Section 3 describes the
methodology and data analysis techniques. Section 4
presents data analysis and results, and section 5 provides
conclusions and recommendations.

2. LITERATURE REVIEW

Researchers have conducted various studies on export
consortia over the past years, each of which has made a
significant contribution to the development of export
consortia literature, developed different concepts and
used specific methodologies. The summary of past
domestic and foreign studies is given below.

According to investigation presented by Mousavi
Negabi and Anoushe (23) on South Pars Phase 11
agreement was concluded with a consortium of France's
Total, China's CNPC, and Iran's Petropars. The first part
of the contract includes the construction of two
production platforms and two pipelines, and the second
part includes the construction of pressure-boosting
platforms. According to the reviews, this is a service and
buy-back agreement. In this type of agreement, the
motivation of investors is increased and the interests of
both parties are aligned as a result of making changes
compared to conventional buy-back agreements.

Also Mousavi Negabi and Anoushe (24) showed that
the development of SMEs is one of the key requirements
of balanced regional development, considering their role
in job creation and fair distribution of wealth. Cluster
development is one of the strategies used in regional
economic development programs of many countries for
the development of SMEs. Although SMEs have many
advantages over large enterprises, there are limitations on
the development of SMEs in the areas of finance,
marketing, production, R & D, etc., due to limited
resources.

Yan et al. (25) found SMEs make an important
contribution to economic-social development through
job creation, the use of people’'s small capital in
productive work, fair distribution of wealth, balanced
development of regions, exploitation of regional
advantages, etc. However, SMEs face financial,
marketing, knowledge, information, and human resource
limitations due to their small size. Policymakers have put
various strategies on their agenda, such as supporting
financing, developing domestic and export markets,
promoting technology, empowering human resources,
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and networking for the development of SMEs according
to their limitations. In additon, Yan et al. (25)
investigated on the strategies of entering foreign markets,
foreign investment performance, and the effect of
international trade and product compatibility on these
factors were investigated in pharmaceutical companies
affiliated to the syndicate using the principles of
marketing management and international trade during
six-months from March 2017 to September 2018.
According to the results of the descriptive statistics of the
variables, the strategies of entering foreign markets have
the highest average, product compatibility has the
smallest average and range of changes, and foreign
investment performance has the lowest standard
deviation, indicating the unanimity of opinion among the
respondents. The results also indicated that there is a
significant positive relationship between the strategies of
entering foreign markets and foreign investment
performance, between the strategies of entering foreign
markets and international trade, and between the
strategies of entering foreign markets and product
compatibility. It was also found that international trade
plays a mediating role in the relationship between the
strategies of entering foreign markets and foreign
investment performance.

Mousavi Niarki et al. (26), conducted a study on
identification and prioritization refelecting on export of
products of knowledge-based companies. The data
needed to answer the questions were collected using
questionnaires with open questions that were given to
experts, namely 5 university professors and 5 marketing
managers of knowledge-based companies located in
Tehran Science and Technology Park. The experts were
interviewed to identify the factors affecting the
commercialization of products. In this way, 17 indicators
in 4 sub-indicators were identified. Finally, 5 sub-
indicators were removed from the main sub-indicators
due to their lack of importance, and 12 final indicators
remained. All the data were analyzed using the ANP
method. According to the results, the rate of job creation
by technology in the case of commercialization and mass
production with a weight of 0.99, the presence of detailed
regulations, instructions, and rules with a weight of 0.97,
and the technical complexities of technology with a
weight of 0.96 had the highest weights among the sub-
indicators and were ranked first to third. The other
weights obtained received other ranks. Ahmadi et al. (27)
developed a comprehensive, quantitative hybrid design
research method for knowledge-based companies.

Du et al. (28) summarized the main problems and
obstacles in the protection of wildlife resources and their
use in China. Based on Analytical Hierarchy Process
(AHP), the main technological factors affecting on
conservation and use of wildlife resources in China were
identified. Finally, the direction of future wildlife
conservation research development based on critical
factors is discussed. It can provide guidance for the

development of wildlife resource conservation and
utilization for a sustainable ecosystem in China.

Nozari et al. (29) argued by identifying and
prioritizing these factors plays an important role in
establishing a balance between the domestic economy
and the global economy and determining the position of
the food industry in the volume of trade and export
products of the country. To this end, researcher-made
questionnaires including 4 main measures and 15 main
indicators were designed and distributed among 31 food
exporting companies in Alborz Province. The validity of
the questionnaires was confirmed through interviews
with experts, and their reliability was confirmed using
Cronbach's alpha. The weights of the measures were then
determined using the AHP method, and the best
indicators were prioritized to determine the factors
determining export performance. The results suggested
that the objective features of the company had the most
weight and that the export commitment had the least
weight among the measures. Besides, the first to third
priorities respectively belonged to "export drivers",
"direct export channel”, and "duration of export
experience".

Moosavi et al. (30), analyzed supply chain
disruptions during the Coronavirus era and presented
management strategies in order to create a stable and
resilient supply chain.

Gillespie & Riddle (31) conducted a study on export
promotion organization emergence and development. In
most of the studies, the export promotion organization's
performance is evaluated by evaluating the profits of the
companies, awareness, understanding, and use of the
organization's services. A small number of studies
describe how the export promotion organization makes
decisions about providing services. This study was
conducted to provide a better understanding of how and
why to determine export promotion organizations and
provide and modify proposals for their services. It first
reviewed the literature on the export promotion
organization and suggested that both macro and micro
approaches derived from the literature can be adapted to
more effectively explore the effect of export promotion
organization emergence and changes in its services.

Antoldi et al. (32) analyzed the performance of export
consortia as cooperation, facilitating the achievement of
innovation, and the export performance of Brazilian
members through research consortia with different
companies and economic sectors. According to the
results of the survey analysis using descriptive statistics
and Pearson's correlation, the enterprises sought to
comply with international technological standards.

Bekerman et al. (33) suggested that the
internationalization of SMEs is now a major challenge
for the development of Argentina's economy due to the
high concentration of Argentina's exports in the hands of
some large companies. In this study, the experience of
export consortia in Argentina was examined as a tool that
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can play an essential role in
internationalization of SMEs.

Forte & Oliveira (4) argued that exporting is an
essential strategy for the growth and survival of
enterprises, especially SMEs. However, SMEs generally
cannot overcome internal and external export barriers,
and a consortium can help them to internationalize.
Accordingly, this study was conducted mainly to identify
the main effects of a consortium on the member
enterprises as well as the gap in the literature. So, it
reviewed the available empirical studies, which are
mainly focused on case studies of export consortia.
Export consortia can be effective in different areas of
enterprises such as finance, market, and credit and help
them overcome some export obstacles. Identifying the
weaknesses of the literature suggests that future studies
should focus on empirical studies with larger samples
and consider other possible factors affecting exports to
conduct a more detailed empirical analysis of the effects
of consortia on enterprises' exports.

The reviewed domestic and foreign studies are listed
in Table 1 based on their objectives and methodologies.
Investigations indicate that the studies have neglected to
propose a comprehensive approach that analyzes the state
of the export consortium of SMEs and provides an
accurate prediction of their future performance. So, the
most important innovations and contributions of the
study are as follows:

e Analyzing and recognizing the factors affecting
the export of SMEs;

e Bringing the study closer to reality using a fuzzy
inference engine;

o Developing an SD model to check and predict the
model's future performance for making decisions

the process of

3. METHODOLOGY

The methodology is referred to as a set of activities
performed to determine where, how, and with what tools
data is collected and analyzed to obtain the necessary
results.This is a basic and applied-developmental study
based on the objectives. Basic research is a theoretical
one that is conducted solely to develop knowledge
without a specific applied objective. Basic research is
conducted for one of the objectives of science, which is
a kind of science for science. This kind of research
attracts a lot of attention because they pave the way for
other studies (34). Applied research is used to meet
human needs and improve and optimize tools, objects,
and patterns in the development of welfare and comfort
and the improvement of human living standards by using
the cognitive background and information provided
through basic research (34). Developmental studies are
conducted to develop a more comprehensive indicator of
the results of studies and expand their scope. Thus,
developmental studies are those that are carried out as a
continuation of previous studies to investigate additional
dimensions and issues. These studies have a mixed
approach. The mixed method uses a combination of
quantitative and qualitative methods simultaneously. As
a combination of quantitative and qualitative methods,
mixed methods provide an opportunity for researchers to
bring together the methodologies, designs, models, and
methods used in a single study (34).

This is a basic and applied-developmental study
based on objectives or results. It is also a descriptive
exploratory study in terms of method and a survey one in
terms of the data collection method. The data is collected

about the export of SMEs. and analyzed using a mixed (qualitative-quantitative)
TABLE 1. Literature review
Study type Author Year Obijective Methodology Other factors
Ortega (16) Examining technical, economic, and legal dimensions Two-part analysis )
of the agreement
Mousavi Neghabi & Examining the role of the cluster in the development . -
Anousheh (23) of sustainability of small enterprises Cluster analysis Sustainability
. . Examining solutions for sustainable development of . -
Mousavi Neghabi (24) small enterprises Networking Sustainability
Domestic o ) )
Yan et al. (25) Examining the gffect of.mternatlonal trade on Statistical analysis )
entering foreign markets
Mousavi Niarki et al. 26) Prioritizing factors affecting the export of knowledge- ANP )
based companies
Ahmadi @7) Identifying and prioritizing factors affecting food AHP )
exports
Antoldi et al. (32) Examining export performance to obtain innovation Statistical analysis -
Foreign Bekerman et al. (33) Examining the export productivity of small industries  Statistical analysis -

Forte & Oliveira

4)

Reviewing small business exports

Statistical analysis
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method. Moreover, the study is part of the critical
paradigm. The statistical population is selected because
the Iran Trade Promotion Organization is responsible for
strengthening and developing export capacities at the
country level, including export consortia. The sample
consisting of 11 experts and consultants of export
consortia in the Iran Trade Promotion Organization
willing to cooperate in the study is selected by purposive
expert sampling. The experts have at least 10 years of
experience and study about export and export consortia.
The demographic features of the population are given in
Table 2.

In this study, the data are collected using library
research and field methods. The data on the subject
description and literature review are collected using the
library research method and referring to domestic and
foreign books, papers, and theses (via the Internet). The
data required by the field section are collected in
qualitative and quantitative phases.

In the qualitative phase, in-depth, exploratory, and
collaborative interviews began by asking the following
questions: "What are the main success factors of private
sector export consortiums in Iranian industries?" and
"What steps should be taken to establish private sector
export consortia in Iranian industries?”. Eleven focus
group meetings are then organized with the experts. In
each session, an expert is selected as a facilitator to
explain the main success factors of export consortia and
the steps to establish an export consortium based on
his/her knowledge and experience. In the quantitative
phase, FCM technique questionnaires are designed
according to the main factors identified in the previous
phase and are distributed among the experts. The experts'
opinions concerning the questionnaires are then obtained
through frequent contact with them. A brainstorming
session is held with the experts to determine if-then rules
for the FIS.

TABLE 2. Demographic features of the population

Expert  Gender (}'/Aég?,) Education level Work(;zss)r lence
1 Male 50 Master's degree 20
2 Male 52 PhD. 26
3 Male 44 PhD. 11
4 Male 48 Master's degree 19
5 Male 45 Master's degree 18
6 Male 43 Master's degree 14
7 Male 49 PhD. 19
8 Female 40 Master's degree 16
9 Male 56 PhD. 28
10 Female 45 PhD. 18
11 Male 43 Master's degree 15

The questionnaires concern the FCM technique. They
are the matrixes of the power of communication between
the main and secondary factors, where the experts
express their opinions about the relationship and the
degree of effects between the two factors.

The reliability of the measurement tool should be
ensured before performing any data analysis and
statistical inference (28). Reliability indicates whether
the same results will be obtained if the study is repeated
with the same test. In this study, different data collection
tools are used because it consists of qualitative and
quantitative phases.

The FCM questionnaires are used in the quantitative
phase. Content validity is evaluated to ensure the validity
of the questionnaires. In the FCM technique, the matrix
for determining relationships and the degree of effects of
the factors are the same questionnaires whose validity is
confirmed by the experts. The techniques used to analyze
the data and the reasons for their use can be seen in Table
3.

Various problem-solving techniques have been
proposed, each of which has specific features and
conditions of application. In this study, decisions are
made using FCM, SD, and FIS, which are briefly
described below.

TABLE 3. The techniques used to analyze the data and the
reasons for their use

Obijectives Techniques Reasons

The first objective:

identifying the main

success factors of

export consortia in Grounded The qualitative coding
Iranian industries theory method is used to analyze
The second based on the qualitative data in the
objective: qualitative grounded theory approach
determining the coding (35)

steps to establish
export consortia in
Iranian industries

The FCM technique is
used to analyze causal
maps and improve the
ability of decision-makers
to understand the dynamic
behavior of causal

The third objective:
designing a fuzzy
roadmap of the main

success factors of FCM cognitive maps. The
export consortia in technique represents the
Iranian industries causal relationship
between concepts and
analyzes inference
patterns.
SDM does not exclusively
The fourth deal with future
objective: Fuzzy Fuzzy quantitative prediction but
dynamic modeling logic-based seeks to gain extensive
for private sector SDM knowledge about the

export consortia in
Iranian industries

mutual dynamic
relationship between the
system components [39]
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3. 1. Fuzzy Cognitive Mapping (FCM) Technique
Kosko (36) defines an FCM as a directed graph to show
the causal relationships between factors, which is
specified by a number in the range [-1,1]. In this model,
the SD is shown by simulating the interactions between
the concepts and factors of the system. The FCM
technique is used to show both quantitative and
qualitative data. The inputs obtained from the experience
and knowledge of experts in the subject matter are
required for the development of an FCM. So, in this
technique, the accumulated experiences of people are
integrated with the existing knowledge in the field for
which the model is drawn, and the causal relationships
between the factors constituting the system are formed
accordingly (37). An FCM model is made up of a set of
nodes or concepts represented with abbreviations in
Equation 1,

G, i=12..n 1)

In this model, each node represents a key factor in the
modeled system and is valued by Equation 2.

i=1,2,..,n ,A €[01] @)

The model nodes are internally connected by
weighted arcs. If a fuzzy cognitive map with n nodes C;
is given, the value of each node in each iteration can be
calculated as Equation 3.

AT = f(AL+ X4 W) ®)

where Af*! is the quantity of concept C; at the time of
t+1,and A§ is the quantity of concept C; at the time t.
In addition, W;; corresponds to the fuzzy weight between
two groups, and fis a threshold function that converts the
result of the coefficient into a number in the interval
[0,1]. The logistic function, which is given in Equation 3,
is the most prevalent kind of function f.
f(x) = —— 4

1+e~AX

where A > 0 determines the slope of the continuous
function f.

Wj; > 0: indicates a positive cause and effect relationship
Wj; < 0: indicates a negative cause and effect
relationship

Wj; = 0: no relationship

The methodology used in this research contains 6
phases as follows (38, 39.37, 40):

Step 1: Forming the relationship matrix or
determining the relationships (effectiveness and
impressionability) between the factors: Research
professionals identify the relationships between the
required parameters in this stage. A factor's relationships
with its linked sub-factors are also established. Based on
professional consensus, the determined relationships
have been established.

Step 2: Determining the intensity of relationships
based on linguistic variables: The linguistic variables are

initially defined in this stage. Then, depending on
linguistic factors, each research specialist evaluates the
strength of the associations under consideration (very
little, little, medium, much, very much).

The number of linguistic variables multiplied by the
relevant fuzzy number yields a result that represents the
intensity of relationships as a fuzzy number. At this point,
each relationship's fuzzy number has to be determined
using the following formula. We therefore have:

J: set of linguistic variables (j € J)

Jj: Linguistic variables (j = VL,L,M,H,VH)

K: The set of triangular fuzzy number values (upper
bound, most probable, lower bound) (keK)

k: Triangular fuzzy number values (upper bound, most
probable, lower bound) (k = [, m,u)

Xj,: The value of linguistic variable j with triangular
fuzzy number bound k

I: The set of intensity of the factors’ effectiveness on
each other(iel)

i :The intensity of the factors’ effectiveness on each
other(I=VL,L,M,H,VH)

fi(A_’B): The frequency of experts' opinions regarding the
effectiveness of factor A on factor B with the

effectiveness intensity i

a,((A_’B) :The value of the triangular fuzzy number (upper
limit, most probable, lower limit): k regarding the
effectiveness of factor A on factor B. It is shown in the
equation below.

(A-B) _ vy J
A =iy 2]

L % vRK )

Step 3: De-fuzzification: The fuzzy mean method in
Equations 3-6 were used for de-fuzzification.

oy _ P40 D

(Crisp) — 6

(6)

Score

Step 4: effectiveness power and impressionability
capacity: In this stage, we try to figure out how much
effectiveness each component has and how much
impressionability it can have. In this sense, each factor's
effectiveness and impressionability are combined
concerning other factors. That is, the total effectiveness
power and the total impressionability capacity of each
factor are obtained separately.

Step 5: Determining the axial index: The total of each
factor's effectiveness and impressionability is added
together to determine the axial index in this stage. The
axial index demonstrates the significance of the
variables. Indeed, a factor is referred to the superior
factor or axial the more entire effectiveness power and
impressionability ability it possesses.

Step 6: Designing fuzzy cognitive map: The
identified relationships, effectiveness power,
impressionability capacity, and axial index of each
element are used to create the fuzzy cognitive map in this
stage.
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3. 2. System Dynamics The model given in this
research continues its path based on the following steps,
which are five in the system dynamics method (38).

Step 1: problem articulation: Modelers should clearly
define their modeling objectives for themselves and
completely comprehend the true problem, not just its side
effects. A model, then, is a condensed portrayal of the
real world.

Step 2: Formulating dynamic hypotheses: The
boundary of the model is established at this point by
identifying the major variables influencing the problem
under investigation. Using the information already
known about the problem, causal circles are then formed
and gradually filled in to produce a final simplified
representation of the problem's actual occurrence.

Step 3: Formulating a simulation model: The model
is put into action when dynamic hypotheses and system
boundaries are generated. The dynamic interactions
between the elements in this mental model are frequently
so complex that they are difficult to comprehend. This
necessitates simulating and applying the model in a
virtual environment. There are other programs available
for this purpose, however, Vensim software is employed
in this study.

Step 4: Model testing and its validation: Comparison
of the model's simulated behavior with real-world
behavior is essential. This comparison demonstrates that
the model is ready to be utilized as a foundation for
policy.

Step 5: Policy-making: It entails resolving tactics,
frameworks, and new decision-making policies to
enhance the system. To attain a more successful outcome
in this direction, many integrated policies and scenarios
are typically employed.

3. 3. Fuzzy Interference System There are two
significant types of fuzzy inference system: Mamdani
and Sugeno. The most popular inference system in

literature, Mamdani's fuzzy inference system, was one of
the first fuzzy control systems. Fuzzy sets must be used
as both input and output for Mamdani. After the
aggregation operation, the output becomes defuzzified.
In a Mamdani fuzzy inference system, the input variables
are combined in such a way that if x,, x, and x,are equal
to A,, A,, and A, then y is equal to B, where x; (i =
1,2,3,..,m) are input variables and y is an output
variable. A, A,,...,A, and B represent the linguistic
terms. The inputs in Mamdani fuzzy inference system
may be clear or unclear (39).

4. RESULTS ANALYSIS

The grounded theory technique was used in this study to
identify the key success criteria of private-sector export
consortia in the Iranian industry. Following the
interviews, the information was categorized using three
steps of qualitative coding (open, axial and selective)
(40).

"Open coding" is the initial stage of data analysis. In
the current study, the interviews were initially open-
coded into ideas pertinent to the research issue. Axial
coding is connected to the second phase. Open codes are
now grouped into many categories (subcategories)
according to their shared content. In other words,
depending on shared axes, the concepts were compared
to one another and classified into subclasses. "Selective
coding” is the name of the third level. Generally, 26 axial
codes, 7 selective codes, and 142 open codes were found.
The results of qualitative coding using the grounded
theory approach are displayed in Table 4 (41).

The fuzzy cognitive map approach (FCM) was
employed to create a fuzzy cognitive strategic map for
the primary success determinants of private sector export
consortia in Iranian industries. Six phases were used in
the fuzzy cognitive mapping approach. Accordingly, the
matrix of the strength of communication and the power

TABLE 4. Qualitative coding to identify the main success factors of private sector export consortia in Iranian industries

Main Main categories Sub-categories . .
. : Sub-categories (axial codes)
categories code (selective codes) code
FCMs1 Consortium members' experiences
Features of
FCMs consortium FCMs2 The export share of consortium members
members . .
FCMs3 Power of production/supply of consortium members
EOP1 Identifying potential export markets and creating a database related to their features
EOP2 Export consulting inside and outside the country
Eop Export assistance EOP3 Participating in foreign international exhibitions
programs EOP4 Establishing branches in target markets
EOP5 Online advertising of export goods (online exports)
EOP6 Determining the export strategy (direct, indirect and cooperative)
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CB1 Establishing a teamwork culture instead of a solitary entrepreneurial spirit
. CB2 Co-branding and its strengthening
Consortium
CB strengthening CB3 Quality assimilation and its improvement
factor
CB4 Value-creation through after-sale services
CB5 Competitive pricing
Familiarity and using the support of government organizations (such as receiving
ES1 subsidies, services provided by the trade development organization, facilitating
Recognizing export procedures, etc.)
ES export support
wareness and use of support by incubation centers and export accelerators
port supp ES2 A d use of by incubati d |
ES3 Knowledge and use of private and foreign government networks
TFsl Using foreign investments
T Transnational TFs2 Certificate of international standards
factors TFs3 Forming the global trade promotion team
TFs4 Employing foreign expert human resources
s Governmental GFs1 Efforts to establish cooperation between business institutions of trading countries
factors GFs2 Financing through export-oriented securities
PFs1 Improving the quality of existing products
PFs Product features PFs2 Developing new products
PFs3 Attractive packaging

of effectiveness, impressionability and axial index about
the primary success factors and associated sub-factors
was obtained. In this regard, expert opinions were
gathered to determine the matrix of communication

between the factors and the strength of the relationship the key elements.
between them. The visual representation of the fuzzy

Figure 1. Fuzzy cognitive map for the main success factors of private sector export consortia in industries

cognitive map is created following Figure 1 based on the
data acquired in the earlier phases, the creation of the
relationship matrix between the secondary variables, and
the relationship matrix of the final relationship between
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As shown in Figure 1, various factors impact each
other with different coefficients due to the relationships
between the found seven major components.
Additionally, each primary factor's related secondary
factors each have a separate coefficient of interaction.
The most significant sub-factor, which is regarded as the
interface of those sub-factors with the fuzzy cognitive
map, is that associated with each main factor that has the
maximum axial index. Some highest axial indices among
the related factors that should be emphasized are sub-
factors of "consortium members' experiences” with an
axial index of 125/17 (related to the features of the
consortium members), "familiarity with potential export
markets and creating a database related to their features"
with an axial index of 42/417 (related to the expert
operational plan), "co-branding and its strengthening”
with an axial index of 30.042 (related to the strengthening
factor of the consortium), "awareness and use of foreign
private and government networks " with an axial index of
17.167 (related to recognition of support exports), "using
foreign investments” with an axial index of 21/5 (related
to transnational factors), "efforts to establish cooperation
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between the business institutions of the trading
countries” and "financing through export-oriented
securities” both with an axial index of 8.667 (related to
government factors), and "development of new products”
with an axial index of 13.25 (related to product features)
(42).

The following uses a mix of system dynamic
modeling techniques (in Vensim software) and fuzzy
inference system (in MATLAB software) to construct the
fuzzy dynamic model of private sector export consortia
in Iranian industries. The stock and flow chart are
produced following Figure 2 based on the key factors
discovered, the relationships between the main factors,
and the relationships between the sub-factors related to
each main factor.

4. 1. Stock Variable (State Variable) The
"performance of export consortia™ is taken into account
as a stock variable in the system dynamics model because
flow variables (rates), which are the primary success
factors of private sector export consortia in Iran's
industries, depict the accumulation of activities of export
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Figure 2. The stock and flow diagram of the presented model
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consortia. The initial value of "performance of export
consortia" is taken in this study to be 0.2. The integral of
the sum of the flow or rate variables, which are the
primary success determinants for export consortia from
2011 to 2031, is used to determine the performance of
export consortia (stock variable), which has been shown
in Equations 7 and 8.

[ (consortium member features +
operational program exports +
consortium strengthening agent +

export recognition support + Y

transnational agents + governmental agents +

product features)

f(FCM + EOP + CB + ES + TF + GF + PF) (8)
4.2.Flow Variables (Rate Variable) The primary

export consortium success factors in this study's flow
variables are listed below. Table 5 generally provides
instructions on how to determine the variables of the
study model.

Features of consortium members: The features of
consortium members are determined by a variety of
factors, including "consortium members' experiences,"”
"consortium members' export share,” and “consortium
members' production/supply power”. When analyzing
the connections between these variables, DELAY1l and
RAMP functions were utilized to take into account their
significance and effectiveness.

Export assistance program: This variable includes a
series of different activities such as "familiarity with
potential export markets and creating a database related
to their features”, "national and international export
consultation"”, "participation in international exhibitions
abroad", “creating branches in the target markets",
"online advertising of export goods" and "determining
the export strategy", all of which and the relationships
between them constitute the export assistance program.
The SMOOTH, STEP, DELAY1l, and RAMP functions
have been employed in the interaction between these
elements following their meaning and effectiveness on
one another. The variables "features of consortium
members" and "recognition of export support” is also
incorporated in the export assistance program based on
the cause and effect relationships of the key success
criteria.

Consortium strengthening factor: This variable
consists of a series of different activities such as "creating
a teamwork culture instead of the individual spirit of

entrepreneurship”, "co-branding and its strengthening",
"standardization of quality and its improvement", "value
creation through after-sales services" and "competitive
pricing" which together with the relationships between

them constitute the strengthening factor of the

consortium. In the relationships between these
components, under their significance and mutual effect,
DELAY1l and RAMP functions have been applied.
Additionally, the variable "export assistance program" is
added to the consortium strengthening factor based on
the cause-and-effect correlations of the primary success
variables.

Identifying export supports: This variable includes a
variety of activities, including "awareness and use of
support from government organizations,” "knowledge
and understanding and use of support from incubation
centers and export accelerators,” and "recognition and
use of private and government networks abroad.” These
activities individually and in combination together make
up the recognition of export support. The RAMP function
has been applied to the relationship between these
variables while taking into account their significance and
effectiveness. Additionally, the variable "features of the
consortium members" is included in the recognition of
export support based on the causal links of the key
success criteria.

Transnational factors: The activities included in this
variable, along with their relationships, constitute
transnational factors. These activities include "Using
Foreign Investments,” "Certificate of International
Standards,” "Establishing a Global Trade Promotion
Team,” and "Employing Foreign Expert Human
Resources.” The SMOOTH, DELAY1l, STEP, and
RAMP functions have been employed in the
relationships between these components based on their
concepts and effectiveness on one another. Furthermore,
the variables "features of consortium members" and
"government factors" are added to the transnational
factors based on the cause-and-effect correlations of the
primary success factors.

Governmental factors: A variety of activities,
including "efforts to establish cooperation between
commercial entities of trading countries"” and "financing
through export-oriented securities,” are included in this
variable. These activities, along with the interconnection
between them, are what are known as government agents.
STEP and RAMP functions have been employed in the
interaction between these components based on their
concept and effectiveness.

Product features: The actions included in this
variable, which together with their relationships create
the qualities of the product, are “increasing the quality of
existing products,” ‘“creating new products,” and
"attractive packaging." The relationship between these
parameters has been examined using the DELAY1l and
RAMP functions, taking into account their significance
and effectiveness. Additionally, the variable "features of
the consortium members" is added to the product features
based on the causal relationships between the primary
success drivers.
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TABLE 5. Method of calculating (formula) variables of the research model

Research model variables Val;)a(;);es’ Calculation method (formula)
export consortia performance ECP 0.2+ fll;loo(FCMs + EOP + CB + ES + TFs + GFs + PFs)
. FIS * DELAY1 ((RAMP ((((FCMs1 + FCMs2 + FCMs3)/3) +
Features of consortia members FCMs (ECP))/2), 1395, 1405)), 1395)
The export share of consortium members FCMs2 DELAY1I (((FCMs1 + FCMs3)/2), 1395, 0)
Power of production/supply of consortium members FCMs3 RAMP (((FCMs1 + FCMs2)/2), 1395, 1405)
Export assistance prodrams EOP FIS * ((RAMP (((EOP1 + EOP2 + EOP3 + EOP4 + EOP5 +
P prog EOP6)/6), 1395, 1405) + ((ECP + ES + FCMs)/3))/2)

Identl_fymg potential export markets and creating a database related EOP1 SMOOTH (((EOP2 + EOP3 + EOP6)/3), 1395)
to their features
Participation in international exhibitions EOP3 DELAY1I (((EOP2 + EOP4 + EOP5)/3), 1395, 0)
Establishing branches in target markets EOP4 STEP (((EOP1 + EOP2 + EOP6)/3),1395)
Online advertising of export goods (online exports) EOP5 RAMP (((EOP1 + EOP2 + EOP3 + EOP6)/4), 1395, 1405)
Determining the export strategy (direct, indirect and cooperative) EOP6 STEP (((EOP2 + EOP3)/2),1395)

. . FIS * (RAMP (((CB1 + CB2 + CB3 + CB4 + CB5)/5), 1395,
Consortium strengthening factor CB 1405) + ((EOP + FCMs)12))/2)
Co-branding and its strengthening CB2 DELAY1I ((RAMP (((CB1 + CB5)/2), 1395, 1405)), 1395, 0)
Quality standardization and its enhancement CB3 RAMP (((CB1 + CB2)/2), 1395, 1405)
Value creation through after-sales service CB4 RAMP (((CB1 + CB2)/2), 1395, 1405)

o FIS * (RAMP (((ES1 + ES2 + ES3)/3), 1395, 1405) +

Identifying export support ES (FCMs))12)
Familiarity with and using the support of government organizations
(such as receiving subsidies, services supplied by the trade ES1 RAMP (ES2, 1395, 1405)
development organization, facilitating export procedures, etc.)
Identifying and utilizing private and international government ES3 RAMP (((ES1 + ES2)/2), 1395, 1405)
networks

) FIS * (SMOOTH (((TFsl + TFs2 + TFs3 + TFs4)/4), 1395) +
Transnational factors TFs ((FCMs + GFs)12))
Using foreign investments TFs1 DELAY1I (((TFs2 + TFs2)/2), 1395, 0)
Forming the global trade promotion team TFs3 RAMP (TFs4, 1395, 1405)
Employing international expert human resources TFs4 DELAY1I (STEP ((TFsl1,1397)), 1395, 0)
Governmental agents GFs FIS * (RAMP (((GFsl + GFs2)/2), 1395, 1405) + (ECP))/2)
Financing through export-oriented securities GFs2 DELAY1I (GFs1, 1395, 1405)), 1395, 0)

FIS * (RAMP (((PFs1 + PFs2 + PFs3)/3), 1395, 1405) + ((ECP +
Product features PFs FCMs)/2))/2)
Developing new products PFs2 DELAY1I (PFs1, 1395, 1405)), 1395, 0)
Attractive packaging PFs3 RAMP (((PFs1 + PFs2)/2), 1395, 1405)
4. 3. Simulation and Strategy Selection After policy and performance scenarios for export consortiums

the model and formulation were developed, a simulation
was carried out with Vensim software. In this part,
several policy and performance scenarios for export
consortiums are explored utilizing the feedback
mechanisms developed for the model. After the model
and formulation were developed, a simulation was
carried out with Vensim software. In this part, several

are explored utilizing the feedback mechanisms
developed for the model. The simulation time unit "year"
has been chosen, and the simulation's duration is 21
years, taking into account that reports are prepared and
results are reviewed yearly. The findings indicate that the
performance of the export consortium has improved over
time as a consequence of improvements made to the key
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success determinants that have been identified. Finally,
ideas were put out and several scenarios were examined
based on the key success elements that had been found.

The model's implementation findings demonstrate
that export consortiums may provide outstanding
outcomes in the upcoming years if they appropriately
apply the key success elements that have been
discovered. Overall, the findings show that the successful
execution of the export consortium's key success
determinants raises the performance level of export
consortia (Table 6).

Hypothesis/Scenario 1: Considering the consortium
members' features improves the performance of export
consortiums.

The number of the consortium members' features is
effectively determined in this part by two separate
currents, which are as follows:

1. Current one: To generate the minimal level of
performance that is acceptable for the features of the
consortium members, the consortium attempts to modify
all the sub-factors that are connected to those qualities
(Figure 3). Using a fuzzy inference system that
establishes the weight of the variables in the relationships
of the system dynamics approach, the choice of a
combination of these sub-factors has been made.
Through if-then rules, this decision support system also
serves as an audit for the upper and lower bounds of the
attributes of consortium members.

2. Current two: The consortium is attempting to quantify
the impact of the key success variables on the features of
the consortium members in this current.

According to the findings (Figure 3), the "features of
consortium members" factor is influenced by the
pertinent  sub-factors and "export  consortium
performance."

TABLE 6. The performance results of consortia during 2011-
2031

Export consortia Export consortia

Year performance Year performance
2011 0.2 2022 25.2407
2012 0.336312 2023 42.2763
2013 0.512666 2024 68.596
2014 0.740848 2025 108.04
2015 1.03612 2026 165.707
2016 1.41822 2027 248.327
2017 1.91272 2028 355.282
2018 2.86319 2029 493.735
2019 4.74533 2030 672.959
2020 8.30188 2031 904.956
2021 14.6215 -
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Figure 3. The results of the features of the consortium
members and their influencing factors

Hypothesis/Scenario 2: Considering the export
operational plan improves the performance of export
consortiums.

The quantity of the export operational plan in this
section is determined by two separate currents, which are
as follows:

1. Current one: The consortium strives to achieve a
minimal level of acceptable performance for the export
operational plan during this step by adjusting all the
connected sub-factors that have an impact on it (Figure
4). Using a fuzzy inference system that establishes the
weight of the variables in the relationships of the system
dynamics approach, the choice of a combination of these
sub-factors has been made. Through if-then logic, this
decision support system also serves as an audit for the
export operating plan's upper and lower limitations.

2. Current two: The consortium is now attempting to
quantify the influence of the key success elements on the
export operating plan (Figure 4).
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Figure 4. The results of the export assistance program and
its affecting factors
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According to the findings (Figure 4), the export
assistance program is influenced by the pertinent sub-
variables as well as the factors "features of consortium
members,” "awareness of export support,” and
"performance of export consortia."”

Hypothesis/Scenario 3: Considering the consortia
strengthening factor improves the performance of export
consortia.

The quantity of the consortium strengthening factor
in this section may be calculated using two distinct
currents, which are as follows:

1. Current one: The consortium works to generate the
lowest acceptable performance level for the consortium
amplifier throughout this current by adjusting all the sub-
factors that are connected to and have an impact on the
consortia amplifier (Figure 5).

Using a fuzzy inference system that establishes the
weight of the variables in the relationships of the system
dynamics approach, the choice of a combination of these
sub-factors has been made. Through if-then rules, this
decision support system also serves as an audit for the
maximum and lower bounds of the consortium enhancing
factor.

2. Current two: The consortium attempts to evaluate the
impact of the key success elements that are applied to the
factor that strengthens the collaboration in this current
(Figure 5).

According to the findings (Figure 5), the consortia
strengthening factor is influenced by the pertinent sub-
factors as well as the factors "features of consortium
members" and "export assistance programs."

Hypothesis/Scenario 4: Considering the recognition
of export support improves the performance of export
consortia.

The amount of recognition of export support is
determined in this section by two separate currents,
which are as follows:

1. Current one: The consortium attempts to alter each
sub-factor involved in the recognition of export support

Consortium strengthening factor

— 1 , —

Crastins 2 teamm work cultor instead ofa selitar 2 -

Export assistance program

03
~ | 02
— 01

Co-branding and its strengthening o
| 1390 1400 1410

Competitive pricing

1390 1400 1410

Figure 5. The results of the consortium strengthening factor
and its affecting factors

during this process to define the minimum level of
acceptable performance for its recognition (Figure 6).
Using a fuzzy inference system that establishes the
weight of the variables in the relationships of the system
dynamics approach, the choice of a combination of these
sub-factors has been made. Through if-then rules, this
decision support system also serves as an audit for the top
and lower limits of the recognition of export assistance.
2. Current two: The collaboration is now attempting to
quantify the impact of the key success features on the
acceptance of export assistance (Figure 6).

According to the findings (Figure 6), the factor
"features of consortium members" and its related sub-
factors have an impact on identifying export support.

Hypothesis/Scenario 5: Considering the transnational
factors improves the performance of export consortiums.

The level of focus on transnational elements in this
part is effectively influenced by two separate currents,
which are as follows:

1. Current one: The consortium attempts to modify each
sub-factor connected to the transnational factors in this
current such that the transnational factors perform at a
minimal level that is deemed acceptable (Figure 7).
Using a fuzzy inference system that establishes the
weight of the variables in the relationships of the system
dynamics approach, the choice of a combination of these
sub-factors has been made. Through if-then rules, this
decision support system also serves as an audit for the top
and lower bounds of multinational factors.

2. Current two: The collaboration is attempting to
quantify the influence of the key success variables
imposed on international elements in this current (Figure
7).

According to the findings (Figure 7), the transnational
variables are influenced by the pertinent sub-factors as
well as the "features of consortium members" and
"government factors."

Hypothesis/Scenario 6: considering governmental
factors improves the performance of export consortiums.

Formulating export supports

o -
Awareness and use of support from government organizations

Awareness and use of supPport fram incubaton centers and eXport accelerstors

Anvareness and use of private and govemment networks abroad

20 —

o I
Consortium members” features

o
1390 1400 1410
Time (Y ear)

|
Figure 6. The results of identifying export support and its
affecting factors
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Figure 7. The results of transnational factors and their
affecting factors

The degree of consideration given to governmental

factors in this part may be effectively determined by two
separate currents, which are as follows:
1. Current one: The consortium works to develop the
minimal level of acceptable performance for the
governmental factors by adjusting all the sub-factors that
are relevant to them during this current (Figure 8).

Using a fuzzy inference system that establishes the
weight of the variables in the relationships of the system
dynamics approach, the choice of a combination of these
sub-factors has been made. Through if-then rules, this
decision support system also serves as an audit for the
upper and lower bounds of government agents.

2. Current two: The consortium attempts to gauge how
the key success variables affect government employees
during this current (Figure 8).
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Figure 8. The results of governmental agents and their

affective factors

The findings are depicted in Figure 8, which
demonstrates how the relevant sub-factors and "export
consortium performance” affect the governmental
agents.

Hypothesis/Scenario 7: Considering product features
improves the performance of export consortiums.

The following two currents are useful in determining
how much attention is paid to product features in this
section:

1. Current one: To determine the minimum acceptable
performance level for the product features, the
consortium adjusts all the associated sub-factors to the
product features during this procedure (Figure 9).

Using a fuzzy inference system that establishes the
weight of the variables in the relationships of the system
dynamics approach, the choice of a combination of these
sub-factors has been made. Through if-then rules, this
decision support system also serves as an audit for the top
and lower bounds of product features.

2. Current two: The consortium is now attempting to
quantify the impact of the key success factors on the
product features (Figure 9).

4. 4. Model Validation A developed model must
be valid to the individuals engaged in the pertinent events
for it to be effective in policy analysis. After passing the
validity tests, a model may be used for this purpose to
examine how various policies affect the system. Various
tests have been applied in this study to determine the
model's validity as follows:

Boundary Adequacy test: This test is carried out to
see if the model's structure is appropriate for its intended
use. In other terms, the following two issues are brought
up: 1. Are the primary influencing factors visible in the
model as endogenous variables?

—_— Current
Product features }
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| Performance of the export consortium l

| Consortivm members’ features ‘

03| I
o]

1390 1400 1410

Time (Y ear)

Figure 9. The results of the product features and its affecting
factors
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2. Is the period taken into proper consideration? All of
the factors that affected the export consortium's
performance in this study were regarded as endogenous
factors. All of the variables included in the suggested
model were, in other words, created as endogenous
factors. It is important to note that research professionals
confirmed the desired variables in the suggested model.
Itis required to run the model in short- and medium-term
periods and check the outcome by expert review or
comparison with historical data in the original model to
confirm the proper time frame. This led to the
implementation of the study model in two short-term
(two years from the beginning of 2011 to the beginning
of 2013) and medium-term (five years from the
beginning of 2011 to the beginning of 2016) seasonal
time frames with a time step of 0.25, the results of which
are given in Table 7. As shown, it can be concluded that
the suggested model may provide a decent approximation
of the real behavior in light of the lack of change in the
performance of export consortia throughout the short-
and medium-term time frames compared to the
considered time frame, as well as the validation by the
experts.

Structure Assessment: The primary concern is whether
the structure of the proposed model is consistent with the
system's current rules and decision-making procedures.
Accordingly, a test was carried out to see if the structure
of the research model and the organization of export
consortia in practice conflicted were compatible. The
study professionals acknowledged that the behavior of
the variables to improve the export consortium's
performance and accomplish the targeted aims is entirely
compatible with reality.

TABLE 7. The results of the research model in the short-term
and medium-term periods to validate the adequacy of the
boundaries test.

The performance level of export
consortiums in different seasons

Time v
frame ear First Second Third Fourth
three three three three
months months months months

2011 02 0'238407 0270659  0.309926

Short

term 2012  0.352078 0.397327  0.4459 0.498043
2013 0.554018 - - -
2011 0.2 0.234078  0.270659 0.309926
2012 0.352078  0.397327 0.4459 0.498043

Medium- 2013 0.554018 0.614106 0.678612 0.74786

term 2014 0.822198 0.902002  0.987674 1.07965

2015 1.17838 1.28438  1.39817  1.52033
2016  0.65147 - i i

Extreme Condition test: Here, it should be assessed
whether the model exhibits proper behavior and
reactivity in the event of unexpected changes in
particular parameters. The question of whether a rapid
change in the model is apparent over a long time may also
be used to study this problem. Accordingly, the
sensitivity of the model to these changes was tested by
changing the parameter values to very high and very low
states. The outcomes demonstrate the model's logical
behavior in these circumstances. Furthermore, just the
slope or range of the graphs varies with the change in the
export consortium's performance, and the behavior of the
model is not sensitive to this change. Besides, the
research model was used for 50 years before any abrupt
behavior or alterations were noticed. This demonstrates
that, in terms of the end conditions, the research model is
valid.

Partial tests of model components: After breaking the
model down into smaller, simpler sub-models for this
test, each of the sub-models underwent the boundary
behavior test before being added to the main model.
Surprise Behavior: Is the study model capable of
producing unusual, weird, and undetected behavior over
the chosen period? The findings show that the study
model exhibits no surprise behavior.

Parameter Assessment: Here, the topic of whether the
model's parameters and their numerical values are
consistent with the system's data is raised. Experts
validated the conformity of the model's parameters with
reality based on this test. The model parameters include
"business of consortium members”, “certificate of
foreign standards”, "efforts to establish cooperation
between business institutions of trading countries",
"awareness and use of support from incubation centers
and export accelerators”, "national and international
export consultation”, "competitive pricing", "creating a
team work culture instead of the spirit of individual
entrepreneurship™ and "improving the quality of existing
products”. Moreover, these factors' values, which reflect
the situation of export consortia at the moment, in reality,
were established by specialists.

Parameter Sensitivity Analysis: If there are substantial
changes in numerical values, behavior, and consequent
policies with changes in parameters, boundaries, and
periods, it should be identified in the sensitivity analysis.
Thus, three scenarios are suggested to reinforce the
research model's parameters and enhance export
consortia' performance (Table 8). Because the study
specialists think the reinforcements can be executed
within 2 years and the outcomes may be employed, these
scenarios attempt to strengthen 10% of all model
parameters within that time. The first scenario is to
demonstrate what happens when all model parameters
are strengthened by 10% in 2013. The second scenario
aims to demonstrate what happens when all model
parameters are strengthened by 10% in 2023 and 2025.
The final scenario aims to demonstrate what happens
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when all model parameters are strengthened by 10% in
2023, 2025, and 2027. The outcomes of the model
parameter augmentation policies based on the three
suggested scenarios are displayed in Figure 10 and Table
9, respectively. According to the outcomes of the

scenarios  (i.e.,

10%

strengthening of all
parameters throughout three time periods in 1402, 1404,
and 1406), the performance of export consortiums in
2031 under scenarios 1 to 3 can improve by 9.5%, 20.6%,
and 27.5%, respectively, over the baseline model.
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model

TABLE 8. The way of applying 10% strengthening policy of all model parameters in 2023, 2025 and 2027

Research model Parameters  Initial Scenario 1 (10%  Scenario 2 (10% increase Scenario 3 (10% increase in
parameters ‘code value increase in 2023) in 2025) 2027)
. ! 0.6 + RAMP (0.06, 1402, 0.6 + RAMP (0.06, 1402, 1404) +
gf”esr‘:;:ge”; members FCMsl 06 866 1’43';'\{'50 g 1404)+RAMP (012 RAMP (0.12, 1404, 1406) +
P o ' 1404, 1406) RAMP (0.18, 1406, 1408)
. . . 0.6 + RAMP (0.06, 1402, 0.6 + RAMP (0.06, 1402, 1404) +
eNXat:JOrf[‘i'of]ZSI't?rfemat'o”a' EOP2 06 866 1'43’;"\{';0 g 1404+ RAMP (012 RAMP (0.12, 1404, 1406) +
P g 0, 1806, 1404, 1406) RAMP (0.18, 1406, 1408)
fostering a culture of 06 + RAMP 0.6 + RAMP (0.06, 1402, 0.6 + RAMP (0.06, 1402, 1404) +
teamwork rather than a single CB1 0.6 © 0'6 1402, 1404) 1404) + RAMP (0.12, RAMP (0.12, 1404, 1406) +
entrepreneurial mentality o ' 1404, 1406) RAMP (0.18, 1406, 1408)
Competitive pricin CBS 0.6 0.6 + STEP (0.06, 0.6 + STEP (0.06, 1402) + 0.6 + STEP (0.06, 1402) + STEP
P pricing : 1402) STEP (0.12, 1404) (0.12, 1404) + STEP (0.18, 1406)
Understanding and using 06 + RAMP 0.6 + RAMP (0.06, 1402, 0.6 + RAMP (0.06, 1402, 1404) +
incubation centers' and ES2 0.6 © Oé 1402, 1404) 1404) + RAMP (0.12, RAMP (0.12, 1404, 1406) +
export accelerators' help o ' 1404, 1406) RAMP (0.18, 1406, 1408)
Certificate of international TEs2 06 0.6 + STEP (0.06, 0.6 + STEP (0.06, 1402) + 0.6 + STEP (0.06, 1402) + STEP
standards : 1402) STEP (0.12, 1404) (0.12, 1404) + STEP (0.18, 1406)
Initiatives to foster 0.3 + RAMP 0.3 + RAMP (0.03, 1402, 0.3 + RAMP (0.03, 1402, 1404) +
collaboration between trade GFsl 0.3 © 0'3 1402, 1404) 1404) + RAMP (0.06, RAMP (0.06, 1404, 1406) +
countries' business entities o ' 1404, 1406) RAMP (0.09, 1406, 1408)
Improving the quality of PEs1 06 0.6+ STEP (0.06, 0.6 + STEP (0.06, 1402) + 0.6 + STEP (0.06, 1402) + STEP

existing products

1402)

STEP (0.12, 1404)

(0.12, 1404) + STEP (0.18, 1406)

Performance of the export consortium

2000

1500

1000

500

0

1390

Export consortizm perform:

1392

Exmort consortium nerformance

Export consortium performance

1394

¢ Scenario 3
: Scenario 2
¢ Scenario 1
 Base Model

1396 1398

1400

1402 1404 1406 1408

Tme (Year)

1410

1Exum consortium performance

Figure 10. Performance results of export consortia based on three proposed scenarios

TABLE 9. Performance results of export consortia based on three proposed scenarios

Year  Main model Scenario 1 (10% increase in 2023) Scenario 2 (10% increase in 2025) Scenario 3 (10% increase in 2025)
2011 0.2 0.2 0.2 0.2

2012 0.336312 0.336312 0.336312 0.336312

2013 0.512666 0.512666 0.512666 0.512666

2014 0.740848 0.740848 0.740848 0.740848

2015 1. 03612 1. 03612 1. 03612 1.03612
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2016 1.41822 1.41822
2017 1.91272 1.91272
2018 2.86319 86319

2019 4.74533 4.74533
2020 8.30188 8.30188
2021 14.6215 14.6215
2022 25.2407 25.2407
2023 42.2763 42.2763
2024 68.596 68.596

2025 108.04 110.0629
2026 165.707 173.2904
2027 248.327 264.6616

2028 355.282 382.945

2029 493.735 536.0629
2030 672.959 734.2695
2031 904.956 990.8378

41822 41822
1.91272 1.91272

86319 86319
4.74533 4.74533
8.30188 8.30188
14.6215 14.6215
25.2407 25.2407
42.2763 42.2763

68.596 68.596
110.0629 110.0629
173.5811 173.5811
271.7304 271.7304
405.131 405.653
577.8181 588.533
801.3565 834.8707
1090.715 1153.537

5. DISCUSSION

Among the various benefits of consortia, the literature
review shows increased presence in foreign and
international markets, reflecting increased exports,
increased business contacts, increased bargaining power,
and acquisition of knowledge about markets. A review of
studies focusing on consortium case studies confirms the
identified benefits. In particular, it can be seen that the
internal competencies of the member companies related
to internationalization, such as the number of customers
abroad and their position in the international market,
have improved significantly (43). Of course, it should be
noted that many changes are always and the conditions
including economic, political, cultural and environmental
conditions are also influential in improving or not
improving these conditions. For example, the Corona
epidemic has been one of the changes and conditions that
have had many effects on consortia and other business
sectors (44). During the last few years, the effects of this
big change have been the basis of many researches. Some
researchers investigated the effects of various types of
risks and trust in post-pandemic industries (45). Many
researches have also been done on supply chains and the
effects of intelligence on the supply chain of small and
medium businesses after the corona virus pandemic. In
this regard, some researchers proposed specific
management strategies to manage supply chains after the
pandemic (46). Therefore, it can be seen that the Corona
pandemic has many effects on the export and import of
products in small and medium-sized companies. For this
reason, in this research, an effort has been made to
investigate the role of consortia in the export of small and

medium companies by presenting a fuzzy dynamic
model. Of course, many other approaches have been used
in the literature. For example, some researchers have
used meta-heuristic methods and evolutionary
optimization methods such as particle swarm to solve
models. These researchers have used these innovative
and meta-heuristic methodologies for their allocation and
placement models. But by reviewing the literature, we
can see that one of the best methods is the dynamic
modeling method, which is discussed in this research.

According to the findings, "features of consortium
members," “export operational plan," "consortium
strengthening factor," "recognition of export support,”
"transnational factors," "governmental factors,” and
"product features" are the seven main success factors of
private sector export consortia in Iran's industries. For the
establishment of private sector export consortiums in
Iranian industries, the following eight procedures were
established: 1. choosing an appropriate promoter, 2.
Finding potential participants, 3. Carrying out interest
research and contacting possible participants. 4.
Selecting representatives. 5. Organizing meetings with
prospective participants. 6. Carrying out a feasibility
study and creating a business plan 7. Formally
establishing a collaboration. 8. Monitoring consortium
activities.

The results show that a hazy strategic map was
created for the major elements that contributed to private
sector export consortia's performance in Iranian
industries, and "features of the consortium members" was
identified as the most important and determining
element. In the fuzzy cognitive map, the terms "export
operational program,” "transnational factors,” and
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"product features" each have the maximum axial indices.

The

findings indicated that the fuzzy dynamic model for

private sector export consortia in Iranian industries
comprises seven rate variables (current) that are crucial
to export consortia success and one state variable
(inventory) titled "performance of export consortia."

6. CONCLUSION

Researchers can draw inspiration from the subject of this

study and other

statistical and decision-making

techniques and tools to conduct studies such as compiling

guid

factors

elines for export consortia based on the key success
identified in various industries, designing

consortia maturity models, and offering an export
excellence model to help export consortia perform better.
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1. INTRODUCTION

Energy plays a critical role in human society, and as
nonrenewable energy resources continue to deplete, the
need for effective and efficient use of energy becomes
increasingly vital. The management of energy
consumption across diverse processes and sectors has
garnered significant attention among researchers owing
to its demonstrated ability to mitigate energy
expenditures, alleviate environmental repercussions, and
enhance energy security (1-4). The production and
consumption of energy are major sources of greenhouse
gas emissions. The manufacturing sector, which accounts
for roughly half of the world's total energy consumption,
is a major contributor to greenhouse gas emissions (5-7).
It is essential for manufacturing industries to prioritize
improving energy efficiency and minimizing greenhouse
gas emissions. To achieve this, production managers can
choose from a variety of energy-saving strategies.
Implementing energy-efficient machines is one potential
strategy, although this approach may incur greater
upfront costs, which can strain a company's finances. To
reduce the impact of this issue, production managers may
need to implement scheduling strategies that strike a
balance between energy conservation and cost reduction
(8). Scheduling problems have been classified into well-
known categories based on the machine environment.
The most common types of scheduling problems are
single machine, parallel machine, flow shop, and job
shop. Among these, parallel machine scheduling is
particularly significant in scheduling problems because it
is a generalization of single machine scheduling and a
specific mode of flexible flow shop scheduling (9). Over
the past few years, scheduling problems that involve
simultaneously obtaining objectives for scheduling and
energy have been the subject of extensive research. The
related literature has introduced and accepted various
electricity consumption strategies, such as power-down
and speed-scaling. Furthermore, different policies for
determining electricity consumption costs, including
fixed, time-of-use (TOU), and tiered pricing, have also
been formulated and employed (10-13). Parallel machine
scheduling problems that consider energy consumption
account for a significant portion of the studies mentioned.

Li et al. (14) investigated the unrelated parallel
machine scheduling problem to minimize energy costs
and tardiness. In this problem, energy consumption has
been considered for various machine modes, including
setup, idleness, and processing. For this problem, a
mathematical model has been developed so that two
objectives are regarded as one single objective. To solve
the problem, ten heuristic methods based on the priority
rules, combination rules, and energy consumption have
been proposed. Che et al. (15) investigated an energy-
efficient unrelated parallel machine scheduling problem
to minimize total electricity consumption costs. In this

problem, the cost of electricity consumption is calculated
using the TOU tariffs, and the makespan is limited. These
researchers proposed a two-stage algorithm to solve the
problem. Wang et al. (16) studied the parallel machine
scheduling problem with a bounded power demand peak.
In this problem, the jobs can be processed at different
speeds and therefore have various processing times and
power demands. The goal of this problem is to minimize
the makespan, and to solve it, the researchers proposed a
genetic algorithm based on a two-stage heuristic method.

Zeng et al. (17) conducted a comprehensive
investigation of a bi-objective optimization problem
pertaining to uniform parallel machine scheduling. The
aim of their study was to minimize both the number of
machines employed and the total electricity cost within
the framework of TOU tariffs. To accomplish this, the
researchers devised an iterative search framework,
facilitating the attainment of the Pareto front. Wu & Che
(18) investigated an energy-efficient bi-objective
unrelated parallel machine scheduling problem with the
goal of minimizing both total energy consumption and
makespan. They suggested a memetic differential
evolution (MDE) algorithm to solve the problem, and
they developed a local search approach to improve the
proposed algorithm. Cota et al. (19) conducted an
investigation into the wunrelated parallel machine
scheduling problem, incorporating sequence-dependent
setup times to minimize both total electrical energy
consumption and makespan. Furthermore, to find
solutions close to the Pareto optimal front, they
developed and tested a novel heuristic algorithm called
Smart Pool. Safarzadeh & Niaki (20) investigated bi-
objective green scheduling in uniform parallel machine
environments. In this problem, various green cost rates
for every machine were considered to model the impact
of production resources on sustainability, such as energy
consumption and carbon emissions. The researchers
modeled the problem with the objective of minimizing
the total green costs and makespan, and they used the -
constraint method to identify Pareto optimal solutions.
Wang et al. (21) investigated the identical parallel
machine scheduling problem with the goal of minimizing
both the makespan and total energy consumption. In this
problem, the cost of electricity consumption is calculated
using the TOU tariffs. The researchers used the
augmented e-constraint method to solve the problem in
small-scale instances, and they developed a constructive
heuristic (CH) method with a local search strategy based
on the problem's characteristics to solve the problem in
larger-scale instances. Anghinolfi et al. (22) developed
an ad hoc heuristic method to solve the problem proposed
by Wang et al. (21). This method is divided into two
parts. The first section of the method is an improved and
modified version of the constructive heuristic (CH)
algorithm proposed by Wang et al. (21). The second
section introduces a new local search method for
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enhancing the efficacy of Pareto solutions. They
conducted computational tests to assess the suggested
method's efficiency and effectiveness. Zhang et al. (23)
delved into a two-stage parallel machine scheduling
problem, aiming to minimize total electricity costs under
TOU tariffs. Their study considered a two-stage parallel
machine system comprising identical parallel speed-
scaling machines at stage 1 and unrelated parallel
machines at stage 2. The researchers modeled the
investigated  problem as  mixed-integer linear
programming and developed a Tabu Search-Greedy
Insertion Hybrid (TS-GIH) algorithm to solve it.
Keshavarz et al. (24) studied the unrelated parallel
machine scheduling problem with sequence-dependent
setup times to minimize the energy consumption costs
and makespan. They used the e-constraint method to
solve the problem in small instances, and they developed
the multiple objective simulated annealing and multiple
objective particle swarm optimization algorithms to solve
the problem in medium and large instances. Zhou & Gu
(25) examined the unrelated parallel machine scheduling
problem by taking into account multiple resource
constraints to minimize total energy consumption and
total completion time. They developed a multi-objective
artificial immune algorithm to solve the problem. Mddos
et al. (26) examined the problem of parallel dedicated
machines while keeping energy consumption constraints
in mind. In this problem, the peak energy consumption at
specific time intervals should not exceed a specified
limit. The researchers studied four different variants of
the problem and designed a heuristic algorithm for the
general problem. Rego et al. (27) proposed a novel bi-
objective unrelated parallel machine scheduling problem
that considers TOU tariffs and sequence-dependent set-
up times. To tackle the problem, the researchers
suggested a  bi-objective  mixed-integer linear
programming formulation to minimize the total energy
consumption and makespan. To solve small and large
instances of the problem, they used the weighted sum
method and the non-dominated sorting genetic algorithm
(NSGA-II), respectively. Asadpour et al. (28) studied the
identical parallel machine scheduling problem with the
job-splitting property to minimize the total number of
tardy jobs and total energy consumption. In this problem,
the jobs can be further subdivided. An augmented e-
constraint method was used to solve small-scale
problems, and a simulated annealing (SA) algorithm was
designed to solve medium- and large-scale problems.
Heydar et al. (28) proposed an approximate dynamic
programming (ADP) approach to address an energy-
efficient unrelated parallel machine scheduling problem
characterized by random job arrivals. The objective of
their work is to minimize a weighted combination of
makespan and total energy costs. The energy costs
encompass the energy consumption incurred during
machine switching, job processing, and idle periods. At

each stage of the ADP, a binary program was formulated
to optimize the scheduling problem. The energy
efficiency strategy considered in their study is TOU
electricity tariffs. Gaggero et al. (29) investigated the
problem of bi-objective scheduling on parallel identical
machines with TOU costs (BPMSTP). They introduced a
new mathematical formulation for the BPMSTP, which
allowed them to develop a more efficient exact algorithm
for finding the optimal Pareto front. Additionally, they
proposed an alternative heuristic approach called the
Enhanced Heuristic Scheduler (EHS), which proved to
outperform existing heuristics in experiments. Not only
did EHS demonstrate superior performance, but it also
enhanced the computational efficiency of the exact
approach. Sanati et al. (28) conducted a comprehensive
investigation into an unrelated parallel machine
scheduling problem considering sequence-dependent
setup times under TOU electricity tariffs. Their study
meticulously examined setup times in two distinct
modes: disjointed from and jointed to processing time.
For each of these problem variations, two mixed-integer
linear programming models were meticulously
formulated. The presented models for the problem with
setup time disjointed from processing time demonstrated
the capability of solving instances involving up to 16
machines and 45 jobs. In contrast, this capability was
extended to 20 machines and 40 jobs for the processing
time jointed to the setup time problem. Furthermore, to
address large-size instances effectively, a fix and relax
heuristic algorithm was proposed. This algorithm
exhibited the ability to solve instances of up to 20
machines and 100 jobs for each of the two considered
problems.

In studies on parallel machine scheduling, after a job
is assigned to a machine, that machine processes the job,
and the job is ready to be delivered. In the real world,
however, there are problems in which each job consists
of several sub-jobs, and the job is ready to be delivered
when all of its sub-units have been completed after
processing one or more activities. Furthermore,
processing an activity may have an impact on the
completion of multiple jobs. These problems are
introduced as "common operation scheduling” (COS)
problems. Common operation scheduling problems are
used to find the optimal arrangement of operations
required by a set of jobs under the assumption that when
an activity is completed, it is completed for all jobs that
require it (30). These types of problems have different
applications, including movie shooting (31), progressive
network recovery (32), and pattern sequencing in cutting
stock problems (33).

The cutting stock problem includes cutting a set of
available pieces in stock (objects) to produce a specific
set of smaller pieces (items) that optimizes an objective
function such as minimizing total waste, maximizing
profit, or minimizing production costs, in order to meet
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customer demand for different items. The cutting stock
problem occurs in numerous industrial processes where
the objects can be sheets of wood, sheets of metal, steel
bars, paper or aluminum rolls, printed circuit boards,
sheets of glass, etc. In these industries, using appropriate
cutting programs is frequently associated with reducing
production costs and increasing productivity. A cutting
program is a solution to the cutting stock problem, which
is proposed by a set of cutting patterns and the frequency
of their use. A cutting pattern specifies a subset of items
to be obtained from cutting an object. If the items in the
cutting problem are two-dimensional or multi-
dimensional, then the cutting patterns also determine the
arrangement of the items on each of the objects (34). For
example, in a furniture factory, sheets of wood must be
cut by one or more machines according to predetermined
cutting patterns to produce smaller pieces. Each customer
order (job) consists of several small pieces that may be
placed in one or more different patterns. Therefore, an
order is ready to be delivered to the customer when all of
the patterns required by that order have been processed
by cutting machines.

Several papers in the related literature have attempted
to categorize cutting stock problems, which can be used
as references to study and gain more information about
these categories (35-37). Different criteria can be used to
categorize cutting stock problems. The most common
criterion is cutting dimensions, used to describe cutting
patterns according to the type of problem. Based on this
criterion, cutting stock problems are divided into one-
dimensional, two-dimensional, three-dimensional, or
multi-dimensional problems. According to the literature
review, most cutting stock problems are focused on one-
and two-dimensional cutting, which can be used in
problems such as cutting paper, cables, pipes, sheet
wood, etc. (37). In most related studies, the problem not
only involves designing cutting patterns and selecting a
number of them to produce items smaller than objects
(customer orders), but also determining the sequence of
patterns to achieve objectives related to completion
times, due dates, production costs, etc. Arbib & Marinelli
(38) studied the one-dimensional cutting stock problem
by considering due dates to minimize the weighted
tardiness of the jobs and raw material costs. In this
problem, each job has a due date and consists of several
pieces of the same size. Researchers developed and tested
implicit enumeration, upper bounds, and heuristic
methods to solve the problem. Cui et al. (39) studied the
one-dimensional cutting stock problem, considering the
setup costs. In their study, they developed an integer
linear programming model to minimize the sum of setup
and material costs over a given pattern set. To solve the
problem, they introduced a heuristic algorithm based on
sequential grouping to generate patterns. Wuttke &
Heese (40) investigated the two-dimensional cutting
stock problem with sequence-dependent setup times and

permissible tolerances in the textile industry. For the
problem under study, they provided a mixed-integer
program, and to solve it, they used a sequential heuristic
with a feedback loop based on Gilmore and Gomory's
approach.

While mentioning that the optimal cutting patterns for
the production of items smaller than objects are designed
by commercial software considering the minimum
cutting waste, some papers have considered the pre-
designed patterns as the input of the problem and have set
the sequence of patterns to achieve the objectives
regarding completion time and due date (30, 33). Arbib
et al. (30) studied the pattern sequencing problem, which
is introduced as a common operation scheduling
problem, with the goal of minimizing the weighted
number of tardy jobs in the single machine environment.
They reformulated the problem as a stable set problem on
a special graph and analyzed the graph structure. In this
problem, the processing times of the patterns on the
machine are considered the same and equal to one unit.
Arbib et al. (33) investigated the problem of common
operation scheduling in single machine and parallel
machine environments. In this study, in a single machine
environment, the processing times of the patterns on the
machine are variable, and in a parallel machine
environment, the processing times of the patterns on each
of the machines are considered the same and equal to one
unit. The researchers formulated the problem as a set-
covering problem and solved it using the branch-and-cut
algorithm.

Table 1 provides a concise summary of the literature
review conducted on energy-efficient parallel machine
scheduling. The reviewed articles have been categorized
based on the energy consumption strategy employed. To
facilitate a comparison of the problem addressed in this
article with those investigated in the literature, four
criteria have been employed: problem properties,
objective function, solution algorithm, and energy
consumption strategy. These criteria and their
corresponding details are also presented in Table 1. In the
realm of energy-efficient parallel machine scheduling
problems, an underlying assumption is that the
processing of each operation by a machine exclusively
affects the completion of a single job. However, this
assumption may not always hold true for real-world
problems. In certain scenarios, several jobs to be
completed may require the common operation to be
performed on a shared resource simultaneously,
introducing a new dimension of complexity to the
scheduling problem that has not been discussed in the
literature.

This study focuses on common operation scheduling
in an environment of identical parallel machines while
considering energy consumption. To this end, two
mixed-integer linear programming models, a position-
based model and a sequence-based model, have been
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TABLE 1. Summary of the Literature Review on Energy-Efficient Parallel Machine Scheduling

Author Other properties of the problem

Strategy of
Objective/ Solution method energy
consumption

unrelated parallel machine, energy consumption has

[14] been considered for various machine modes
[20] uniform parallel machine
unrelated parallel machine, multiple resource

[25]

constraint
[28] identical parallel machine, job-splitting property
[16] bounded power demand peak
[18] unrelated parallel machine
[19] unrelated parallel machine, sequence-dependent

setup times
[15] unrelated parallel machine, makespan is limited
[17] uniform parallel machine
[21] identical parallel machine
[23] two-stage parallel machine
[24] unrelated parallel machine, sequence-dependent

setup times

parallel dedicated machines, peak energy
[26] consumption at specific time intervals should not
exceed a specified limit

[27] unrelated parallel machine, sequence-dependent set-

up times
[29] unrelated parallel machine, random job arrivals
[30] identical parallel machine
131] unrelated parallel machine, sequence-dependent
setup times, bounded makespan
Current identical parallel machine, common operation
paper scheduling

total energy consumption and total completion time/ multi-

total energy consumption and total completion time/
augmented e-constraint method, HNSGAII-PSO, NSGA-I11

tardiness and energy consumption cost/ heuristic algorithms

total green costs and makespan/ the e-constraint method

fixed
objective artificial immune algorithm

total number of tardy jobs and total energy consumption/
augmented g-constraint, simulated annealing algorithm

makespan/ genetic algorithm

total energy consumption and makespan/ memetic

differential evolution speed-scaling

total energy consumption and makespan/ heuristic

algorithm

energy consumption cost/ heuristic algorithm

number of machines employed and the total electricity

cost/ heuristic algorithm

makespan and total energy consumption/ augmented -
constraint method, constructive heuristic, NSGA-11

total energy consumption/ Tabu Search-Greedy Insertion

Hybrid algorithm

energy consumption costs and makespan/ the e-constraint
method, multiple objective simulated annealing algorithm
and multiple objective particle swarm optimization

algorithms
TOU

makespan/ heuristic algorithm

total energy consumption and makespan/ weighted sum

method, NSGA-II

weighted combination of makespan and total energy costs/

approximate dynamic programming

total energy consumption and makespan/ Enhanced

Heuristic Scheduler

total electricity cost/fix and relax heuristic algorithm

Speed-scaling

proposed for the problem under study in order to
simultaneously minimize the total energy consumption
and the total completion time. To solve small-scale
instances, the augmented e-constraint method
(AUGMECON) is used to obtain the Pareto optimal
front. Since the problem is NP-hard, a non-dominated
sorting genetic algorithm (NSGA-II) and a hybrid non-
dominated sorting genetic algorithm with particle swarm
optimization (HNSGAII-PSO) have been developed to
solve medium- and large-scale instances. In the proposed
NSGA-II algorithm, each chromosome represents a
solution from the problem-solving space, and the quality

of each chromosome can be evaluated by calculating the
objective functions of total completion time and total
energy consumption. In the proposed HNSGAII-PSO
algorithm, each chromosome represents a region of the
problem-solving space where all solutions in this region
have the same total energy consumption. To evaluate the
quality of each chromosome, the best solution for the
region covered by that chromosome is considered. In the
investigated problem, the best solution in the region
covered by each chromosome is the one that minimizes
the total completion time. Therefore, to determine the
best solution in each region, the PSO algorithm is
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executed once for each chromosome. The total

completion time for each chromosome of the HNSGAII-

PSO algorithm is determined based on the output of the

PSO algorithm. According to the mentioned explain, the

contributions of the paper can be summarized as follows:

. Energy consumption is considered in the
common operation scheduling problem.

. Two  bi-objective  mixed integer linear
programming models, namely the position-based
and sequence-based models, are proposed to
investigate the trade-off between total completion
time and total energy consumption.

] The NSGA-11 and HNSGAII-PSO algorithms are
developed to solve large-scale instances.

] The performance of the methods is evaluated
using computational experiments.

The remaining sections of this paper are as follows:
After the problem is described in section 2, mathematical
models are proposed. In section 3, solution methods will
be presented. Section 4 discusses the results of the
computations. In section 5, the conclusion and future
research are mentioned.

2. PROBLEM DESCRIPTION AND MATHEMATICAL
MODELING

The common operation scheduling problem is one of the
scheduling problems with numerous applications in the
actual world. One of the applications of common
operation scheduling in manufacturing environments is
the cutting stock problem, which is posed in industries
such as the furniture industry (cutting wooden panels)
and the apparel industry (cutting fabric). This paper
investigates common operation scheduling in an identical
parallel machine environment, considering energy
consumption. In the problem under study, each job
includes several small pieces (items), and all the pieces
of different jobs are placed on a number of cutting
patterns to produce the required small pieces according
to these patterns and by cutting larger pieces (objects).
Therefore, each job is completed when all the small
pieces related to it have been produced by cutting the
required patterns. The relationship between jobs and
cutting patterns is shown by the job-pattern matrix. In
fact, this matrix indicates which patterns must be
processed to complete each job. The optimal cutting
patterns are predetermined using relevant software,
taking the dimensions of small pieces into account, and
will be available at time 0. Each pattern contains one or
more pieces and contributes to the completion of one or
more jobs. Energy consumption is investigated by
considering the speed-scaling strategy. In accordance
with this strategy, each machine possesses varying speed
levels. Consequently, when the machine operates at a
higher speed, the processing time is reduced while the

consumption of electrical energy increases. In this

problem, the assignment of cutting patterns to machines,

the sequence of patterns on each machine, and the

appropriate speed of the machine to process each of the

assigned patterns are determined in order to

simultaneously minimize the total completion time and

the total energy consumption. The underlying

assumptions are listed below:

= Cutting patterns have already been designed and
determined and will be available at time zero.

= Larger pieces (objects) will be available at time 0 to
produce smaller parts (items), and their number is
equal to the number of cutting patterns.

= Each machine processes a maximum of one pattern
at a time.

= Each pattern can be processed by only one machine
at a time.

= The processing time of each pattern at the varying
speed levels of each machine is specified and
definite.

= The amount of energy consumed by each machine at
various speed levels for processing each pattern is
specified and definite.

= There is no precedence relationship between
different patterns.

=  There is no preemption in the processing of patterns.
In the following, the notations and parameters are

presented.
Sets and Indices
I Set of jobs {iel}.
J Set of cutting patterns {j, keJ}.
Vv =Ju{0} Egttt ;fn %ugn;(ge I%’a\.tterns that includes the fictitious
M Set of machines {meM}.
Q Set of positions on each machine {qeQ}.
S Set of speed levels of each machine {seS}.
N Subset of cut_ting. patterns set that must be processed
t to complete job i (U; N; = ).
Parameters

w;  The required workload of pattern j.

Machine processing speed at speed level s (the workload

s processed per unit of time by the machine at speed level s).

The time required to process pattern j at speed level s of the

Pis machine (s = %).

Machine energy consumption rate for processing pattern j
7 per unit of time.

) Machine energy consumption rate at speed level s for
S processing pattern j per unit of time (m;; = mjvs , a > 1).

The energy required to process pattern j at speed level s of
s the machine (ejs = mjspjs)-

B A large number.
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The sequence-based mathematical model is
presented here.

Decision varibales

Equal to 1 if pattern j is processed immediately after
Xmkjs ~ pattern k on machine m with speed level s,and 0

otherwise.
T Completion time of pattern j.
¢ Completion time of job i.

Sequence-based model

minZ; = Y ¢ (D)
minZ, =
ZmEM ZkeV&j:ﬁk Zjej Zses ejsxm) (2)

Ymem ZkeV&j*k ZSES Xmkjs =

1 v je/ @®)
Ymem Zje]fj#—k Yses Xmkjs < 1 Y ke (C))
Zje] Yses Xmojs < 1 vV meM 5)
ZjeV:kij Zses Xmkjs —
: V ke] ,meM 6
Zhsvsh;:j Yses Xmnks = 0 / ®)
VkeV:ij+
rj_rk"'B(l_xmkjs) ijs k,jE],mEl\"]I,SES )
Co = 0 (8)
Ci = MaxXT; v iel 9
Xmijs = {0,1} Vj, keV,meM,seS (10)
¢, =20 V jeV ,iel (11)

The objective functions 1 and 2 represent the
minimization of total completion time and total energy
consumption for the sequence-based model, respectively.
Constraint 3 guarantees that each pattern is assigned to
only one machine at a specified speed level and that only
one other pattern is processed before it. Constraint 4
indicates that after each pattern, a maximum of one other
pattern can be processed. Constraint 5 ensures that in
each machine, after fictitious pattern 0, a maximum of
one other pattern can be processed. Constraint 6 ensures
the right order for allocating patterns in each machine: if
pattern k is processed before pattern j, then another
pattern must be processed before pattern k. Constraint 7
computes the completion time of each pattern. If x,, ;s =
1, then the completion time of pattern j is obtained from
the sum of the completion time of pattern k and the
processing time of pattern j with the speed level s of the
machine, and if x,,;; = 0, then the large number B
ensures the relation. Equation 8 shows that the
completion time of the fictitious pattern 0 is zero. Each
job's completion time is calculated by constraint 9. The
completion time of job i is equal to the maximum

completion time of patterns that include the pieces of job
i. Constraints 10 and 11 show the range of decision
variables.

Considering Equation 9, the proposed model is
mixed integer nonlinear programming. The proposed
sequence-based model is converted into a mixed integer
linear programming model by substituting Equation 12
for Equation 9.

G 2T Viel ,jeN; (12)

The position-based mathematical model is presented
here.

Decision varibales

Equal to 1 if pattern j is processed in position g of
machine m with speed level s,and 0 otherwise.

xjmqs
hgm Start time of position g of machine m.

fam Finish time of position q of machine m.

Tim Completion time of pattern j on machine m.

Ci Completion time of job i.

Position-based model

MINZy = Nijer G (13)

minZz, =

14
Zje] ZmeM quQ ZSES ejsxjmqs ( )

Ymem quQ Yises Xjmqs =

1 Y je] (15)

Zje] Yses Xjmgs < 1 VY meM , qeQ (16)

fqm = hgm +

V meM , qe 17
Zje] ZSES pjsxjmqs a Q ( )

Jam < hgenym v meM , qeQ (18)

Zje] Yises Xjmgs = vV meM ,qeQ :
19
Zje]Zseijm(q—l)s q > 1M ,seS
Y je] ,meM,
fqm < rjm + B(l - Zses xjmqs) (20)
qeQ
G0 = et ax oy Tim v iel (21)
Y je] ,meM,
Xj =1{0,1 22
imgs = {0,1} 40, 5¢S (22)
Vje] ,meM,
Ci »Tims fqmsRgm = 0 . (23)
qeQ, iel

The position-based model's objectives are to
minimize total completion time and total energy
consumption, which are demonstrated by Equations 13
and 14, respectively. Equation 15 guarantees that each
pattern is processed only at one position on one machine
and at a specified speed level. Constraint 16 indicates that
at each position of each machine, a maximum of one
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pattern is processed at a specified speed level.
Constraints 17 and 18 compute the start time and end
time of each position of each machine. Constraint 19
ensures that the positions of each machine are assigned
to patterns in numerical order from first to last. Each
pattern's completion time is calculated by constraint 20.
The completion time of each job is calculated using
Equation 21. The completion time of job i is equal to the
maximum completion time of patterns that include the
pieces of job i. Constraints 22 and 23 show the range of
decision variables.

Considering Equation 21, the proposed model is
mixed-integer nonlinear programming. In order to
linearize the mathematical model, Equation 24 is used
instead of Equation 21. Due to the changes made, the
proposed position-based model is a mixed integer linear
programming model.

Ci = Tjim V iel ,jeN; ,meM (24)

Based on the triple notation provided by Wuttke and
Heese (41), the problem studied in this paper is denoted
as Pm|cos|TEC,Y, C;, where Pm indicates identical
parallel machines, cos indicates common operation, and
TEC and Y. C; represent the total energy consumption and
the total completion time, respectively. In this problem,
if the machines have only one level in terms of processing
speed and the objective function of the total energy
consumption is not considered, and if each pattern is only
effective in completing one job and the completion of
each job only requires the processing of one pattern, then
the problem becomes an identical parallel machine
problem in order to minimize the total completion time
and is shown as Pm|| . C;. According to the previous
studies, the problem Pm||Y. C; is the NP-hard (42).
Therefore, it can be concluded that the problem proposed
in this article is at least NP-hard.

3. NUMERICAL EXAMPLE

To further illustrate the problem described, consider a
small numerical example involving three jobs and two
identical machines. In this example, job 1 includes pieces
{1,2,3,4}, job 2 includes pieces {5,6,7,8,9,10,11}, and
job 3 includes pieces {12,13,14,15}, and each machine
has two levels of slow speed (level 1) and fast speed
(level 2). Figure 1 shows the placement of small pieces
(items) on objects using five cutting patterns. Table 2 lists
the processing time and energy required to process
patterns at different speed levels for each machine. Figure
2 shows the job-pattern matrix, which is formed based on
the placement of small pieces of each job and their
relationship with cutting patterns. In other words, this
matrix determines the patterns associated with each job.

Figure 3 shows a solution from the Pareto optimal
front for this example. In this solution, the first machine

Patiers 1 Patiern 1 Patiers 3

8

Figure 1. Cutting patterns for the numerical example

TABLE 2. Energy consumption and processing time to process
patterns for the numerical example

Pattern

1 2 3 4 5

Level7 fime 27 36 19 16 40

(slow)

energy 18 61 20 16 68

Machine
Level 2 time 21 28 15 12 32

(fas)  energy 20 95 32 25 97

pattern

job 2

3

Figure 2. The job-pattern matrix for the numerical example

processes pattern 1 with speed level 2, then it processes,
respectively, patterns 2 and 4 with speed level 1. Patterns
3 and 5 are assigned to the second machine and processed
there at speed level 1 of the machine, respectively. In this
solution, based on the completion times of the patterns
and the job-pattern matrix, job 1 is completed at time 59,
job 2 at time 73, and job 3 at time 21. Therefore, in this
solution, the total completion time is 153 time units, and
the energy consumption is 194 units. In Figure 4, the
Pareto optimal front is provided for this example. The
analysis demonstrates that the optimal speed of the
machines depends on the objective function. If the
objective function seeks to minimize the total completion
time, then processing all patterns at speed level 2 yields
the best result. However, this decision increases the
objective function of total energy consumption. In
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Pattern / Speed

Machine 1 1/2 2/1 4/1

Machine 2 3/1 5/1

— — * lime
1921 57 59

Figure 3. A solution from the Pareto optimal front for the
numerical example

290
270
250
230
210
190
170

150
120 140 160 180

Total completion time

Total energy consumption

Figure 4. The Pareto optimal front for the numerical
example

contrast, when all patterns are processed at speed level 1,
the objective function of total energy consumption
reaches its minimal value. Thus, decision-makers must
consider the trade-off between the objectives and identify
the best options for achieving the desired balance
between the goals.

4.SOLUTION APPROACHES

In solving bi- and multi-objective problems, the primary
goal is to identify a set of Pareto optimal solutions,
considering trade-offs between objectives. Due to the
NP-hard nature of the problem under investigation, a
non-dominated sorting genetic algorithm (NSGA-II) and
a hybrid non-dominated sorting genetic algorithm with
particle swarm optimization (HNSGAII-PSO) are
developed to tackle instances with medium and large
scales and to obtain approximate Pareto fronts

4. 1. NSGA-II Algorithm The NSGA-II algorithm
(43) is a popular evolutionary algorithm that is widely
used in solving multi-objective optimization problems
(44, 45). This algorithm can provide a suitable set of
Pareto solutions for solving multi-objective problems by

using the elitism mechanism and taking the crowding
distance of the solutions into account.

In the proposed NSGA-II algorithm, each
chromosome represents a solution from the problem-
solving space. In this algorithm, by decoding each
chromosome, the cutting patterns assigned to each
machine, the sequence of patterns on each machine, and
the speed level of the machine for processing each pattern
are determined, and using this information, the objective
functions of total completion time and total energy
consumption can be calculated for each chromosome.
After calculating the value of the objective functions and
determining the fitness for all chromosomes in the
population, the sorting of chromosomes is done. This
process begins with performing paired comparisons and
calculating the number of times each solution is
dominated in order to form Pareto fronts and determine
the rank of each solution. Then the members placed in
each Pareto front are sorted based on the crowding
distance metric. Next, offspring are produced by
selecting parents and using crossover and mutation
operators. The offspring obtained from the mutation and
crossover operators are added to the population, creating
a larger population called R: After calculating the
objective functions for the generated offspring, rank and
crowding distance are determined for each member of the
R, population, and based on them, the R, population is
sorted. The sorting is done as follows: first, the members
are sorted by rank and in ascending order so that the
solutions with lower ranks are placed at the beginning of
the list. Then, among the members with the same rank,
another sorting is done based on the crowding distance
and in a descending manner, so that the solution with the
greatest crowding distance occupies a higher position
among the members of the same rank. Finally, the elitist
strategy is used to form the new generation, in which
members with a higher position are selected from the R,
population in a number equal to the size of the
population. This process continues until the termination
condition of the algorithm is established. The proposed
NSGA-II algorithm stops when a certain number of
iterations is reached, and all the solutions in the first
Pareto front are presented as the output of the algorithm.

4. 1. 1. Solution Representation In order for the
solution algorithm to establish a logical relationship
between the problem space and the search space, the
solution properties should be represented by a string of
symbols. Each chromosome of the NSGA-II algorithm is
represented by a two-row matrix, where the length of
each row is n (n: number of cutting patterns). The first
row of the matrix contains the permutation of numbers 1
to n, so that the members of the set {1,2,3, ..., n} represent
the cutting pattern number. The second row of the matrix
shows the speed level of the machine for processing each
of the cutting patterns, where each gene is coded
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randomly with values from the set {1,2,3,...,s}. The
cutting patterns assigned to each machine and the
sequence of patterns on each machine are determined by
decoding each chromosome. Extracting the required
information is as follows: the pattern placed in the first
gene of the first row of the matrix is assigned to the first
machine and processed at the speed determined in the
first gene of the second row of the matrix. This process
continues until every machine is assigned a pattern. Then,
the next pattern is assigned to the first machine that
finishes processing the previously assigned pattern and is
processed at the determined speed. This process
continues until all patterns are assigned. For example,
consider a problem with two machines and five cutting
patterns. Each machine has two levels of slow speed
(level 1) and fast speed (level 2) to process the assigned
patterns. It is assumed that each pattern needs 2 and 1
units of time for processing at the machine speed levels
of 1 and 2, respectively. Figure 5 shows a chromosome
for the mentioned example. After decoding this solution,
it becomes clear that pattern 3 is assigned to the first
machine and is processed with a speed level of 2 in 1 time
unit. Pattern 1 is assigned to the second machine and
processed at speed level 1 in 2 time units. Since
processing pattern 3 is finished faster by machine 1,
pattern 2 is assigned to the first machine and is processed
at speed level 1 in 2 time units. Next, patterns 5 and 4 are
assigned to machines 2 and 1, and are processed at speed
levels 1 and 2, respectively. In the proposed NSGA-II
algorithm, members of the initial population are
generated randomly and according to the presented
representation for each solution.

4. 1. 2. Selection In the proposed NSGA-II
algorithm, parent selection is done using the standard
binary tournament selection strategy.

4. 1. 3. Crossover In the proposed NSGA-II
algorithm, the double-point crossover operator is used. In
view of the permutation of numbers 1 to n in the first row
of the chromosome, the permutation of numbers may not
be established in the first row of each of the generated
offspring. Therefore, using the partially mapped
crossover (PMX) approach, the required columns are
moved, and the necessary corrections are made to
establish the permutation of the numbers in the first row
of the generated offspring. Figure 6 depicts the double-
point crossover.

3 1 2 5 4
2 1 1 1 2

Figure 5. An example of solution representation in the
NSGA-II algorithm

2 6 1

Parent 1

2 1 2 1 2

5 3 2 1 6 4
Parent 2

1 1 2 1

6 3 1 4 5
Child 1 > 1 1 > >

5 2 4 3 1
Child 2

1 1 2 1 1

Figure 6. The crossover operator in the NSGA-11 algorithm

4. 1. 4. Mutation In the proposed NSGA-II
algorithm, Gaussian mutation and swap mutation
operators are used.

The Gaussian mutation operator is applied to the
second row of the candidate chromosome. The Gaussian
mutation operates as follows: A random number between
0 and 1 is generated for each gene from the second row
of the candidate chromosome. If this number is less than
the gene's mutation rate, the mutation operator with
N(0,1) distribution is applied to that gene. Thus, the
value of that gene may change. According to the
chromosome's representation, the value of each gene in
the second row of the chromosome can be one of the
numbersinthesetS = {1,2,3, ..., s}. If, after applying the
mutation operator, the value of the gene is greater than
the largest value of the set S or less than the smallest
value of that set, then we consider the value of the
mentioned gene to be equal to the largest and smallest
members of the set S, respectively. In Figure 7, the
Gaussian mutation operator has been applied to three
genes from the parent chromosome, and in the generated
offspring, only the value of one of the selected genes has
changed.

The swap mutation is executed as follows: Two
columns are randomly chosen from the candidate
chromosome, and they are then exchanged with one
another Figure 8. Based on the results obtained from the
numerical experiments, the Gaussian mutation and swap
mutation operators are applied to the candidate
chromosomes with probabilities of 0.8 and 0.2,
respectively.

4. 2. HNSGAII-PSO Algorithm The proposed
hybrid algorithm (HNSGAII-PSO) is a combination of
the NSGA-II algorithm and the PSO algorithm. In the
HNSGAII-PSO algorithm, each chromosome determines
the speed level of the machine for processing each
pattern, and this information can be used to calculate the
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3 2 6 4 | 5
Parent

2 | 2 2 1 2

3 2 6 4 1 5
Child

1 2 2 2 1 2

Figure 7. The Gaussian mutation operator in the NSGA-II
algorithm

3 2 6 4 1 5
Parent

2 1 2 2 | 2

3 5 6 4 1 2
Child

2 2 2 2 1 1

Figure 8. The swap mutation operator in the NSGA-II
algorithm

objective function of the total energy consumption for
that chromosome. In other words, each chromosome
represents a region of the problem-solving space, so that
all solutions in this region have the same total energy
consumption. To evaluate the quality of each
chromosome, the best solution from the region covered
by that chromosome is considered. In the investigated
problem, the best solution in the region covered by each
chromosome is the one that minimizes the total
completion time. Using the PSO algorithm, a global
search is done to find the best solution in this region.
Therefore, in each iteration of the hybrid algorithm, the
PSO algorithm is executed once for each chromosome in
the population. Each particle of the PSO algorithm
specifies the assignment of patterns to machines as well
as the sequence of patterns on each machine, and using
this information and taking into account the speed level
of the machine to process each pattern, the total
completion time can be calculated for each particle of the
PSO algorithm. Based on the output of the PSO
algorithm, the assignment of patterns to machines, the
sequence of patterns on each machine, and the objective
function of the total completion time for each
chromosome of the HNSGAII-PSO algorithm are
determined. The main structure and the process of
obtaining the approximate Pareto front in the HNSGAII-
PSO algorithm are similar to the NSGA-I1 algorithm.

4. 2. 1. PSO Algorithm The PSO algorithm is a
population-based algorithm (46) and is widely used in
solving scheduling problems (47, 48). Within this
algorithm, each solution is conceptualized as a particle,
each possessing its own position and velocity. The
position of a particle facilitates the identification of a
feasible solution to the problem under investigation. The

fitness value of each particle determines the quality of the
corresponding solution. During each iteration of the
algorithm, each particle endeavors to locate a new
position based on its previous experiences and the
position of the particle exhibiting the most favorable
fitness value, thereby striving to enhance its own fitness
value (49). In the HNSGAII-PSO algorithm proposed in
this paper, for each chromosome, the PSO algorithm is
executed once. To update the speed and position of each
particle in the PSO algorithm, relations (25) and (26) are
used, respectively.

£+l _ oot .t
v; —a)vj+r1><cl><(pbestj x])+r2><

/ 25
c; X (gbest — xf) (25)
xf " =xf +vft (26)

where:
v Velocity of particle j.
X Position of particle j.

pbest;  The best position ever visited by particle ;.
gbest  The best position ever visited by swarm.

Inertia coefficient that controls the velocity of the
particle.

The learning coefficient considers the current

@ particle's attraction to its previous best position.

The learning coefficient considers the current
Cy particle’s attraction to the previous best position
of the swarm

Random numbers are generated from the uniform

"2 interval [0,1].

4.2.2.Solution Representation In the proposed
HNSGAII-PSO algorithm, each chromosome contains a
vector of length n, where n is the number of cutting
patterns. The counter of each chromosome gene indicates
the cutting pattern number, and the genes of each
chromosome are randomly coded with values from the
set {1, 2, 3, ..., s} that determine the speed level of the
machine for processing the relevant cutting patterns,
which can be used to calculate the objective function of
the total energy consumption for each chromosome. In
other words, each chromosome represents a region of the
problem-solving space where all solutions in this region
have the same total energy consumption. To evaluate the
quality of each chromosome, the best solution from the
region covered by that chromosome is considered. In the
investigated problem, the best solution in the region
covered by each chromosome is the one that minimizes
the total completion time. The best solution in this region
is determined using the PSO algorithm. Therefore, in
each iteration of the hybrid algorithm, the PSO algorithm
is executed once for each chromosome in the population.
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Each particle in the PSO algorithm is represented as a
matrix with one row and n columns, where n is the
number of cutting patterns. A random real number
between 0 and 1 is placed in each column of this matrix.
For each particle, in order to determine the cutting
patterns assigned to each machine and the sequence of
patterns on each machine, first, through an appropriate
mechanism, the real numbers must be converted into
integers that represent the cutting patterns. To do this, we
used the sorting-based method (50). Therefore, we sort
the real numbers of the initial matrix in ascending order
to form a new matrix. Then, in the new matrix, any real
number is replaced by the counter of the corresponding
column in the initial matrix. Accordingly, the new matrix
contains a permutation of integers from 1 to n, and each
number represents a cutting pattern. Now, by decoding
the created matrix, the patterns assigned to each machine
and the sequence of patterns on each machine can be
determined. Using this information and taking into
account the properties of the relevant chromosome (the
speed level of the machines), the function of the total
completion time for each particle of the PSO algorithm
can be calculated. The output of the PSO algorithm
determines the assignment of patterns to machines, the
sequence of patterns on each machine, and the objective
function of the total completion time for each
chromosome of the HNSGAII-PSO algorithm.

Each particle of the PSO algorithm is decoded as
follows: the pattern placed in the first column of the
matrix is assigned to the first machine and processed at
the corresponding speed. The pattern placed in the
second column is assigned to the second machine and
processed at the corresponding speed, and this process
continues until each machine is assigned a pattern. Then,
the next pattern is assigned to the first machine that
finishes processing the previously assigned pattern, and
this process continues until all patterns are assigned.

For example, consider a problem with two machines
and five cutting patterns. Each machine has two levels of
slow speed (level 1) and fast speed (level 2) to process
the patterns assigned to it, so that the faster the machine
processes, the more energy it consumes. It is assumed
that each pattern needs 2 units and 1 unit of time to be
processed at machine speed levels 1 and 2, respectively.
Figure 9 is a chromosome for the mentioned example,
which shows a region of the solution space. For all
solutions in this region, cutting patterns numbers 1, 2, 3,
4, and 5 are processed at machine speed levels 2, 1, 1, 2,
and 1, respectively. Figure 10 is a particle of the PSO
algorithm and its decoding, which shows a solution of the
region covered by Figure 9's chromosome. After
decoding this particle, it becomes clear that pattern 3 is
assigned to the first machine and is processed with a
speed level 1 in 2 time units; pattern 1 is assigned to the
second machine and processed at a speed level 2 in 1 time
unit. Since the processing of pattern 1 is completed faster

by machine 2, pattern 2 is assigned to the second machine
and is processed at speed level 1 in 2 time units. Next,
patterns 5 and 4 are assigned to machines 1 and 2, and
they are processed at speed levels 1 and 2, respectively.

In the proposed HNSGAII-PSO algorithm, each
chromosome from the initial population is randomly
generated according to the representation provided for
each solution. The PSO algorithm is executed once for
every member of the initial population. The initial
population members of the PSO algorithm are also
randomly generated.

4. 2. 3. Selection Parent selection in the proposed
HNSGAII-PSO algorithm is done using the standard
binary tournament selection strategy.

4. 2. 4. Crossover The double-point crossover
operator is employed in the proposed HNSGAII-PSO
algorithm. Figure 11 shows the double-point crossover.

| 2 | | 1] 2 | 1
Figure 9. An example of solution representation in the
HNSGAII-PSO algorithm

Sorting
‘0.07‘0.11|0.28|0‘43 0.79‘
New matrix
Initial matrix ‘3‘1 2 5‘4‘
| 0.1 ‘ 028 ‘ 0.07] 079 | 043 3 Patterns assigned to the firs

machine and their sequence

Patterns assigned to the second
machine and their sequence

Figure 10. A solution of the region covered by the
chromosome in Figure 9 and its decoding

Pnrcm]|2‘l|l|2§2|l|
ParcmZ|]‘2||‘li]|l|
Childl|2’2‘l|l|2|l‘
Child2|l‘l‘l|2|lll‘

Figure 11. The crossover operator in the HNSGAII-PSO
algorithm
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4. 2. 5. Mutation In the proposed hybrid
algorithm, the Gaussian mutation operator is used. In this
algorithm, according to the representation defined for the
chromosome, all chromosomes in the population are
candidates for the generation of offspring through the
mutation operator. Next, for each gene on the candidate
chromosome, a random number between 0 and 1 is
generated. If this number is less than the mutation rate of
the gene, the mutation operator with the standard normal
distribution N(0,1) is applied to that gene. Accordingly,
the value of that gene may change in the generated
offspring. Figure 12 shows how to produce offspring
from the parent using the Gaussian mutation operator. In
this figure, the mutation operator has been applied to
three genes from the parent chromosome, and in the
offspring generated, only the value of one of the selected
genes has changed.

5. COMPUTATIONAL EXPERIMENT

In this section, in order to evaluate the performance of the
mathematical models and solution methods presented,
numerical experiments are performed using randomly
generated test instances. The process of generating the
necessary data for the instances is explained in detail.
Given the bi-objective nature of the problem,
performance measures used to evaluate the suggested
solution methods are introduced. Moreover, the
parameters of the proposed solution algorithms are tuned
using the Taguchi method. Finally, the performance of
the proposed mathematical models and solution methods
is evaluated by solving small and large-scale instances.
In this paper, to optimally solve small-scale instance
problems using the AUGMECON method, GAMS 28.2.0
software is used, and the HNSGAII-PSO and NSGA-II
algorithms are coded in the Visual C# environment. All
experiments were performed on a personal computer
with 4 GB of RAM and an Intel Core i5-2410M 2.30 GHz
CPU.

5. 1. Data Generation The size of instance
problems is defined as [1, ], M, §], where I represents the
number of jobs, J denotes the number of cutting patterns,
M shows the number of machines, and § represents the
density of the job-pattern matrix. In this paper, random
test instances are generated as follows (18): To determine
the required workload of each cutting pattern (w;), a

Parent 1 1 1 2 1 |

Child 1 2 1 2 1 1

Figure 12. The mutation operator in the HNSGAII-PSO
algorithm

number is generated randomly from a uniform
distribution in the interval [5, 50]. The energy
consumption rate of the machine for processing each
cutting pattern per unit of time (r;) is randomly selected
from a uniform distribution in the interval [4, 18].
Therefore, the energy consumption rate of the machine at
the speed level s to process pattern j per unit of time is
determined from Equation 27. In this paper, « = 3 and
for machine processing speed levels, S =4 and
vs € {0.75,1,1.25,1.5} are considered. The time and
energy required to process each cutting pattern at varying
levels of machine speed are calculated using relations 28
and 29, respectively.

Tjs = ﬂjvg , a>1 (27)
Y 9

bjs = ” (28)

€js = MjsPjs (29)

To randomly generate the job-pattern matrix, first, the
density 6 of the matrix must be determined. Equation 30
calculates the value of & for the job-pattern matrix. In this
equation, |N;| is the number of cutting patterns that
include small pieces (items) of job i. i and j also represent
the number of jobs and the number of cutting patterns,
respectively. In determining the minimum value of & for
test instances, a noteworthy point to consider is that each
cutting pattern contributes to completing at least one job,
and the pieces related to each job are placed in at least
one cutting pattern. Therefore, the minimum possible
value for 6 is equal to max (%%) where i is the number
of jobs and j is the number of cutting patterns, and this
relation should be considered to determine the value of &
in small-scale instances. In medium- and large-scale
instances, we consider three values of 20%, 30%, and
40% for & (33). After determining the value of 3, we
generate the job-pattern matrix at random so that each
cutting pattern contributes to the completion of at least
one job and each job requires at least one cutting pattern
to complete itself.

ilNi

= EL'T]' (30)
5. 2. Performance Measures The Pareto
solution set is the output of solving multi-objective
problems, whose quality and diversity are evaluated. In
this paper, to evaluate the results obtained from the
solution algorithms, four performance measures are used
as follows:

Number of Pareto solutions (NPS): This metric
specifies the number of non-dominated solutions
obtained from the solution algorithm. Based on this
metric, the greater the number of these solutions, the
more efficient the algorithm (21, 51).
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Diversity of distribution (D;): This performance
measure shows that the existing solutions in the Pareto
front are uniformly placed next to each other. This metric
is calculated using Equation 31. In this equation, |N|
expresses the number of non-dominated solutions, d; is
the Euclidean distance between consecutive solutions,
and d is the average of d;. For a solution algorithm, the
lower the value of the D; metric, the more efficient that
algorithm is (21, 51).

Dy =S (31

Spacing (D,): This measure is an extension of the
previous metric and is obtained from Equation 32. In this
equation, |N| shows the number of non-dominated
solutions. The values of d; and d are obtained via
Equations 33 and 34, respectively. For a solution
algorithm, the lower the value of the D, metric, the better
the performance of that algorithm (22, 52).

1/2

D, = (2l (i - d)°) 32)
di = min Y |fn — il (33)
d=yN (34)

Mean ideal distance (MID): This performance
measure calculates the average Euclidean distance of the
ideal solution from the Pareto front obtained by the
solution algorithm. In this paper, the best possible value
for each of the objective functions obtained by different
algorithms is considered the ideal solution. Equation 35
is used to calculate MID. In this equation, |N| is the
number of non-dominated solutions, and C; represents the
Euclidean distance of each member of the Pareto front
from the ideal point, which is calculated through
Equation 36. An algorithm with a lower MID metric has
better performance (51).

MID = ﬁzl’l‘l C; (35)
Ci = (i = FO* + -+ (foni = f)? (36)

5. 3. Parameter Tuning Metaheuristic algorithms
possess inherent parameters, and assigning appropriate
values to these parameters can substantially enhance the
quality of the obtained results. This paper employs the
Taguchi method to optimize the parameters of the
developed algorithms. The Taguchi method utilizes
orthogonal arrays, which are standardized arrays that
enable the execution of a limited number of experiments
while retaining comprehensive information on all factors
influencing the performance of the algorithms (53). The
HNSGAII-PSO factors are: number of population (N),
number of generations (G), crossover rate (P.), mutation

rate of the gene (B,,4), number of population for the PSO
algorithm (Npgo), number of generations for the PSO
algorithm (Gpgp), inertia coefficient (w), and learning
coefficients (c¢; , ¢;) and The NSGA-II factors are:
number of population (N), number of generations (G),
crossover rate (P.), mutation rate (B,,) and mutation rate
of the gene (B,,). Tables 3 and 4 show the considered
levels for the factors of the HNSGAII-PSO and NSGA-
Il algorithms for small-scale problems and medium- and
large-scale problems, respectively.

TABLE 3. Algorithm parameters and their levels for small-
scale problems

Algorithm Parameters Symbol Level
N A 100 — 150 — 200
G B 50 -80-100
P, C 0.6-0.7-0.8
Png D 0.2-03-04
ggjosem I- Npso E 2-3-4
Gpso F 1-2-3
w G 05-0.75-1
¢ H 1-15-2
cy J 1-15-2
N A 100 — 150 — 200
G B 50 -80-100
NSGA-11 P, C 05-06-0.7
B, D 05-06-0.7
Pg E 05-06-0.7

TABLE 4. Algorithm parameters and their levels for medium-
and large-scale problems

Algorithm Parameters ~ Symbol Level
N A 300 — 350 - 400
G B 100 - 150 - 200
P, C 0.6-0.7-0.8
Prg D 02-03-04
'P"S’\'OSGA”' Npso E 2-3-4
Gpso F 1-2-3
w G 05-0.75-1
1 H 1-15-2
[ J 1-15-2
N A 400 - 600 — 800
G B 300 — 400 — 500
NSGA-II P, Cc 05-06-0.7
B, D 05-06-0.7
Py E 0.5-06-0.7
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Considering the number of parameters and
determined levels, the right orthogonal array for both
algorithms is L,-, which includes 27 experiments. Then,
for each algorithm, all experiments are conducted on an
instance problem considering various combinations of
parameter levels, and the obtained results are recorded for
performance measures. It's important to note that each
experiment was repeated five times, and the average of
the results was considered. Since the Taguchi method
only accepts one value as a response for each experiment,
the results obtained for the performance measures are
unscaled using the relative percentage deviation (RPD)
method. then for each experiment, the weighted average
of the relevant unscaled performance measures is
calculated as a combined function (CF) using equation 37
and considered as the result of that experiment (51).

NPS + Dy + D, + 2MID
CF = =

Figures 13, 14, 15, and 16 show the results obtained
from the Taguchi method for small-scale problems and
medium- and large-scale problems, respectively. Based
on these results, the parameter values of each of the
NSGA-II and HNSGAII-PSO algorithms are presented in
Tables 5 and 6, respectively.

@7

5. 4. Evaluation of Solution Algorithms for Small-
Scale Instances In this sub-section, the
performance of the AUGMECON method, the NSGA-II
algorithm, and the HNSGAII-PSO algorithm are
compared for solving small-scale instances. The results
of solving 30 instances using the three methods
mentioned are shown in Table 7. In this table, column 1
shows the instance number, and column 2 shows the
instance size. The results of solving the instances with the
AUGMECON method are presented for the position-
based model and the sequence-based model in columns 3
and 4, respectively. The AUGMECON method for both
presented models has the ability to obtain the optimal
Pareto front for 26 instances; however, for 4 instances,
this method is not able to solve the sequence-based model

Main Effects Plot for SN ratios - NSGA-TI

Figure 13. Main effects plot for S/N ratios for the NSGA-II
algorithms: small-scale problems

Main Effects Plot for SN rathes - HNSGATI-PSO

Mean

Figure 14. Main effects plot for S/N ratios for the
HNSGAII-PSO algorithms: small-scale problems

Main Effects Plot for SN ratios - NSGA-TI

Figure 15. Main effects plot for S/N ratios for the NSGA-II
algorithms: medium- and large-scale problems

Maim Effects Plot for SN ratios - HNSGATL-PSO

ry

Figure 16. Main effects plot for S/N ratios for the
HNSGAII-PSO algorithms: medium- and large-scale
problems

TABLE 5. Parameter tuning results for the NSGA-I1 algorithm

Parameters
N G P, P, P,
Small-scale 200 100 06 05 05

Medium and large-scale 800 500 0.7 05 0.6
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TABLE 6. Parameter tuning results for the HNSGAII-PSO algorithm

Parameters
N G P, Pmg Npso Gpso w (1 C2
Small-scale 150 100 0.7 0.3 2 1 0.5 2 2
Medium and large-scale 400 200 0.7 0.3 2 1 05 2 2

TABLE 7. Results of solving small-scale instances using the AUGMECON method, HNSGAII-PSO algorithm, and NSGA-II
algorithm

AUGMECON HNSGAII-PSO NSGA-II
t(s)

No. [I,]J,M, 8] o

NPS MID Pposition- sequence- NPS D, D, MID t(s) NPS D, D, MID t(s)

based based
model model

1 2-4-2-50% 21 572.48 4.08 6.68 21 4388 1759 57248 0.73 21 4388 1759 57248 0.73
2 2-4-2-75% 24 947.25 5.54 6.78 24 6561 6042 94725 087 24 6561 6042 947.25 0.87
3 2-5-2-50% 36 15813  62.36 183.26 36 69.01 48.09 15813 093 36 69.01 48.09 15813 0.93
4 2-5-2-60% 45 1635 101.35 290.27 45 5394 5292 1635 1.23 45 53.94 5292 1635 1.23
5 3-4-2-40% 21 822.58 20.22 23.77 21 4788 61.18 82258 1.59 21 4788 61.18 82258 1.59
6 3-4-2-60% 25 786.76 18.65 21.55 25 38.19 4454 786.76 1.6 25 38.19 4454 786.76 1.6
7 3-4-3-50% 30 97058  24.29 18.38 30 4341 5127 97058 168 30 4341 5127 97058 1.68
8 3-4-3-75% 23 959.61  13.58 11.54 23 4731 5802 959.61 169 23 4731 58.02 959.61 1.69
9 3-5-2-40% 38 722.14  252.99 437.14 38 25.16 2223 72214 1.72 38 25.16 2223 72214 1.72
10 3-5-2-60% 38 61485 93.64 179.86 38 3573 4167 61485 176 38 3573 4167 61485 1.76
11 3-5-3-40% 35 688.7  190.09 286.29 35 3529 2392 6837 176 35 3529 2392 6887 176
12 3-5-3-60% 40 732.17 146.49 211.24 40 26.01 19.71 73217 1.78 40 2601 19.71 73217 1.78
13 4-4-2-25% 30 540.82 26.53 24.68 30 4138 59.46 54082 1.61 30 4138 59.46 54082 1.61
14 4-4-2-50% 39 756.27 37.95 39.74 39 22.89 2471 756.27 1.65 39 22.89 2471 756.27 1.65
15  4-4-2-75% 31 665.67 33.60 32.19 31 31.70 3571 665.71 1.67 31 31.70 3571 665.71 1.67
16  4-4-3-30% 34 91567  25.56 28.75 34 2658 30.79 91567 173 34 2658 30.79 91567 1.73
17 4-4-3-50% 29 947.81 55.81 61.64 29 3859 2235 94781 1.64 29 3859 2235 94781 164
18  4-5-2-30% 48 868.82 118.48 124.83 48 37.85 3146 868.82 1.78 48 37.85 3146 868.82 1.78
19  4-5-2-40% 67 1011.1  468.33 789.60 64 18.97 16.04 1046 1.76 64 18.97 16.04 1046 1.76
20 4-5-3-30% 53  719.08 174338 181221 53 17.08 10.82 719.08 177 53 17.08 10.82 719.08 1.77
21 4-5-3-40% 66 1024.8 1927.79  1967.18 66 20.17 19.01 10248 1.78 66 20.17 19.01 10248 1.78
22 4-6-2-25% 55 614.16  5293.29 11035.73 55 12.04 1458 61416 179 55 12.04 1458 61416 1.79
23 4-6-2-50% 58 73496 2083.45 29303.34 63 1354 13.98 766.23 179 63 1354 1398 766.23 1.79
24 4-6-2-75% 65 698.25 2359.10 33179.49 65 12.17 1471 699.64 181 65 12.17 1471 699.64 181
25 4-6-3-30% 31  891.77 8876.68 11499.63 30 46.11 561 89338 177 30 4611 56.1 89338 1.77
26 4-6-3-40% 53 76395 13521.75 2896149 57 3582 29.54 79265 178 57 3582 2954 79265 1.78
27 4-6-3-50% 44 911.54 19492.31 - 42 4313 4592 92375 138 42 4313 4592 92375 18
28  5-7-2-20% 67  1174.23 1254852 - 73 3946 4296 122762 178 73 39.46 4296 1227.62 1.78
29  5-7-2-30% 61 938.47 21649.39 - 59 4144 39.12 93254 1.79 59 4144 39.12 93254 1.79
30 5-7-2-40% 71 1480.2 34394.65 - 64 33.01 2784 15186 1.82 64 33.01 2784 15186 1.82

The running time of the algorithm that obtained the optimal Pareto front is shown with a bold value
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and find the optimal Pareto front in 36000 seconds. Based
on the presented results, the position-based model has
better performance in terms of optimal solution time
using the AUGMECON method compared to the
sequence-based model. To validate the approximate
Pareto solutions obtained by the NSGA-IlI and
HNSGAII-PSO algorithms, a comparison with the
AUGMECON method was conducted. The proposed
NSGA-II and HNSGAII-PSO algorithms were employed
to solve small-scale instances. The results of solving
small-scale instances using the HNSGAII-PSO and
NSGA-II algorithms are presented in columns 5 and 6 of
Table 7, respectively. An examination of Table 7
revealed that the NSGA-II and HNSGAII-PSO
algorithms successfully identified the optimal Pareto
front in 19 instances, demonstrating superior
computational efficiency compared to the AUGMECON
method. In the remaining instances, the solutions
obtained by both algorithms exhibited close proximity to
the optimal Pareto solutions identified by the
AUGMECON method. Consequently, based on these
findings, it is evident that the NSGA-II and HNSGAII-
PSO algorithms constitute are valid and effective
approaches for solving instances in a reasonable time.

To comprehensively evaluate Pareto dominance and
compare the solutions obtained by the AUGMECON
method and the proposed algorithms, the MID metric was
calculated for all three methods, and the results are
presented in Figure 17. The analysis of small-scale
instances revealed that the solutions generated by the
proposed algorithms are comparable to the optimal
Pareto fronts when compared to the AUGMECON
method. Notably, the NSGA-II and HNSGAII-PSO
algorithms provide acceptable results in significantly less
time than the AUGMECON method. Figure 18
demonstrates the CPU time for solving small-scale
instances by all three methods. As observed, with
increasing instance sizes, the CPU time for the
AUGMECON method escalates dramatically. Therefore,
based on the comprehensive comparison of Pareto
solutions, it can be concluded that NSGA-Il and
HNSGAII-PSO are viable and efficient algorithms for
solving small-scale instances within a reasonable
computational time frame.

5. 5. Evaluation of Solution Algorithms for
Medium- and Large -Scale Instances Based on
the results presented in Table 7, by increasing the scale
of the problem, the computation time increases. For
example, in instance #30 with size [5,7,2,40%], the
AUGMECON method needs 34395 seconds to obtain the
optimal Pareto front. Therefore, HNSGAII-PSO and
NSGA-II algorithms are used to solve medium- and
large-scale instances, and their obtained results are
compared. To ensure a fair comparison, we have set the

NSGA-II HNSGAII-PSO AUGMECON
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Figure 17. MID metric obtained through the NSGA-II,
HNSGAII-PSO and AUGMECON methods for small-scale
instances
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Figure 18. CPU time for solving small-scale instances by
the NSGA-11, HNSGAII-PSO and AUGMECON methods

running times of both algorithms to be equal. This means
that the time considered when comparing two algorithms
is equal to the execution time of the algorithm that
finishes faster in each instance. Each of the two
algorithms is executed five times for each instance, and
the average values derived for the performance measures
are recorded. The outcomes of applying the NSGA-I1 and
HNSGAII-PSO algorithms to solve 30 medium- and
large-scale instances are presented in Table 8. Figure 19
shows the Pareto fronts generated by both algorithms for
problem instance #55. Based on the obtained results, the
HNSGAII-PSO algorithm performs better in the NPS, D,
and D, criteria, which means that this algorithm can
generate a greater number of non-dominated solutions
with more diversity. The evaluation of the MID criterion
demonstrates that the HNSGAII-PSO algorithm
performs better, indicating that it can produce non-
dominated solutions with better convergence.

In order to further analyze the performance of the
HNSGAII-PSO and NSGA-II algorithms in solving
instance problems, paired samples t-test is performed for
every performance measure. Statistical results for
different measures are stated in Table 9. The mean and



1460

H. Ataei et al. / IJE TRANSACTIONS A: Basics Vol. 37 No. 07, (July 2024) 1443-1465

TABLE 8. Results of solving medium- and large-scale instances using the HNSGAII-PSO algorithm and the NSGA-II algorithm

NPS D, D, MID
No. [1.J,M, ] nge HNSGAI- \c~n 1 HNSGAN- (o) HNSGAI- oo HNSGAIl- o\
PSO PSO PSO PSO

31 15-30-5-20% 25 59.60 47.03 59.60 47.03 59.60 47.03 487805  4801.21
32 30-30-5-30% 33 48.81 32.22 48.81 3222 48.81 32.22 5065.85  5046.76
33 50-30-5-40% 42 22.38 42.54 22.38 42.54 22.38 42.54 790923  7894.54
34 30-50-7-20% 47 84.16 63.73 84.16 63.73 84.16 63.73 852125 849257
35 50-50-7-30% 56 28.01 52.37 28.01 52.37 28.01 52.37 9757.75  9737.86
36 80-50-7-40% 78 31.19 58.38 31.19 58.38 31.19 58.38 1102679  11284.65
37 50-80-10-20% 81 38.53 77.22 38.53 77.22 38.53 7722 12357.81 1370154
38 80-80-10-30% 111 33.78 63.41 33.78 63.41 33.78 63.41 1254956  12783.00
39 100-80-10-40% 128 40.47 73.42 40.47 73.42 40.47 7342  13850.82  15555.38
40 80-100-12-20% 131 39.75 95.05 39.75 95.05 39.75 95.05  15473.07  16454.84
41 100-100-12-30% 152 41.16 71.94 41.16 71.94 41.16 7194 1384215  14764.67
42 150-100-12-40% 204 39.80 90.48 39.80 90.48 39.80 9048 1594074  16934.13
43 100-150-15-20% 223 54.25 103.11 54.25 103.11 54.25 10311 1726159  19042.25
44 150-150-15-30% 278 53.49 118.75 53.49 118.75 53.49 11875  19587.96  21591.61
45 200-150-15-40% 336 58.67 111.19 58.67 111.19 58.67 11119 20524.40  21737.06
46 150-200-18-20% 347 63.72 123.72 63.72 123.72 63.72 12372 1994305  23042.00
47 200-200-18-30% 419 66.89 153.43 66.89 153.43 66.89 15343 2368141 28178.78
48 250-200-18-40% 494 65.76 158.35 65.76 158.35 65.76 158.35 2461011  28376.25
49 200-250-20-20% 504 86.13 145.93 86.13 145.93 86.13 14593 2474462  28052.78
50  250-250-20-30% 599 79.92 166.71 79.92 166.71 79.92 166.71  24539.97  29819.36
51 300-250-20-40% 698 78.02 159.17 78.02 159.17 78.02 159.17 2581026  30246.06
52 250-300-25-20% 718 70.41 148.80 70.41 148.80 70.41 14880 2160430  28446.83
53 300-300-25-30% 825 95.05 177.20 95.05 177.20 95.05 17720  26398.03  32207.54
54 400-300-25-40% 1050  107.09 212.11 107.09 212.11 107.09 21211 2975238  35398.91
55 300-400-30-20% 1100 98.86 195.93 98.86 195.93 98.86 19593  27888.72  31671.08
56 400-400-30-30% 1290 12471 220.91 124.71 220.91 124.71 22091  32467.22  37604.07
57 500-400-30-40% 1690 11976 232.55 119.76 232.55 119.76 23255 3328122  41192.72
58 400-500-35-20% 1760  136.67 198.92 136.67 198.92 136.67 198.92  33257.67  40642.41
59 450-500-35-30% 1984 13873 245.32 138.73 245.32 138.73 24532 35466.96  41484.99
60  500-500-35-40% 2145  139.89 321.04 139.89 321.04 139.89 32104 3832090  47772.89
Average value 350.53 302.67 90.59 156.25 7152 13203 2034380  23465.29

The algorithm with better performance in each measure is shown with a bold value

SD columns show the mean value and standard deviation
of the performance measures, respectively. Based on the
results presented in Table 9, the p-value for all measures
is smaller than 0.05. Considering the common
significance level of 0.05, the results of the paired
samples t-test showed that for all metrics, there is a
significant difference between the performance of the

HNSGAII-PSO algorithm and that of the NSGA-II
algorithm.

To meticulously evaluate the performance of the
algorithms, comprehensive statistical analyses were
conducted for each performance measure. The results
obtained for the performance metrics in Table 8 were
transformed using the relative percentage deviation
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TABLE 9. Paired sample t-test results of the HNSGAII-PSO and NSGA-I11 algorithms
HNSGAII-PSO NSGA-II

Metric p-value Significance
Mean SD Mean SD

NPS 350.53 41.24 302.67 32.46 0.0021 Yes

D, 90.59 46.94 156.25 89.16 0.0003 Yes

D, 71.52 35.02 132.03 71.47 0.0002 Yes

MID 20343.8 9360.77 23465.29 11957.24 0.0008 Yes

(RPD) method to facilitate an unbiased comparison. Interval Plot of NSGA-IL HNSGAI-PSO

Interval plots with a 95% confidence level were . i

constructed for each performance measure to assess the

algorithm's accuracy and robustness (53). A smaller

interval indicates superior accuracy, while lower interval

values compared to other algorithms indicate greater

robustness. These findings are illustrated in Figures 20 to B 1

23.

An analysis of the NPS metric (Figure 20) revealed
that the HNSGAII-PSO algorithm exhibited superior
robustness compared to the NSGA-I1 algorithm, despite
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Figure 19. Pareto fronts obtained by various algorithms for
problem instance #55

Interval Plot of NSGA-II, HNSGAII-PSO
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Individual standard deviations are used to calculate the intervals,
Figure 20. Interval plot based on a 95% confidence level for
the comparison of the NSGA-II and HNSGAII-PSO
algorithms using the NPS metric
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Individual standard deviations are used to calculate the intervals,
Figure 21. Interval plot based on a 95% confidence level for
the comparison of the NSGA-1I and HNSGAII-PSO
algorithms using the D; metric

Interval Plot of NSGA-II, HNSGAII-PSO
95% CI for the Mean

RPD

NSGAT HNSGAIL-PSO

Individual standard deviations are used to calculate the intervals.
Figure 22. Interval plot based on a 95% confidence level for
the comparison of the NSGA-II and HNSGAII-PSO
algorithms using the D, metric

their equivalent accuracy. Regarding the D, indicator
(Figure 21), the HNSGAII-PSO algorithm demonstrated
exceptional performance, achieving both the highest
level of robustness and accuracy. For both the D, and
MID metrics, Figures 22 and 23, respectively, illustrate
the HNSGAII-PSO algorithm's superior accuracy and
robustness compared to the NSGA-I1 algorithm.

5. 6. Sensitivity Analysis In this subsection, the
effect of varying the parameters pjs, ej5, and m on the
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Interval Plot of NSGA-II, HNSGAII-PSO
95% CI for the Mean

RPD

NSGAT HNSGAILPSO

Individual standard deviations are used to calculate the intervals.
Figure 23. Interval plot based on a 95% confidence level for
the comparison of the NSGA-II and HNSGAII-PSO
algorithms using the MID metric

objective functions is analyzed. Problem instance #7 is
considered for the sensitivity analysis. Figures 24, 25,
and 26 depict the Pareto fronts obtained by solving novel
problems based on varying the parameters pj, e;s, and
m, respectively. Figure 24 shows that by increasing the
pjs Pparameter, the processing time of each pattern
increased, and when the job-pattern matrix is considered,
the objective function of the total completion time also
increased. This could potentially lead to customer
dissatisfaction. However, the utilization of advanced
machines and trained personnel can lower the pj
parameter. To avoid an increase in the p;; parameter,
decision-makers must allocate sufficient funds for the
purchase and installation of new machines and provide
regular training programs for employees to improve their
skills. Figure 25 illustrates how varying the e;; parameter
influences the total energy consumption objective
function. The Pareto front shifts towards higher values of
this objective function as the e;; parameter increases.
Utilizing high-tech machinery and performing timely
maintenance and repairs can be effective in preventing
the increase in the e;; parameter and its associated
expenses. Therefore, decision-makers should conduct the
necessary comparisons between various alternatives to
implement the optimal strategy for maximizing overall
profit. Figure 26 demonstrates that decreasing the m
parameter increases both the total completion time and
total energy consumption. In fact, as the number of
machines is reduced, more patterns are assigned to the
remaining machines, resulting in an increase in the time
required to complete all jobs. To tackle this issue and
reduce customer dissatisfaction, it is necessary to select
the machine's fast levels for pattern processing in order
to reduce their completion time, resulting in an increase
in energy consumption. This analysis enables decision-
makers to strike a balance between the required budget
for purchasing and deploying new machines and the costs
resulting from an increase in total completion time and
total energy consumption.
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Figure 24. Sensitivity of the Pareto frontier to processing
time
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Figure 25. Sensitivity of the Pareto frontier to energy
consumption
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Figure 26. Sensitivity of the Pareto frontier to the number of
machines

6. CONCLUSION AND FUTURE RESEARCH

In the realm of manufacturing, the cutting stock problem,
frequently encountered in industries such as furniture and
apparel, exemplifies the application of common
operation scheduling. Conversely, effective management
and energy consumption reduction have emerged as
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pressing concerns within the industry. Addressing these
issues is paramount, considering the manufacturing
sector's substantial energy consumption. In this paper, the
common operation scheduling in an environment of
identical parallel machines was studied, considering the
energy consumption. In the investigated problem, each
job includes several pieces, and all the pieces of different
jobs are placed on cutting patterns. Each cutting pattern
can contribute to the completion of one or more jobs.
Each job is completed when all pieces of that job have
been produced by processing related patterns. Each
machine in this problem possesses varying speed levels.
Consequently, when the machine operates at a higher
speed, the processing time is reduced while the
consumption of electrical energy increases.

In the investigated problem, to simultaneously
minimize the total completion time and the total electrical
energy consumption, two position-based and sequence-
based mixed integer linear programming models were
presented, and to solve small-scale instances, the
AUGMECON method was used to obtain the Pareto
optimal front. To solve medium- and large-scale
instances, the HNSGAII-PSO and NSGA-II algorithms
were developed to achieve good approximate Pareto
fronts. In the NSGA-II algorithm, each chromosome
represents a solution from the problem-solving space,
and the quality of each chromosome can be evaluated by
decoding it. In the HNSGAII-PSO algorithm, each
chromosome represents a region of the problem-solving
space where all solutions in this region have the same
total energy consumption. To assess the quality of each
chromosome, the top solution within the chromosome's
covered region is taken into consideration. This entails
running the PSO algorithm once for every chromosome
to determine the best solution in each region. The
performance of the presented algorithms was evaluated
by solving test instances of different sizes. The results of
numerical experiments show that both presented
algorithms perform well in solving small-scale instances
and can obtain the optimal Pareto front in much less time
than the AUGMECON method. Based on the results of
solving medium- and large-scale instances, the
HNSGAII-PSO algorithm has better performance
compared to the NSGA-I11 algorithm and can obtain more
diverse non-dominant solutions with better convergence.
At last, the problem's sensitivity to the parameters of
processing time, energy consumption, and the number of
machines was analyzed, and the impact of varying each
of these parameters on the two objective functions was
demonstrated. The results indicate that decision-makers
should compare the budgets, costs, and revenues
associated with different changes to make well-informed
decisions that maximize overall profit.

Considering sequence-dependent setup times for
processing cutting patterns, studying the problem in an
environment of unrelated parallel machines, and using

the TOU tariffs or the tiered price to calculate the cost of
power consumption are all attractive fields for future
research.
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