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ABSTRACT

Countries are managed based on accurate and precise laws. Enacting appropriate and timely laws can
cause national progress. Each law is a textual term that is added to the set of existing laws after passing
a process with the approval of the assembly. In the review of each new law, the relevant laws are
extracted and analyzed among the set of existing laws. This paper presents a new solution for extracting
the relevant rules for a term from an existing set of rules using semantic similarity and deep learning
techniques based on the BERT model. The proposed method encodes sentences or paragraphs of text in
a fixed-length vector (dense vector space). Thereafter, the vectors are utilized to evaluate and score the
semantic similarity of the sentences with the cosine distance measurement scale. In the proposed method,
the machine can understand the meaning and concept of the sentences by using the BERT model coding
method. The BERT model considers the position of the entities in the sentences. Then the semantic
similarities of documents, calculating the degree of similarity between their documents with a subject,
and detecting their semantic similarity are done. The results obtained from the test dataset indicated the
precision and accuracy of the method in detecting semantic similarities of legal documents related to the
Islamic Consultative Assembly of Iran, as well as the precision and accuracy of performance above 90%.
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1. INTRODUCTION

In a legal system, legislation plays a critical role in
shaping the policies and regulations that guide a nation's
development. Therefore, the process of enacting laws
must be approached with a high degree of precision and
deliberation to ensure that they are beneficial for the
country's progress. To this end, a plan or bill sent to the
assembly for approval is first evaluated and analyzed by
experts from different aspects. However, human mistakes
in data collection and evaluation of legal frameworks in
the review of plans and bills can challenge this
legislation. Artificial Intelligence (Al)-based software
can play the role of an intelligent assistant in law and
legislative affairs, and help representatives and experts
prepare plans and bills, evaluate them, control documents
regarding solecism, and identify and extract relevant
laws. This capability accelerates the legislative process,
decreases costs, and improves the quality of decrees (1,
2).

The legislative process is time-consuming, involving
lengthy discussions and multiple levels of expertise (3).
Hence, it is required to analyze a significant volume of
textual data in a short timeframe, making it challenging
to accurately assess the relationships between proposed
bills and existing laws. The use of Al-powered software
can significantly reduce the time and effort required for
this analysis, allowing legislators to focus on critical
decision-making and debate. Given the recent
development in text processing, deep learning technigues
based on BERT model (4) can be utilized for the semantic
search of different parts of a plan and bill in the existing
set of laws, and then they can be carefully evaluated by
experts and legislators (5).

In this method, the text of a plan and bill, which is
submitted to the assembly, is first pre-processed.
Therefore, spelling errors are corrected, the text is
converted into sentences, the word roots in the sentence
are found, and the roles of words in the sentence are
identified. Thereafter, the prepositions are removed and
the text sentences are converted into numerical vectors
(6). Further, the semantic similarities (7-9) of the text
sentences with the relevant laws are extracted in such a
way that the sentences or paragraphs of the texts are
encoded in a vector space using BERT model based on
deep learning. Then the scores of semantic similarities of
the sentences are calculated using a similarity criterion.
Additionally, the sentences with the same or close
meanings are extracted. Therefore, the important
semantic words are discovered from documents and the
model identifies which sentences are semantically similar
by considering the position of their constituents.

The comparison and evaluation of the proposed
method with the existing methods for searching in the
text indicated that this method can provide better results
in the semantic search of documents due to recognizing

and understanding the relationships between words, and
ultimately the meaning of the sentence.

The initial methods for text search, which perform the
search only based on the matching of the query string,
cannot work properly if the words are embedded in the
sentence or the word is used in an expanded way in the
sentence (6, 10).

In the second text search methods, which use Term
Frequency - Inverse Document Frequency (TF-IDF) and
BM25 techniques, the keywords are first extracted, and
then the topics and meanings of the sentences are
detected using these keywords. In this method, keywords
are specified and weighed for the semantic analysis of
sentences. Keywords represent the entire content of the
text, and thus they are weighed based on the number of
repetitions and their importance. However, this method
cannot recognize synonyms and more complex search
terms in a paragraph because TF-IDF and BM25
techniques work based on a "bag of words" simplifying
principle. In other words, the text is classified into a set
of words from which numerical vectors are generated,
but the order and positions of the words in the text are not
observed. Therefore, this method cannot accurately
understand and extract semantic similarities of
documents.

The third methods (such as the proposed method) are
designed based on the neural network. In semantic search
with the neural network, the neural model learns to
encode a query as a vector to better understand the
meaning or semantic value of a query and calculate the
association between sentences by placing sentences in a
vector space. This technique seeks to encode a sentence
or paragraphs of short text into a fixed-length vector
(dense vector space), and then use the vector to evaluate
to some extent their similarities reflect human semantic
judgments. In this method, the neural language model is
designed based on the transformer architecture and it
allows detecting the relationships between words easily,
and then correctly extracting the semantic relationship of
documents (11, 12).

The remainder of this paper is as follows. Section 2
presents a review of the literature on text processing and
the use of artificial intelligence in legislation in recent
years. Section 3 elaborates the proposed method and the
different steps of this method, in addition to some basic
concepts to identify the semantic similarities. Section 4
discusses the evaluation criteria, result analysis, and
performance appraisal. Finally, the conclusion is
presented in section 5.

2. LITERATURE REVIEW AND RESEARCH
BACKGROUND

The Islamic Parliament Research Center of Iran has
recognized the potential of Al in enhancing the policy-
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making and planning processes, and has emphasized the
need for skilled human resources in Al and law to
effectively implement Al technology in the legislative
process. This recognition highlights the importance of
investing in Al-related training and education to support
the effective use of Al in lawmaking (13).

The research conducted by Leskovec et al. (14)
focused on the application of data mining techniques for
analyzing textual data, specifically in terms of
terminology extraction and document similarity
assessment. The paper discussed various segmentation
and distance measurement methods used in text analysis,
including Euclidean, Jaccard, and cosine distances.

Researchers proposed a method that leverages
semantic similarities in thesauri to identify key terms in
textual data (15, 16). After pre-processing the text,
significant words are initially identified using statistical
techniques. Next, secondary key terms are generated by
analyzing the embedded terms derived from the
significant words and the thesaurus, with the TF-IDF
weighting scheme. Finally, the ultimate key terms are
selected based on the hierarchical and equivalent
relations present in the thesaurus, utilizing clustering
techniques (17).

Within the field of Al, textual databases continue to
grow, encompassing an extensive range of documents
such as new articles, books, and web pages. This rapid
expansion highlights the pressing need for automated
evaluation tools to assess text sources efficiently. One
such solution is automatic text summarization, which
utilizes text processing methods to extract precise
summaries and employs scoring criteria and part-of-
speech tagging to assign importance weights to words in
a sentence (18).

Earlier research has utilized deep learning techniques
to evaluate the semantic similarity of textual sentences by
mapping them into a vector space. This approach
involves embedding sentences and paragraphs of
documents within a vector space and identifying the most
similar embeddings from the collection, enabling the
extraction of semantically similar documents that share a
high degree of overlap (19).

Numerous researchers emphasized the potency of text
mining in uncovering critical patterns within big data by
analyzing unstructured text. The assessment of word or
document similarities is a critical component of natural
language processing and information retrieval, as these
similarities can be identified through statistical
calculations and word similarity measurements (20).

Jiang et al. (21) explored the extraction of semantic
relationships between documents and text similarities,
building a concept space for each term based on the
Wikipedia knowledge base. This concept space is
constructed by weighting various parts of the Wikipedia
website, enabling the calculation of semantic similarities

between two terms. Moreover, two texts can be compared
using the weighted concept space to evaluate their level
of similarity.

Karaa (22) proposed a method for performing
stemming, retrieving information, and locating
documents relevant to users' information needs.
Stemming is a pre-processing technique in text mining
and a key requirement in natural language processing-
related applications. Therefore, it plays a vital role in
information retrieval systems, contributing to their
accuracy and effectiveness.

Kamyar et al. (23) highlighted the significance of
weighting words, a crucial step in language processing
that influences the precision of text classification. They
also presented a novel approach to weighting words,
building upon the statistical TF-IDF weighting method.
This method modifies the TF parameter, which measures
word frequency in a text, by incorporating additional
linguistic features that enhance its accuracy.

Reimers and Gurevych (24) evaluated the
performance of BERT model and established that it
displays exceptional performance in  sentence
classification and sentence pair regression. This model
leverages the power of transformer networks and mutual
encoding to encode two sentences as input, subsequently
predicting a target value and mapping the text to a vector
space, resulting in the extraction of semantic similarities
between text sentences (25).

Before the advent of neural search, the initial
approaches to text retrieval were restricted to basic string
matching, which involved searching through databases or
text files to identify instances of the query string. These
methods were not sufficiently sophisticated to satisfy the
demands of semantic search in large text corpora,
resulting in limited accuracy and relevance of search
results.

The second generation of text retrieval relied on
algorithms such as TF-IDF and BM25 to identify crucial
keywords in the text and extract semantic topics based on
keyword weighting. Despite this advancement, these
algorithms still faced challenges in identifying broader
search queries within paragraphs and detecting
synonyms, as they operated on the bag-of-words
principle, converting text into numerical vectors without
preserving the word order and position in the document.

The third generation of text retrieval, which
encompasses the proposed method, has leveraged neural
networks to enhance semantic search. This approach
trains a model to encode queries as vectors, thereby
enhancing the understanding and semantic value capture
of the query. Moreover, it can establish relationships
between sentences by placing them in a vector space,
facilitating more sophisticated and accurate retrieval of
relevant information.
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3. THE PROPOSED METHOD

This section proposes a method for processing text and
discovering semantic similarities in plans and bills. The
overall structure of the proposed method is given in
Figure 1.

The proposed method involves pre-processing textual
data, including plans, bills, and laws, into a structured
database (26). The BERT model, which has been pre-
trained on large text datasets, is used to identify semantic
similarities between sentences in the documents. The
sequential neural network and transformer architecture
enable the encoding of each text into a fixed-length
vector, which is then used to score the semantic similarity
of sentences based on cosine distance. This approach can
effectively handle documents with multiple paragraphs,
accurately extracting semantic similarities between
sentences in plans, bills, and laws.

After the semantic similarity score is computed, the
model extracts a semantic classification, identifying
words with similar semantic values. Furthermore, it
evaluates each target sentence in the text based on its
context, considering the preceding and succeeding
sentences, and measuring the score based on the position
of the sentence. This classification of semantic
similarities between plans and bills provides a valuable
tool for legislative experts, enabling them to quickly
identify relationships between laws and accurately detect
semantic similarities between plans and bills (27).

The proposed method involves the following steps:

. Pre-processing: All plans, bills, and laws are
entered into a structured database after text pre-
processing.

. Sentence extraction: Sentences are extracted
from the texts of plans, bills, and laws.

. Semantic similarity analysis: Deep learning and
the BERT model are used to identify semantic
similarities between sentences.

. Score calculation: The semantic similarity score
of each document (plan or bill) is computed.

. Semantic  classification:  The  semantic
classification of documents is extracted based on the
similarity score.

These sections are explained in detail as follows.

3.1.Pre-processing  The first stage of the proposed
method involves text pre-processing and preparation,
including concept identification and extraction. Next,
text enrichment is performed, which involves labeling the
semantic roles of word components in the sentences,
eliminating stop words such as "from" and "with,"
stemming the text words, and extracting and identifying
keywords and nominal entities.

3. 2. Using BERT Model To Identify Semantic
Similarity BERT is a deep learning algorithm

Text processing of plans, bills, and laws

N7

Formation of datasets from plans, bills, and laws

.

Conversion of texts into sentences

.

Extraction of semantic relationships between sentences using the
BERT model

.

Encoding text sentences into vectors

.

Calculation of the highest scores among vectors

.

Extraction of semantic relationships and classification of
sentence meanings

.

Formation of the model

Figure 1. The overall structure of the proposed method

that focuses on natural language processing. It
understands the meaning of the smallest units of spoken
language, including the use of prepositions in text and
expressions. By comprehending the structure and
complexity of language, it grasps the relationships
between words and their meanings. Additionally, unlike
language models that can only read input text
unidirectionally (from left to right or from right to left),
BERT can process information bidirectionally
simultaneously. This allows it to understand the meaning
of words in context and within the text.

In the second stage of the semantic search, the
semantic similarities between sentences are evaluated
using the BERT model. Semantic search systems
examine different criteria such as understanding the
nature, meanings of words, and variety of words to find
the concept of the search and use the meaning of words
to provide more interactive results in a database and help
the searcher to extract answers and results . Semantic
search is performed by embedding words in the text and
finding the closest embeddings to detect inputs with the
same meanings as the query (27).

Using the BERT model, which is a pre-trained model
on large texts, this paper seeks to identify semantic
similarities between sentences. BERT model can
perceive the meaning of sentences, using sequential
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neural networks and a technical architecture called
transformer. Sequential neural networks and a technical
architecture, called transformer are famous and advanced
neural network architecture for text processing and
machine translation. Transformer utilizes self-attention
layers to model dependencies between words in
sentences. The transformer can pay attention to the
connections between each word and other words of the
sentence, using the self-attention operations on different
words of the sentence.

3. 2. 1. Transformer Model Architecture A
transformer model receives a sentence at the input and
delivers its translation at the output.

As shown in Figure 2 this model is classified into
groups, encoders and decoders, which are connected
together.

In this structure, each encoder has two separate sub-
layers, a self-attention layer, and a feedforward neural
network. The encoder input first passes through a self-
attention layer which helps the encoder focus on other
words in the sentence during the word encoding process.
The output of the self-attention layer enters a feedforward
neural network layer.

Each decoder has two layers, self-attention and
feedforward neural network, but in the decoders of the
attention layer, there is another layer, called Encoder-
Decoder Attention, which helps the decoder focus on
relevant words. To the best of our knowledge, natural
language processing first needs to convert the input
words into vectors to be understandable for the machine,
which is done by word embedding algorithms, and thus

| am a student

Decoders

y 3

Encoders

Input  ——» | Je suis etudiant

Figure 2. Transformer model architecture for text translation
from French to English

they embed words in the transformer model only in the
first encoder (lowest encoder). When each word is
converted into a vector, each of the two sub-layers passes
in the encoders. Therefore, these words enter the encoder
in parallel, and another vector is added to each input
embedding vector in the transformer model; thereby
helping the model to recognize the position of each word
or the space between different words in the input
sequence.

The BERT model is beneficial for finding semantic
similarities in documents since this model can
collectively and simultaneously evaluate the semantic
information of documents, analyze the connections
between sentences and different stages of text processing,
and thus easily identify the latent semantic similarities of
the text (28-30).

Thereafter, the texts are converted into vectors and
special features (the same features of an entity) are
extracted. These special features are the criteria which are
used to score the semantic similarities. Then, the
semantic analysis of words is performed to find the
semantic similarities between the text components. In the
next stage, the feature selection is performed based on
repetition and removal of irrelevant information, aiming
to eliminate irrelevant and extra information from the
text.

The most important feature is selected through the
scores of words, and thus only important and relevant
information  with semantic similarities remains.
Therefore, the semantic similarity score between the text
components is calculated. This score is based on the
sentence and criterion positions. At this stage, the
semantic classification of documents is extracted after
calculating the semantic similarity score (plan or bill).
This classification helps legislative experts make
decisions to find the relationships of laws and detect the
rate of semantic similarity between plans and bills with
laws (31, 32).

This manuscript utilized transformer-based models as
the most advanced language models based on deep neural
networks. These models are particularly effective for
natural language processing problems (33). For example,
assume the following sentence: "I like to read articles
about artificial intelligence”. To use the BERT model,
first, we convert the sentence into numerical vectors. This
stage is done as pre-processing, consisting of several
stages. Tokenization is the first stage (at this stage, all
punctuation marks are converted into a string of words by
removing blank spaces and commas). Therefore, the
sentence is divided into smaller tokens. For example, our
sentence is tokenized as follows: "I, like, to, read, articles,
about, artificial, intelligence". These tokens are displayed
as a string of numeric numbers. In chipping, the second
stage, the BERT model usually accepts only fixed-length
inputs. Therefore, if the length of a sentence is longer
than the limit of the model, we must decrease its
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components or make it a fixed length. At this stage, only
selecting some tokens and removing the rest is
considered as a common technique.

The third stage comprises the conversion of vectors.
As the tokens are ready, the BERT model utilizes its
transformer layers to assign vectors to each token. These
vectors are usually vectors with large dimensions. Thus
the connections between words are modeled in the
sentence. Model training is the fourth stage where the
models are trained using large sets of labeled data to learn
linguistic features and relations. This training consists of
optimization and adjustment of the weights related to the
model to have the best performance in different
problems. To this end, sentences and words in the text
can be converted into numerical vectors through the
transformer and BERT model. Furthermore, these
vectors can be used for a large number of language-
processing tasks such as text classification, entity
recognition, and translation. This technique encodes the
sentence in a fixed-length vector (dense vector space) and
embeds each word in the vector space into two vectors,
lexical and semantic (see Figure 3).

The similarity between these vectors is calculated at
this stage after mapping the words in the vector space
using the Cosine distance criterion. Therefore, the coded
terms have a set of corresponding vectors in this vector
space. If the text has similar words, the vectors are placed
close to each other in the vector space, and if they have
opposite meanings, the vectors move away from each
other or their directions are opposite. Therefore, the
semantic similarity score is obtained by calculating the
differences.

4. IMPLEMENTATION AND ANALYSIS OF RESULTS
4. 1. Database This manuscript analyzes data

from250 documents approved by the Islamic
Consultative Assembly from 2006-2021, including 50

Sentence 4 ‘ lexical Vector

. Semantic Vector

: \/\/\/\
Encoding

T Word Vector

Sentence Vector

v

Figure 3. Comparing lexical vector and semantic vector of
a sentence Using Bert Model

bills, 50 plans, and 150 laws. The documents analyzed
include Law of Objectives, Duties, and Organizations of
the Ministry of Science, Research, and Technology; the
statute of the Islamic Republic of Iran Broadcasting
(IRIB); the Law of the Iranian Tobacco Company; the
Law of universities and higher education centers; and the
plan for the conservation and management of rivers in
Iran. Examples of bills analyzed include the annual
budget bill and the bill to amend the statute of the cultural
heritage organization (34).

4. 2. Data Analysis A total of 100 plans and bills,
and 150 laws were considered to analyze the results. The
semantic similarity scores were measured to extract the
semantic similarity of the plans and bills with the laws,
using the model, and then compared them with experts'
opinions.

The present model aims to present a system as an
assistant for legislation experts in such a way that the
model can quickly discover and recognize the semantic
similarities of documents. In this method, the plans and
bills related to the laws are scored, and a scoring
threshold is obtained for the performance and accuracy
of the results. In other words, the plan or bill is compared
with the law sentence by sentence, the semantic score is
calculated, and the sentences and paragraphs of the texts
are encoded in a fixed-length vector (dense vector space).
Furthermore, the vectors are used for evaluation and
scoring the sentences, using cosine distance.
Additionally, this method compares experts' previously
measured semantic similarity with the semantic
similarity score discovered by the model.

This research aimed to design and implement an Al
model based on deep learning as an assistant to experts in
finding laws related to plans and bills that are proposed
to the Islamic Consultative Assembly. The Al model
developed in this research should work in such a way that
it can have the minimum error in finding the relevant
semantic items, and the model can extract the maximum
relevant semantic items.

To evaluate the performance of the Al model, we
compared its results with the opinions of experts in the
Islamic Consultative Assembly. This comparison of the
model settings and parameters revealed that the error rate
in detecting semantic similarities decreased. After
conducting multiple tests and gathering extensive
feedback and information from the assembly, we
determined that a semantic similarity score of 34% or
higher indicates a correct extraction of relevant semantic
items.

The Receiver Operating Characteristic (ROC) curve
of this model is shown in Figure 4 to evaluate the
efficiency of data classification parameters, called True
Positives (TP), False Positives (FP), True Negatives
(TN), and False negatives (FN). The TP class occurs
when the expert and the Al model report the positive
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semantic similarity between the two documents. The FP
class happens when the expert reports a negative
semantic similarity between the two documents, but the
Al model reports a positive semantic similarity between
the two documents. The TN class occurs when the expert
and the Al model declare a negative semantic similarity
between the two documents. Furthermore, the FN class
happens when the expert declares a positive semantic
similarity between the two documents, but the Al model
declares a negative semantic similarity between the two
documents. The ROC curve indicate the good
performance and very high precision of the model in the
evaluation. Implementation results of the proposed
model on three sample plans and bills from the dataset
are shown in Table 1.

Table 2 compares the results between experts and the Al
model on the data provided in this research. The best
result was found regarding the accuracy and precision of
the model performance by considering a 34% threshold
of the similarity score for documents. A precision of
above 96% was obtained for the model on the evaluation
data. Results provided in Table 2 indicatie the accuracy

and precision of the Al model in detecting the semantic
similarities of legal documents related to the Islamic
Consultative Assembly. It also shows the achievement of
accuracy and precision of performance above 90%.

1.10
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0.90
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0.60
0.50
0.40
0.30
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0.00
-0.10 0.40 0.90

FP-Rate
Figure 4. ROC curve of the method evaluation

1

TP-Rate

TABLE 1. Dataset model, comparison of the results between experts and artificial intelligence model

Semantic

Semantic

. evaluation evaluation .Se.ma_ntic _Se_mantic .
Name of plan or bill Name of relevant law similarity of similarity of Confusion
percentage percentage the expert the model
of the expert  of the model P
1. The _plan c_)f regulating The Law on the creation of
some financial, education councils in provinces
administrative, and support - npr ' 40 43 No yes FN
- L counties, and districts-
regulations of the Ministry of 18/05/2000
Education- 15/06/2010
2. The plan of saving and o
revitalizing Iran's lakes and devzlge ylﬁ\é\;]?néﬁn; /(];II/thll 40 27 No No TN
wetlands- 15/06/2010 prment p
3.The plan of supporting The law on social insurance for
handicraft masters and carpet weavers, and handicraft 20 29 No No TN

artists- 15/06/2010 workers with 1D- 9/08/2009

TABLE 2. Results of the proposed method evaluation with
specific parameters for test dataset samples

The mean score of semantic similarities of

sentences given by the expert 59

The mean score of semantic similarities of 48
sentences (proposed method)

Performance statistics -II—:FI’\I_:g(? E,Z;i
Precision 0.92
Recall 1.0
Accuracy 0.93
Precision and recall outcome- F1-Score 0.96

5. CONCLUSION

The semantic searching method proposed in this paper
was designed and implemented using a neural network,
BERT model, and transformer architecture based on deep
learning. This paper introduces a model that offers an
efficient and useful solution for detecting laws related to
plans and bills. The model can encode sentences or
paragraphs into fixed-length vectors, using cosine
distance to evaluate and score sentences. Furthermore,
the proposed approach's consideration of text conceptual
and semantic relationships suggests that it is well-suited
for classifying complex texts and accurately extracting
semantic relationships. The test dataset sample results
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demonstrate the method's high precision and accuracy in
identifying semantic similarities between relevant legal
documents on real datasets.
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1. INTRODUCTION

The Metal-Oxide-Semiconductor Field-Effect Transistor
(MOSFET) is a crucial component in modern electronics,
serving as a fundamental building block for digital and
analog circuits. Developed as a successor to the bipolar
junction transistor (BJT), MOSFETSs play a pivotal role
in integrated circuits, enabling the amplification and
switching of electrical signals with remarkable efficiency
(1). The MOSFET's design leverages the principles of
semiconductor physics, offering advantages such as low
power consumption, high integration density, and
compatibility and comparison with complementary metal
oxide-semiconductor (CMOS) technology (2).

The MOSFET has a metal gate that acts as a control
electrode. This gate is separated from the semiconductor
material by a thin insulating layer, typically made of low-
k dielectric materials and high-k dielectric materials such
as silicon dioxide (SiO), hafnium oxide (HfO2) and
Titanium dioxide (TiO) (3). The insulating oxide layer
isolates the gate from the semiconductor. Its thinness is
crucial for facilitating effective control of the transistor.
The MOSFET consists of a semiconductor material,
often silicon, which forms the channel region where the
flow of charge carriers is controlled by the electric field
applied by the gate (4). The MOSFET relies on the
modulation of the conductivity of the channel region
between the source and drain terminals. This modulation
is achieved by applying a voltage to the gate terminal,
creating an electric field that controls the flow of charge
carriers. In an n-type MOSFET, electrons are the
majority carriers, and applying a positive voltage to the
gate repels electrons, reducing the conductivity of the
channel (5). In a p-type MOSFET, holes are the majority
carriers, and a negative voltage on the gate serves a
similar purpose. MOSFETs are extensively used in
digital and analog circuits, serving roles in amplification,
signal switching, and as key components in integrated
circuits (6). MOSFETs consume minimal power due to
their inherent voltage-driven drain current operation and
are compatible with CMOS technology, allowing for the
integration of large numbers of transistors on a single
chip (7). MOSFETS exhibit fast and improved switching
characteristics, making them suitable for high-speed
digital applications. Therefore, MOSFET is a
foundational present trend semiconductor device that has
revolutionized the field of electronics. Its versatility,
efficiency, and compatibility with integrated circuit
technologies have contributed significantly to the
miniaturization and performance improvement of
electronic devices.

As the quest for more energy-efficient and high-
performance electronic devices continues, researchers
and engineers are exploring the present novel transistor
architectures, and one promising candidate is the Tunnel
Field-Effect Transistor (TFET). TFET represents a

departure from traditional MOSFETs by leveraging
quantum tunneling phenomena to achieve enhanced
energy efficiency and reduced power consumption (8, 9).
This innovative transistor design holds great potential for
applications in low-power integrated circuits and
emerging technologies. TFETs operate based on
quantum tunneling phenomenon in quantum mechanics
where particles can pass through energy barriers that
classical physics would consider insurmountable. In the
case of TFETS, electrons or holes tunnel through a thin
barrier in the transistor's channel region employing with
low-k dielectric materials and high-k dielectric materials
such as silicon dioxide (SiOy), hafnium oxide (HfO-) and
titanium dioxide (TiOy). Similar to MOSFETs, TFETs
have source and drain terminals, defining the direction of
current flow through the channel. However, the operation
of TFETSs involves tunneling rather than traditional drift
or diffusion of charge carriers (10).

The TFET's energy band diagram plays a crucial role
in its operation. With low-k dielectric materials and high-
k dielectric materials such as SiO,, HfO, and TiO-
engineering the bandgap and the tunneling barrier,
TFETs can achieve steep subthreshold slopes, a key
metric for low-power performance. TFETs have the
potential to achieve sub-60 mV/decade subthreshold
slopes, surpassing the physical limitations of traditional
MOSFETs (11, 12). This characteristic makes them
highly attractive for applications where minimizing
power consumption is critical. TFETs can operate
efficiently at lower supply voltages, contributing to
energy savings and enabling the design of circuits with
extended battery life in portable devices. TFETs show
promise in various applications, including low-power
integrated circuits, energy-efficient processors, and
devices where extended battery life is crucial (13, 14).

In semiconductor technology, the continual pursuit of
smaller transistor sizes and improved performance has
led to the development of advanced transistor structures.
One such innovation is the Dual Metal Gate FinFET with
high-K dielectric materials, a cutting-edge technology
implemented in 10nm semiconductor nodes (15). This
high-K advanced dielectric materials and transistor
architecture addresses the challenges posed by traditional
transistor scaling, such as leakage currents and power
consumption, thereby enhancing the overall efficiency
and performance of integrated circuits (16).

The conventional FinFET technology is widely used
in  semiconductor manufacturing, particularly in
advanced nodes for digital integrated circuits. The
process begins with a silicon wafer, which serves as the
substrate for the semiconductor device and a thin layer of
silicon is deposited on the substrate. A gate dielectric
layer is deposited over the fins to control the current.

FinFET (Fin Field-Effect Transistor) is a 3D
transistor design that overcomes some limitations of
traditional planar transistors. It involves the use of a fin-



P. Padmaja et al. / IJE TRANSACTIONS C: Aspects Vol. 37 No. 06, (June 2024) 1059-1066 1061

like structure for the channel region, enabling better
control over the flow of electrical current (17). The dual
metal gate refers to the incorporation of two distinct
metal layers in the gate structure of the FInFET. This
dual-layer design enhances control over the transistor's
conductivity and allows for improved performance,
reduced leakage currents, and enhanced reliability. The
semiconductor industry has witnessed a relentless pursuit
of improved miniaturization to enhance performance and
energy efficiency (18). As the semiconductor industry
progresses towards smaller nodes, the 10nm process
emerges as a promising device. This study focuses on the
qualitative performance analysis of dual metal gate
(DMG) FIinFET (DMG-FInFET) in the 10 nm technology
node (19).

Power efficiency is a critical concern in modern
semiconductor design. The analysis delves into the power
consumption patterns of DMG FinFETs under various
operating conditions being dynamic power consumption
during switching events and static power dissipation in
idle states (20). This work investigates the robustness of
DMG FinFETs in the face of process variations and
environmental factors, providing insights into their long-
term performance related to low-K dielectric materials
and high-K dielectric materials such as SiO,, HfO, and
TiOz (21).

Traditional transistors use silicon dioxide (SiO2) as
the gate dielectric. However, as transistors shrink, the
insulating properties of silicon dioxide diminish. High-K
dielectric materials, characterized by a higher dielectric
constant (K), are employed to counteract this effect.
Common high-K materials include hafnium oxide (HfO2)
-based compounds, which offer better insulation and
allow for further downscaling of transistor dimensions.
The high-K dielectric materials help minimize leakage
currents, enhancing the energy efficiency of the
transistors. The dual metal gate design provides better
control over the transistor's conductance, resulting in
improved speed and performance. The 10nm technology
allows for the fabrication of smaller, more densely
packed transistors, contributing to increased device
integration and overall performance. The DMG FinFET
with high-K dielectric materials in 10nm technology
finds applications in a wide range of electronic devices,
including smartphones, tablets, high-performance
computing systems, and other advanced electronic
devices demanding higher processing power and energy
efficiency (22).

2. DEVICE STRUCTURE AND MODELLING

The fabrication process for FINFETs is more complex
compared to traditional planar transistors, requiring
additional manufacturing materials and increased process
control. The complexity of the FIinFET fabrication

process, along with the need for advanced materials and
equipment, can lead to higher manufacturing costs.
Variability in the height of the fin structures can occur
during the fabrication process, leading to performance
variations among transistors. This variability can affect
the overall yield and reliability of the semiconductor
device.

The design of a DMG FinFET with high-K dielectric
material such as silicon dioxide (SiOy), hafnium oxide
(HfOy) and titanium dioxide (TiOy) involves several key
considerations to optimize device performance, reduce
power consumption, and ensure manufacturability. In
this proposed HfO, DMG-FInFET, employing a suitable
semiconductor material for the fin structure as silicon and
gate dielectric materials as HfO, and TiO; as shown in
Figure 1. The fin provides the channel through which the
current flows. The high-K dielectric material, such as
hafnium oxide (HfO,), to replace traditional silicon
dioxide as the gate dielectric. High-K materials enable
effective gate control and minimize leakage currents. The
proposed high-K FinFET architecture to enhance control
over the channel. The fin structure allows for better
electrostatic control of the channel, reducing leakage
current and improving overall transistor performance.
Design a gate stack in the proposed device that includes
the high-K dielectric layer and the metal gates. Optimize
the thickness and composition of each layer to achieve
the desired electrical characteristics, such as threshold
voltage and subthreshold slope (23).

The high-K dielectric material, HfO, device fin for
optimal carrier mobility and electrostatic control.
Consider the fin width, height, and doping concentration
to achieve the desired device characteristics. In this
proposed device spacer engineering dielectric material
being TiO helps in achieving better control over the
transistor characteristics and mitigating issues related to
process variations. The integration of the DMG FinFET
into the semiconductor fabrication process must be
seamless to enable large-scale production and 10nm, to
leverage the advantages of this high-K dielectric
materials being HfO, and TiO, manufacturing processes
(24).

Figure 1. Proposed DMG- FinFET
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Utilized the simulation and modeling TCAD tool to
predict and optimize the device characteristics before
actual fabrication. This aids in fine-tuning the design
parameters for optimal performance. Therefore, the
proposed device design of DMG-FInFET with high-K
dielectric materials, engineers can create transistors that
offer improved qualitative performance, reduced power
consumption, and enhanced reliability for advanced
semiconductor technologies (25, 26). High-K dielectric
materials and the FinFET architecture help achieve lower
subthreshold slopes, reducing power consumption in
subthreshold slop operation (27). This is particularly
advantageous for applications requiring energy-efficient
operation in low-power states. The use of high-K
dielectric materials contributes to improved temperature
stability. This is vital for maintaining consistent device
performance across a range of operating conditions,
ensuring reliability in various environments (28).

Table 1 shows the proposed device utilized
parameters for the simulation in 10nm technology. The
improved performance parameters of proposed device
compared with existing devices are shown in Table 2.

3. PROPOSED DEVICE ALGORITHM

The algorithmic proposed FinFET design determining
the materials for the dual gate structure. This could
involve optimizing the properties of each SiO, and HfO,
material to achieve higher drain current and lower
leakage current performance characteristics. Developing
algorithms for the precise placement and control of the
dual materials within the gate structure. This may involve
considerations for thickness, composition, and other

TABLE 1. Used parameters of the proposed device

Device Parameter Value
Length of device(W,) 60 nm
Gate Length(Lg) 10 nm
Source Length(Ls) 30 nm
Drain Length(Lp) 30 nm
Channel Length(Lc) 10 nm
Source Doping(Np) 10%cm
Drain Doping (Np) 10%8cm?3
Channel Doping 10% cm3
Gate Work Function 4.3eV
Low-k material SiO,
High-k material HfO,
Fin width 10nm
Fin height 14nm

TABLE 2. Used Modelling for the proposed structure

Model Description

conmob Specifies the concentration mobility
fldmob Calculation of the field dependent mobility
evsatmod=1 implements the carrier temperature mobility
hcte.el to enable energy balance for electrons
taurel.el specifies the relaxation time in the
taumob.el specifies the relaxation time for electrons

material properties. Implementing algorithms to optimize
the manufacturing process, including deposition, etching,
and other steps involved in creating the dual material gate
FinFET. The development of algorithms to model the
electrical characteristics and performance of the dual
material gate FinFET. This could include simulations and
analyses to predict behavior under various dielectric
materials. The algorithms may be developed to
seamlessly incorporate the dual material gate FInNFET
into existing fabrication processes.

The novelty in semiconductor technology often
involves improvements in performance, power efficiency
and transistor design. In DMG FinFET is a recent
development with gate length of 22 nanometer and
thickness of Fin is 2nm. The unique features of this
device is improved drain current, reduced leakage current
and lower sub threshold swing about 64 percent.
Therefore, this device is suitable for low power
applications.

4.RESULTS AND DISCUSSION

4. 1. Drain Current Vs Drain Voltage
Characteristics Analyzing the characteristics of
the drain current (Id) as a function of the drain-to-source
voltag (Vds) for a DMG FinFET with high-K dielectric
materials being hafnium oxide (HfO2)and titanium
dioxide (TiO2) involves at low Vds values, below the
threshold voltage (Vth), the proposed device is in the
subthreshold region. In this region, the drain current is
exponentially dependent on Vds. The subthreshold slope
is a crucial parameter, and the use of high-K dielectric
materials (HfO2) helps in achieving lower subthreshold
slopes, contributing to lower power consumption in
subthreshold operation as shown in Figure 2. The
threshold voltage is the gate voltage at which the Id
begins to conduct. In the Id Vs Vds plot, this is the point
where the curve starts to rise. DMG design can impact
the threshold voltage, allowing for better tuning and
control. As Vds increases beyond Vth, the transistor
enters the saturation region. In this region, the drain
current becomes relatively independent of Vds (29, 30).
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4.2.Drain Current Vs Gate Voltage Characteristics
The drain current (Id) as a function of gate-to-source
voltage (Vgs) measured in volts (V) for DMG FinFET
with high-K dielectric materials provides valuable
insights into the transistor's behavior. The threshold
voltage (Vth) is the gate voltage at which the transistor
just starts to conduct. In the Id vs Vgs plot, where the
curve begins to rise. High-K dielectric materials such as
hafnium oxde (HfO,) and titanium dioxide (TiO2) and the
dual metal gate design influence Vth, allowing for better
control and optimization. At lower Vgs (V) values
(below V1th), the transistor is in the subthreshold region.
The drain current in this region is exponentially
dependent on Vgs. High-K dielectric materials (HfO2 and
TiO,) help in achieving lower subthreshold slopes,
contributing to lower power consumption in subthreshold
operation. As Vgs increases beyond Vth, the transistor
enters the saturation region. In this region, the drain
current becomes relatively independent of further
increases in Vgs (V). The dual high-K metal gate design
contributes to improved electrostatic control, reducing
the impact of gate voltage on the drain current as shown
in Figure 3.

4. 3. Drain Conductance Characteristics The
drain conductance is an important parameter in the
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Figure 3. Id Vs Vgs characteristics of Proposed device with
HfO2 and TiO2 high-K dielectric materials

operation of a proposed DMG-FIinFET, employing with
high-K gate dielectric materials being HfO, and TiO,. It
is a measure of how easily current can flow from the
source to the drain terminal of the device. The drain
conductance is influenced by high-K dielectric materials
as HfO, and TiO,. The drain conductance of a DMG
FinFET would be influenced by the specific
characteristics of the dual metal gate structure. The
choice of high-K dielectric materials and spacer
materials, and the overall design of the transistor impact
how efficiently current can be conducted from the source
to the drain as shown in Figure 4.

4. 4. Transconductance Characteristics The
transconductance (gm) of a DMG FinFET with high-K
dielectric materials high-K gate dielectric materials being
HfO, and TiO; is a crucial parameter that indicates how
effectively the transistor amplifies small input signals.
The transconductance of this device is mathematically
expressed as the derivative of the drain current (1d) with
respect to the gate-source voltage (Vgs) and it is highly
dependent on the gate-source voltage. As Vgs increases,
the transistor enters the saturation region, where the slope
of the Id vs Vgs curve determines the transconductance.
In the saturation region of the transistor operation, the
slope of the Id vs Vgs curve represents the
transconductance. A steeper improved slope corresponds
to a higher transconductance and indicates better
amplification capability as shown in Figure 5.
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The resistance characteristics of a DMG FinFET with
high-K  dielectric materials are important for
understanding the device's behavior in various operating
conditions. The channel resistance is a crucial component
of the total resistance in a transistor as shown in Figure
6. It is influenced by the properties of the semiconductor
material forming the channel and the dimensions of the
fin structure. In a FinFET, the 3D fin structure provides
better electrostatic control, reducing channel resistance
compared to traditional planar transistors. The overlap
between the gate and source regions can contribute to
resistance. Design considerations, such as optimizing the
gate-source overlap and using appropriate materials can
impact this resistance as shown in Figure 6. The series
resistance of the source and drain regions, including the
contact resistances, can significantly affect the overall
transistor resistance. Techniques such as silicidation are
often employed to reduce source and drain contact
resistances.

The reduction of sub threshold slope increases the
off-current and power dissipation in the device. These
characteristics are essentials for low power portable
devices. The amount of gate voltage needed for variation
of drain current defined as sub threshold slope given in
Equation 1:

AWys
a(log (Ias)) @

Silicon dioxide (SiOz) is a key material in
semiconductor manufacturing, particularly in the
fabrication of integrated circuits. SiO, has a high
dielectric constant, making it an excellent insulator. This
property is crucial for the gate dielectric in metal-oxide-
semiconductor (MOS) transistors, where SiO; has
historically been used and the thickness of SiO; is 2nm in
proposed in this simulations

Subthreshold slope (SS) =

4. 5. Main Achievement of the Prposed Device
The DMG-FIinFET device contributes to improved
electrostatic control, reducing the impact of drain voltage
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Figure 6. Ron characteristics of Proposed device with HfO:
and TiOz high-K dielectric materials

TABLE 3. Performance parameters comparison with various
devices based on literatures work

HD-

Parameters FinIEET Fir?l(:;ET Fir?FGET DMG PE%‘C?iSd
FinFET

lon (A/um) 413 584 59 503 8.2
loff (\m) 820 890 622 620 227
lon/loff 229 29 31 381 3841
Gm(Simm) 231 234 26 261 381
Gd(S/mm) 21 119 184 28 2,01
Ron (Qmm) 3.1 26 214 217 315

on the drain current. The higher Vds values, the transistor
enter a linear region where the drain current increases
linearly with Vds. This region is generally not desirable
for digital applications but may relevant in certain analog
circuit configurations also based on higher drain current,
lower leakage current and lower sub threshold swing.
The block diagram of proposed device as shown in Figure
7.

[ Designing of Proposed structure I
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il
)

Figure 7. Block diagram of Proposed device

[ DMG-FinFET

5. CONCLUSION

The integration of Dual Metal Gate FinFET with high-K
Dielectric Materials in 10nm technology represents a
significant advancement in semiconductor technology,
offering a range of benefits for modern electronic
devices. The proposed device employing high-K
dielectric materials such as hafnium oxide (HfO,) and
titanium oxide (TiO;) and investigated in 10 nm
technology. The dual metal gate design enhances
electrostatic control over the channel, reducing leakage
currents and improving overall device performance. The
incorporation of high-K dielectric materials in the gate
stack replaces traditional HfO, and TiO,. The proposed
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high-K dielectric materials DMG-FIinFET has improved
performance over silicon dioxide (SiO;) gate stack and
notable enhancement in device performance and
subthreshold slope. The advantages of the proposed
structure have the improvement performance compared
to existed devices such as drain current and reduced
leakage currentin and switching ratio about ~ 12 times is
reported. The most recent innovation in this proposed
structure lies in the Fin thickness, which is now 2nm and
enables precise control of the current across the entire
device. The limitations of this proposed structure is SS,
which can be reduced in submicron node. The future
scope in this proposed device can introduce advanced
structural modifications in the optimized FinFET to
enhance device further features for very lower
applications.
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1. INTRODUCTION pollution, global warming, and climate change.

Therefore, the management of human activities is
The increasing energy consumption at the global level necessary to preserve life on earth [1]. In addition, the
has led to many environmental problems, such as air limitation of energy reserves is a problem that has caused
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many concerns in many countries. Conventional energy
sources are not sustainable and obtaining and using fresh
reserves is becoming more challenging day by day [2].

These problems have drawn the attention of
researchers to the prediction of energy consumption in
different fields [3]. Since the contribution of buildings in
energy consumption is significant (36 % of the total
global energy), predicting building energy consumption
and optimizing energy consumption has become a
fundamental issue [4].

The building sector is a major energy consumer,
accounting for a significant percentage of global energy
consumption of CO; emissions, and over time its annual
growth rate increases. The increase in building energy
consumption has been due to population growth and
increased demand  for  building  comfortable
environments. This increased use of energy consumption
in the building sector raises concerns about supply issues
and global environmental impacts. Therefore, energy
efficiency in this sector is needed to reduce carbon
emissions and reduce supply problems, and it serves as
the basis for many advanced building energy
management techniques, such as safety monitoring,
demand response and optimization control.

Hence, a precise method for predicting building
energy consumption for energy management systems is
important and challenging. However, building energy
consumption data often shows nonlinear and non-
stationary patterns that make forecasting more difficult.

With the increasing demand for energy consumption,
the necessity of activity in this field is still ongoing, as
well as up-to-date articles in this field are presented in
prestigious journals. In order to address the mentioned
problems, in this research, a new approach to predicting
energy consumption using artificial intelligence
techniques has been presented in order to increase
accuracy. In this research, the combination of deep
learning and artificial intelligence techniques will be
used to develop a solution to the problem that offers both
good accuracy and efficiency.

The innovations of this research can be expressed as

follows:
* Integrated use of deep learning methods in predicting
energy consumption in the building field which includes
various networks such as torsion, recursive network, etc.
Was.

e Optimize the parameters of several deep learning
methods simultaneously in order to achieve higher
accuracy. This optimization is applied with the help
of a successive halving method.

» Feature selection with the help of recursive feature

removal to achieve higher performance.

* Apply the voting process between the results of

applying different deep models based on the weights

assigned to each model.

In addition, increasing urbanization and the
development of cities is one of the issues that aggravates
this concern in many countries [5]. One of the available
solutions to control this problem is to predict the energy
consumption of the building before designing and
building the structure. This prediction can lead to the
optimal construction of buildings and energy saving.
Building energy prediction is related to several factors
such as the behavioral characteristics of the building
occupants, physical characteristics of the structure,
environmental conditions and weather. These cases have
complicated the accurate prediction of this issue. Various
tools have been provided to simulate building energy
consumption and their performance depends on many
input parameters. In fact, for the correct use of this tool,
accurate and extensive information must be available. In
practice, this issue itself has become a new challenge and
the unavailability of this information leads to the poor
performance of these tools [6]. One of the available
solutions to solve this problem is the use of machine
learning techniques that are used in various fields [7].
These methods do not require a lot of information and
can provide a suitable forecast using the historical data of
each region.

Machine learning algorithms and models use patterns
and inference to learn, rather than using clear
instructions. In this way, they easily identify trends and
patterns without the need for human intervention. The
widespread use of machine learning methods in various
fields to manage multidimensional and complex data in a
short time and using limited resources is significant. In
addition, researchers' attention to this field has led to the
continuous improvement of its techniques.

In this way, it is possible to predict the building's
energy needs in any area by using the available data and
using the machine learning technique, and avoid possible
future problems. The proper performance of machine
learning methods largely depends on the models used for
learning and the available data. In this research, an
approach based on deep learning techniques is used,
which processes data in a way inspired by the human
brain and recognizes complex patterns. In addition, this
research will use a standard data set that has been
collected and used by several research teams in recent
years, and will keep the possibility of comparing the
results for future research.

In the continuation of this research, in section 2, the
recent work done in the field of using machine learning
and deep learning techniques in the problem of predicting
building energy consumption are presented. In section 3,
the proposed voting-based system is discussed and its
details wiare explained. In section 4, explanations about
the data set used are provided. The results of the
implementation of the proposed method and its
components are presented in section 5, and finally,
conclusion is stated in section 6.
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2. RELATED WORK

Currently machine learning and deep learning algorithms
have proven their ability to manage sequential data and
are used to solve many data- driven problems [8, 9]. In
Yazdan et al. [10] used RNN to predict energy
consumption. The results of this research showed that the
proper efficiency of this method is obtained by increasing
the number of courses and setting the parameters
properly. Olu-Ajayi and Alaka [11] introduced machine
learning techniques including artificial neural network,
support vector machine and decision tree; they have
applied on a dataset of multiple buildings and were able
to predict the average amount of energy consumption in
buildings.. The results obtained from this research
showed that the artificial neural network showed the best
performance among the evaluated methods and achieved
values of 2.80 and 7.85 in RMSE and MSE criteria,
respectively.

A building energy consumption prediction model
called SSA-CNNBIGRU was proposed by Wei and Bai
[12] which combines SSA, CNN and BiGRU methods.
Actual data is used from a number of office buildings in
the UK. The obtained results and comparison with other
machine learning techniques showed the appropriate
accuracy of the proposed method of this research. So that
in the MAE criterion, the values of 76.85 and 77.70 were
obtained for the prediction of electricity consumption and
gas consumption, respectively. A new architecture based
on hybrid deep learning was proposed by Jogunola et al.
[13] using two layers of CNN and BLSTM and LSTM.
This method was used to predict energy consumption in
commercial and residential buildings in areas such as
Canada and the United Kingdom, and satisfactory results
were obtained.

An electric load forecasting model was proposed by
Alsharekh et al. [14] in which the input data which
includes spatial and temporal features is pre-processed.
After that, a method based on R-CNN and MLLSTM is
used to learn patterns in two steps. The results of
implementing the proposed method on the IHEPC and
PJM datasets showed a relative reduction in the error rate.

Khan et al. [15] investigated several deep learning
methods and finally a CNN-based model was proposed
to extract new features from the analyzed data to predict
the energy required in residential and commercial
buildings. The features extracted in the previous step are
used by the LSTM encoder and decoder to generate
prediction sequences. Khan et al. [16] presented a
framework for predicting short-term electric energy
consumption; which first deals with data preprocessing
and cleaning. In the continuation of this research, CNN
is used to extract the pattern. The output obtained from
this section is sent to a stacked LSTM. Evaluation of this
system on the IHEPC and PJM datasets provided good
results.

Amalou et al. [17] investigated a number of deep
learning methods, such as RNN, LSTM and GRU to
solve the problem of energy consumption management
and prediction. The results of this research on the SGSC
data set showed that among the mentioned methods,
GRU provides the best performance., LSTM, GRU and
combined LSTM-GRU learning methods were used by
Cetiner [18] to predict energy consumption. The
proposed method of this research was applied to the
dataset published by ENTSO-E (European Distribution
Authority). The results of the research showed that the
combined LSTM-GRU method has relatively higher
training time, however, it has achieved appropriate
accuracy.

Wang et al. [19], a multi-scale recurrent neural
network (MCRNN) was proposed that uses multi-scale
convolution units to gather information about
temperature, air pressure, light data. Bi-RNN is used to
obtain the dependence between the expressed factors. In
the proposed method of this research, a recurrent
convolutional connection is used to filter useful multi-
scale and long-term information. Lei et al. [20] first used
the rough sets theory to reduce the effective factors. In
the following, the extracted features were used as the
input of a deep neural network to predict the energy
consumption of the building in the short and medium
term. The results of the proposed method with other
methods proved the appropriate accuracy of this method.

El Alaoui et al. [21] focused on predicting the energy
consumption of an administrative building through the
utilization of machine learning and statistical techniques.
The study aims to develop accurate and efficient models
for forecasting energy usage, which can contribute to
energy management and conservation efforts. They
collect and analyze historical energy consumption data
from an administrative building, along with relevant
external variables like weather conditions and occupancy
patterns. This data is then utilized to develop predictive
models using machine learning algorithms, such as
artificial neural networks and support vector regression.
Additionally, statistical methods, including
autoregressive integrated moving average models, were
employed for benchmarking purposes and model
comparison. The models' performances were compared
based on three statistical indicators: normalized root
mean square error (NRMSE), mean average error (MAE),
and correlation coefficient (R). The results show that all
studied models have good accuracy, with a correlation
coefficient of 0.90 < R < 0.97. The artificial neural
network outperforms all other models (R=0.97,
NRMSE=12.60%, MAE= 0.19 kWh).

3. PROPOSED METHOD

In this study, several machine learning regression
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TABLE 1. Comparison of previous works

Evaluation Data collection Method Reference
RMSE /0.084 OPSD, Germany RNN (10)
RMSE /2.80 MHCLG + Meteostat ANN (11)
MAE/ 76.85 . e .

Real office buildings in the UK SSA-CNNBIiGRU (12)
MAE/ 77.70
MSE /0.09 commercial and domestic building in Canada and UK CBLSTM-AE (13)
MSE /0.002

IHEPC and PJM datasets R-CNN + ML-LSTM (14)

MSE / 0.0005
MSE /0.19 L oo

UCI residential building dataset CNN + LSTM-AE b (15)
RMSE /0.47
RMSE /14.85

IHEPC and PJM datasets CNN + stacked LSTM (16)

RMSE /3.4
RMSE /0.034 SGSC GRU an
MSE /0.0013 Germany energy consumption data set LSTM-GRU (18)
RMSE / 38.3016 Residential building in Belgium MCRNN (19)
Relative error/ 7% Civil public and laboratory building RS-DBN (20)

methods, including Random Forest (RF), Multi-Layer
Perceptron (MLP), Linear Reggression (LR), and
Convolutional Neural Networks (CNN) were used to
analyze the investigated data set. The results showed that
the CNN method has a significant superiority over the
other investigated techniques. Since deep learning
methods can detect complex patterns in data with
appropriate accuracy, in this research, deep learning
methods were further investigated. Different structures of
CNN and Deep Neural Network (DNN) were
investigated and finally a method based on voting was
proposed to predict building energy consumption. The
proposed method of this research is shown in Figure 1.
Since deep learning methods work well on data and
perform well, it is difficult to choose the best method
among them. To get better results in the proposed method
of this research, voting technique has been used. The
proposed voting regression-based method is a meta-
estimator that averages the predictions of individual
models and provides a final prediction. In this method,
instead of providing a strong model, a combination of
several models is used. In the proposed method, each
model examines aspects of the data structure and the
result of the final model will be more robust. In methods
with appropriate robustness, one can be sure that the
performance of the model does not change and does not
deviate significantly when using new data compared to
the training data. As can be seen in the figure, in the
proposed research system, three different versions of
CNN and a DNN models are applied to the training data
after the pre-processing of the obtained data. The
specifications of the CNNs used in the proposed method

are given in Table 2. The results obtained from voting
methods will be presented as the final prediction.

We examined different methods of deep learning
approaches with different parameters; finally, the
architecture proposed in this article has provided the best
results.

4.DATA SET

In this research, the WiDS Datathon dataset is used to
check the energy consumption prediction model. WiDS
Datathon has been created in collaboration with various
institutions and universities such as Stanford University,
Harvard University and the WiDS Datathon Committee.
This continuously developing dataset is collected by
research teams and university researchers around the
world for climate change mitigation and energy
efficiency. The WiDS Datathon 2022 used in this
research contains approximately 100k observations of
building energy consumption records, and each record
represents the energy consumption information of a
building over the course of one year. This information
was collected over 7 years from several different states of
the United States. In each record, information related to
31 features is recorded, which includes building
characteristics, climate characteristics of the region (the
region where the building is located), geographical
characteristics of the region, the year in which the
information was checked, and the amount of energy
consumption. Among the things that are checked for
building specifications are things like the type of
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Pre-processing
Handling missing values
Training data
Remove outliers
Dimension reduction
Normalization
Discretization
Data splitting
Final prediction
Testing final model Result and evaluation
Figure 1. Flowchart of the proposed method
TABLE 2: The specifications of the CNNs used in the proposed method
Layer (type) Output Shape Param #
ConvlD_1 (ConvlD) (None, 54, 64) 640
dropout_2 (Dropout) (None, 54, 64) 0
ConvlD_2 (ConvlD) (None, 52, 32) 6176
ConvlD_3 (ConvlD) (None, 51, 16) 1040
CNN_1
MaxPooling1D(MaxPooling1D) (None, 25, 16) 0
flatten_2 (Flatten) (None, 400) 0
Dense_1 (Dense) (None, 64) 25664
Dense_2 (Dense) (None, 1) 65
ConvlD_1 (ConvlD) (None, 58, 32) 192
dropout_1 (Dropout) (None, 58, 32) 0
ConvlD_2 (ConvlD) (None, 56, 32) 3104
CNN_2 MaxPooling1D (MaxPooling1D) (None, 28, 32) 0
flatten_1 (Flatten) (None, 896) 0
Dense_1 (Dense) (None, 32) 28704
Dense_2 (Dense) (None, 1) 33
ConvlD_1 (ConvlD) (None, 56, 64) 512
dropout (Dropout) (None, 56, 64) 0
ConvlD_2 (ConvlD) (None, 54, 32) 6176
Convl1D_3 (ConvlD) (None, 53, 16) 1040
CNN_3
MaxPooling1D (MaxPooling1D) (None, 26, 16) 0
flatten (Flatten) (None, 416) 0
Dense_1 (Dense) (None, 32) 13344
Dense_2 (Dense) (Noneg, 1) 33
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building, the floor area of the building and the year of its
construction. Among the climatic and geographical data
recorded in this dataset, we can mention things like
minimum, average and maximum temperature, annual
rainfall in the building site, maximum wind speed and its
direction. More information about this dataset is
available on the Kaggle site.

In order to use the WiDS Datathon data set in this
research, pre-processing operations were first applied to
the data. Management of missing values, removal of
outliers, dimensionality reduction, normalization and
discretization are among the things that have been done
in the pre-processing of the data set investigated in this
research.

5. RESULTS AND DISCUSSION

In order to better compare the performance of the
proposed method in this research, the performance of the
basic regression methods that are used in many
researches are first examined. In the first experiment, RF,
MLP, LR, and CNN methods were applied separately on
the training data set, and the results obtained from their
application on the test data set are given in Table 3. As
can be seen from the results of this table, the results
obtained from the CNN method are significantly superior
to other methods. Among RF, MLP and LR regression
methods, LR regression method has the best
performance. However, the CNN method has performed
better than it in terms of MSE, MAE, MAPE and

Mean Squared Error
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Coefficient of Determination by 369.63, 2.43, 0.03 and
0.11, respectively. The comparison of the methods in
different criteria in Figure 2 clearly shows the superiority
of the CNN.

In the continuation of this section, the performance
results of the proposed method of this research and the
deep learning methods used in it were compared. As
stated in the previous section, three regression models
based on CNN that have different structures and one
regression model based on DNN have been used in the
proposed method. The results recorded by each of them
are given in Table 4. Figure 3 shows the comparison of
the efficiency of deep learning methods and the
implemented basic methods (LR, MLP and RF).
Comparison of the graphs obtained from this figure show
that deep learning methods are superior in various
criteria.

TABLE 3. Comparison of the results obtained from LR, MLP,
RF, and CNN

LR MLP RF CNN

Mean Squared Error ~ 2528.87  2535.43  2674.97 2159.24

Mean Absolute 2751 2751 27.86 25.08

Error

Mean Absolute

Percentage Error 067 067 068 004
Coefficient of 021 021 0.21 0.32

Determination

Mean Absolute Error
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Figure 2. Performance comparison of LR, MLP, RF, and CNN in (a): Mean Squared Error (b): Mean Absolute Error (c): Mean

Absolute Percentage Error and (d): Coefficient of Determination
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TABLE 4. Comparison of the results obtained from DNN, CNN_1, CNN_2, CNN_3 and Voting system

DNN CNN_1 CNN_2 CNN_3 Voting system
Mean Squared Error 2457.63 2159.24 2495.87 2092.89 2126.62
Mean Absolute Error 27.02 25.08 29.72 23.45 25.00
Mean Absolute Percentage Error 0.65 0.64 0.80 0.55 0.65
Coefficient of Determination 0.23 0.32 0.22 0.34 0.33
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Figure 3. Performance comparison of LR, MLP, RF, CNN_1, CNN_2, CNN_3 and DNN in (a): Mean Squared Error (b): Mean
Absolute Error (c): Mean Absolute Percentage Error and (d): Coefficient of Determination

Figure 4 shows the comparison of deep learning
methods and the proposed voting-based method. The
results of this study show that the CNN_3 method is the
best available method and the proposed method of this
research is the second best method in the results with a
small difference. The proposed method consists of voting
regression models and the average of the methods used

in it is used to obtain the final result. In this way, the final
result obtained is directly related to the results of the
basic methods used, and the final result will be less than
the best available method among the basic methods. This
small difference in the accuracy of the system can be
ignored compared to the more robustness of the proposed
method.



1074 M. Khodadadi et al. / IJE TRANSACTIONS C:

Mean Squared Error
5000

2500

2000
1500
1000
500
o

Vaoting system CNN_3 CNN_2 CNN_1

@)

Mean Absolute Percentage Error

0.6
0.5
0.4
0.3
0.2
0.1

0

Voting system  CNN_3 CNN_2 CNN_1

©

=]

Aspects Vol. 37 No. 06, (June 2024) 1067-1075

Mean Absolute Error

25
20
15
10
5
0

Vating system CNN_3 CNN_2 CNN_1

(b)

Coefficient of Determination

0.3
0.25
02
0.15
0.1
0.05
0

Voting system CNN_3 CNN_2 CNN_1

@

Figure 4. Performance comparison of DNN, CNN_1, CNN_2, CNN_3 and Voting system in (a): Mean Squared Error (b): Mean
Absolute Error (c): Mean Absolute Percentage Error and (d): Coefficient of Determination

6. CONCLUSION

In this research, first, a number of machine learning
regression models were used to predict building energy
consumption. For appropriate review of the methods, the
WiDS Datathon data set was used, which is available to
all researchers and makes it possible to compare the
results for future research. The results of the
investigations showed that the compared deep learning
method recorded relatively more appropriate results in all
the investigated criteria, including MAE, MSE, MAPE
and R2. In this way, in the continuation of this research,
a method based on voting of deep learning methods was
proposed. Each of the deep learning methods used in the
proposed method provide suitable results and finally, the
voting between these regression methods is done by the
averaging. Due to the fact that the proposed method
obtains the final result from voting regression models
with high accuracy, it is considered a robust model that
will be able to provide a suitable prediction against new
data.
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1. INTRODUCTION

The biological improvement of soils is a permanent, eco-
friendly method that improves their mechanical
properties (1). Soil Microorganisms have been active,
renewable, anti-pathogenic, and eco-friendly on the earth
for millions of vyears, but classical geotechnical
engineering did not pay attention to this manner (2). The
chemical reaction of urea hydrolysis is carried out so
slowly in nature. Bacteria such as Sporosarcina pasteurii
that produce urease enzymes increase the rate of urea
hydrolysis up to 10%* times (3). Equations 1 and 2 showed
calcium carbonate precipitation occurs on soil particles
and bio-cementation. Finally, the soil's shear strength and
stiffening increase. Also, its permeability and settlement
decrease (Figure 1).

CO (NH2)? + 2H20 — 2NH** + COs?? (1)

CO3? + Ca*2 — CaCOs )

The potential applications for bio-cementation
include soil strengthening for slope stability, liquefaction
mitigation, seepage reduction, erosion prevention, and
contaminant immobilization (4). Also, bio-grout is a bio-
mineralization product that improves its mechanical
properties. The bio-grout reaction is so slower than the
chemical grout reaction. This solidification rate reduction
allows the bio-grout to spread through soil species (5).
Also, previous research showed that bio-grout helped to
control soil permeability and bio-improve soil with bio-
cementation (6). Bio-grout's other workability is wind
erosion resistance. Bio-coating methods can control this
problem (7). In addition, the generation of bio-
denitrification from bio-grout injection and microbial
metabolic activity affects the bulk modulus of the pore
fluid. It thus reduces the generation of excess pore water

Figure 1. Microbially induced calcium carbonate
precipitation (MICP) in sand particles

pressure during shearing. Furthermore, microorganisms
can form bio-film and bio-polymers by bio-grout
injection, which may clog the pore space, reducing the
permeability of the soil (8).

Moreover, soil reinforcing with micropiles, as a soil
improvement method, has been used significantly since
their conception in the 1950s (9). Micropiles used as
foundations support elements to resist static and seismic
load to a lesser extent, as in-situ reinforcements to soil
improvement or provide stabilization of slopes and
excavations of soil (10). Grouting operations have an
impact on micropile bearing capacity (Figure 2).

Injected grout increases the bearing capacity of the
micropile while protecting it from corrosion (11). The
grout usually comprises a neat cement mix W/C ratio of
0.45. Cement production, as one of the most consumed
construction materials, requires high energy and creates
high pollution. Air emissions such as oxides of carbon
dioxide, NOx, sulfur dioxide, polychlorinated dibenzo-p-
dioxins, dibenzofurans, and their compounds increase
environmental problems (10). The effect of bio-grout
injection in micropile compared to cement-grouted
micropile in this research is studied.

2. MATERIALS AND METHODOLOGY

2. 1. Sandy Soil Properties  The tested soils of this
research were the Mashhad Kashafroud River sand. The
particle size distribution curve is shown in Figure 3;
which is classified as poorly graded sand (SP) at the
Unified Soil (USCS). Research showed that SP soil bio-
precipitation amount is five times more than that of
graded sandy soil (SW) with the same moisture and
density (12).

The test soil had a specific gravity (Gs) of 2.65, a
mean particle size (Dsg) of 0.8 mm, and a maximum and
minimum void ratio (Emax and Emin) of 0.90 and 0.57,
respectively. The soil was non-cohesive, its cohesion was
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Figure 2. Grout-injected micropile general section
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Figure 3. Kashafroud sand gradation graph

zero, and its internal friction angle was 30° in the speed
direct shear test (Figure 4). Also, soil pH is effective as a
chemical characteristic in soil bio-precipitation. The
research showed that MICP in an alkaline soil mass, with
a pH between 7.5 and 9.5, had better function. The
sample soil pH was 8.5.

2. 2. Bacteria Cultivation and Growth Condition
The most crucial parameter in microorganism choice for
the MICP process is its ability to produce urease
enzymes. Enzymes, as a bio-catalyst, significantly
reduces the time of bio-precipitation. Research showed
that the Sporosarcina pasteurii has the highest
performance in urease enzyme production. Therefore,
these microorganisms are used in the tests.

Bacterial cultures grew in an ATCC-specified
medium. These bacteria are added to a Nutrient Agar
culture medium containing 2% urea. First, 20 g of urea
was dissolved in a liter poor water and about 8 g of
nutrient broth culture, along with 100 mg of calcium
chloride, was poured into Erlen and stirred well by a
shaker (13). The liquid cultures were placed on a hot plate
to have a solid culture medium. Then, nutrient agar was
added to the solution (Figure 5). So, solid and liquid
culture areas were prepared for the activation and
cultivation of bacteria (14).
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Figure 4. The result of Samples direct shear test graph

Figure 5. Bacterial cultures medium

The calcium chloride and urea reagents are needed to
complete the reaction and precipitation of calcium
carbonate. This cementing solution increases the process
of bio-precipitation like a catalyst.

2. 3. PLT Set and Parameters Plate loading tests
set are used to determine the ultimate bearing capacity
and the probable soil settlement. The FHWA
recommends that the thickness of the loading plate be
more than ten times the maximum soil particles.
Therefore, in research, the rigid steel loading plate with
dimensions of 8*8*2 cm?®. Also, According to The
Boussinesq approximation, for the distribution of stress
bubbles under the loading plate to ignore the boundary
condition, the diameter and height of the tank were 55
and 60 cm. The sand soil was compacted to prepare the
specimens in three 15 cm layers with a moisture content
of about 6% (Figure 6).

2. 4. Micropile and its variable parameters  The
reinforced soil with four types of bio-micropile, cement-
grouted, non-grout micropile, and reinforced soil with
bio-grout injection, was tested in this research, and the
steel core of micropiles were ST37 thin-walled steel
tubes. Also, according to FHWA's recommendation, the

Figure 6. Plate loading tests set
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micropile diameter was 0.8 mm, and its length was 200
mm. For better infiltration of the grout in the soil around
the micropile wall and the formation of the grout sheath,
the micropile was drilled in two perpendicular directions
and at 4 cm intervals (Figure 7).

Cement grout prepared with FHWA
recommendation. In this instruction, the executive
classification of micropiles with gravity injection of
grout with W/C 0.4 to 0.5 is placed in executive group A
(15). Cement grout prepared with 20% micro-silica and
1% super plasticizer. Micro-silica, like other amorphous
pozzolans, increases the mechanical properties of grout.
The compressive strength and grout shrinkage amount in
the first 2 hours tested. The results were 20.1, 28.6, and
31.2 MPain 2, 7, and 28 days.

2. 5. Qualitative Test of Urease Enzyme
Production Capacity The urease enzyme
production capacity qualitative test is done in a solid
culture medium. Due to the decomposition of urea and
conversion to ammonia, the pH increases, and within 24
hours, the color of the cultivated area changes from
yellow to pink (16). So, the culture areas are used for the
isolation of urease-producing microorganisms. One liter
of UAB culture area needs 20 g urea, 5 g sodium chloride,
1 g peptone, 1 g glucose, 2 g mono potassium phosphate,
12 mg red phenol, and 15 g agar. So, except urea, all of
the materials were mixed in a laminar hood and placed in
an autoclave (Figure 8).

After autoclaving, it cooled to a temperature of 38°C,
dissolved urea was added to the area through a sterile
filter, and then kept in an incubator at 25 to 30°C for 24
hours. During this period, the development of pink color
was recorded in the culture medium.

2. 6. The Solution Concentration Control
Continuous dilution method used for determining the

bl 5

Figure?. Non-grouted micropiles used in the tests

Figure 8. Qualitative test of urease enzyme production
capacity

bacterium. First, 6 test tubes containing 9 ml of distilled
water or sterile normal saline were placed consecutively,
and 1 ml of the solution of the first test tube was
transferred from the container containing cultured
bacteria. The concentration of bacteria in the first tube is
107! of the source solution. This process continued until,
at the last one, the solution concentration reached 106 of
the main one. Then, 1 ml of solution was transferred into
Petri dishes containing solid culture bacteria medium
@an.

These were placed inside the incubator for 24 hours.
After that period, bacterial cells are seen as colonies
inside the culture medium. Then, the contents of each test
tube are poured into the cells of the spectrophotometer
that shows a number OD in the ABS part of the device by
passing light and determining a specific wavelength. In
this research, at the wavelength of 650 nm, the bio-grout
OD was between 0.8 and 1.0.

2. 7. Reinforced Specimen Preparation and Grout
Injection Process Research target was based on
investigating the behavior of micropile-reinforced sand.
In this part, the grout was injected at a slow and constant
gravity injection rate inside the micropile. To drain the
excess grout in this test, install a drain valve at the bottom
of the tank. One-stage cement grout and two-stage bio-
grout were injected into the micropile. Observations of
the tests showed that micropile grout cover is dependent
on the viscosity and type of grout. The amount of
penetration of cement grout around the micropile was 15
mm. In bio-grout injection, Due to its fluid movement,
was about 24 mm (Figure 9). In the other part, we studied
bio-improved reinforced soil. In this research, bio-grout
was injected in two stages. First, bio-grout was injected
inside the micropile. So, it penetrated soil particles
around the micropile. After 6 hours, we drained the soil
by closing the drainage valve. After 2 hours of draining
to bio-mineralization, calcium chloride is added to the
soil. So, bio-cementation happened. The second step
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duplicates the first one. The tests showed that the grout
penetration in the soil decreased by 35% in the second
step injection. Previous research showed that, by
increasing the six stages of injections, the penetration rate
decreased by 75% (18).

2. 8. Reinforced and Bio-improved Soil
Equalization Method  The injection of bio-grout in
soil with or without micropile changes the physical and
mechanical characteristics of the soil. Micropile and bio-
grout injection create a composite cross-section by
increasing the soil stiffness and strength. The bio-grout
injection also improves its conditions in interaction with
micropiles and soil. There are various methods to check
composite sections as bio-improved reinforced soil. The
Transformed-Section Method is one of the most used
methods to explain this situation. This theory is one of
the methods used for bending stress analysis in composite
sections (19).

This method is based on general relationships for
linear or non-linear elastic materials. In this method, the
cross-sectional area of the composite element with
different stiffness is converted into the cross-sectional
area consisting of a hypothetical equivalent material.
This new cross-section is called a transformed cross-
section (20). In this method use the dimensionless
parameters. The equivalent stiffness and mechanical
properties are shown in Equations 3 to 5.

Asail — Abiocement — Asteel —
axb x & axb - B & axb 14 (3)
_ Asoil Api t

Eq - Esoil (aj;) + Ebiocement ( u::r;en ) + (4)
A

Esteel ( steel)
axb

Eq = Egoit X @ + Epjocement X B+ Esteer XV (5)

Figure 9. Bio-grout injection in micropile

3. TEST RESULT ANALYSE

3. 1. Unreinforced Soil Test Results The results
of the PLT test for unreinforced soil in Figure 10 showed
that the unreinforced soil carried a 17.3 kg load at a 50
mm settlement. According to the plate dimensions, loose
sandy soil, and without surcharge condition of the test,
the bearing capacity was about 0.27 kg/cm?. This amount
was nearby according to experimental relationships such
as Terzaghi's method, whose value showed a bearing
capacity of about 0.26 kg/cm?.

3. 2. Bio-improved Soil Test Results Results
showed that bio-cement can be either solid or liquid. In
liquid form, the bio-grout has a much lower viscosity and
can flow like water. Thus, the delivery of bio-cement into
soil is much easier compared with that of cement or
chemicals. Furthermore, when using bio-cement, one
usually must wait weeks for the stiffening, whereas when
using bio-grout, the reaction time can be reduced if
required.

The test results showed that the soil-bearing capacity
increased with bio-improvement. The results showed that
the bio-remedied soil had a growth rate of 54.1% with an
increase in the final load equivalent to a 50 mm
settlement compared to the sandy soil. The formation of
connecting bridges and bio-calcite cementation between
sand particles increased the bearing capacity (Figure 11).

3. 3. Reinforced Soil and Grouted-Micropile Result
The injection of grout into the micropile and its
penetration into the surrounding sand particles cements
the soil and increases its mechanical properties by
forming a composite section. In this research, cement-
grout and bio-grout. The results of the tests showed that
the non-grouted micropile increased the bearing capacity
by 55%. The reinforced soil with micropile behaves as a
composite specimen with higher characteristics than the

18
16
14

12 &
10

Force Kgf

°
®
°
°
e
°
°
°
°

o N B OO

0 20 40 60
Settlement mm
Figure 10. Unreinforced-soil PLT test result
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Figure 11. Bio-improved soil PLT test result

original soil. The cement grout injection inside the
micropile created a suitable interlock between the grout,
soil, and micropile. These increased the bearing capacity
by 126%. While increasing the diameter and hardness of
the micropile, the grout increased the frictional resistance
between the sand particles and the rough surface of the
micropile with cement grout.

Also, the results of the tests showed that the bio-grout
injected into the bio-micropile penetrated the sand soil
particles and increased the bearing capacity of the soil by
96% through bio-cementation. The comparison of these
results showed that using bio-micropile can be a
sustainable and Eco-friendly replacement for cement-
grouted micropile. Soil reinforcement and the injection
grout test results are shown (Figure 12).

—@— sandy soil
—&— Nongrouted reinforced soil
Cementy grouted micropil reinforced soil

45
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30 -/_
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g2 3 M
g -
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15 | oL A I.,..—"""'"""
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0
0 10 20 30 40 50 60

Settlement mm
Figure 12. Reinfocing and grouting test result

3. 4. Bio-grout Injection Effect on Soil
Reinforcement and Improvement The results
showed that bio-micropiles increased the soil
characteristics more than the bio-improving ones. The
results showed that the bio-micropile case created a
strong adhesion between the micropile wall and the bio-
improved soil. Also, the injection of bio-grout in the
micropile prevents the corrosion of the steel wall by
creating a suitable cover with self-healing ability.

The research results showed that the bearing capacity
in bio-micropile reinforced soil is 88.36% higher than in
bio-improved soils. So, it has resulted in a transformed
soil with a cross-section. Also, the test results in bio-
improved soil showed that the bearing capacity of the soil
increased by 40.55%. The selected method for soil
improvement depends on the Problematic soil type and
the required improvement amount (Figure 13).

3. 5. Bio-micropile Numbers Effect in Reinforced
Soil Another influential parameter in increasing the
bearing capacity of reinforced soil is the number and type
of bio-micropile arrangement. In previous research,
according to the dimension of micropile in soil
reinforcement, the study is usually done on the micropile
group. The number and arrangement of bio-micropiles in
soil improvement are related to other parameters such as
dimensioning, execution method, bio-micropiles
distance from each other, and type of soil granulation. In
this research, according to Figure 14, one, three, and five
bio-micropiles were used under the arrangement shown.

The results of this research showed that, according to
Figure 15, in the case of reinforcing soil with bio-
micropiles with 8mm diameter and 14cm length, an
increase in the bearing capacity of the soil compared to
sand soil in the number of one, three and five bio-

x Biomicropile reinforced soil
@ Sandy soil
Bio improved soil

Force kgf

0 20 40 60
Settelment mm
Figure 13. Reinforcing and bio-grouting test result
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Figure 14. Five bio-micropile arrangment
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Figure 15. Five bio-micropiles arrangment results

micropiles because of stress distribution curves in the soil
and the efficiency of the bio-micropile group are 113.4,
142.3 and 178.9%.

3. 6. Bio-improvement Reinforced-soil Test
This research studied the effect of bio-improvement on
the soil-bearing capacity in reinforced and unreinforced
soils. In the previous tests, bio-grout was injected into the
micropile, and sand particles were cemented within a
limited radius around the bio-micropile. In this test, all
the soil is bio-improved by surface injection in two
stages. The test results showed that bio-cemented soil has
high stiffness and bearing capacity. The homogeneity of
the residual resistance of this soil can be neglected due to
the breaking of the bio-cement bond due to loading. In
Figure 8, it was shown that an increase in the bearing
capacity of the soil in unreinforced and reinforced bio-
improved conditions was 41.1% and 127.6%,
respectively. The improvement percentage of reinforced
to unreinforced soil strength was 54.9% and 161.6%,
respectively. Figure 16 illustrates the bio-improved
reinforced soil test result. The coincidental integration of

50

40 ’Zxx JAOORRIINNRK
E_o 30 x{
[J] X mew
£20 x o
2 b

xAAA R
10 | X% —e— Sandy soil

X
W == Bioimproved soil
—a— Bioimproved reinfoced soil

0 20 40 60
Settlement mm

Figure 16. Bio-improved reinforced soil test result

the overall bio-improvement of the reinforced soil caused
a more advantageous result in increasing the mechanical
characteristics, including its bearing capacity.

4. CONCLUSION

With bacterial sources, which can be a suitable
alternative to micropile chemical grout injection. The
injection causes bio-cementation of the soil and increases
the stiffness and strength of the composite soil. Also, the
following results were the output of this process:
*Bio-grout with low viscosity and energy consumption is
prepared from renewable sources, and after injection into
the soil, it causes soil particles bio cementation.
*Bio-improved soil, with bio-grout injection, caused the
connection between the soil particles and increased its
bearing capacity by 54.1%. This increase in soil stiffness
was also noticeable.

In the reinforced soil case, the bio-grout injection
increased the bearing capacity of the soil by 94% by
creating a cover around the bio-micropile. While the non-
grouted micropile only increased it by 55%. Also,
superplasticizer cement grout injection in micropiles
increased its bearing capacity by 112%.

«In a comparative study showed that soil reinforcing with
bio-micropiles improved their mechanical
characteristics. The bio-grout injection is a renewable
and eco-friendly method arison of bio-grout with cement
grout, despite the creation of enough cover in micropile
due to the stability of bio-grout production resources, its
eco-friendliness, the possibility of self-healing of cracks
over time in bio-cement cover, bio-grout benefited from
better advantages.

*The results of the experiment showed that the bio-
improvement method in reinforced soil caused a
significant increase in the bearing capacity of the soil.
The force-settlement curve showed that the soil stiffness
also grew. In this method, the soil's bearing capacity
increased by 124%.
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Bio-grout with low viscosity makes gravity injection
possible. This injection method is low-cost and reduces
energy consumption. However, injecting chemical grout
consumes energy while causing environmental pollution.
*According to the warnings of the U.N regarding Global
Warning, research to find eco-friendly and sustainable
methods is necessary. The bio-micropile usage method
can be a suitable alternative to micropile with chemical
grout.
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Uniform Energy

Composable life under the extensive global warming of the Earth encourages the progress of renewable
energy devices and the adoption of new technologies, such as artificial intelligence. Regarding
enormous potential of wave energy and its consistency, wave energy converter (WEC) plays vital role
in uniform energy harvesting field. In this paper, the significant environmental changes in the ocean
prompt us to propose an intelligent feedback control system to mitigate the impact of disturbances and
variable wind effects on the efficacy of WECs. Deep reinforcement learning (DRL), as a powerful
machine intelligence technique, is capable of identifying WECs as black-box models. Therefore, based
on the DRL model, the disturbance and unmeasured state variables are simultaneously estimated in the
extended state observer section. Leakage in identification data and real-time application requirements
of limited number of layers in the deep neural networks are compensated by implementation of
immersion and invariance-based extended state observer which improves coping with the unwanted
exogenous noises as well. In the overall intelligent control system, the estimated parameters are
inputted into the DRL as the actor-critic networks. The initial actor network is responsible for
predicting the control action, while the subsequent critic network determines the decision criterion for
evaluating the accuracy of the actor's estimated amount. Next, the output value of the critic stage is
backpropagated through the layers to update the network weights. The simulation test results in
MATLAB indicate the convergence of unmeasured parameters/states to the corresponding true values
and the significance of newly designed intelligent DRL method.

doi: 10.5829/ije.2024.37.06¢.05

Graphical Abstract

Methods Results

This work made an effort to address

the undesirable fluctuation in the
utilization of energy produced by a
wave energy converter (WEC). To
do this, we created the WEC's
structure model along with all the
necessary dynamical equations for
the proposed controller's
implementation.
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we presented the new RSO dcaling with the
uncertainties of the structure and unmecasured
outputs. The technique of immersion and
invariance manifold was thoroughly integrated
and confirmed by using LMI. The demand for
regulating intelligent action applied to
structures guided us to the DRL.
Therefore, the built network with appropriate
training method was thoroughly detailed in the
study

The results indicated that our novel designed
control method has a significant
performance, both in  estimating the
unmeasured output and unknown
disturbance, as well as in implementing the
control policy. The future extent of our study
will be altered to disturbance rgjection
problem and cxtended state observer design.
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NOMENCLATURE

WEC Wave energy converter ESO Extended state observer
DRL Deep reinforcement learning RSO reduced state observer
BEM Boundary element method mass of the buoy(kg)
MPC Model predictive control water level(m)

DOF Degree of freedom lateral restoring force(N)
ADRC Adaptive disturbance rejection control water’s density(kg/m°)
g gravity acceleration(m/s?) radiation force(N)

A cross-section of the float(m?) extra mass(kg)

Z, heave motion of the float(m) core of the radiation force
w unknown disturbance PTO power take-off

1. INTRODUCTION

Global warming, a major consequence of the increasing
use of fossil fuels, has led to a growing tendency among
people to seek benefits from renewable energy sources.
Accordingly, offshore energy converter devices such as
wind turbines and WECs are developed to generate
consistent energy for everyday needs. In this paper, we
propose an artificial intelligence algorithm in the form
of a closed-loop control system for the WEC plant to
mitigate obstacles to achieving uniform clean energy
production. As a means of reducing test platform costs,
it is recommended to employ dynamic modeling of the
WEC and simulate it along with the proposed control
algorithms. The boundary element method (BEM)
employs a linear potential theory, assuming small
displacements of the structure relative to the wavelength
in the presence of non-rotational flows. Hence, the
performance of BEM solutions in stormy seas is
restricted (1). The theoretical maximum energy has been
determined to be roughly 3.1013 kWh/year, which is
equivalent to almost 20% of the total-energy
consumption in 2019. But the usable resource is roughly
ten times smaller due to technical and budgetary
restrictions. WECs convert wave energy into electrical
current. While there have been efforts to generalize
wave power as a regularly used source since 1890, it is
not currently being widely utilized. Around 16 MW of
operational wave power were globally generated in
2020, which is approximately five times less than about
2 TW, required to fully reach of the world's wave
energy potential. One important aspect is the production
costs per kWh, which in 2020 were approximately 10
times higher than those of offshore wind projects.

In the last three decades, various ways for
conversion of wave power have been created, resulting
in hundreds of patents in recent years. Diversity of wave
energy ideas are now being explored by industry and
academic research organizations all across the globe.
Despite the fact that various operational designs have
been built and validated, only a few concepts have
incorporated modeling and wave tank testing into the
sea.

Wave energy is still a crucial source of clean and
renewable energy, even though it won't likely ever
correspond with the global power output of wind and
solar energy. Wave energy has the ability to deliver the
electricity in hard-to-reach locations like coastal
communities and remote islands that today depend on
expensive, carbon-intensive diesel imports as it is more
predictable and stable than solar / wind energy. Also,
military tasks that need access to deeper seas, offshore
fishing, and marine research may all be powered by
wave energy devices. Waves in the US provide nearly
80% of the energy required by the country. The industry
may access part of that energy, albeit not all of it, to
make it simpler for the country to move to 100% clean
energy. WECs, also known as point absorbers, are
buoy-style devices that collect wave energy from all
directions. They are positioned at or near the surface of
the ocean. Wave energy is captured by a vertically
submerged buoy and then converted into power by a
piston or linear generatorAmong numerous research
studies in the field of control for WECs, Nielsen et al.
proposed a model predictive control (MPC) approach to
demonstrate its superiority in terms of collecting up to
25% more energy compared to conventional reactive
controllers. These reactive controllers take into account
the power losses during the conversion from mechanical
to electrical energy (2). Also, the authors showed the
hydrodynamic and economic performance of an
oscillating wave surge energy converter is significantly
influenced by the installation depth and height of the
incident wave (3). In (4), the authors introduced a novel
configuration for a linear permanent magnet Vernier
machine, specifically tailored for harnessing wave
energy and enhancing the operational efficiency of the
existing Vernier machine prototype. Bayani et al.
presented an overview of an offshore point-absorber
WEC developed by the Hydrodynamics, Acoustics and
Marine Propulsion Group at Babol Noshirvani
University of Technology (5). Alizadeh Kharkeshi et al.
assessed the effectiveness of dimensionless coefficients
in multi-reservoirs within a hydrodynamic oscillating
column converter for sea water waves. The experiment,
which took place in Mazandaran, involved extracting
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parameters that influence the system's behavior in order
to conduct a hydrodynamic analysis of the oscillating
water column (6). Son and Yeung conducted
experimental tests to validate the nonlinear MPC using
a solid-state electrical relay with pulse-width
modulation to simulate analog current flow (7). Korde
explored the sub-optimal time-domain responsive
control of WECs and contrasted the increased reactive
energy consumption for the submerged buoy (8).
Anderlini et al. gave the wave altitude, wave energy
span, and the power take-off damping as an input data
to the artificial neural network to assess the lack of
confidence in linear model (9). Latching control for
heave motion of wave converter was developed to
extremize the motion's measurement irrespective of the
wave's frequency (10). Wu et al. devised the
simultaneous latching control for the single Duck WEC
in unbalanced waves to increase the act of structure in
sea conditions distant from the normal frequency (11).
Using MPC, Faedo et al. examined several methods of
implementing a latching control system in the context of
WEC (12). Upper limit value for wave excitation force
was determined using Kalman filter to monitor energy
absorption with 90% of the ideal constrained optimal
collected energy (13). Using limited MPC, O'Sullivan
and Lightbody produced the large quantity of absorbed
electrical power from the point absorber WEC working
in heave mode independently, linked to a linear
permanent magnet generator (14). Also, Li et al.
developed the multilayer perceptron using the deep
neural network's techniques to anticipate the temporary
wave forces and transferred the output of network via
MPC strategy to conduct online latching control action
to a point absorber WEC (15). For maximum power
extraction, a robust MPC using Laguerre polynomials
was developed to alleviate the computational burden
(16). A heave-pitch-surge 3-DOF WEC, with the pitch-
surge optimization separated from heave, increased the
gathered energy by more than three times compared to
the captured energy from the lurch-only WEC (17).
Investigation of blocked optimum control on a small
asymmetrical float indicated that, despite the
improvement in power capture achievable with the
current control, the actuation forces are significant (18).
Moreover, Burga¢ and Yavuz implemented the discrete
Fourier transform technique to estimate the dominant
wave frequency in the fuzzy controller for defining the
power take-off control settings (19). Zhan et al. (20)
proposed a categorized adaptive optimum control
framework for WECs to enhance energy conversion
efficiency and reduce the modeling effort required for
control design.

The newly built controller in this study was not
adequately evaluated in the field of WEC and requires
further investigation. The following summarizes the
most crucial related works to our newly proposed

controller. In (21), Han J introduced an active
disturbance rejection control that combines an error-
driven control rule, state observer feature, and the power
of a nonlinear controller. Zhejiang Gao proved that by
unifying the controller and addressing the issue of
disturbance rejection, the performance of traditional
controllers when faced with disturbances is improved.
The proposal of the paper was to improve the developed
controller for the official model, with the aim of
rejecting disturbances in the plant model (22). Zhao and
Guo introduced the novel ADRC, which has the
capacity to track reference signals, reject disturbances,
and maintain closed-loop stability for a group of single-
input single-output systems (23). Also, Feng and Guo
have researched the output feedback stability for
indefinite structures described by partial differential
equations (24). Hosseini and Keighobadi developed an
extended state observer-based robust active control to
approximate both the speed and perturbation trajectories
of the gyro's dynamics using the location signs (25). In
(26), Guo and Zhao sought to demonstrate the stability
issue of an extended state observer by utilizing the error
equation. They aimed to decrease the influence of the
disturbance by implementing a high-gain approach. Li
et al. (27) presented the necessary conditions for the
convergence of the quantized nonlinear extensible state
observer using linear matrix inequality. Zhao and Guo
developed a temporally varying gain ESO to reduce the
peaking effect near the main time caused by the
constant high gain technique (28).

In this research work, to obtain a nearly compatible
model with real plant, the development of the overall
dynamics of a WEC with detailed consideration of
acting forces on the structure is explained. Next, the
paper proposes a new estimation technique for the
disturbance and unmeasured parameters of WEC,
specifically the immersion and invariance-based
extended state observer. Through mapping of
considered observer manifold, the unmeasured variables
are estimated and are fed as input to the intelligent
controller presumed DRL, which consists of two
networks named actor-critic. The output of the actor
network is the input of the main plant. The Q_value,
which represents the output of the critic network, is
used to update the weights and biases of the networks
using the backpropagation method. To prove the
convergence of the control system, the direct stability
method of the Lyapunov is assessed. The results of the
controller are evaluated for the reduced state observer
(RSO) as well. The RSO focuses on estimating
unmeasured states and accounting for exogenous inputs.
The simulation is conducted to design a linear observer
for these unmeasured variables. The wide range
simulation results are assessed with the noisy data to
guarantee the strength and robustness of the suggested
controller.
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2. MATERIAL AND METHODS

In this paper, the software simulation of WEC is
conducted using the point absorber model to
demonstrate the effectiveness of the proposed control
system. To achieve this, we assume the nominal second-
order model of the WEC, considering all acting forces,
in order to obtain an accurate model. The model
contains an immersed object with a cylinder on the
surface of the sea. Wave energy is gathered through the
use of a power take-off system.

2. 1. State Space Model of WEC The state
space calculations of the proposed system include
forces, where z,, represents the water level and z,
represents the heave movement of the middle point of
the float. The power generated by the generator is
proportional to the force f, applied to the piston.
Therefore, the obtained power will be equal to P =
fuv, with the value of v = z,,. By applying Newton's
second law, the dynamics of the system can be
determined:

mgZ, =—fs— f, + fo + 1, €))

where mg represents the mass of the buoy. The
following describes the definition of the forces present
in Equation 1.

fs is the lateral restoring force.

fs = pgAz, 2)

In the given equation, p stands for the density of
water, g represents the acceleration due to gravity, A
shows the cross-section of the float, and z, is the heave
motion of the float.

The radiation force f, is obtained as follows.

f, :mw'z'v+jiohr(r)2v(t—r)dr (3)

where m,, indicates the additional mass and h,
represents the core of the radiation force. Using a finite-
dimensional state-space model, the convolutional term
in the force value is estimated as follows.

Xr = A X +B,Z,

fr=CiX, zr hr(r)z'v(tfr)dr @)
Now, considering the equivalent state-space
representation D,~(A4,,B,,C,,0) leads to thef, =
D, (5)Z,,.
Exterior perturbation force acting on the float is
determined as f, = D.(s)z,,, where D, is the equivalent
representation of the following realization:

Xe = AgXe + Bezyy

fo =CoXe zJ‘i he(7)zy (t—7)dr ®)

By applying the force amounts, the state-space
model of WEC is derived.

X = AX+B,u+B,w
z=C,x

(6)

wherew = z,,,z = z,. y = 2, x = [2,,,Z,]" and

0 1 0 0
_ke }BWC{DE(@)}BUC—{1],@—[1 0] )

The value of m is m, + m,. Additionally, the
dynamics of the radiation and excitation forces include
structure uncertainties, represented by &, and §,,
respectively. The state space form of a dynamic model
is commonly referred to as:

A=

=
O
—
sy

X1:X2

8
Xzsz—sleriuf&szr&w ®

Therefore, we will estimate the amount of x, as
unmeasured output and the quantity of w as an
unknown disturbance value. The viscosity force,
assuming the negligible velocity of WEC compared to
the wave velocity, only includes constant terms that
refer to D,(6,) as an uncertainty term. The
characteristics of the sea required for the training of
DRL were discussed in Section 3. Moreover, Table 1
includes a detailed table about this process and some
training data.

2. 2. Implementation of the Control System
Suppose an n-dimensional lower-triangular nonlinear
system with definition as follows (25).

&(t)=&u(®)+fi(&(t). ... &(t)u(t), i=1:n-1 )

where, &; € R denotes the state variables belonging to a
compact set Q, u € C1(R,,, R) shows the input with an
upper bound namely u,, w € C1(R,,, R) demonstrates
the unknown disturbance with an upper bound of w,,
f; € C°(R™*1,R) are defining parts of the system that
are locally Lipschitz, and g € C°(R™*%, R) stands for
the uncertainty section.

TABLE 1. Target sea characteristic data

Wave height Wave period Wavelength
0.024 0.870 1.186
0.030 1.008 1.581
0.036 1.178 2.109
0.032 1.217 2.231
0.030 1.260 2.367
0.022 1.385 2.761

0.018 1.510 3.152
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We define the measurable output as y, and the other
trajectories and disturbances go into the aggregated

variable vector x. Therefore, the following
representation of overall system is expressed.

y=4¢

X =&y 1=1:n-1 (10)

Xn = g(y,Xl,...,Xn_l,W)

By introducing the following definition as a new state
variables vector:

— T i .

=[%.....% | eR',i=1in
(11)
x=%,eR"

Equation 9 is transferred as:

y()Cxt+f( )

X(t)+ Z 5 f.+1(y (t).%(t).u(t)) (12)
+Bnh(y( ) x(t )M(t)vW(t)vW(t))

0100
[001---0]
A= ERnxn, Bi=[51i, ...,6in]T€
0001
0000

R™ ¢=[10..01eR™ i=1:n

h(y,x,u,w,w)zw&ﬁ fl(y,u))+ (13)

S BB a6 % 0000

LB X w)
ow

Along with the measurable output as first input to the
estimator, the produced control action by the DRL is the
second input. Accordingly, the proposed estimator gives
the unmeasurable part of the output vector, the matched
uncertainty and disturbance values as well. In this
regard, the dynamical system is defined as:

§=alyut) (14)

where & belongs to the n-dimensional space and « is a
continuous function from the (n+3)-dimensional space
to the n-dimensional kind.

If there exists the left-invertible mapping ¢, then the
system of Equation 14 is called a reduced order
observer with the following manifold:

My ={(y.x&ut) R g (x yut)= A (& yut)}  (15)

Therefore, the reduced order ESO is paraphrased as the
dynamical system of Equation 14 along with manifold
introduced by Equation 15. Now, imagine the mapping
¢, is of the form:

a(xy.ut)=x+yp(yut) (16)

Considering this case, the defined manifold is replaced
by:

M=y 1200 <R ()= A2 yu] @)

In the equality of the set in Equation 17, by replacing
the function as estimation of x:

m(&yut)=B(&y.ut) v (y.ut) (18)

By assuming a manifold coordinate of Equation 7 to
describe the distance of the routes of systems in
Equations 13 and 14:

z=x—m (& y.ut) (19)
Considering the n,(¢,y,u,t) as X, the difference
between x and X is obtained as error estimation of the
state variable. The derivative of the Equation 19 and the
substitution of corresponding parameters in Equation 13
lead to:

2(6) = (A —‘;—';c) 2(t) +(A-

ZC) (€0, ¥(0,u(©),6)

+ X Bifir (v(0), %:(8), u(t)) + 20)
Boh(y(6), x(), u(t), W(t) w(t))
— 2B Ay, u®) - T2 a) - 5 -

on,
a’g a(f ®©),y(©),u(®), t)

a . .
If ai; doesn’t have the zero determinant, we introduce

the expression for a to simplify Equation 20:

ayut) = () ((A—

a 1 - =

%C) Mm@y, wt) + X Bifia (0, % i,u)> + (21)
ony\ an, 3711 an,

(E) (__ 10w - 7)

where X is defined as component-wise based on %.
Consequently, the system of Equation 20 is reduced as
25:

() = (A - ";—’;1 C)z(t) +
B (i 0©O.20,40) -

fir(Y(O.F (Ou®)) +
Byph(y (1), x(8), u(t), w(t), w(t))

The matrix inequality of Equation 22 to be stable is as
follows:

.
H[A—%C]+[A—%Cj R+2R<0 (23)
oy %y 1@

(22)
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Theorem 1. Considering the prolonged system of
Equation 13, the system of Equation 14 with given
dynamics in Equation 21 is a reduced order ESO and
the corresponding state estimation is obtained as X =

771(5: y! u, t)
Proof. We present the following Lyapunov function as:

Vi(z) =zTPz (24)

Taking the time derivative of Equation 24 and using the
equivalent amounts of Equations 22 and 23 gives:

7 (z(D) < —Eilv1 (z() +
2z"() X1 PiB; (fl-ﬂ(y(t),fi(t),u(t)) -

(25)
fin(y(©. % :©,u()) ) +
22" ()P, Bph(y (), x(2), u(®), w(t), w(t))
Assuming h(.) is restricted to an upper bound as:
|h(ylxlulwlw)| < hO (26)

Locally Lipschitz assumption of f with Is; multiplier
gives 21:

i e, w) = fi(y, X i) S lpz, i=2:n (27)

Now, the inequality (25) is rewritten as:

(z(®) < - (- 24 220 v, (2(0) +

2h, J—% V1 (2(0))
To complete the proof, the A,-attractivity of the
manifold M is explained as follows.

A,-attractivity: For eacht, € Ry, 1 IS available
such that if z(t,) € A, then z(t) is bounded for all ¢t >
t, and moreover, the positive r; and its finite reaching
time are ast, = t,(rp,11), in this sense z(t) € A,, for
allt >ty + ¢t,.

Now, assuming:

(28)

Amin(Pl)

€, <€ =
1 1 lflmax(Pﬂ

(29)

Application of the comparison lemma on 28 yields in:

2(t) < ﬂmax(Pl) 7(t:) — imax(Pl)
(1)< ﬂmin(ﬁ)[ (o) ﬂmin(ﬂ)l(’l)ho] (30)
ex _ﬂ +ﬂmax( )
p[ ()J ()"
z(,l)#l_‘: : (31)

The inequality 30 implies that the trajectories starting in
A,, stay bounded. Furthermore, the reaching time is of
the form:

]'min(Pl)

o1 o
o= Ala) [ i (R)

2(tg)- [ma(B) o ﬁm] 32)

With the positive scalars r, < r; < 1, gives:

h—-n
ho lmax(Pl) h-n (33)
ﬂ'mln(Pl) o

Noting that €'’; < €';, and Equation 33 holds for the

selected parameters, then the manifold M, is A,-

attractive for any r; < r,. So, the system of Equation 14

with defined dynamics of Equation 21 is a reduced

order ESO.m

Corollary 1. If Theorem 1 satisfied, so (%i_%z(t) =0.
(e1-0)

Proof. Taking the supremum of Equation 30 leads to:

1<

limz(6) < 22 A(er o (34)

Since lirr%) A(€,) = 0(€,), the ultimate bound of ||z(t)||
€1~

approachesto zeroase; —» 0. m

Convergence analysis via LMIs

Considering the i®* component of Z—Z asa;:

a;(t) = a} + a}6;(t),

a™™ < a;(t) < a™,

= (a™ + a"™) /2, (35)
af = (@"™ —a"™)/2
[6;®) <1

Based on Equation 35, we obtain the following
representation of coefficient of z(t) in Equation 22,

A— —(f)C Ap +A,0(0)A; (36)
With the assumptions:
—af 100
—a3 010
Ag=| ¢ +:™i[eR™,
_ag_l 001
_ag 000
-a1dj 00...0
-85 00...0
A=[A, - Al Ay= 5 Pt [er™N
-ap. 19(n-1); 0 0...0 37
-85Sy 00...0

@(t):diag(@,-(t));‘:l, 0;(t)=6; (t) e R™,
Ao=[Ao1, -, Ao
100---
000---0
AQj: it eRr™N
000
000

o

o o
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Theorem 2. Suppose that Equation 37 is valid for the
components of Z—Z and the matrix P is available as
following:

Tp, 2

PAO+A0P+;P:‘PA1A;
AP -1 0 |<0 (38)
A, 0 -

Then, Equation 23 holds with positive €; =€ and
matrix P.
Proof. Considering Equation 36, the inequality 23 is
written as:

P(A0+A1®(t)A2)+(A0+A1®(t)A2)TP+3P§0 (39)

According to Young’s inequality together with
constraint 0T (£)0(t) < I,

PAO(t)Ay + A OT (t)/A{PslPAlAlTPWA}A2 (40)
7

where u is a positive constant. The inequality 40
satisfies if the following is true.

Py + ATP+ 2P + ZPAATP + 1Al Ay <0 (41)

Therefore, inequality 41 is equivalent to the viability of
LMI 38 for a non-negative P. m

Assuming fixed values of Z—Z ask;:
(i)

My, i=12,.n (42)
ov

where n® stands for the i*"* component of 7. Therefore,
n is written as:

nW(Ev) =k + @ () (43)
where the functions wl-’(f) satisfy the gondition of non-

. an® . an®
zero determinant of P The fixed = reduces LMI 38

to:
2
PA +A P+=P<0 (44)

Now, using the generalized eigenvalue solvers, the
solution of P is obtained.

3. NUMERICAL RESULTS
The Simulink diagram of the designed control model in

MATLAB is illustrated in Figure 1. The figure shows
that the first step is to simulate the system in order to

calculate the outputs. Then, the measured output along
with the assigned value for input are fed to the observer
block to estimate the unmeasured output and the
unknown disturbances. Besides, our main block
including the DRL controller will suggest the action u
and it tries to reach the optimal input action along with
correct estimation of the mentioned parameters with use
of the immersion- and invariance-based extended state
observer. The implemented DRL has the structure as
shown in Figure 2. In this figure, the actor and critic
networks are stacked in a row. The lagged version of
two main networks is not shown but they are necessary
to avoid the divergence during the updating process
step. The pseudo code of the DRL as clarification is
brought in Table 2. The output function for getting the
optimal control action is described as:

Tj

terminates at step j+1
yj = ' ‘
rj +ymaxg Qg (sj.0,8 %)

otherwise (45)

where, the Q) stands for the lagged version of the main
critic network, y is the coefficient and 7; indicates the
cumulative reward during processing time. DRL, in
every sea state based on the environment’s observed
conditions, learns the required optimal force on the
piston of PTO to capture the uniform energy, i.e., the
structure faces the waves instead of internal models. At
each processing time, the control system determines a
change in the action, which is carried out by the
hydraulic PTO unit as the agent. Through accumulating
rewards as the function of the produced electrical power
and in an alteration of environment’s state, where the
state is indicated by the substantial wave altitude, H,
the average zero-crossing span, T, and the PTO
damping factor. For the oscillatory essence of sobriety
waves, it is essential to average the captured power in
the reward function over a horizon, H, in one wave
cycle during which the state s, and action a,_; are
fixed. Next, a new action a,, is designated in an instant
modification of state to s,,; and a new mean
progression. The process of DRL is described in detail
as follows.

State Space: As noted before, the circumstances
variables are supposed to be the effective wave height,
average zero-crossing span, and PTO damping
multiplier so that the assumed RL state space is:

j=1J,

k=LK,
S=9818jk1 =Hsj+T,x +Bproy 121 (46)

Action Space: The action series consists of three
amounts based on the selected state space as following:

A={a|(~Bpro,0, +Bpro )} (47)

where ABprg = Bpro x+1 — Bpro k- EQuivalent states to
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Figure 1. Block diagram of the entire observer and controller in MATLAB
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Figure 2. Stacked critic-actor network in DRL (29)

the extreme damping constants, i.e., Bprg 1 and Bprg 1,
have some actions so as to preclude the controller from
surpassing the boundary of state space. For example,
for Bpro 1 Case, the candidate +ABpr, is left out.
Reward: In DRL field, the aim to propose a reward
function is to optimize the performance of the agent
through negative reward for incorrect action or positive
for correct one, and the reward function is maximized at
the end of processing time. Hence, for the 1&lI RSO
control system of WECs, the compensation function is
considered to be pertinent to the captured power. The
effect of variations in the momentous wave height on
the average produced power, F,,,, is more than

variations in the PTO restraining constant. Considering
the harvested power proportional to the square of the
substantial wave elevation, the reward function is well-
defined as P,,,;/HZ to obtain a dimensionless function.
Additionally, owing to the stiff quantization of the
condition variables and the random environment of
periodic waves, the reward function is alleviated by
averaging a number M of P,,,/HZ values for each state
along with the average captured power over a
horizon H. Keeping the M recent P,,,/HZ quantities
for each state in a matrix, R, whose magnitude is as a
maximum ng X M, with ny = J X K X L as the number
of states.
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TABLE 2. Pseudo code of the training process of the Deep
Deterministic Policy Gradient (DDPG) algorithm

Algorithm 1: DDPG algorithm

Randomly initialization of weights 9 and ¢ in critic network Q4 (s, a |
9) and actor 7, (s | ¢).

Initialization of target lagged network Qj, and H;br with weights 9’ «
9.¢" <9
Replay buffer R Initialization
for incident = 1. M ensure
Take initial state s;
fort=1.Tdo
Choose action a, = u(s, | 6*) based on the current policy

Accomplish action a, to detect reward r, and new-fangled state

St+1
Save evolution (s;. a;.7;.S¢44) INR

Sample a spontaneous small group of N transitions
(s;-a;.1;.8i41) fromR

Sety; =1, +yQy (s{.n(’p,(s{))

Update critic by differentiation of the loss: L = %Z(Qﬁ(si.ai) -
yi(s;. a;. T;. s}))? with respect to weights

Revise the performer procedure employing the sampled policy
slope:

Vory(s | @)

1
Vol =5, Vals.al®)

S=Sj.A=T,
i ® s

Update the target networks:
9 9+ (1 -1’ ®
(pl(H'l) o+ (1- T)(p'(t)
end for
end for

Therefore, the average amount in each state is
described with the vector m = (R(s,m))m=1:(mvena) OF
size n,. The states of the vector m include the vector-
oriented version of Equation 46, such that the discrete
quantities of Bpro, Hs and T, represent the inner-most,
middle and outermost loop of vectorization,
respectively.

Regarding the values of ABpyq, for Bpro > 0, there
exists a bit of difference between the averages of
adjacent damping coefficients of PTO, which yields
extreme problems for the confluence of the Q-learning
process. Hence, the benefit of desiring the optimum
balancing multiplier in apiece sea condition is obvious
to detour the convergence issues. Assignment of a factor
as the power of the values in vector m deals with the
close amounts in the neighboring coefficients.
Furthermore, with the m