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A B S T R A C T  

 

This paper presents a acomprehensive design and control strategy for a photovoltaic (PV) energy storage 
system. The system consists of a 2kW photovoltaic system, two converter circuits, a resistive load of 6 

Ohm and a lithium-ion battery storage integrated with DC Bus applying constant power to the resistive 
load. This scheme offered two converter topologies, one is a boost converter and another is a DC/DC 

bidirectional converter. The boost converter is directly connected in series to the PV array whereas the 

bidirectional DC/DC converter (BDC) is connected to the battery. The boost converter is used to regulate 
the maximum power point tracking (MPPT) of the PV array. Closed-loop control of the bidirectional 

controller is implemented with Takagi-Sugeno Fuzzy (TS-Fuzzy) controller to regulate the battery 

charging and discharging power flow. The proposed scheme provides a good stabilization in the DC bus 
volatge. Simulation results of the proposed control schema under MATLAB/Simulink are presented and 

compared with the Proportional Integral (PI) controller. The simulation results obtained from MATLAB 

are verified on Real Time Digital Simulator (RTDS). 

doi: 10.5829/ije.2022.35.12c.01 
 

 

NOMENCLATURE 

Ipv                 Current from PV cell in amps Voc         Open-Circuit voltage of PV array in volts 

IO                  Reverse saturation current of diode in amps           Isc           Short circuit current of PV array in amps 

η            Diode ideality factor L                Inductor of boost converter in henry 

V           Voltage across diode in volts Io               Output current of boost converter in amps 

VT               Thermal voltage in volts C2          Output capacitor of boost converter in farads 

Vmp        Voltage of PV array at MPP in volts ΔIL              Ripple current of bidirectional converter 

Imp         Current of PV at MPP in amps VO                Output voltage of boost converter in volts 

Fsw            Switching frequency in kHz Vbat           Battery voltage in volts 

ΔV             Output voltage ripple of boost converter ΔVdc Ripple voltage of  bidirectional converter 

Δil                     Output current ripple of boost converter Vdc             Voltage of DC bus in volts 

D               Duty cycle ΔIL Ripple current of bidirectional converter 

Vin             Input voltage of boost converter in volts Ibat               Battery current in amps 

 
1. INTRODUCTION1 
 
Sustainable energy has played a vital role to control the 

global emission. Over the last few decades on average, 

300GW renewable energy sources (RES) were grown in 

the year between 2018 and to reach the goal of the Paris 

agreement, according to the IEA’S Sustainable 
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(A. Basu) 

Development Scenario (SDC). A country like India has a 

significant advantages as there is a huge potential for 

sustainable energy resources. In 2023, the installed 

renewable energy capacity will be account for 35% [1]. 

The installed capacity of renewable energy in India is 

about 150GW in which wind power is 40.08GW, 

49.34GW solar power, 10.61GW bio power, 4.83GW 
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small hydro and 46.51 GW large hydro. The Government 

of India has targeted to expand the renewable energy 

installed capacity to 500 GW by 20302. Photovoltaic 

power plays a significant role in power generation and 

has become essential due to the storage and the 

environmental impact. PV system is a non-linear system, 

hence it is too sensitive to determine the characteristics 

of the magnitude of the systems, which have the single 

point where the power is maximum. Faranda et al. [2] 

discussed that the power produced by the PV is more than 

45%. Berrera et al. [3] discussed that the PV generation 

system has two problems i.e., the energy conversion 

efficiency is low due to the weather changes and hence 

the power generation of solar array is changed. Liu et al. 

[4] proposed that the PV array consists of non-linear 

characteristics, hence the I-V and P-V characteristics are 

always changing with weather conditions. Esram et al. 

[5] proposed the P&O method for the MPPT technique 

irrespective of different irradiation and temperature. 

Esram et al. [5] also proposed another method of MPPT 

i.e., the incremental conductance method (INC). The 

comparison of different types of technique in MPPT 

methods such as fuzzy controller, neural network, current 

sweep etc. is discussed in the literature [6-8]. The 

integration of the PV with the energy storage system 

(ESS) is an emerging research area. Usually, ESS is 

constituted by battery. However, the loads are also 

necessary when PV and battery storage system (BSS) are 

connected. Samadi and Saif [9, 10] presented the 

mathematical model for state-of-charging (SOC) 

estimation for battery management system. However, the 

performance of the controller in the presence of a non-

linear system is not discussed. Based on the literature 

review, various control algorithms are proposed for the 

battery management system [11]. The proposed TS-fuzzy 

control algorithm is compared to the Proportional 

Integral (PI) control algorithm. The conventional PI 

controller gains value are fixed for the certain radiation 

and load. Any change in these values the controller 

output signal will not be appropriate [12, 13]. Moreover, 

PI controller has higher overshoot and undershoot values, 

which is reduced by the proposed controller. The 

performance of the controller is analyzed in terms of 

battery current, load current and settling time. In this 

paper, a circuitry modelling and control strategy of a 

2kW PV energy storage system is presented. The PV 

array directly converts the sunlight into an electrical 

signal (DC). The DC output of the PV array is given to 

the boost converter to implement the MPPT. The 

maximum power is extracted by using Perturb & Observe 

(P&O) method. A 48 Volts, 200Ah lithium-ion battery is 

used for the energy storage system. Moreover, the 

simulation results show the performance parameter of the 

TS-Fuzzy controller.                           

 
2 https://www.investindia.gov.in/sector/renewable-energy 

2. PHOTOVOLTAIC ENERGY STORAGE SYSTEM 
 

The proposed photovoltaic (PV) energy system is shown 

in Figure 1. The system is composed of a photovoltaic 

cell; a boost converter performs MPPT technique of a PV 

array through P&O algorithm, a 48V battery storage, 

connected through a bidirectional DC-DC converter. 

Some authors have proposed a classical controller 

scheme for the control mechanism of a bidirectional 

DC/DC converter. Though classical controllers have the 

advantage of non-zero steady-state error but also have the 

limitations associated with overshoot, undershoot, high 

settling time etc. [14]. Given the ongoing limitations, this 

paper proposes a sophisticated design of Takagi-Sugeno 

Fuzzy controller scheme. 
 
2. 1. Modelling of Pv Cell               The equivalent circuit 

topology of a PV model is shown in Figure 2.  
The PV current (Ipv) is given by Equation (1) [15, 

16]. 

𝐼𝑃𝑉 =  𝐼D +  𝐼  (1) 

𝐼𝑃𝑉 =  𝐼𝑂(𝑒
𝑉

Ƞ𝑉𝑇 − 1)  (2) 

Since,   𝐼𝐷 =  𝐼𝑂(𝑒
𝑉

Ƞ𝑉𝑇 − 1) (3) 

𝐼 = 𝐼𝑃𝑉 =  𝐼𝑂 (𝑒
𝑉

Ƞ𝑉𝑇 − 1)   (4) 

 

 

 
Figure 1. Schematic diagram of photovoltaic Energy 

System 
 
 

 
Figure 2. Electrical circuit model of PV panels 
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where 𝐼𝐷 represents the diode current depends upon 

voltage and temperature. Using the above equations, the 

PV array is modeled in MATLAB, from the data sheet of 

1Soltech 1STH-215-P with a specified temperature of 

25O C. The power –voltage curve of PV panel with 

different irradiation values is presented in Figure 3. 

The parameters of the proposed PV system are shown 

in Table 1. 
 
2. 2. Design of Boost Converter               Figure 4 

represents the circuit diagram of a boost converter used 

in this system. The switching frequency (Fsw) is 

considered as 5 kHz and the output voltage ripple (ΔV) 

and output current ripple (Δil) are considered as 5% and 

10 %, respectively. 

The design parameters of the boost converter are 

shown below [17]:  

Duty Cycle(D)=1-(Vin/Vo) (5) 

 

 

 
Figure 3. Power-voltage curve at the irradiation of 

1000W/m2 and 0W/m2 
 
 

TABLE 1. Parameters of proposed PV array 

Parameters Values 

PV array 

5 parallel string 

2 series connected  

module per string 

Total=2kWp 

PV array Open circuit voltage (Voc) 36.3 V 

PV array Voltage at maximum power 

point (Vmp) 

29V 

PV array Short circuit current (Isc) 7.84A 

PV array Current at maximum power 

point (Imp) 

7.35A 

 

 

 
Figure 4. Boost converter Topology 

Vin= input of boost converter=output of PV array.  

The inductor value is given as,  

L=Vin D/(2ΔilFsw) (6) 

The output capacitor value is given by, 

C2=IOD/(ΔVFSW) (7) 

The parameters of the boost converter are illustrated in 

Table 2. 
 

 

3. MAXIMUM POWER POINT TRACKER 
 

The MPPT with PWM control method measure the 

current and voltage of the PV array and generates the 

duty cycle for the converter. Due to simplicity, ease of 

application, periodic tuning is not required and is used in 

both analogue and digital domains Perturb & 

Observation (P&O) is preferred for maximum power 

point tracking (MPPT) [18]. 

The basic control actions for various operation points 

in the P&O method are shown in the Table 3. 
 

 

4. BI-DIRECTIONAL DC/DC CONVERTER 
 

The bidirectional converters allow transferring of power 

of two DC sources in either direction.  The converter 

consists of two switches Sbuck and Sboost , which manages 

the charging –discharging process as shown in Figure 5. 

In the buck mode switch Sbuck in on, stored energy in 

the inductor is supplied to the battery for charging 

purposes. For operation in buck mode, the inductor filter 

design is carried out as follows: 

𝐿+ =
(𝑉𝑑𝑐−𝑉𝑏𝑎𝑡)𝐷+

∆𝐼𝐿𝑓𝑠𝑤
  (8) 

 

 

TABLE 2. Parameters of boost converter 

Parameters Values 

Input voltage of boost converter  50-52 Volts 

output voltage of boost converter 60 Volts 

Duty Cycle 0.15-0.75 

inductance 1.7 mH 

Output capacitance 1.786 µF 

 

 

TABLE 3. Various control operation of P&O Algorithm 

Case ΔV ΔP Voltage Control Action Duty Cycle 

1 + + Increase V by ΔV Decrease 

2 - - Increase V by ΔV Decrease 

3 - + Decrease V by ΔV Increase 

4 + - Decrease V by ΔV Increase 
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Figure 5. DC/DC non–isolated bi-directional converter 

 

 

𝐶+ =
(1−𝐷+)𝑉𝑏𝑎𝑡

8𝐿+∆𝑉𝑏𝑎𝑡𝑓2
  (9) 

where, ΔIL and fsw are the ripple current and switching 

frequency of the buck converter respectively. In the 

boost mode switch Sboost is on, inductor discharges the 

stored energy. For bidirectional converter operation in 

the boost mode, the inductor filter design value is carried 

out as follows: 

𝐿− =
𝑉𝑏𝑎𝑡 𝐷−  

∆𝐼𝐿𝑓𝑠𝑤
  (10) 

𝐶− =
𝑉𝑑𝑐 𝐷−

𝑅𝑂∆𝑉𝑑𝑐 𝑓𝑠𝑤
  (11) 

ΔVdc, is the ripple voltage of the boost converter 

respectively. The parameters of the bidirectional 

converter are illustrated in Table 4. 

 
 
5. BATTERY MANAGEMENT SYSTEM  

 

To charge the battery bank, which is connected to the PV 

array as the energy storage system (ESS) battery 

management system (BMS) is used. The charging-

discharging of the ESS depends on the power generated 

by the PV array [19]. If the total power is greater than the 

desired limit, the battery is charging or vice-versa. The 

initial state of charge (SOC %) of the battery is 

considered 80%. Here, TS-fuzzy logic controller is used 

for BMS. 

The Takagi-Sugeno model is considered as an exact 

representation of the non-linear system. In general, there 

are two approaches for designing the TS-fuzzy model. 

1. Identify the input-output data for the system. 

2. Derivation from the given non-linear system. 

In this system, load voltage (Vc)/current (iL) are taken as 

input variables for designing the TS-fuzzy controller. 

Input signals are fuzzified by means of two linguistic 

memberships (MFs) values; L and H for low and high 

respectively as shown in Figure 6.   
 

 

TABLE 4. Parameters of bidirectional converter 

Parameters Values 

C 500 µF 

L 1 mH 

fsw 5kHz 

 
Figure 6. Membership function of TS-Fuzzy control 

 

 

 

Here we choose a nonlinear term: 𝒊𝑳  

Because the average current is about 21 A 

Therefore, we define the range: 0-24 

{
𝑀11(𝑖𝐿(𝑡)) =

1

24
𝑖𝐿(𝑡)

𝑀12(𝑖𝐿(𝑡)) = 1 −
1

24
𝑖𝐿(𝑡)

  (12) 

The model rule i (Buck Mode): 

If 𝑞1 (𝑡) 𝑖𝑠 𝑀𝑖1  
Then, 

�̇�(𝑡) = 𝐴𝑖𝑥(𝑡) + 𝐵𝑖𝑢(𝑡) + 𝐸𝑖𝑣(𝑡), 𝑖 = 1,2  (13) 

where, 𝑞1(𝑡): 𝑇ℎ𝑒 𝑛𝑜𝑛 𝑙𝑖𝑛𝑒𝑎𝑟 𝑡𝑒𝑟𝑚 

𝑀𝑖1 : 𝑇ℎ𝑒 𝑖𝑡ℎ 𝑀𝑒𝑚𝑏𝑒𝑟𝑠ℎ𝑖𝑝 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 

Control Rule i (Buck Mode):  

If 𝑞1(𝑡) 𝑖𝑠 𝑀𝑖1 

Then 𝑢(𝑡) =  𝐹𝐼𝑥(𝑡), 𝑖 = 1,2 

where, 𝐹𝐼 = 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝑔𝑎𝑖𝑛  
The closed loop TS-Fuzzy control signal (Buck Mode): 

�̇�(𝑡) = ∑ ∑ ℎ𝑖(𝑞(𝑡))ℎ𝑗(𝑞(𝑡))(𝐴𝑖 − 𝐵𝑖
2
𝑗=1

2
𝑖=1

̇ 𝐹𝑗) 𝑥(𝑡) +

𝐸𝑖𝑣(𝑡)   
(14) 

Another nonlinear term:𝑉𝑐  

Because the average DC bus voltage is about 58 V 

So we define the range: 0-60 

{
𝑀21(𝑉𝑐(𝑡)) =

1

60
𝑉𝑐(𝑡)

𝑀22(𝑉𝑐(𝑡)) = 1 −
1

60
𝑉𝑐(𝑡)

  (15) 

Model Rule i (Boost Mode); 

If, 𝑞1 (𝑡) 𝑖𝑠 𝑀𝑃1 , 𝑞2 (𝑡) 𝑖𝑠 𝑀𝑃2  
Then, 

𝑥(𝑡) = 𝐴𝑖
̇ 𝑥(𝑡) + 𝐵𝑖𝑢(𝑡) + 𝐸𝑖𝑣(𝑡), 𝑖 = 1,2,4  (16) 

where, 𝑞1(𝑡), 𝑞2(𝑡): 𝑇ℎ𝑒 𝑛𝑜𝑛 𝑙𝑖𝑛𝑒𝑎𝑟 𝑡𝑒𝑟𝑚 

𝑀𝑃1  , 𝑀𝑃2: 𝑇ℎ𝑒 𝑖𝑡ℎ 𝑀𝑒𝑚𝑏𝑒𝑟𝑠ℎ𝑖𝑝 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 

Control Rule i (Boost Mode): 

If, 𝑞1 (𝑡)𝑖𝑠 𝑀𝑃1, 𝑞2(𝑡)𝑖𝑠 𝑀𝑝2 

Then, 𝑢(𝑡) = − 𝐹𝐼𝑥(𝑡), 𝑖 = 1,2. .4 

where, 𝐹𝐼 = 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝑔𝑎𝑖𝑛  
The closed loop TS-Fuzzy control signal (Boost Mode): 

�̇�(𝑡) = ∑ ∑ ℎ𝑖(𝑞(𝑡))ℎ𝑗(𝑞(𝑡))(𝐴𝑖 − 𝐵𝑖
4
𝑗=1

4
𝑖=1

̇ 𝐹𝑗) 𝑥(𝑡) +

𝐸𝑖𝑣(𝑡)   
(17) 
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6. RTDS IMPLEMENTATION AND RESULT 
DISCUSSION 
 
The real time simulator is powerful modulator, 

distributed real time simulator, implemented on 

MATLAB/Simulink model-based design using in 

hardware-in-loop and off-line simulation. The 

architecture of RT-LAB is shown in the Figure 7. 

It consists of host and target. The host is a Personal 

Computer in which MATLAB and RT-LAB are loaded.  

The target machine includes Intel Xeon E3 V5 CPU, 

Kintex-7 FPGA, 325T, 326,000 logic cells, and 840 DSP 

slice. The TCP/IP connects target machine and the host 

computer. The host PC interfaces and communicates with 

the target through Ethernet. Digital Storage Oscilloscope 

is used for data observation and verification of real 

simulation. According to the RT-LAB naming 

convention, the subsystems are named with a prefix 

which identifying their function. The prefixes are 

described as SM_main subsystem (always one). It 

contains the computational elements of the model. In this 

scheme, blocks namely PV model, boost converter, 

bidirectional converter, battery and load are assembled to 

construct SM_main subsystem (Figure 8). SC_main 

subsystem (at most one): In general, it includes all user 

interface blocks. In this scheme, blocks namely scope and 

manual switches are used as shown in Figure 9. 

 

 

 
Figure 7. RT-LAB Simulator architecture 

 

 

 
Figure 8. Configuration of the SM_main subsystem 

 
Figure 9. Configuration of the SC_main subsystem 

 

 

The step size of the simulation is 0.02 ms. Firstly, the 

closed loop control of the bidirectional converter is 

implemented in the RT-LAB by using PI Controller. 

Then the proposed TS-Fuzzy controller is implemented 

to modify the performance of the parameter.  

The real time results of PI controller are shown in 

Figure 10. It is demonstrated in Figure10 (a) that when 

the solar isolation is 1000W/m2, the battery is charging. 

With a decrease in solar isolation there is a decreased in 

the produced power and the battery goes discharging. In 

the discharging mode, the battery current (Ibat) flows in 

reverse direction shown in Figure 10(c). An overshoot is 

observed during charging mode in case of PI controller. 

The overshoot is eliminated in TS-Fuzzy controller. 

Remarkable ripple in battery current is found with PI but 

with TS-Fuzzy controller, it is eliminated shown in 

Figure 11(d). 
 
 

 
Figure 10. RTDS Hardware results for PI Controller (top to 

bottom) (a) SOC (20V/div), (b) Vbat (10V/div), (c) Ibat 

(5V/div) 
 

 

 
Figure 11. RTDS Hardware results for TS-fuzzy controller 

(top to bottom) (a)irr (250V/div), (b)SOC (20V/div), (c) Vbat 

(10V/div), (d) Ibat (5V/div) 

(c) 

(a) 
(b) 

(c) 

(d) 

(b) 

(a) 
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7. SIMULATION RESULTS 
 
Simulated results of the PV system are shown in Figure 

12. Figure 12(a) shows that at t=0 to 1.5s, the irradiation 

is 1000W/m2, output voltage of PV array is 60V and the 

current is 40A. At t=1.5 s to 3s the irradiation decreases 

at 0 W/m2, the voltage and current of the PV array 

decreases 0V and 0A respectively are shown in Figures 

12(b) and 12(c). The DC bus voltage maintain the 

constant voltage around 60 Volts as shown in Figure 

12(d). Meanwhile, from Figure 10(e) it observes that the 

system can track the maximum power of 2kW with the 

irradiation of 1000W/m2. 

The second set of simulations show the closed-loop TS-

Fuzzy controller. Figure 13(a) shows the battery state of 

charging (SOC %) increases from t=0s to 1.5s. The SOC 

of the battery is reduced from 1.5s, the battery current i.e. 

Ibat is reversed in direction and the battery voltage Vbat 

is given a step change from 52 volts to 51 volts as shown 

in Figures 13(b) and 13(c). Therefore, the BMS starts. 

Here, performance parameters of different 

Controllers are illustrated in Table 5. 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 12. MATLAB simulation results of (a) irradiance, 

(b) output voltage, (c) current, (d) DC Bus voltage and (e) 

output power of PV system 

 

 
(a) 

 
(b) 

 
(c) 

Figure 13. MATLAB simulation results of TS-Fuzzy 

controller (a) SOC (%) (b) Vbat (V) (c) Ibat (A) 
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TABLE 5. Performance parameters of different controllers 

Controller Ref [13] Proposed TS-Fuzzy 

Ibat 
Overshoot(s) 0.05 0.002 

Undershoot(s) 0.55 0.035 

Load 

Current 

Overshoot(s) 0.4 0.002 

Undershoot(s) 0.43 0.003 

Settling Time 61s 13.682ms 

 
 
8. CONCLUSION 
 

The proposed energy management system proves better 

performance with TS-Fuzzy controller than PI controller.  

Due to the advantage of less overshoot, rise time and fast 

dynamic response the TS-Fuzzy controller is preferred. 

The battery management system is used to charge and 

discharge the battery according to the generated power of 

the system. This is verified using performance parameter 

of the controllers. Two controller schemes PI and TS-

Fuzzy have been simulated in MATLAB/SIMULINK 

environment and at RT-LAB. The results obtained are 

analyzed and performance have been compared to 

identify the best performer in similar conditions. 
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Persian Abstract 

 چکیده 
کیلوواتی، دو مدار    2کند. این سیستم شامل یک سیستم فتوولتائیک  ( ارائه می PVاین مقاله یک طراحی جامع و استراتژی کنترل برای یک سیستم ذخیره انرژی فتوولتائیک )

کند. این طرح دو توپولوژی یکپارچه شده است که برق ثابتی را به بار مقاومتی اعمال می   DCسازی باتری لیتیوم یونی است که با باس  اهم و یک ذخیره  6مبدل، یک بار مقاومتی  

متصل می شود در حالی که مبدل  PV. مبدل تقویت کننده مستقیماً به صورت سری به آرایه DC/DCمبدل تقویت کننده و دیگری مبدل دوطرفه  مبدل را ارائه می دهد، یکی 

بسته کنترل استفاده می شود. کنترل حلقه    PV( آرایه  MPPTبه باتری متصل است. مبدل تقویت کننده برای تنظیم حداکثر ردیابی نقطه توان )  DC/DC (BDC)دو طرفه  

  DCبرای تنظیم جریان شارژ و تخلیه باتری اجرا می شود. طرح پیشنهادی تثبیت خوبی در ولتاژ باس    Takagi-Sugeno Fuzzy (TS-Fuzzy)کننده دو طرفه با کنترلر  

سازی  شود. نتایج شبیه( مقایسه می PIانتگرال متناسب )کننده  ارائه شده و با کنترل  MATLAB/Simulinkواره کنترل پیشنهادی تحت  سازی طرحفراهم می کند. نتایج شبیه

 شوند.( تأیید می RTDSساز دیجیتالی واقعی )در شبیه MATLABآمده از دستبه
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A B S T R A C T  

 

The effect of installation depth and height of the incident wave on the hydrodynamic and economic 
performance of an oscillating wave surge converter (OWSC) wave energy converter is crucial. In this 

study, an OWSC by considering 1:8 scale has been studied under Caspian Sea wave conditions for 8 

water depths from the semi-submerged to fully submerged. The study has been conducted to achieve the 
best draft ratio and evaluate the systems performance imposed to Caspian waves condition by 

experimantal method.The results are presented in three parts. The first part studied the converter's flow, 

power, and sensitivity to the installation depth on a laboratory scale. In the second part, the system results 
were converted to the main scale 1:8 by using Froude scaling method, and finally, the performance from 

an economic view evaluated. Results showed that the draft depth has a non-linear effect on the power. 

System’s power in the dimensionless draft depth of 0.59 is better, and can produce 61 kW. Also, it can 
pump up to 50 l/s of water. Likewise, suppose the system is used for electricity generation, In that case, 

it sells $22500 of electricity to the grid annually, and if it is used as a pump, it can supply water to 4710 

households on average.  

doi: 10.5829/ije.2022.35.12c.02 
 

 

 Symbols 
Power (W) P Draft (meters) d 

Flow (cubic meters per second) Q Incident wave height (meters) H 

Annual Energy Production (MWh) AEP Water depth (meters) h 

 
1. INTRODUCTION1 
 

Today, fossil fuel resources have increased due to the 

high rate of population growth and industry development . 

Fossil fuels can cause many problems like rising 

atmospheric carbon dioxide, global warming, and climate 

change [1]. Therefore, the development of technologies 

that can produce economical and clean energy from 

renewable energy sources has become one of the main 

goals of modern industrial societies. Renewable energy 

sources include wave energy, solar energy, wind energy, 

and geothermal energy. Ocean wave energy has a higher 

energy density than other energy sources. Global wave 

energy sources are estimated to be more than 1 TW [2]. 

 

*Corresponding Author Institutional Email: rshafaghat@nit.ac.ir 
 (R. Shafaghat)     

Wave energy converters come in various designs and 

sizes that use a wide range of energy conversion 

techniques. Oscillating Wave Surge Converters (OWSC) 

is a type of wave energy converters with a higher 

theoretical efficiency due to oscillations in surge 

direction [2]. OWSC is designed for areas near the coast, 

with water depths between 10 and 20 meters [3]. The 

energy conversion chain in these converters has three 

stages; In the first stage, the flap is affected by the force 

of the wave, due to the oscillating motion of the flap, the 

wave energy is converted into mechanical energy; In the 

second stage, mechanical energy is converted to potential 

energy stored in the fluid by the power transmission 

system, and in the third stage, to convert the energy of the 
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waves into electrical energy, the high-pressure fluid 

causes the turbine or hydraulic motor to move [3]. 

However, these converters are used only to pump 

seawater in some applications.  

Folley et al. [4] experimentally investigated the effect 

of water depth on the performance of a 1:40 model of an 

OWSC. Henry [2] experimentally studied the 

performance of a 1:40 model of an OWSC based on 

different incident wave characteristics; The results 

showed that the maximum power occurs in a period of 

10s. Gomes et al. [5] investigated an OWSC's 

hydrodynamics. Their parametric analysis for several 

configurations showed that the submerged flaps have a 

smaller excitation torque amplitude than the semi-

submerged flaps. Xu et al. [6] conducted an experimental 

study on OWSC and the effect of wave conditions and 

water depth in both submerged and semi-submerged flap 

modes has been studied. Ning et al. [7] experimentally 

investigated the performance of a 1: 5 model of OWSC. 

The results showed that the efficiency of the converter is 

affected by the incident wave amplitude and increasing 

the amplitude reduces the converter performance. Chow 

et al. [8] showed that the use of fast cameras can be a 

good tool for measuring the hydrodynamic responses of 

a screen converter in experimental studies. Brito et al. [9] 

experimentally investigated the performance and 

hydrodynamic response of a 1:10 model of a regular-

wave OWSC. Their results showed that the power 

transmission system, frequency and height of the incident 

wave have an important effect on the performance and 

hydrodynamic response of the OWSC. 

A review of studies performed on OWSC showed that 

the studies done on the OWSCs have been based on the 

conditions of waves in the high seas, and this type of 

converter has not been studied for supplying water to 

households from an economic point of view; Therefore 

In this regard, in this paper, the performance of the 

converter under the effect of the world's largest lake 

(Caspian sea) with special and unique wave conditions 

(high frequency and low wave length) have been studied 

with two perspectives of electricity production and 

household water supply. On the other hand, considering 

the effect of installation depth (water draft depth) on the 

hydrodynamic performance of the converter, one of the 

important results presented in the literature is the 

importance of wave height in determining the appropriate 

installation depth. Therefore, in this paper, an OWSC 

wave energy converter with a scale of 1:8 under the effect 

of wave conditions of the Caspian Sea (with a shorter 

period and wavelength than the high seas) in the wave 

flume was experimentally investigated. In order to 

achieve the appropriate installation depth, the effect of 

water draft depth on the converter performance for all sea 

wave conditions was investigated. For better evaluation, 

water draft depth and wave frequency in each test were 

considered constant, and the effect of different wave 

heights (4 dominant heights of the Caspian Sea) on 

system performance was evaluated. The tests were 

repeated for 8 draft depths. Finally, to achieve a realistic 

assessment, the power and flow of the converter on a 

laboratory scale were converted to the main scale using  

Froud scaling method and the performance of the OWSC 

has been studied for two applications first annual energy 

production has been calculated and secound the system 

was considered as water supply pump and the household 

supply was determined. 

 

 

2. SYSTEM DESCRIPTION 
 

This study evaluates an OWSC with rectangular cross 

section and hinges from below. The scale of the model is 

1:8 and has been designed and built by the Sea-Based 

Energy Research Group at Babol Noshirvani University 

of Technology in Babol. This model includes a floating 

flap in the form of a rectangular cube with dimensions of 

1.1 m in length, 1.2 m in width, and 0.25 m in thickness. 

The OWSC was placed on the centerline of the wave 

flume, 13 m from the wave-maker. To measure the wave 

height, level gauge sensors were installed at 1.2 m and 

2.4 m from the converter (Figures 1 and 2). Experimental 

tests were performed for depths from 0.8 to 1.5 m, wave 

frequency is 0.4, and wave heights vary from 0.04 to 0.1 

m. The OWSC was placed by two bearings on a holder 

base in the flume bed, and two beams were used as a 

support to prevent the base from separating from the 

flume bed. The power transmission system from a 

hydraulic circuit includes a hydraulic jack, check valves, 

plastic hoses and a water tank with a diameter of 0.16 m 

and a height of 0.25 m. The water tank is installed at a 

vertical distance of 5.5 meters from the pool bed. In order 

to observe and study the water level inside the water tank, 

a water index has been installed in the vicinity of the tank 

(Figure 3). The movement of the flap is converted to 

hydraulic energy by a pressurized fluid using a hydraulic 

jack, which pumps water into the tank and stores water in 

the tank.  

 

 

 

 
Figure 1. Schematic of a OWSC in a wave pool, Side view 

and Top view 
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Figure 2. Views of a 1: 8 scale OWSC wave energy 

converter made in a laboratory 
 

 

 
(a) 

 
(b) 

Figure 3. (a) Schematic of power transmission system (b) 

View of laboratory model including power transmission 

system 

 

 

3. EXPERIMENTAL MODELING 
 

The equation for wave maker is in Equation (1) was used 

to calculate the power of the page converter [10-13].  

(1) 𝑃𝑂𝑊𝑆𝐶 =
1

𝑇
∫ (𝑃. 𝑄)𝑑𝑡

𝑡+𝑇

𝑡
   

Q is the flow rate in the hydraulic circuit, and P is the 

pressure in the cylinder chamber. Equations (2) and (3) 

were used to calculate the flow in the hydraulic circuit. 

(2) �̇� =
𝐿

∆𝑡
   

(3) 𝑄 = �̇� × (𝐴1 + 𝐴2)   

L is the variation in height of the water level inside the 

tank and ∆𝒕 is time for a variation. The variation in height 

can be measured using a water index installed next to the 

tank. 𝑨𝟏 is the cross section of the tank and 𝑨𝟐 water 

index area. 

To check the sensitivity of the system to the incident 

wave, the difference between the maximum power and 

flow should be calculated. For this purpose, the following 

equation is used. 

(4) 𝛥𝑃𝑚𝑎𝑥 = 𝑃𝑚𝑎𝑥 − 𝑃𝑚𝑖𝑛 

(5) 𝛥𝑄𝑚𝑎𝑥 = 𝑄𝑚𝑎𝑥 − 𝑄𝑚𝑖𝑛 
In Equations (4) and (5), Pmax and Pmin is maximum power 

and minimum power in each draft ratio, and Qmax and 

Qmin is maximum flow and minimum flow in each draft 

ratio. In order to study the system’s performance in a 

year, annual energy production in each draft ratio has 

been calculated as followings: 

(6) 𝑑𝑟𝑎𝑓𝑡 𝑟𝑎𝑡𝑖𝑜 =
𝑑

ℎ
  

(7) 𝐴𝐸𝑃 = ∑ ∑ 𝑃𝑎𝑖𝑗
𝑗
𝑖=1

𝑗
𝑖=1   

In Equation (6), d is draft and h is the water depth. AEP 

is annual energy production in MWh and aij is the wave 

scatter diagram hours and P is the Power.   

The variables used in the equations are shown in 

Figure 4. 

 

 

4. LABORATORY EQUIPMENT AND DATA 
COLLECTION  
 

The wave flume of the Sea-Based Energy Research 

Group at Babol Noshirvani University of Technology in 

Babol was used for experimental tests (Figure 5). This  

 

 

 

 
Figure 4. Schematic of the variables used in the equations 
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Figure 5. Wave, wave flume and damper pool view in the Marine Energy Research Group 

 

 

flume's length, width, and height are 33 meters, 3 meters, 

and 3 meters. This pool can generate regular waves in a 

wide range of height and wave period characteristics. The 

US-100 ultrasonic sensor was used to measure wave 

heights (the uncertainty analysis of the system discussed 

in literature [10-14]) and the Arduino board was used to 

process it. Also, a webcam was used to measure the 

height of water in the water tank in order to calculate the 

water flow rate in the hydraulic circuit (Figure 6 and 

Table 1). 

 

 

5. RESULTS AND DISCUSSIONS 
 

The results of the experimental study in this paper are 

presented in three parts. In the first part, the experimental 

results of the incident wave conditions and water draf 

depth on flow, pressure, and power were presented. In the 

second part, all the results in the prototype scale were 

given, and the effect of the incident wave conditions on 

the performance of the OWSC in the main scale was also 

shown. Finally, in the last part, the annual energy 

production of the converter on the prototype scale and 

water pumping system was studied. 
 

 

 
Figure 6. Location of measuring equipment 

TABLE 1. Measuring devices information 

Equipping 

measurement Accuracy picture 

US-100 sensor 

Detection range: 2 

to 450 cm 
Measurement 

error: 1 mm  

Webcam ROTEL-

RW120 

Video recording 

speed: 30 frames 

per second 

 

 

 

5. 1. Lab Scale Results           The Figure 7 shows the 

effect of water draft depth on the flow rate of the 

converter for all wave heights. As shown in the figure, 

increasing the wave height increase the output flow of the 

PTO, and increasing the draft depth from the lowest draft 

depth to the fully submerged state can cause a nonlinear 

(parabolic) behavior in the converter. Increasing the draft 

depth to a certain value can increase the output flow of 

the system. However, the system will decrease the flow 

rate after passing the dimensionless draft depth value of 

0.59. 
 
 

 
Figure 7. Depth ratio effect on the flow rate 
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Figure 8 shows the effect of water draft depth on the 

output power of the converter for all wave heights. As 

observed in the figure, increasing the draft depth 

increases the output power of the converter first and then 

decreases it, so the draft depth has a nonlinear effect on 

the output power of the converter. The converter has the 

maximum  power at dimensionless water draft depth 

of0.59, as the water draft depth decreases, the power of 

the converter decreases due to the decrease in the 

acceleration of the converter due to the increase in the 

added mass; Also, with an increase in the water draft 

depth, the power of the converter decreases due to the 

decrease in the torque of the wave. Also, the power 

results showed that increasing the wave height increases 

the output power of the converter. In fact, when the wave 

collides with the converter at a higher altitude, the wave 

is more energetic and causes more power output. Another 

point that should be considered in the tests is the effect of 

incident wave conditions on the sensitivity of the OWSC 

performance for different draft depths. 

To show the sensitivity of converter to incident wave 

conditions, the ΔPmax and ΔQmax have been calculated 

and showed in Figure 9. As it is clear from this diagram, 

the system is less sensitive to the incident wave at low 

dimensionless water draft depth. With an increase in 

dimensionless water draft depth, the system becomes  

 

 

 
Figure 8. Depth ratio effect on power 

 

 

 
Figure 9. Depth ratio effect on ΔPmax and ΔQmax 

more sensitive to the incident wave, and by reaching the 

dimensionless water draft depth of 0.59, and after passing 

this value, the system's sensitivity to the incident wave 

decreases. In fact, in this diagram, we can see the 

importance of choosing the right dimensionless water 

draft depth on the hydrodynamic performance of the 

OWSC. Adjust the right draft depth in all wave 

conditions can increase the power and flow. 

 

5. 2. Full Scale Results            By Froud scaling method, 

the power of the laboratory scale OWSC can convert to 

the power of the prototype scale; Given that the model 

scale is 1:8, Figure 10 shows the effect of water draft 

depth on power for all wave heights, as shown in the 

figure below, the system in optimized draft ratio 

produces 61.7 kW, and if it is in a fully submerged state, 

the power drops to 24.8 kW, and if it is in the lowest 

submerged state, the power decreases to 40.1 kW. In fact, 

it can be said that if the system is located at a better water 

draft depth, its performance will increase significantly. 

Also, the behavior of the diagram shows that with 

increasing the height of the incident wave, the power will 

increase so that the OWSC power at the best water draft 

depth for the maximum wave height is 4.11 times more 

than the lowest wave height (considering the amplitude 

of wave height in Caspian Sea). Also, the converter's 

performance is not affected much at low wave height 

from the draft depth, but with an increase in wave height, 

the converter performance is greatly affected by the draft 

depth. 

To investigate the effect of water draft depth on the 

OWSC behaviour, numerical derivation was performed 

for OWSC power in each water draft depth at any given 

wave height; The results can be seen in Figure 11, as 

shown in the figure below. In 0.59 draft ratio the 

derivative is zero, which indicates that the converter is at 

its extreme point. For all wave heights, the power 

derivative at dimensionless water draft depth reaches 

0.59 to zero and tests is in best performance at this point. 

The second point to be considered in this diagram is that 

when the system is in a fully submerged state, its 

performance is very low. Immediately after passing the 

 

 

 
Figure 10. Depth ratio effect on prototype power 
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Figure 11. Power gradient with depth ratio in each wave 

height 

 

 

fully submerged state, it experiences a sudden increase in 

power; therefore, the power derivative is very high in that 

water draft depth. 

 

5. 3. Economic Results          Due to the fact that the 

conditions of the sea waves change during the day and 

night, the annual energy production of wave energy 

converter should be considered; The annual energy 

production in terms of MWh for all depths of the draft 

ratio is shown in Figure 12. The state of optimal draft 

ratio system can produce 878 MWh of power per year. If 

system is fully submerged, it produces only 406 MWh of 

power.  

Considering that the purchase price of electricity in 

Iran is $0.026 per kWh, the optimal system can sell 

$22500 of electricity per year. In other words, system 

optimization can sell $12095 more electricity per year 

compared to the maximum performance before 

optimization. 

Another application that can be considered for the 

OWSC converter is water pumping to water supply 

systems, so in the following figure, with the help of 

Froude scaling, it was converted to prototype-scale flow; 

The electricity sell to the grid for each draft ratio  is shown 

in Figure 13. 

 

 

 
Figure 12. Annual energy production with draft ratio 

 
Figure 13. Electricity sell to the grid for each draft ratio 

 

 

As can be seen from the figure below (Figure 14), if 

the system is installed at an optimal water draft depth, it 

can provide a maximum water flow rate of 50 liters per 

second and a minimum water flow rate of 12 liters per 

second. Also, if the performance of the system in the fully 

submerged state is compared with the optimal semi-

submerged state, it can be concluded that the system in 

the semi-submerged state pumps 158% more flow. 

In designing water supply systems for each household 

of 3 people, 0.6 liters per second of water can be 

considered. Therefore, Figure 15 shows the performance 

of the system to meet the water demand of households. 

As can be seen from the figure below, if the system is 

installed at an optimal water draft depth, 8,279 

households are supplied for the maximum wave height, 

also, if the system is installed at an optimal water depth, 

1078 households will be supplied at the lowest wave 

height. 

Due to the fact that the height of the waves changes 

during the day and night and is not constant, the water 

consumption for the household at each water draft depth 

was averaged from wave height of 0.4 m to 1 m and the 

effect of the system at each water draft depth to supply 

water consumption of household on average is shown in 

Figure 16, as can be seen from the diagram below, system 

in best draft ratio can supply water 210% more than fully-

submerge state.  

 
 

 
Figure 14. Depth ratio effect on prototype flow 
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Figure 15. Depth ratio effect on water supply household 

 

 

 
Figure 16. Depth ratio effect on average water supply 

household 

 

 

6. CONCLUSIONS 
 

In this paper, the effect of incident wave conditions and 

installation depth on the power and flow of the OWSC 

was investigated experimentally. For this purpose, an 

OWSC converter was constructed and tested in the Sea-

Based Energy Research Group of Babol Noshirvani 

University of Technology in Babol. The installation 

depth is presented as the dimensionless draft ratio for 

experimental modeling and determining the optimal 

depth. The converter operated at a constant frequency of 

0.4 Hz for 8 water intakes and 4 wave heights. The results 

of the experimental study in this paper are presented in 

three parts. The first part presents the experimental 

results of the incident wave conditions and water draf 

depth on flow, pressure, and power. In the second part, 

all the results in the prototype scale were given, and the 

effect of the incident wave conditions on the performance 

of the OWSC in the main scale was also shown. Finally, 

in the last part, the annual energy production of the 

converter on the prototype scale and water pumping 

system was studied, the results obtained show: 

• Increasing the height of the incident wave leads to 

an increase in power and flow of the PTO and also 

the effect of installation depth on the performance 

of the converter is non-linear so that at low draft 

depth converter performs weak and at high draft 

depth (fully-submerged) converter performance is 

also inappropriate 

• The results showed that the sensitivity of the system 

to impact wave conditions is low in two modes and 

those two modes are low installation depth and high 

installation depth (submerged). If the installation 

depth is low or high, the system is less sensitive to 

the impact wave height, but when the system is at a 

water intake depth of 0.59, it is more sensitive to the 

wave height and produces more power by receiving 

a higher wave. 

• The system at a depth of 0.59 can generate 878 MW 

of power annually, which according to the price of 

electricity in Iran, with this amount of power, the 

system sells 607228000 Rials of electricity to the 

grid annually. 

• Suppose the system is also used as a pump for water 

supply. In that case, it can supply water for 3492 

households of 3 people in the main scale for wave 

height of 0.4 (worst case) and for wave height of 1 

meter (best case) for 8279 A three-person 

household will supply water, since the wave height 

varies around the clock, so on average the system 

can respond to 4710 households.  

• The maximum values of the performance 

parameters of the converter are given in Table 2. 

 
 

TABLE 2. The maximum values of the performance 

parameters of the converter 

 Lab Scale Full Scale 

Power 42.6 W 61.7 kW 

Water flow rate 0.3 lit/s 50 lit/s 
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Persian Abstract 

 چکیده 
 OWSCبسیار مهم است. در این مطالعه، یک  (OWSC)مبدل موج نوسانی )تأثیر عمق نصب و ارتفاع موج فرودی بر عملکرد هیدرودینامیکی و اقتصادی مبدل انرژی موج 

ور بررسی شده است. این مطالعه به منظور دستیابی به بهترین نسبت  ور تا کاملاً غوطه عمق آب از نیمه غوطه   8در شرایط موج دریای خزر برای    1:8با در نظر گرفتن مقیاس  

یل شده به شرایط امواج خزر به روش تجربی انجام شده است. نتایج در سه بخش ارائه شده است. بخش اول جریان، توان و  پیش نویس و ارزیابی عملکرد سیستم های تحم

شد   تبدیل  1:8به مقیاس اصلی    حساسیت مبدل به عمق نصب را در مقیاس آزمایشگاهی مورد مطالعه قرار داد. در بخش دوم، نتایج سیستم با استفاده از روش مقیاس بندی فرود

بهتر    0.59عمق کشش بدون بعد    و در نهایت عملکرد از منظر اقتصادی مورد ارزیابی قرار گرفت. نتایج نشان داد که عمق پیشروی اثر غیرخطی بر توان دارد. قدرت سیستم در 

یب، فرض کنید این سیستم برای تولید برق استفاده می شود، در این لیتر در ثانیه آب پمپاژ کند. به همین ترت 50کیلو وات تولید کند. همچنین می تواند تا  61است و می تواند 

 خانوار را آبرسانی کند.  4710دلار برق به شبکه می فروشد و اگر به عنوان پمپ از آن استفاده شود می تواند به طور متوسط  22500صورت سالانه 
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A B S T R A C T  
 

 

This study investigated the effect of temperature changes on different logarithmic surfaces. One-
dimensional heat transfer was considered. The heat generation source term is added to the governing 

equations. Most scientific problems and phenomena such as heat transfer occur nonlinearly, and it is not 

easy to find exact analytical solutions. Using the appropriate similarity transformation for temperature 
and the generation components causes the basic equations governing flow and heat transfer to be reduced 

to a set of ordinary differential equations. These equations have been solved approximately subject to 

the relevant boundary conditions with numerical and analytical techniques. According to the given 
boundary conditions, Collocation, Galerkin, and least squares methods were used to find an answer to 

the governing differential equations. The validation of the present techniques has been done with the 

fourth-order Runge-Kutta method as a numerical method. The temperature profiles for different values 
of β and α have been obtained. The results showed that the proposed methods could consider nonlinear 

equations in heat transfer. Therefore, the results accepted by current analytical methods are very close to 

those of numerical methods. Comparing the results provides a more realistic solution and reinforces the 
conclusions regarding the efficiency of these methods. Furthermore, changes in temperature profiles 

occur with decreasing and increasing β and α numbers. 

doi: 10.5829/ije.2022.35.12c.03 
 

 
1. INTRODUCTION1 
 
Solving differential equations in mathematics helps to 

understand many physical concepts. Many phenomena 

can be expressed in engineering with differential 

equations. In many of these problems, the most widely 

used heat equations, it is complicated and impossible to 

obtain accurate solutions to the differential equations 

governing these problems. In recent studies, the methods 

developed by Jalili et al. [1, 2], Zangooee et al. [3], 

Ghadikolae et al. [4], Al-Sankoor et al. [5], Amouzadeh 

et al. [6] and Etbaeitabari et al. [7] have solved a broad 

scope of issues. Also, the methods of weighted residuals, 

including accurate and straightforward trial functions, 

have been utilized to crack nonlinear differential 

equations. Least squares methods (LSM), Galerkin, and 

Collocation are examples of weighted residual methods 

 

*Corresponding Author Institutional Email: p.jalili@iau-tnb.ac.ir 
 (P. Jalili) 

presented by Ozisik [8] to solve samples related to heat 

transfer. The collocation method is utilized to crack a 

third-order differential equation by Stern and Rasmussen 

[9]. Conductive and radiative heat transfer in a linear 

anisotropic cylindrical with the spectral position was 

investigated by couple of equations and in an unsteady 

flow by Sun et al. [10]. Basha and Sivaraj [11] 

investigated how to generate entropy in a porous tube 

containing nanofluid. Celik and Ozturk [12] investigated 

the speed and heat transfer in parallel circular surfaces. 

Nabati et al. [13] proposed the collocation method to 

solve the equation of thermal performance in a porous 

medium. Chandrakant et al. [14] proposed a numerical 

solution for a heat exchanger with helical flow channels. 

Recently, Biswal et al. [15] used the least-squares method 

to solve the governing equations of nanofluid flow in a 

semi-porous channel. Hatami and Ganji [16] discovered 
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that LSM is more practical than other analytical and 

semi-analytical methods for cracking nonlinear heat 

transfer problems in many problems. Recently, several 

researchers have studied this issue and heat transfer [17-

25]. Abbaszadeh et al. [26] have presented the Galerkin 

method to solve the Navier-Stokes equation in 

combination with the heat transfer equation. Numerical 

models for the analysis of unsteady heat transfer in PCM 

employing the Galerkin method have been carried out by 

Zhang et al. [27]. 

This article considers heat transfer on logarithmic 

levels with heat production. As the novelty of this study, 

the influence of some physical parameters such as the rate 

of effectiveness of temperature on non-dimensional 

temperature profiles is considered. They are mainly used 

in simple cases and special situations, so numerical 

methods solve differential equations in many problems. 

However, these methods can solve stress analysis, fluid 

flow, heat transfer, and electromagnetic wave equations. 

These methods approximate the solution of differential 

equations governing the environment. The present study 

uses the least-squares, collocation, and Galerkin methods 

to solve the nonlinear heat transfer issue. The validity of 

these methods is shown by comparing the outcomes with 

the numerical method. 

 

 

2. GEOMETRY AND GOVERNING EQUATIONS 
 

In this research, the level of heat transfer and heat 

production are indicated by A(x) and G(x), respectively, 

which change logarithmically. Also, heat transfer is 

investigated in one dimension. In addition, the coefficient 

of thermal conductivity k varies as a function of 

temperature. 

In the following, the energy equation and boundary 

conditions related to the investigated geometry are given.  

By considering the governing equation for geometry 

of the problem (Figure 1): 

d

dx
(𝑘0(1 + 𝛽𝑇) ∙ 𝐴(𝑥) ∙

𝑑𝑇

𝑑𝑥
) + 𝐺 (𝑥) = 0  (1) 

𝑥 = 0 →  𝑇 = 𝑇0,          𝑥 = 𝐿 → 𝑇 = 𝑇𝐿.  (2) 

 

 

 
Figure 1. Geometry of the problem 

𝐴(𝑥) =  𝐴0𝑒𝑥  (3) 

𝐺(𝑥) =  𝐺0𝑒−𝑥  (4) 

𝑘𝑇 = 𝑘0(1 + 𝛽𝑇)  (5) 

β indicates the effective rate of  temperature change with 

respect to thermal conductivity, and k0 defines the fin’s 

thermal conductivity with respect to the environment. To 

simplify this equation [18]: 

𝛼 (
𝑑

𝑑𝑥
𝜃(𝑥)) + 𝛼 ∙ 𝛽 ∙ 𝑇0 ∙ 𝜃(𝑥) ∙ (

𝑑

𝑑𝑥
𝜃(𝑥)) + 𝛽 ∙

𝑇0 (
𝑑

𝑑𝑥
𝜃(𝑥))

2

+ (
𝜕2

𝜕𝑥2
𝜃(𝑥)) + 𝛽 ∙ 𝑇0 ∙

𝜃(𝑥) (
𝜕2

𝜕𝑥2
𝜃(𝑥)) + 𝑐 ∙ 𝑒−𝛼𝑥 = 0. 

(6) 

Here is the dimensionless temperature, 𝜃  

𝜃 =
𝑇

𝑇0
  (7) 

𝑐 =
𝐺

𝑘0∙𝐴0∙𝛽 ∙𝑇0
  (8) 

By making the boundary conditions dimensionless in 

order to apply the desired methods, appropriate boundary 

conditions should be considered [18]: 

𝑥 = 0 → 𝜃 = 1,    𝑥 = 𝐿 → 𝜃 =
𝑇𝐿

𝑇0
= 𝑧  (9) 

 

 

3. TECHNIQUES OF SOLUTION 
 

3. 1. Collocation Method             In this technique the 

answer can be assumed as follows [13]: 

𝑝 (𝑃) = ∑ 𝑣𝑙𝛾𝑙(𝑃).𝑁
𝑙=1   (10) 

Coefficients 𝑣𝑙  , (l = 1,…,N) are the unknowns and the 

functions 𝛾𝑙, are the test functions. A group of N nods Pj 

of Γ chooses the collocation method. The equations are 

then noted at these nodes Pj, resulting in the following 

linear system of equations. 

∑ 𝑣𝑙𝐾𝛾𝑙(𝑃𝑗) = 𝑓(𝑃𝑗).𝑁
𝑙=1       𝑓𝑜𝑟 𝑗 = 1, … , 𝑁  (11) 

This set of equations should be solved to compute the 

coefficient, so the answer p on Γ. The nodes Pj are named 

collocation nodes [13]. 

 

3. 2. GM              The Galerkin technique was employed 

to Equation (10) consists of selecting an approximate 

space of p. Besides,  p is reported as formerly (10) and, 

the function γm is the base of this space [16]. The 

equation defines the coefficient Vm. 

〈𝐾𝑃 , 𝛾𝑝〉 = 〈𝑓, 𝛾𝑝〉,         𝑝 =  1 , … , 𝑀 (12) 

where  〈 ,〉 is the numerical product described in the 

approximate space. This makes the next linear approach: 
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∑ 𝑣𝑚〈𝐾𝛾𝑚, 𝛾𝑝〉 = 〈𝑓, 𝛾𝑝〉,      𝑝 = 1, … , 𝑀𝑁
𝑚=1   (13) 

The numerical procedure is similar to the procedure 

developed by the collocation method. Evaluate the vector 

B and the matrix A before solving the linear term. 

 

3. 3. LSM             Fakour et al. [28] represented that the 

least-squares technique is a kind of the weighted residual 

technique to make it the least the residuals of the test 

function presented in the nonlinear differential equation. 

To understand the basic concept of LSM, evaluate the 

derivative operator D, which operates on the v to develop 

the function h. 

𝐷 (𝑣 (𝑥)) = ℎ(𝑥),  (14) 

v is supposed to be calculated by the function �̃�, that is a 

linear mix of the base functions chosen from the linearly 

independent system. 

𝑣 ≅  �̃� = ∑ 𝑐𝑖𝜑𝑖 ,𝑛
𝑖=1   (15) 

By replacing Equation (15) with D, the differential 

operator the consequence of the processes typically is not 

h(x), and a difference will occur. Thus a residual will 

exist as below: 

𝑅(𝑥) = 𝐷(�̃�(𝑥)) − ℎ(𝑥)  ≠  0, (16) 

The central idea of LSM is to move the residual to 0 in 

some moderate insight on the field. Therefore, 

∫ 𝑅(𝑥) 𝑊𝑖(𝑥)  = 0,         𝑖 = 1, 2, … , 𝑛 .
 

𝑥
  (17) 

The number of weight functions and unknown 

coefficients is indicated by Wi and ci, respectively, and 

their number equals each other. 

 
3. 4. Problem Solving              By guessing the trial 

solution with undetermined coefficients and plugging it 

into the equation, the unknown coefficients are solved to 

obtain the particular solution. It should be mentioned that 

the trial answer must please the boundary conditions; 

therefore, the trial answer can be noted as follows [8]: 

𝜃(𝑥) =
𝑒−𝛼𝐿−𝑧

−1+𝑒−𝛼𝐿 +
(𝑧−1)𝑒−𝛼𝑥

−1+𝑒−𝛼𝐿 + 𝐶1(𝑥 − 𝑥2) +

𝐶2(𝑥 − 𝑥3) + 𝐶3(𝑥 − 𝑥4) + 𝐶4(𝑥 − 𝑥5).  
(18) 

The residual part will be seen by instructing Equation 

(16). By replacing the residual amount with Equation 

(18), a group of problems with five equations and five 

unidentified coefficients choice arise; coefficients C1–

C4 will be acquired. After applying LSM, CM and GM 

when β= 0, α = 4, L = 1, T0 = 10, z = 0.1, c = 2 below 

equations will be obtained from the temperature profile 

on logarithmic surface. 

𝜃(𝑥)𝐿𝑆𝑀 = 0.424701244 𝑥 + 1.384653618 𝑥2 +
1.523432162 𝑥3 + 0.5634797880 𝑥4  

(19) 

𝜃(𝑥)𝐺𝑎𝑙𝑒𝑟𝑘𝑖𝑛 = 0.415091516 𝑥 +
1.329124398 𝑥2 + 1.483241831 𝑥3 +
0.5692089490 𝑥4  

(20) 

𝜃(𝑥)𝐶𝑜𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 = 0.499816241 𝑥 +
1.597444202 𝑥2 + 1.999655684 𝑥3 +
0.9020277229 𝑥4  

(21) 

These equations were obtained by the LSM, Galerkin, 

and Collocation methods, respectively. 
 

 

4. RESULTS AND DISCUSSION 
 

This investigation desired to use the weighted residual 

methods named LSM, CM, and GM  to define an 

analytical explanation for logarithmic area shapes of the 

heat transfer equation in Figure 1. According to Figure 2, 

a particular case indicates the efficiency of suggested 

techniques, and the outcomes are evaluated with the 

numerical and analytical methods conducted by 

Vahabzadeh et al. [18]. According to the obtained results, 

the percentage error of the present study compared to 

reported data in literature [18] is equal to 1.7%. This 

paper's approximate solution to the governing equation is  
 

 

 
(a) 

 
(b) 

Figure 2. part (a) analogy between LSM solution and the 

numerical outcomes obtained from [18] and LMS, CM, and 

GM  in the present study for θ(x) when c = 2, β= 0, α = 2, L 

= 1, T0 = 10, z = 0.1. Part (b) Comparing percentage error 

between different methods 
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obtained by applying the WRMs: the CM, LSM, and GM. 

The approximate solutions accepted that provided the 

WRMs are reliable and effective methods. A good 

agreement has been achieved by comparing the 

numerical solution obtained using the 4th-order Runge-

Kutta method explained by Vahabzadeh et al. [18] and 

the proposed methods. It can be concluded from the 

figures and table that the maximal error remainder is 

negligible by these suggested methods. Moreover, the 

LSM provided the best approximate solution with less 

error and the Galerkin method reduces the 

dimensionalilty  of  the  problem  hence  it  is  much  

faster.  The  collocation  method  also  reaches 

convergence with more calculations. Finally, this 

research found that selecting the parameters influenced 

convergence as well. 

For numerical explanation, Vahabzadeh et al. [18] 

utilized a fourth-order Runge-Kutta approach to solve the 

nonlinear boundary value problem. The exactness of 

LSM obtained from literature [18] and the three methods 

offered in this research are displayed in Table 1. 

Figures 3 and 4 show the effect of α on temperature 

characteristics. As α increases, the temperature profiles 

in the range 0 < α <1 decrease. This trend is established 

in Figure 3 for α = 4 for the proposed methods. On the 

other hand, as α increases, the temperature profiles for α 

=1 decrease. Moreover, the variation of temperature 

profiles for α = 8 is shown in Figure 4. Furthermore, the 

dimensionless temperature profile along the fin shell is 

displayed in Figures 5 and 6. If β> 0, the temperature 

profile rises with growing x. In the subject of β < 0, the 

temperature grows as x rises. (Figure 6). 

 

 

 
TABLE 1. Comparison between LSM and NUM from literature [18] and LMS, GM and, CM  from present study for θ(x) when  c = 

2,β= 0, α = 2, L = 1, T0 = 10, z = 0.1 

X LSM [18] NUM [18] LSM Galerkin Collocation 

0.0 1.0000000000 1.0000000000 1.0000000000 1.0000000000 1.0000000000 

0.1 0.8648242717 0.8648242719 0.8645772366 0.8542549152 0.8562025261 

0.2 0.7393106703 0.7393106705 0.7485718835 0.7682940431 0.7710213056 

0.3 0.6243979822 0.6243979837 0.6268611235 0.6767081250 0.6802767791 

0.4 0.5203671664 0.5203671665 0.5214787627 0.5814893015 0.5859442644 

0.5 0.4270489850 0.4270489840 0.4341732679 0.4843450838 0.4895862861 

0.6 0.3439779949 0.3439779952 0.3563945577 0.3866851428 0.3923393643 

0.7 0.2705054957 0.2705054971 0.2792821640 0.2896094716 0.2949021784 

0.8 0.2058812577 0.2058812581 0.1936546291 0.1938977815 0.1975249622 

0.9 0.1493116429 0.1493116431 0.1482167345 0.1483782398 0.1481126567 

1.0 0.1000000000 0.1000000000 0.1000000000 0.1000000000 0.1000000000 

 
 
 

 
Figure 3. Impact of α on θ where T0 = 10, β = 0, α = 4 , L = 

1, c = 2, z = 0.1, for Collocation, Galerkin and LSM methods 
 

 
Figure 4. Impact of α on θ where T0 = 10, β = 0, α = 8 , L = 

1, c = 2, z = 0.1, for Collocation, Galerkin and LSM methods 
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Figure 5. Impact of α on θ where T0 = 10, β = -10, α = 8 , L 

= 1, c = 2, z = 0.1, for Collocation, Galerkin and LSM 

methods 
 
 

 
Figure 6. Impact of α on θ where T0 = 10, β = 10, α = 8 , L 

= 1, c = 2, z = 0.1, for Collocation, Galerkin and LSM 

methods 

 
 
5. CONCLUSION 
 

In this study, Galerkin and Collocation methods have 

been proposed. These techniques have been successfully 

used for governing differential equations of specified 

geometries with various logarithmic surfaces. The results 

were compared to the solution solved using the numerical 

solution and LSM. The results indicate that these 

procedures transform complex problems into simple, 

fast-solvable ones. The fundamental goal of this analysis 

is to explore the convergence of the Galerkin method and 

the collocation method. The comparison of the results 

here provides a more realistic solution and reinforces the 

conclusions regarding the efficiency of these processes. 

Thus, the Galerkin and collocation methods are effective 

mathematical mechanisms and can involve extensive 

types of linear and nonlinear equations in the field of heat 

transfer issues. Also, differences in temperature profiles 

appear with reducing and raising β and α numbers. Future 

research should consider the potential effects of 

geometry more carefully, for example investigation of 

heat transfer in logarithmic curve. Also, in future work, 

investigating heat transfer in presence of porous media in 

logarithmic surface might prove important. 
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Persian Abstract 

 چکیده 
 یگرما به معادلات حاکم اضافه م  دیمنبع تول  و  در نظر گرفته شد  یبعد  کیپرداخته است. انتقال حرارت    یتمیدما بر سطوح مختلف لگار  رات ییتغ   ر یتأث  یمطالعه به بررس  نیا

  ی تشابه مناسب برا ل ی. استفاده از تبدستی آسان ن قیدق ی لیتحل  یراه حل ها افتن یدهند و  یرخ م  ی رخطیمانند انتقال حرارت به صورت غ  ی علم یها دهیشود. اکثر مسائل و پد

معادلات با توجه به    نی. اابدیکاهش    یمعمول  لیفرانسیاز معادلات د  یو انتقال حرارت به مجموعه ا  انیحاکم بر جر  یشود که معادلات اساس  یباعث م  دیگر  یدما و مولفه ها

  ی و حداقل مربعات برا  گلرکین، کالوکیشن یهاداده شده، از روش  ی مرز طیحل شده اند. با توجه به شرا بصورت تقریبی  یلیو تحل یعدد  یها کیمربوطه با تکن ی مرز طیشرا

  ی ها   لیانجام شده است. پروف  یروش عدد  ک یکوتا مرتبه چهارم به عنوان  -حاضر با روش رانگ   یها  کیتکن  یحاکم استفاده شد. اعتبار سنج  لیفرانسیپاسخ معادلات د  افتنی

  رفته یپذ  جینتا  ن،ی. بنابرارا دارنددر انتقال حرارت    یرخطیمعادلات غ  قابلیت خل  یشنهادیپ  ینشان داد که روش ها  جیبه دست آمده است. نتا  αو    βمختلف    ریمقاد  یادما بر

روش ها    نیا ییدر مورد کارا یریگ جهیدهد و نت  ی م رائها ی تر یراه حل واقع  جینتا سهیاست. مقا یعدد یروش ها جیبه نتا کینزد اریبس یفعل ی لیتحل یشده توسط روش ها

 دهد.  یرخ م αو  βاعداد  شیدما با کاهش و افزا یها لیدر پروفا رات ییتغ  ن،یکند. علاوه بر ا ی م تیرا تقو
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A B S T R A C T  
 

 

Continuous improvement in the friction stir welding process (FSW) is still growing to improve the 
process capabilities and overcome certain drawbacks encountered in the process. Low welding speeds, 

high welding loads, and high torque needed are the main limitations of this process. Applying ultrasonic 

vibration is one of the versatile approaches that was proposed to tackle these issues. In this paper, a 
comparative study between the conventional friction stir welding process (CFSW) and the ultrasonic-

assisted friction stir welding process (UAFSW) was conducted. The objective is to evaluate quantitively 

and qualitatively the influence of ultrasonic vibration waves on the weld surface quality, tensile strength, 
micro-hardness, microstructure, and weld formation of the joints. The results have demonstrated that 

ultrasonic vibration waves cause grain refinement action by 23.6% at the stirring zone (SZ) as well as its 

desirable role in enhancing the mechanical properties by a percentage up to 15% for ultimate tensile 

strength and eliminating weld defects, especially at high welding speed (120 mm/min). However, no 

profound effect was found for ultrasonic waves on the grain size in the thermomechanical affected zone 

(TMAZ) or the heat-affected zone (HAZ). A considerable reduction in the elongation % whether in 
CFSW or UAFSW compared to that of base metal was detected.  

doi: 10.5829/ije.2022.35.12c.04 
  

1. INTRODUCTION 1 
 
Materials joining technology has witnessed a lot of 

developments within the last three decades. One of the 

most influential innovations in this area is friction stir 

welding technique (FSW). Furthermore, FSW offers 

many pros over other fusion welding processes. Few 

distortions and residual stresses can result in from FSW. 

In addition, the process is environmentally friendly as it 

consumes less energy and emits fewer fumes and sputters 

which makes it overall more favorable than other fusion 

welding techniques. The process was invented by TWI at 

in  the and the patent was filed in 1991 [1]. Since this date, 

the process has attracted the attention of many 

researchers around the world and has received 

considerable research effort. These efforts included 

establishing the theoretical approach for the process [2], 

optimizing the process parameters [3], and developing 
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mathematical models to predict the characteristics of the 

joints [4]. However, the process still suffers from certain 

cons [5]. For instance, Low welding speed and limited 

productivity, high loading loads on the machine due to 

the huge friction between the tool and the workpiece and, 

the high torque needed to accomplish the operation are 

all drawbacks of the process. FSW process has 

undergone several modifications and improvements. 

These variations involved modifications in the tool, the 

machine, and the process itself [6-8]. As well as, 

integrating FSW process with a secondary energy source 

to provide more softening action, especially for welding 

hard materials [9]. In this regard, several auxiliary energy 

sources were used. electrical current [10], laser source 

[11], induction heat [12], electrical arc [13], and 

ultrasonic vibration [14] were integrated with the 

process. Among all these secondary energy sources, 

ultrasonic vibrations have shown specific advantages 
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over the other approaches. For example, it consumes less 

energy and provides an efficient amount of softening 

without raising the temperature [9].  

The influence of the ultrasonic vibration on the 

formation and mechanical properties of 2024Al-T4 joints 

was investigated. The results showed that by applying 

ultrasonic vibration, the weld formation was improved at 

high welding speeds and the stir zone was widened. 

Moreover, the mechanical properties in terms of strength, 

elongation, and micro-hardness were enhanced [15]. 

Similar results but for different aluminum alloys were 

reported, the microstructure of AA6061-T6 weld nuggets 

produced by UAFSW was compared to those produced 

by conventional FSW [16]. It was found that higher 

deformation characteristics are presented in the nugget 

zone of the joints produced by the UAFSW process and 

that was attributed to the ultrasonic softening effect. 

Furthermore, ultrasonic vibrations improved the 

recrystallization process and leads to better grain 

refinement. In another, study the welding forces, and 

weld thermal cycles in the UAFSW process of AA2024- 

T3 were analyzed to explore the role of ultrasonic 

vibration in the process [17]. It was concluded that the 

exerted ultrasonic vibrations lower both the traverse and 

axial forces and improve the material flow. On the other 

hand, ultrasonic vibrations do not have a significant 

effect on preheating the weld zone. The influence of the 

ultrasonic vibration on material flow and mechanical 

properties of AA2024-T3 was investigated. It was 

reported that the joints welded by the assistance of 

ultrasonic vibration have better material flow and higher 

mechanical properties than those joined by conventional 

FSW [18]. 

As it can be easily realized from the literature review 

that assessing the potentiality of exerting ultrasonic 

vibration waves during the FSW process of AA6082-T61 

has not been well-established although the wide 

applications in which this alloy can be selected. This 

research aims to conduct a comparative study between 

conventional FSW and UAFSW processes of AA 6082-

T61 to reveal the influence of ultrasonic vibration 

exertion on the tensile strength, microstructure, weld 

formation, and defects of the welded joints.  

 

 

2. EXPERIMENTAL WORK 
 

In the current study, aluminum alloy 6082-T61 was 

selected to be butt-joint welded using CFSW and 

UAFSW processes for comparing purposes. Due to 

having the highest strength of all 6xxx series alloys and 

its excellent corrosion resistance, AA 6082 is one of the 

most promising alloys. Besides, it has found its way into 

a wide range of applications such as cranes, bridges, beer 

barrels, ore skips, and trusses [19]. The composition and 

 
1 www.commercialefond.it 

mechanical characteristics of AA6082-T61 in the as-

received state are shown in Tables 1 and 2, respectively1. 

An abrasive water jet machine was utilized to cut the 

aluminum sheet into the required dimensions of the 

sample (160×100×3 mm). H13 hot work tool steel rod 

was machined to manufacture the FSW tool with a 

shoulder diameter and pin diameter of 14mm and 5mm, 

respectively. An ultrasonic processor (model up 400S) 

manufactured by Hielscher ultrasonics was used to obtain 

the required ultrasonic vibration waves. A sonotrode 

made of titanium with a 22 mm tip diameter and 100 mm 

in length was used to generate ultrasonic vibration waves 

at a frequency of 24 kHz, a power of 85 watts, and an 

adjustable amplitude up to 100 μm. 

The ultrasonic processor was fixed to the head of a 

conventional milling machine via a suitable setup as 

shown in Figure 1. So that, the sonotrode can move freely 

along the welding line in front of the FSW tool by nearly 

25 mm and with an angle of inclination of 60° between 

the axis of the sonotrode and the workpiece surface to 

keep it away from the tool. Thereby, the waves of 

ultrasonic vibration can be supplied directly into the 

localized area of the workpiece eliminating any loss in 

the transmitted energy compared to other methods for 

transmitting these waves.  

 

2. 1. Process Parameters            In this paper, the 

experiments were designed and planned to perform a 

comparative study between conventional FSW and 

 

 
TABLE 1. Chemical composition of AA 6082-T61, Wt% 

Si Fe Cu Mn Mg Cr Ni Ti Al 

1.1 0.5 0.1 0.7 0.9 0.25 0.2 0.1 REM 

 

 
TABLE 2. Mechanical properties of AA 6082-T61 

UTS (MPa) YS (MPa) Elongation (%) Hardness (HV) 

270 185 21 112 

UTS: Ultimate tensile strength; YS: Yield strength 
 

 

 
Figure 1. Experimental setup for UAFSW process 
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UAFSW. For this purpose, the rotational speed was held 

constant at 800 rpm and at different welding speeds of 

(40, 80, 120, and 160 mm/min), to figure out how 

ultrasonic vibration waves can affect the joint 

performance. A set of experiments were performed 

according to Table 3. Where samples A, B, C, and D were 

compared to samples E, F, G, and H, respectively.   

 

2. 2. Tensile Testing           A universal testing machine 

(Shimadzu-1000KN) with a ram speed of 1 mm/s was 

utilized to measure the tensile strength of the welded 

joints. The specimens were prepared based on ASTM 

E8M-08 standard as shown in Figure 2. The specimens 

were cut from the transverse cross-section perpendicular 

to the welding line with an abrasive water jet machine to 

ensure good dimensional accuracy as well as to avoid any 

heat effect that may result in from the cutting operation . 
 
2. 3. Micro-hardness Test             Vickers micro-

hardness test was performed to obtain the micro-hardness 

distribution of welded joints using micro-hardness tester 

(LM-700). A load of 100 grams and a holding time of 10 

s were utilized. The measurements were taken along a 

horizontal line away from the specimen top surface by 

1.5 mm, where reading is taken each 1 mm along the 

horizontal line. 
 

2. 4. Microstructure Evolution             It was essential 

to evaluate the microstructure of the welded joints to find 

out the influence of ultrasonic vibration on the grain size 

and hence the mechanical performance of the joints. The 

microstructure was revealed mainly using optical light  

 
 

 
Figure 2. Standard tensile test specimen 

 
 

TABLE 3. Process parameters for comparison at a constant 

rotational speed of (800 rpm) 

Sample Amplitude (𝝁𝒎) Weld speed (mm/min) 

A 
Without 

Ultrasonic 

vibration 

40 

B 80 

C 120 

D 160 

E 

20 

40 

F 80 

G 120 

H 160 

Microscopy (see Figure 3). The samples of 

dimensions (30 × 5 × 3 𝑚𝑚) were cut from the transverse 

section of the joint using an abrasive water jet machine. 

To remove oxide films, scratches, and other impurities, 

the samples were ground in several stages, ranging from 

coarse to fine grinding using a different set of silicon 

carbide papers grades i.e. (220, 500, 800, and 1000) 

mounted on rotating water-lubricated disc. The samples 

were finally polished using abrasives suspended in a 

water solution on an electrically powered wheel covered 

by a cloth. The etching process was carried out in two 

immersion stages. In the first stage, the specimen was 

immersed for 60 s in 0.5M sodium hydroxide solution. In 

the second stage, the specimen was etched in a 

composition of 0.25M sodium hydroxide solution with 

4% potassium permanganate (KMnO4) for 15 s [20]. 

 

 
3. RESULTS AND DISCUSSION 

 

3. 1. Influence of Ultrasonic Vibration on Weld 
Appearance             The quality of the weld line is an 

effective indicator of the success of the welding 

operation. The absence of visible surface imperfections 

refers to selecting the process parameters properly 

leading to generating adequate heat input and proper 

material flow. On the other hand, external defects such as 

large grooves, voids, and flashes result from poor 

material flow. In this respect, the weld surfaces of CFSW 

and UAFSW joints were compared at different welding 

speeds as shown in Figure 4. As can be noticed from the 

figure, the weld line appearance at low welding speeds 

such as 40 and 80 mm/min is sound and free of external 

defects for both CFSW and UAFSW. On the other hand, 

the difference in surface quality started to appear at 

higher welding speeds. The weld line surface resulting 

from CFSW had voids defect at a welding speed of 120 

mm/min and large grooves at a welding speed of 160 mm, 

while the weld line appearance in UAFSW was better as 

it contained less density of defects. This improvement in 

the weld line appearance can be attributed to the 

enhanced material flow due to the applied ultrasonic 

 

 

 
Figure 3. Comparison of weld appearance for all samples 
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Figure 4. Comparison of UTS for CFSW and UAFSW at 

different welding speeds 

 

 

vibrations and this effect is much more profound at high 

welding speeds [21]. 

 

3. 2. Influence of Ultrasonic Vibration on Tensile 
Properties             The ultimate tensile strength (UTS) 

for both CFSW and UAFSW samples was evaluated over 

a range of welding speeds to figure out the effect of 

ultrasonic vibration on the tensile strength and elongation 

percentage (elongation %) at different welding speeds. 

As shown in Figure 5, at a welding speed of 40 mm/min, 

the CFSW and UAFSW joints have an UTS of 166 and 

188 MPa, respectively; showing an enhancement in UTS 

with a percentage of approximately 13% when ultrasonic  

vibration is on. Moreover, a similar trend was recorded at 

a velocity of 80 mm/min, where the UTS of the UAFSW 

joint is higher than that of CFSW by 15%. This 

improvement in the UTS can be demonstrated by the 

grain refinement action which has been detected in the 

microstructural analysis of the SZ. Conversely, a 

significant decrease in the UTS was recorded at high 

welding speeds i.e., 120 and 160 mm/min for both CFSW 

and UAFSW. But the fall in the UTS was more dramatic 

for CFSW joints recording values of 80 MPa at a speed 

of 120 mm/min and 42 MPa at 160 mm/min, which 

means that joints had failed. This failure of joints at such 

high welding speeds is mainly because of the lack of time 

available for material to absorb heat and soften hence the  

 

 

 
Figure 5. Comparison of elong% for CFSW and UAFSW 

material flow is poor and severe defects are produced. On 

the other hand, the situation for UAFSW was much better 

as the UTS at a speed of 120 mm/min and 160 mm/min 

were 132 MPa and 121 MPa respectively. This 

performance of UAFSW joints compared to CFSW is 

evidence of the significant role the ultrasonic waves 

played in providing the material with more softening 

action.  

Regarding the elongation%, as shown in Figure 5, 

there is a considerable reduction in the elongation % 

whether in CFSW or UAFSW compared to the base 

metal. This is because of the lower morphological 

homogeneity in CFSW and UAFSW, as different 

microstructural zones namely, SZ, TMAZ, and HAZ are 

formed which are morphologically different. A similar 

finding was reported by other researchers. 

 

3. 3. Influence of Ultrasonic Vibration on 
Hardness             A comparison between the micro-

hardness profile in CFSW and UVAFSW at different 

welding speeds is shown in Figures 6 and 7. In general, 

the micro-hardness profile resulting from FSW process is 

characterized by W-shape. Where the values of micro-

hardness slightly decrease in the HAZ due to dissolution 

and coarsening of precipitates compared to the values at 

the SZ and then rise again until reaching its maximum 

value at the base metal.   

 

 

 
(a) 

 
(b) 

Figure 6. Comparison of microhardness for a) Samples A 

and E , b) Samples B and F 
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(a) 

 
(b) 

Figure 7. Comparison of microhardness for a) Samples C 

and G b) Samples D and H 

 

 

As shown from figures the micro-hardness profiles 

for CFSW and UAFSW are close in most of the regions 

except the stirring zone, where the values of micro-

hardness are higher in UAFSW than CFSW. This 

improvement in micro-hardness values in the stirring 

zone are predicted because of the grain refinement in the 

stirring zone.  

 

3. 4. Influence of Ultrasonic Vibration on 
Microstructure             Microstructure evolution is of 

great importance as it controls the properties of the weld 

joint. Many microstructural alterations happen during the 

FSW process because of the thermal cycles and plastic 

deformation. there are mainly three distinct regions in 

FS-welded joints, namely, stir zone (SZ), thermo-

mechanically affected (TMAZ), and heat-affected zone 

(HAZ). In this section microstructure samples extracted 

from CFSW and UAFSW joints were prepared according 

to standard procedure and examined using light optical 

microscopy to find out the potentiality that ultrasonic 

vibration waves have on controlling the microstructure of 

the welded joints in terms of the grain size and weld 

formation. 
 

3. 4. 1. The Microstructure of the Base Metal        
Firstly, the microstructure of the parent metal AA 6082-

T61 in the as-received status was viewed using LOM and 

SEM to determine the average grain size and examine the 

precipitate state as shown in Figures 8(a) and (b). The 

grain size for the base metal was found by applying the 

line intercept method. In this manner, image J software 

was utilized and average grain size of 14 μm was 

obtained. The hardening precipitates of type Mg5Si6 were 

revealed using SEM. 

 

3. 4. 2. Microstructural Map of FS-Welded Joint           
To ensure the appropriateness of all preparation steps for 

microstructural analysis and thereby the clarity of all 

microstructural, a microstructural map was established 

using LOM as shown in Figure 9. All microstructural 

zones i.e., stir zone which has experienced an intense 

plastic deformation with very equiaxed fine grains, 

TMAZ with its distinguished elongated grains, and HAZ 

which has coarse grains were obtained obviously.  
 

3. 4. 3. Influence of Ultrasonic Vibration on 
Different Microstructural Zones              The influence 

of ultrasonic vibration waves on the grain size at various 

microstructural zones was investigated by comparing the 

microstructure of sample B which has been 

conventionally friction stir welded with sample F which 

has been ultrasonically assisted friction stir welded. Both 

samples are welded at the same welding condition of 800 

rpm and 80 mm/min. Figures 10(a) and (b) presents the 

microstructures of samples B and F, respectively. 

Investigating the SZ of both samples showed a grain 

refinement due to the high plastic deformation in this 

region. The average grain sizes calculated were 3.8 μm 

and 2.9 μm for samples B and F, respectively. Thereby, 

it is clear that imposing ultrasonic vibration waves during 

the FSW process causes a grain size reduction by 23.6% 

at the stirring zone. This grain refinement action can be  

 

 

 
Figure 8. Microstructure of base metal using a) LOM, b) 

SEM 
 

 

 
Figure 9. Microstructural map for FS-welded sample 



2302                              M. S. EL-Wazery et al. / IJE TRANSACTIONS C: Aspects  Vol. 35 No. 12, (December 2022)    2297-2304 
 

 
Figure 10. Microstructure of a) sample B at TMAZ, b) 

Sample F at TMAZ 

 

 

mainly attributed to the acoustic softening phenomena 

furthering welding operation and Its role in improving 

plastic deformation [16]. From this finding, it is expected 

that the mechanical properties of UAFSW joints will be 

superior compared to CFSW according to Hall-Petch 

equation. These results agree with similar findings by 

other researchers [22].  

The microstructure of the TMAZ at samples B and F 

was obtained as shown in Figures 11(a) and (b), 

respectively. The grain size of 7.8 μm and 7.6 μm in 

average, was calculated for samples B and F, 

respectively. Thereby, it can be stated that ultrasonic 

vibration waves do not have a significant influence on the 

grain size at the TMAZ.  

The average grain size at the HAZ was also calculated 

for samples B and F after viewing their microstructure as 

shown in Figures 12(a) and (b). The average grain size of 

14 μm and 14.1 μm was obtained for samples B and F, 

respectively. The two values are approximately equal and  

 

 

 
Figure 11. Microstructure of a) sample B at SZ, b) sample F 

at SZ 

 

 

 
Figure 12. Microstructure of a) sample B at HAZ, b) Sample 

F at HAZ 
 

hence we can demonstrate that ultrasonic vibration does 

not have any effect on the grain size at the HAZ. 

 

3. 5. Influence of Ultrasonic Vibration on the Weld 
Formation              The weld formation at the stirring 

zone was examined at high welding speed to find out the 

role of ultrasonic vibration waves on the material flow. 

Hence, the microstructures of samples C and G which 

have been welded at a welding speed of 120 mm/min 

were viewed and compared as shown in Figures 13(a) and 

(b). At the SZ of sample C, which was conventional 

welded, a large defect of tunnel type was detected as 

shown in Figures 13(a). This defect mainly results from 

the low heat input, which is corresponding to high 

welding speed, leading to insufficient softening and 

improper material flow [23]. On the contrary, the 

microstructure of sample G which has been ultrasonically 

assisted during the FSW process is defect-free and onion 

rings which express the proper material flow are clear in 

Figures 13(b). This enhancement in the material flow 

when ultrasonic vibration was applied can be explained 

by the acoustic softening effect which is responsible for 

providing the FSW process with an additional amount of 

softening during the welding operation. Subsequently, it 

can be stated that ultrasonic vibration plays a critical role 

in eliminating some welding defects at the SZ due to the 

extra softening it provides [24]. The microstructure data, 

grain sizes, and a scatter of grains sizes are summarized 

in Table 4. 

 

 

 
Figure 13. a) Free-defective microstructure at sample G, b) 

Tunnel defect in sample C 

 

 
TABLE 4. The microstructure data and grain sizes 

Specimen type Average Particle size Microstructure zone 

Base Material 14µm Through the sample 

CFSW 

UAFSW 

3.8 μm 

2.9 μm 
SZ 

CFSW 

UAFSW 

7.8 μm 

7.6 μm 
TMAZ 

CFSW 

UAFSW 

14 μm 

14.1 μm 
HAZ 
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4. CONCLUSIONS  
 

In the present study, a microstructural investigation 

showed that integrating ultrasonic vibration with the 

FSW process can reduce the grain size at the stirring zone 

by 23 %. While ultrasonic vibration does not affect the 

grain size at the HAZ nor at the TMAZ. As a result of 

grain refinement at SZ, the strength of joints produced by 

the UAFSW process was higher than its counterparts 

made by CFSW. In addition, examining the weld 

formation showed that ultrasonic vibration acted a 

dominant role in enhancing the material flow and 

eliminating some specific weld defects at high welding 

speeds such as tunnel defect. The effect of ultrasonic 

vibration on the UTS is more profound at higher welding 

speeds, where acoustic softening can provide FSW 

process with additional softening and thereby, the 

material flow is improved. Ultrasonic vibration has 

helped also in improving the elongation percentage by 

7%. On the contrary, at these high welding speeds, the 

weld appearance of conventional FS-welded joints 

contain large defects due to the low heat input, and fewer 

defects were detected when ultrasonic vibration was 

applied. 
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Persian Abstract 

 چکیده 
غلبه   شویمیبا آن مواجه م  یندکه در فرآ  یرا بهبود بخشد و بر اشکالات خاص  یندفرآ  هاییت( هنوز در حال رشد است تا قابلFSW)  یاغتشاش  یاصطکاک  یجوشکار  یندفرآ

  یکردهای از رو  یکی  یکهستند. استفاده از ارتعاش اولتراسون  یندفرآ  ینا  یاصل  یها  یتبالا از محدود   یازبالا و گشتاور مورد ن  یجوشکار  یکم، بارها  یجوشکار  یکند. سرعت ها

  یند( و فرآCFSW)  یمعمول  یاغتشاش  یاصطکاک   یجوشکار  یند فرآ  ینب  یا  یسهمطالعه مقا  یک مقاله،    ینشده است. در ا  یشنهادمسائل پ  ینمقابله با ا  یاست که برا  ی همه کاره ا

سطح جوش، استحکام   یفیتبر ک  یکاولتراسون  یامواج ارتعاش  یرتأث  یفیو ک  یکم  یابیارز  ف( انجام شد. هد UAFSW)  یکبه کمک اولتراسون  یاصطکاک  یاغتشاش  یجوشکار

 ین ( و همچنSZزن )هم یهدانه در ناح یشباعث عمل پالا یکاولتراسون یرتعاشاند که امواج انشان داده یججوش اتصالات است. نتا یلو تشک یزساختارر یکروسختی،م ی،کشش

در  یکاهش قابل توجه ین،. همچنشودی( م یقهدر دق متریلیم 120بالا ) یدر سرعت جوشکار یژهوجوش، به یوب بردن ع ینو از ب یکیمکان صخوا یشنقش مطلوب آن در افزا

و    CFSWدر    یزساختاری کمتر در مناطق مختلف ر  یکی مورفولوژ  ی همگن  یل به دل  ین وجود دارد. ا  یه با فلز پا  یسهدر مقا  UAFSWو چه    CFSWچه در    یدگیدرصد کش

UAFSW  یکیحرارت مکان  یراندازه دانه در منطقه تحت تاث  یامواج مافوق صوت بر رو  یبرا  یقی اثر عم  یچحال، ه  یناست. با ا  (TMAZ  )یا  ( منطقه متاثر از حرارتHAZ  )

 نشد. یافت
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A B S T R A C T  
 

 

The way a wave behaves, while propagating across a medium, varies with the wave type and the medium. 

So, knowledge of the behaviour of a wave in a system with a different form of damage, and behaviour 
of different types of waves in a particular system is an essential prerequisite for almost all activities in 

structural system identification and mainly for damage detection and localization of damage. This paper 

presents a comparative study of various wave propagations, that has been done by researchers in various 
structural systems. Further, a numerical model of an isotropic plate using finite element is created both 

with and without damage. The behaviour of waves has been studied. Finally, the comparative result is 

shown. This paper offers a new perspective for ongoing research by providing the most recent 
developments, difficulties, and prospects of wave propagation behaviours for damage detection and 

localization in the commonly used structural systems and structural elements. While propagating through 

different structural systems and components, the most used waves, which are (a) Shear wave, (b) 

Rayleigh wave, (c) Ultrasonic wave and (d) Lamb wave, have been thoroughly investigated. Along with 

several difficult problems for future growth, the summarized observations are provided. 

doi: 10.5829/ije.2022.35.12c.05 
 

 
1. INTRODUCTION1 
 
A wave is a form of disturbance that is carried forward 

by the particles of the system through vibration. During 

wave propagation, only energy is transferred and not 

particles. As, the behaviour of waves changes with 

change in medium, this property has been used by 

researchers for system identification. This method is 

called, “Wave Propagation based System Identification”. 

During 19th century, to determine the presence of 

damage on train wheels, wheel-tappers generated the 

waves by tapping a railroad wheel with a hammer. They 

determine the presence of damage based on the sound 

waves produced by the wheel. The various rail 

irregularities, in the wheel-rail system, have also been 

analyzed by Yang et al. [1].  

The vibration based structural system identification, 

for damage identification and localization, has also been 

used by many researchers. But, not all cases can be 

adequately assessed using this method [2]. When damage 

 

*Corresponding Author Institutional Email: 

bpatel.phd2018.ce@nitrr.ac.in (B. Patel) 

starts occurring and further when it grows, the stiffness is 

reduced and the stability of the structure is also affected. 

Also, if the change in stiffness is small, the change in 

natural frequencies is small. In that case, the vibration 

based technique is not very efficient [3]. Also, the 

Timoshenko cantilever beam supported by spring was 

examined by Aydin et al. [4]. According to the authors, 

the different beam vibrations will result in varied 

distributions of elastic supports supported by the beams. 

Internal forces can occasionally exceed yield limits, 

which is significant for damage. Also, the sensitivity of 

the behaviour parameters could be used for the damage 

assessment. For the same beam, the optimum locations 

and the amounts of the springs were investigated for the 

first and second modes [5]. This technique may be used 

for finding the damage location. When damage is far 

from the support as in the case of the cantilever beam, the 

vibration based feature may not detect the damage 

accurately. Golafshani et al. [6] have also studied the 

vibration feature in the system.  
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In metallic and composite constructions, wave 

propagation has been very effective for damage detection 

and localisation. So, it can also be used in various other 

structural systems such as trusses, multi-storey frames, 

bridges etc. In the previous studies, it was observed that 

in many cases, the wave packet overlap, due to which the 

identification of damage signal becomes more complex. 

The diffraction wave packets expand in the time domain. 

Consequently, the crack imaging result based on the 

signals presents a reasonably low resolution. Also, the 

wave’s multimodal behaviour, dispersion, scattering and 

attenuation have an impact on damage signature. As a 

result, it is more difficult to use the wave technique. But 

with the right knowledge of the wave's properties and 

behaviour, the right choice of transducers, and signal 

processing, this complexity can be minimized. Hence, a 

broad classification has been provided for various forms 

of waves in section 2. For better understanding of how 

different types of waves behave, while propagating 

through different structural systems and components, the 

most commonly used waves, are (a) Shear wave, (b) 

Rayleigh wave, (c) Ultrasonic wave and (d) Lamb wave, 

which have been thoroughly investigated in section 3. 

As, the objective of this paper is to study the 

behaviour of wave in a system with different form of 

damage, so for that total four different damage cases in a 

particular system were considered for numerical case 

studies in section 4. As per the literature, the behaviour 

of waves can be clearly seen in the plate, as compared to 

any other structural element. Also, in plate various forms 

of damage occur. So, for the numerical case study, the 

most common form of damage that can occur in the plate 

(damage in the form of hole, fatigue crack, near edge 

crack at 2 different locations) has been considered. The 

comparative result has been provided. 

 

 

2. CLASSIFICATION OF WAVE 
 
The broad classification of various types of waves, 

including waves that can be utilized for structural system 

identification. 
 

2. 1. Depending upon the Motion of the Wave          
Depending on the motion of the wave, it can be classified 

as mechanical waves, matter waves and electromagnetic 

waves. 

The matter waves' wavelength is too tiny to have a 

noticeable practical effect on daily living. An atom's 

wavelength is roughly 3 x 10-11 metres. It is difficult to 

encapsulate a wavelength of this size in a structure. 

Electromagnetic wave does not require any medium for 

propagation. Both the magnetic and electric fields couple 

together to form this wave. These waves have been used 

by researchers for damage detection in metallic and 

composite materials. However, the generation of 

electromagnetic waves is not as simple as the generation 

of mechanical waves in a structural system. Thermal 

waves have also been used by many researchers for 

damage assessment. Parvez et al. [7] have shown that, as 

this wave is generated in the system, the temperature rises 

and this response is further quantified for building 

relation for damage assessment. The medium must have 

a minimal amount of friction between its particles as well 

as elasticity and inertia to produce mechanical waves. 

These waves can be refracted, diffracted and reflected. 

They could be alter in velocity at material discontinuity 

or when there are foreign particles inside the medium or 

on its surface. This characteristic will be useful in 

identifying damage and pinpointing the damage to a 

specific structural system or structural component. 

 

2. 2. Depending upon the Dynamic Deformation of 
Particle              Waves can be elastic waves, plastic 

waves, or shock waves depending on how dynamic 

deformation in particle occurs.  

Recent analyses of plastic wave profiles in metals like 

Beryllium30, Copper29, and Aluminum28 reveal viscous 

effects within the shock front and strength qualities at the 

Hugoniot state that are peculiar in behaviour and difficult 

to understand. Shock waves also require a medium to 

propagate, similar to the mechanical wave. Also, the 

medium required is elastic. But, the speed of propagation 

is faster than the local speed of sound. Elastic waves are 

the most commonly used, it can be further classified as:  

1. Longitudinal wave/ P Wave 

2. Transverse wave/ Distortional wave/ Secondary wave/ 

Shear wave/ S wave 

3. Bending/ Flexural wave 

4. Love wave 

5. Stonley wave/ Interfacial wave 

6. Rayleigh wave/ Surface wave 

 

2. 3. Based on Region of Propagation             Waves 

can be further classified as Guided Waves and Bulk 

Waves, based on the region of propagation.  

The bulk wave can be generated in an infinite 

homogenous body. This wave can propagate without 

getting interrupted by the boundaries or the interface. The 

guided wave is further classified as a lamb wave and 

ultrasonic wave. Lamb waves can be symmetric, 

asymmetric or have a combined mode. 

 
 
3. VARIOUS WAVE PROPAGATION BEHAVIOUR IN 
STRUCTURAL SYSTEMS AND ELEMENTS 
 
The way a wave behaves, while propagating across a 

medium, varies with the wave type and the medium. 

Therefore, understanding how various types of waves 

behave in a given system is a requirement for nearly all 

actions related to wave propagation based structural 
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health monitoring, mainly for system identification for 

various structural systems and structural elements. So, 

for the above, various literature review are presented in 

this section. 

 

3. 1. Shear Wave             This wave is generated in a 

system that has shearing properties, such as solids. In the 

case of a shear horizontal wave, the particle of the 

medium executes a simple harmonic motion about its 

mean position in the direction perpendicular to the 

direction of propagation of the wave. If the layer interface 

is too close to the wavelength, it was impossible to 

discern between the body wave and the surface wave [8]. 

Mei et al. [9] mentioned in their research that, the shear 

horizontal waves were very sensitive to damage at the 

interface. Delamination in composites is considered here. 

These waves are mild dispersive in composites compared 

to the lamb wave, so they are simpler for damage 

diagnostic. This wave has been generated at the layer of 

a composite beam, with both ends clamped. The 

symmetric and asymmetric modes of lamb wave along 

with shear horizontal wave are generated in the system, 

the damage identification becomes complex in that case. 

Further, the pure shear horizontal wave has been 

generated that are non-dispersive and the wave packets 

are strong. The damage was successfully identified and 

located with an error of 3.7%. Nazeer et al. [10] have 

done the damage identification in the plate, having 

damage in the form of transverse cracks running along 

the bend and delamination in the bend. The shear mode 

in the bend is dispersive in comparison to the SH0 wave 

in a plate, and the curvature of the bend influences its 

wavefield properties. The scattering investigations 

revealed that, in contrast to inner surface cracks, the wave 

is more sensitive to outer surface fractures in the bend as 

frequency increases, because there is transverse shear 

tension at the bend. Choi et al. [11] have also used the 

MIRA, a shear-wave based ultrasonic system of low 

frequency (20–100 kHz) multifunctional phased array, 

which is used to detect damage in concrete related 

structures. Damage in the form of the changes that 

occurred in adhesion property at the interfacial adhesion 

was considered [12]. Further, the damage assessment in 

an isotropic plate with thickness crack was done by using 

the shear horizontal guided wave mode [13]. Rajagopal 

and Lowe [13] have shown that the shear horizontal 

guided wave gets scattered at the crack location in an 

isotropic plate. Hashemi and Ghasem Alaskari [14] have 

also studied the behaviour of shear waves in a laterally 

complex medium. They have taken the displacement 

vector of shear waves in two different orientations and 

showed that this will be best suited for dynamic cases. 

 

3. 2. Rayleigh Wave        Masserey and Fromme [15] 

have shown that it can be interpreted as the superposition 

of the first anti-symmetric and symmetric Lamb mode. 

These are also sensitive to extremely small cracks. The 

wave alters its behaviour even at a 120 µm size crack. 

Wang et al. [16] have considered damage in the form of 

crack, that is present near the surface, in any 

homogeneous, isotropic and elastic system. The wave 

showed a change in behaviour at the crack length, that are 

smaller than the wavelength of the Rayleigh Wave. Also, 

damage identification is more accurate in such cases. 

Cook and  Berthelot [17] have considered the damage in 

the form of fatigue crack, on the surface of the flat bar 

specimen. A small amount of wave gets reflected at the 

notch, and also at the growing fatigue crack. Both the 

wave signals interfered. The amplitude of the reflected 

wave signal of the notch is much larger than that of the 

fatigue crack. That property is used to identify the 

damage. If the wavelength is smaller than the radius of 

curvature then it can not detect the little distortion. Zeng 

et al. [18], considered the inclined surface crack in an 

aluminium plate. When the wave reaches the inclined 

defect, it splits into two parts.  Thus, these waves can only 

be employed for the identification of near-surface 

fractures and flaws, according to the aforementioned 

literature. 

 

3. 3. The Ultrasonic Guided Wave                This wave 

can be generated in the cantilever beam. Damage may be 

in the form of crack, discontinuity or the presence of a 

foreign particle. All of these cases create change in the 

medium. So, in this region, the velocity of the wave is 

affected, if scatters, refracts or diffracts. Hence, the wave 

signal when compared with the baseline signal indicate 

the existence and location of the damage. Arundas and 

Dewangan [19] have used the ultrasonic pulse velocity 

test to find the crack location in a cantilever beam. Mu et 

al. [20], have done the real-time performance of health 

monitoring in ocean platform. Carbon Steel, Q235, of 

500 mm (length) × 500 mm (width) × 5 mm (thickness) 

was taken for damage assessment. Damage is in the form 

of a hole of 2 mm in depth with a 3 mm diameter. 

Initially, when there was no damage, there is no reflected 

wave, so all the wave packets at the sensors are the same. 

When a wave comes across the damage, the signal 

scatters, resulting in the formation of minor wave 

packets, as shown in Figures 4(a) and 4(b) [20]. Mu et al. 

[21] have given a damage localization approach based on 

diffracted wave property of the ultrasonic wave. In this 

paper, Carbon Steel, Q235, of 1250 mm (length) × 1250 

mm (width) × 2 mm (thickness) is taken for analysis. 

Damage is in the form of a fatigue crack. When the wave 

reaches the damage region, it gets reflected, scattered and 

diffracted. When the obstruction's size is far less than the 

sound wave's wavelength, it still propagates as it would 

in the absence of the obstacle, hence damage could not 

be captured in such case. The sound wave diffracts 

around the obstruction and propagates to the other side of 

the obstacle if the obstacle length is similar to the 
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wavelength and is primarily reflected and the region 

behind the obstruction is silent when the obstacle's size is 

significantly larger, hence in these two conditions the 

damage affect wave signal. Also, the ultrasonic guided 

wave propagation method was utilized by Malik, and 

Chinchilla [22] to detect and locate damage in a 

composite beam. The damage is defined as delamination 

and transverse crack. Delamination was located between 

the 2nd and 3rd layers of the beam. The exact damage 

location was 0.45 meters, but the Bayesien inverse 

problem methodology has given 0.4494 meters. Thus, the 

deviation was only 0.13%. Further, on a 6.4 m tube, by 

El Mountassir et al. [23], they have carried out the 

damage identification and localization using a sparse 

estimating technique. The actual position of damage was 

at 3 meters but this technique estimated at 3 meters ± 0.41 

mm. Here, ± 0.41 mm is the error of localization.  

Structural system when discretized to the higher order 

finite element, the ultrasonic wave was able to capture the 

damage, which was reported by Schmicker et al. [24]. 

This wave can also capture the damage caused by 

improper manufacturing, in carbon fibre reinforced 

plastic rods, that are used in gliders [25]. Also, the 

ultrasonic wave propagation technique for damage 

detection can be used in the polycrystalline medium 

stated by Adithya et al. [26]. 

 

3. 4. Lamb Wave         Guided waves have been widely 

employed in the structural health monitoring and system 

identification of composite constructions, because of 

their long-distance propagation in complicated structures 

with low energy loss. Staszewski et al. [27] presented a 

damage detection methodology for composites based on 

active and passive approach. Lamb waves were used for 

online monitoring. However, there is propagation 

complexity of these waves which results in difficult 

analysis and interpretation. Requirements for baseline 

measurements are mainly the problem. Ng and Veidt [28] 

have conducted the numerical case study on the laminate 

composite square plate of 0.250 mm and thickness of 

0.0016 mm. Damage is modelled as through-hole. In the 

output, the out-of-plane displacement of waves is shown 

on the plate. The demonstration of lamb wave 

propagating in all directions was seen at 15.8 µs. Further, 

at 26.8 µs and 36.8 µs, the scattering of the wave at the 

through-hole has been observed. Now, the signal with 

damage and undamaged case, are combinely plotted to 

identify the presence of damage. This plot has 

represented the presence of the damage. Mishra et al. [29] 

have shown the displacement along the y-direction of the 

beam in crack identification. 
 
 

4. NUMERICAL CASE STUDY 
 

4. 1. Finite Element Model          In this section, the 

finite element model of a plate having a density of 2500 

Kg/m3, Young’s modulus of elasticity 62 GPa and 

Poisson’s ratio 0.33 is modelled in ABAQUS CAE. The 

length of the plate is 100 mm, and the width of 100 mm 

has a thickness of 1 mm. To study the behaviour of a 

wave in a system with different forms of damage four 

most common forms of damage are considered in a 

particular system.  

Case 1: Damage in the form of a hole  

Case 2: Damage in the form of fatigue crack 

Case 3: Damage in the form of crack near bottom edge  

Case 4: Damage in the form of crack near the right edge 

The simulation model of the initial state and all four 

damage cases are shown in Figures 1(a), 1(b), 1(c), 1(d) 

and 1(e), respectively. 
 

4. 2. Simulation of Finite Element Model        An 

impulse signal, which is applied as concentrated 

force(CF3) in normal direction on excitor node to 

generate lamb wave is shown in Figure 2. The wave field 

model of the initial state is shown in Figure 3. and for all 

four damage cases are shown in Figure 4 to 7. 

 

4. 3. Analysis of Simulation Result           In all the 

damaged model and the initial model, the exciter S1 is 

actuated, and the sensor S2 collect the wave motion. The 

signals collected by the sensor are shown in Figure 3 to 
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(d) (e) 

Figure 1. Simulation model of (a) Initial state (b) Damage 

state in Case 1 (c) Damage state in Case 2 (d) Damage state 

in Case 3 (e) Damage state in Case 4 

S1 (Sensor)
(10, 90)

S2 (Excitor) 
(90, 10)

0

100

0 100

S1

S2

0

100

0 100

Diameter 5mm
Depth 1mm

S1

S2

(50, 52.5)

(50, 47.5)

0

100

0 100

C
ra

ck
 L

en
gt

h
 

5m
m

 

S1

S2
(50, 5)

(50, 0)
0

100

C
ra

ck
 L

en
gt

h
 

5m
m

S1

S2

(95, 50)

(100, 50)

0

100

0 100

C
ra

ck
 le

n
gh

t 
5m

m



B. Patel and U. K. Dewangan / IJE TRANSACTIONS C: Aspects  Vol. 35 No. 12, (December 2022)    2305-2312                        2309 

 

 
Figure 2. Impulse signal applied on the exciter 

 
 

  
(a) (b) 

  
(c) (d) 

Figure 3. Wave field of baseline model at (a) 9μs, (b) 48μs, 

(c) 66μs, (d) 96μs    
 

 

  
(a) (b) 

  
(c) (d) 

Figure 4. Wave field of damage model at (a) 9μs, (b) 48μs, 

(c) 66μs, (d) 96μs    
 

 

Figure 7. Initially, the wave has not reached the damage 

location, when the signal was collected by S2. So, it is 

visualized that the wave packets in all five models shown 

in Figures 3(a), 4(a), 5(a), 6(a), and 7(a) are identical in 

shape. The wave pattern at 48 μs, in Figures 6(b) and 7(b) 

is still the same as that of initial stage Figure 3(b), this is 

because the wave has not reached the damage portion. 

  
(a) (b) 

  
(c) (d) 

Figure 5. Wave field of damage model, at (a) 9μs, (b) 48μs, 

(c) 66μs, (d) 96μs 
 
 

  
(a) (b) 

  
(c) (d) 

Figure 6. Wave field of damage model, at (a) 9μs, (b) 48μs, 

(c) 66μs, (d) 96μs 
 
 

  
(a) (b) 

  
(c) (d) 

Figure 7. Wave field of damage model, at (a) 9μs, (b) 48μs, 

(c) 66μs, (d) 96μs 
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Whereas, the wave when interacting with the damage 

case 1 and case 2, as shown in Figures 4(b) and 5(b); it is 

observed that, it gets reflected in this region. Due to this, 

the phase change occurs and the intensity of the wave is 

also affected. The wave field at this time interval when 

compared with the initial model, will provide the 

existence of damage. Further at time 66 μs 

(approximately) the minor wave packet formation is 

observed, which appears only in the damage stage and 

not in the initial stage. As shown in Figures 4(c) and 6(c) 

is due to phase change. The red mark is shown in figures 

is clearly showing the phase change. Further, when the 

wave reaches the boundary of the plate, then again due to 

phase change the wave packets are formed at each 

boundary. After some time all the wave packets are 

merged. If the sensor capture signal at this interval the 

complex wave signal may not give an accurate result. If 

there is a crack at the edge, then the sensor must be 

present near it. At the crack tip, the wave pattern is 

affected, and also it forms another wave packet. 

In the following section, the signal of initial and 

damage state is plotted combinely, for the following case: 

Case 1: Combine signal of initial state and damage in the 

form of a hole. 

Case 2: Combine signal of initial state and damage in the 

form of fatigue crack 

Case 3: Combine signal of initial state and damage in the 

form of crack near the right edge 

Case 4: Combine signal of initial state and damage in the 

form of crack near the bottom edge 

In all the graphs, it can be visualized that the signal of 

the initial stage and damage signal is initially 

overlapping. Only there is a uniform variation in 

magnitude in fatigue and hole in Figures 8(a) and 8(b). 

Although this variation is different in both damage cases, 

the pattern is similar. At the time interval, approximately 

between 78 μs to 90 μs the magnitude of both signals of 

Figures 8(a) and 8(b) are showing variation which can be 

due to some change in the model, that may be due to the 

presence of damage. The signal in this region is showing 

variation because it is affected by the difference between 

the initial and the damage model. The location of both 

fatigue crack and hole as damage is the same. This is the 

reason for the variation in the signal at the same time 

interval. Thus it can be remarked that if the location of 

the damage is the same then the signal may show 

variation at a particular time interval irrespective of the 

type of damage. 

If the crack is present near the bottom edge then at the 

time interval between 55 μs to 78.7 μs (approximately)  

as shown in Figure 8(d), the signal of damage is not 

overlapping with the initial stage signal. Thus it can be 

remarked that it is due to the existence of some damage. 

If the crack is present near edge of the system, it is 

observed that the magnitude of the signal due to the crack 

is showing  uniform decrease in comparison to the initial 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

Figure 8. The signal of initial and damage state are plotted 

combinely for (a) Case1 (b) Case2 (c) Case3 (d) Case4 
 

 

stage signal. As the crack is present far from the sensor 

near the edge, so the wave reflected at the boundary and 

the crack are combinedly showing in the signal. Due to 

this complexity sensor is not able to detect the variation 

accurately, hence for such a case the infinite boundary 

condition could provide a better solution.  
 

 

5. FINAL REMARKS 
 

Damage if present in the purview of the sensor will only 

change the behaviour of the wave.  Also, the finite system 
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produces wave packets due to reflection at the 

boundaries, which when combined with the signal of the 

damage portion, will create a complex signal. Hence 

infinite boundaries could provide better results. Also, if 

the location of the damage is the same, then the signal 

may show variation at a particular time interval 

irrespective of the type of damage. Only the magnitude 

will vary. Each damage is creating its own wave packet, 

this could vary the signal.  

Shear wave is commonly studied for monitoring 

composite structures, periodically layered composite 

structures with defects and adhesively bonded joints and 

plate like structures such as laminated composite plates. 

These waves are very mild dispersive in composites 

compared to the lamb wave, so they are simpler for 

damage diagnostic. The wave is more sensitive to outer 

surface fractures in the bend as frequency increases. The 

wave gets scattered at the crack location. In comparison, 

Rayleigh wave has been used for damage detection in 

metallic, civil structures, geo-materials and geophysical 

problems in literature. It involves mostly the propagation 

of single wave mode and a nearly non-dispersive nature. 

This wave alters its behaviour even at 120 µm size crack, 

hence they are also sensitive to extremely small cracks. 

Also, the wave travels to a very large extent as the speed 

is independent of the frequency. It easily propagates in 

the system containing a curved surface portion, with very 

little distortion if the wavelength is smaller than the 

radius of curvature. This wave can be used for the 

detection of near-surface cracks and defects. The 

ultrasonic wave can propagate through bounded 

structural media, such as thin plates and shells bounded 

by stress-free surfaces, composite beams, tubes, and rods. 

But, the bounded configuration of the waveguide often 

results in multi-modal, dispersive and attenuation, due to 

which the signal becomes more complex. In addition, the 

waves are reflected by the discontinuities and boundaries, 

leading to the cluttering of the response Thus, analysis 

and implementation of this wave propagation of guided 

wave and their interaction with damage are more 

complex. The above phenomena often camouflage the 

damage signature. Which can be sorted out through a 

proper selection of transducers, a good understanding of 

the wave characteristics, and signal processing schemes. 

Lamb wave propagates through thin plates and shells 

bounded by stress-free surfaces. Also, it can travel as an 

integral part of an aircraft. But, a major hindrance to the 

use of Lamb wave for SHM of real-life structures is the 

complexities associated with the multi-modal nature of 

Lamb wave propagation. In order to lower the 

complexities, the frequency of excitation is kept below 

the cut-off frequencies of the higher Lamb wave modes. 

The consequence is a decrease in sensitivity to detect 

minute damages of size smaller than the wavelength of 

excitation. At higher frequency or in thicker plates, Lamb 

wave gets converted to Rayleigh wave propagation. 
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Persian Abstract 

 چکیده 
متفاوت   طیبا نوع موج و مح  ط،یمح  کیانتشار در    نینحوه رفتار موج، در ح .شود  یارتعاش به جلو منتقل م   قیاز طر  ستمیس  کیاختلال است که توسط ذرات    یموج نوع

در   هات یتمام فعال  باًیتقر   ی برا  یضرور  یازین  شیخاص، پ  ستمیس   کیو رفتار انواع امواج در    ب،یبا اشکال مختلف آس  ستمیس  ک یاز رفتار موج در    یآگاه  ن، یبنابرا .است

 ی هاستم یکه توسط محققان در س  پردازدی انتشار امواج مختلف م  ی قیتطب   یمقاله به بررس  ن یا  بیاز آس .است  بیآس  یابیو مکان   صیتشخ   یو عمدتاً برا  یساختار  ستمیس  ییشناسا

رفتار امواج مورد  .شودیم  جادیا  بیک صفحه همسانگرد با استفاده از المان محدود هم با و هم بدون آسیاز    یمدل عدد  کی ن،ی علاوه بر ا .مختلف انجام شده است  یاسازه

  صیتشخ یانتشار موج برا یانداز رفتارهامشکلات و چشم ها،شرفتیپ نیدتریاله با ارائه جدمق نیا .نشان داده شده است یا سهیمقا جهینت ت،یدر نها .مطالعه قرار گرفته است

  ی و اجزا   هاستمیس  ق یانتشار از طر  نیدر ح .دهدی در حال انجام ارائه م   قات ی تحق  یرا برا  یدیجد  دگاهید  ج،یرا  یو عناصر ساختار  ی ساختار  یهاستم یدر س  یسازی محل  و بیآس

همراه با   .اندقرار گرفته یبه طور کامل مورد بررس  هموج بر (و د کیموج اولتراسون (ج  ،یلیموج ر  (ب  ،یموج برش (الف :امواج که عبارتند از  ن یترپرمصرف ، یمختلف ساختار

 .مشاهدات خلاصه ارائه شده است نده،یرشد آ یمشکل دشوار برا نیچند
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A B S T R A C T  
 

 

Drag is one of the main factors in improving fuel efficiency. Various study in regards to improve drag 

performance of a planing hull amongst them is a stern flap. The main parameters to design a stern flap 

are span length and angle of stern flap. The stern flap works by changing pressure distribution over the 
ship's bottom and creating a lift force on the stern transom part. This study aims to analyze the 

behavior of stern flap in variations of span length and angle of stern flap towards drag performance of 

Fridsma hull form. Finite Volume Method (FVM) and Reynolds-Averaged Navier - Stokes (RANS) 
are used to predict the hull resistance during simulations. Results show that shear drag is very sensitive 

towards the total drag value, proving that shear drag valued at least 60% of the total drag in each 

planing hull multi-phase characteristics phase. Stern flap with 58% of hull breadth span length installed 
at 0° is considered the most optimal, reducing 10.2% of total drag, followed by 18% displacement 

reduction. In conclusion, the stern flap effectively improves the Fridsma hull’s total drag and its 

components on 0.89 < Fr < 1.89. 

doi: 10.5829/ije.2022.35.12c.06 
 

 

NOMENCLATURE 
y+ Boundary layer thickness di Vertex’s displacement 

L Ship’s length n Number of vertices 

Re Reynold’s number subjcj
2 Basis constant 

Cf Friction coefficient rij
 Magnitude between two vertices 

∆t Time steps λj
 Expansion coefficient 

U Ship speed α Constant value 

Fr Froude number ∆ Displacement  

LCG Longitudinal center of gravity B Breadth of the ship 

VCG Vertical center of gravity TAP Draft of the ship 

Iyy  Momen inertia at y axis τo Trim angle  

Izz Momen inertia at z axis   

 
1. INTRODUCTION1 
 
Planing hull has very complex characteristics, especially 

during high-speed performance. Due to cost-related 

issues, the need to improve resistance performances of a 

planing hull emerges. Planing hulls have also been one 

of the most challenging problems for the naval 

architecture community as large hull motions 

 

*Corresponding Author Institutional Email: samuel@ft.undip.ac.id  
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complicate hydrodynamic calculations and hull 

optimization [1].  

There has been a great deal of research towards 

saving devices to increase ship performance. Examples 

include microbubble injection method, stern wedges, 

tunnel stern, stern flap, and stepped hull. Yaakob [2] 

studied stern flap effect on a planing hull, resulting in 

7.2% reductions in total drag.  

Planing hulls are considered suitable to apply stern 

flap. That corresponds to the pressure drag value on the 

hull's bottom at a tangential angle between hulls and the 

water surface [3]. A boat or ship can be categorized as 
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planing hull if its Froude Number values at (Fr) ≥ 1 – 

1.2 [4]. Experimental research was conducted by 

Fridsma [5] using simple geometry to predict planing 

hull type. This research was then broadly used by 

researchers worldwide to perform numerical 

computational verifications. Studies on the mesh density 

of the Fridsma hull have been reported to ensure 

accurate results [6]. Recent research on Fridsma hull is 

concerned with hull modification. Spray strip 

application can reduce the deflection of the spray wash 

to reduce the wet surface on the hull. Recent research on 

Fridsma hull related to spray strip modification has been 

reported to reduce the deflection effect of spray wash. 

Using the CFD approach, spray strips on Fridsma hull 

can reduce the total drag [7]. 

In 2014, Ghadimi et al. [8] stated that a stern flap 

could reduce Effective Horsepower (EHP) values of a 

propulsion machine of a planing hull. Ghassemi et al. 

[9] used Savitsky equations to determine the stern flap 

usage efficient dimension. The optimal angle of stern 

flap depends on the size of the hull itself. 

Technology development in numerical analysis has 

been one factor that encourages researchers to conduct 

numerical analysis-based studies. Numerical analysis of 

planing hull ships is considered less accurate than 

displacement hulls [10]. There are methods used in 

numerical analysis, such as Finite Volume Method 

(FVM), Finite Element Method (FEM), Finite 

Difference Method (FDM), and analytic-experiment 

[11]. Based on the literature mentioned above, the Finite 

Volume Method (FVM) is the most used method to 

solve fluid dynamics problems. Turbulence modeling is 

served in k-ε and Volume of Fluid (VOF) to represent 

the water and air phases. The RANSE method is used to 

calculate the turbulent free-surface flow around the 

stepped planing hull [12]. 

The present study aims to understand the effect of 

span length and angle of stern flap on total drag and its 

components in a planing hull, especially Fridsma hull 

form. Drag components such as trim, heave, and 

displacement provide good insight into stern flap effect 

on a planing hull. The results of our suggestion on ship 

drag components will increase the shear drag 

component. Stern flap application will reduce shear drag 

experienced by the hull. 

The component studied is the ship's response to stern 

flap installation. Resistance components, shear 

resistance, and pressure resistance are shown in this 

study. Installation of stern flap causes resistance 

reduction, followed by heave, trim, and displacement. 

This paper summarizes the effect of stern flap 

technology on ship resistance. The installation of a stern 

flap can change the flow of water underneath the 

transom area; therefore, resistance is reduced, and speed 

is increased. The principles behind the stern flap are the 

lift force and the pressure distribution change under the 

transom area. In addition, the stern flap tends to change 

the flow underneath the hull to be laminar flow. One of 

the approaches in stern flap study is CFD-based 

numerical simulation. This method is based on RANS 

principles to display turbulent flows. CFD approach is 

carried out by implementing finite volume method and 

calculated with morphing mesh method. Validation will 

then be based on Fridsma experimental study. This 

study aims to fill the gap of previous research in stern 

flap modeling in calm water conditions. By simulating 

stern flap installed planing hull with different span 

lengths and angle of stern flap. This study provides a 

better understanding of the changes in ship 

performances caused by stern flap. 

This study explains the effect of the stern flap on 

ship dynamics, including heave and trim. The effect of 

span length and angle on the ship's performance will 

then be obtained. It is expected that the result of this 

study can help naval architects design planing hulls with 

lower resistance and higher fuel efficiency. These steps 

are carried out to achieve the global target of reducing 

fossil fuel emission rates. 

 

 

2. MATERIALS AND METHOD 
 
2. 1. Fridsma Hull Form          This research uses 

experimental data of Fridsma hull form as a benchmark 

and stern flap application. Experimental hull data used 

in the study is shown in Table 1 and Figure 1. 

 
 

TABLE 1. Fridsma hull form main dimension [5] 

Parameter Unit Value 

L/B - 5 

L m 1.143 

B m 0.229 

TAP m 0.081 

LCG from AP m 0.457 

VCG from keel m 0.067 

τo Degree 1.569 

Β Degree 20 

Δ Kg 10.890 

Iyy = Izz Kg.m2 0.235 

 
 

 
Figure 1. Fridsma hull form 
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2. 2. Stern Flap       The present study will analyze the 

effect of span length and angle of stern flap on ship 

resistance. The visualization of stern flap configurations 

is shown in Figure 2. 

Span length will be based on ship breadth (B), as 

shown in Figure 3. Stern flap are installed at three 

different angles; they are 0°, 5°, dan 7°. 

 

2. 3. Numerical Modelling           This study represents 

fluid simulation using the star CCM code. The solver is 

based on FVM to discretize the Navier-Stokes equation 

and SIMPLE algorithm to couple the pressure and 

velocity equations. A SIMPLE type algorithm (Semi 

Implicit Method for Pressure Linked Equations) is also 

called a predictor-corrector approach, the non-linear 

governing equations are solved a poisson equation for 

pressure [13]. 

The Dynamic Fluid Body Interaction (DFBI) 

module is employed to solve the vessel's dynamic 

motion, which allows the solver to analyze hull 

movements under the influence of fluid forces and 

moments. There are two degrees of freedom in the 

heave and pitch directions. Visualization of the fluid 

domain and boundary conditions used during this study 

are shown in Figure 4. The setup is referred to the ITTC 

recommendation [14] and detailed information on the 

numerics used. 

 

 

 
Figure 2. Stern flap parameter 

 

 

 
Figure 3. Configuration of stern flap  

 
Figure 4. Fluid domain and boundary conditions 

 

 

The quality of the mesh does affect the quality of the 

numerical results. In the mesh with sufficient fineness, it 

shows a better level of accuracy compared to the coarse 

mesh quality. Grid skewing and grid stretching 

important contributing factors to the loss in nominal 

accuracy of the solution. Local refinement is applied to 

a mapped mesh using feature edges, boundary regions, 

or volume shapes to maximize the accuracy.  

This research explores the mesh density variations. 

This is carried out to give more details about the 

sensitive areas of physics characteristic definition 

around the hull. Mesh density will affect computation 

time; therefore, mesh density study is carried out with 

an expectation to increase the calculation's accuracy. 

Morphing mesh is used as the meshing method. 

Morphing meshworks based on interpolation between 

two shapes, morphing will need two model shapes 

consisting of the source shape and target shape, 

transformations can occur directly from the source 

shape towards the target shape. In this case, the whole 

ship hull can be transformed parametrically using the 

main dimension. Morphing mesh is convenient for 

relatively complex motions, while larger deformation 

requires new cells to be formed to maintain high-quality 

mesh. The morphing mesh method needs special 

treatment from the moving nodes to control the 

accuracy of derivative space and time-stepping scheme. 

Morphing mesh and chimera grid (overset) are 

considered the most efficient meshing method in the 

numerical analysis of a planing hull [15]. Morphing 

mesh is more suitable to implement because it is more 

efficient in computation resources. The morphing grid 

method requires special treatment for moving cells to 

control the accuracy of the time-step scheme conducted 

during simulations. The locality of the B-spline 

coefficients and the parallelization scheme make this 

method more scalable for parallel computing, thereby 

potentially reducing computational costs [13]. 

Simulation using morphing grid mesh is carried out by 

interpolating specific fluid flow variables. Such 

interpolations are used to move cells from meshes using 

the Radial Basis Functions (RBF) method [16], a more 
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detailed discussion of RBF can be seen in literature [17, 

18]. To be able to produce an interpolation field, it is 

necessary to solve system equations using control 

vertices and specific mesh displacements; for every i 

vertex, with d displacement, the equation is stated as:  

di= ∑ λj√rij
2+cj

2+α

n

j=1

 (1) 

Computational domain and boundary conditions are 

defined based on ITTC Recommendations [14], as 

explained in Figure 4. 

The present work investigates the use of the wall y+ 

as a guide in determining the right grid arrangement and 

corresponding turbulence models. Figure 5 shows the 

value of y+ between 60-70. Y+ wall functions are used 

to increase the accuracy of the simulations. Based on 

paractical guide line, the desired range of y+ value 

recommended between 45-60. Y+ value calculations 

based on ITTC are stated in Equation (2): 

y

L
=

y+

Re√Cf
2

 
(2) 

Time-step is the time interval between iteration 

calculations in numerical simulations. The lower the 

time step, the more iteration calculations and the more 

time used in a simulation. Time-step used in the present 

study is 0,005 seconds. This study referred to the ITTC 

as an international standard that provides 

recommendations for predicting drag resistance using 

numerical and experimental methods [14] and referred 

to the user manual [13], shown in Equation (3): 

∆t ITTC =  0.005 ~ 0.01
L

U
 (3) 

 
 
3. RESULTS AND DISCUSSION 
 
3. 1. Validation and Benchmark       Previous 

research has studied mesh independency by using the 

same ship model [6]. Within those research, mesh 

independency characteristics are studied using five grid 

variations consisting of 0.48 M, 0.89 M, 1.44 M, 2.33 

M, and 2.99 M, as shown in Figure 6. Froude Number 

1.79 is simulated on each grid size. In that study, a high 

accuracy value of convergence was obtained on 2.33 M 

 

 

 

 
Figure 5. Y+ value at the bottom 

and 2.99 M grid sizes. However, the 2.99 M grid takes a 

relatively long time to finish each iteration calculation. 

Therefore, grid 2.33 M was chosen because the time is 

relatively shorter and shows good convergence values. 

The ideal mesh for numerical simulation of the stable 

planing problem is determined through a mesh analysis. 

The independency of the mesh resolution was verified 

using five grid meshes with cell numbers of 0.48 M, 

0.89 M, 1.44 M, 2.33 M, and 2.99 M, respectively. 

Studies have been carried out on this topic to 

demonstrate the level of accuracy on high-speed vessel. 

A Froude value of 1.79 was used for mesh analysis. 

According to numerical simulation findings, the number 

of cells 2.3 M and 2.99 M have reliable outcomes. As a 

result, for the remainder of the CFD simulations, grid 

mesh 2.3 M was used.  
To validate the results of numerical simulations, 

Fridsma’s experimental data with L/B = 5, LCG = 0.6L 

from AP is used. Simulations are conducted with 800 K-

900 K meshes, mainly concentrated on the water surface 

and hull region to obtain more accurate results. 

Simulations are carried out with STAR CCM+ in deep 

and calm water conditions. Simulations will grant Y and 

Z axis motions freedom to obtain trim and sinkage 

results. 

The numerical simulations of bare hull show a 

discrepancy between the obtained numerical and 

Fridsma’s experimental data. This also occurred during 

studies conducted by Wheeler et al. [19]. What caused 

the discrepancy between experimental and 

computational studies is the difference between each 

hull's center of gravity.  

 

 

 

 

 

 

 
Figure 6. Grid size 
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In this study, different Centre of Gravity (CG) 

positions might occur between experimental study and 

numerical simulations using CFD. This will cause a 

discrepancy between both results. However, the result 

shows a similar pattern between experimental data and 

the data obtained from numerical simulations, and the 

discrepancy is not that significant. Therefore, it is still 

considered acceptable. Our statements follow several 

studies carried out by Mousaviraad et al. [20]. It is 

stated that the change in location of CG causes a 

significant influence on resistance and trim values. They 

also changed the CG position to obtain better and more 

accurate results. A study carried out by Sukas et al. [1] 

also showed the CG position between the experimental 

and numerical simulation. In this study, the CG position 

is similar to experimental data, even though it shows a 

different CG position from experimental data when the 

ship is not moving. 
 
 

 
(a) 

 
(b) 

 
(c) 

Figure 7. Validation results for resistance, heave, and trim 

Other than the difference between the presented 

model centre of gravity, Numerical Ventilation Problem 

(NVP) can cause such discrepancy, especially during 

high speed (Fr>1.0). A study regarding Numerical 

Ventilation Problem on Fridsma hull form with overset 

grid method carried out by Samuel [21] shows that 

during Fr 1.2 – 1.8, there is a significant inaccuracy of 

obtained numerical analysis results caused by 

Numerical Ventilation Problem. 

The average discrepancy between experimental data 

and numerical analysis drag, dynamic trim, and heave 

was less than 9%, 4%, 10.5%, as explained in Figure 7; 

similar validation results between numerical and 

experimental methods. Studies also occurred in a study 

carried out by Nourghassemi [22]. He stated that such 

discrepancy is acceptable and that the presented model 

can predict the hydrodynamic performance of planing 

craft. Bakhtiari et al. [12] also obtained 10% average 

result errors and stated that such result shows good 

agreement with experimental results.  

 

3. 2. Results         Obtained numerical analysis on total 

drag for every Froude Number with shear drag and 

pressure drag as its components are shown in Figures 8, 

9, and 10.  
The simulation results show a reduction in total drag 

and components from every flap model compared to 

bare hull in every Froude Number. One of the main 

factors in the total drag of a planing hull is 

hydrodynamic forces. During the high-speed phase, 

hydrodynamic forces that work during high-speed 

increase. Because of the increasing hydrodynamic 

forces, the ship's displacement also changes. 

Hydrodynamic forces also significantly affect the total 

resistance of a high-speed vessel. This is different from 

the ship's characteristics during the low-speed phase. 

During the low-speed phase, hydrostatic forces are more 

dominant than hydrodynamic forces; therefore, the 

change in displacement value is not significant. 

Figure 11 shows compositions of total drag in every 

phase of Fridsma hull form. Fr 0.6 represents the hull's 

displacement mode, Fr 0.9 represents the hump region 

or transitional phase between displacement and planing 

 
 

 
Figure 8. Total drag comparison 
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Figure 9. Shear drag comparison 

 

 

 
Figure 10. Pressure drag comparison 

 

 

 
Figure 11. Total drag components 

 

 

hull, and Fr 1.8 represents the full planing phase. Stern 

flap with 58%B span installed at 0° towards water 

surface shows 4.9% reduction in hump resistance. The 

result obtained from the simulation is similar to a study 

carried out by Zou et al. [23] on stern flap influence on 

double-stepped planing hull shows that stern flap played 

a positive role towards resistance reduction Fr < 3.94, 

reducing 4.9% on hump resistance.  

There is a difference in R/∆ between validation and 

results of this study. Different R/∆ is because the 

benchmark uses constant displacement valued at 10, 68 

kg, while the present study calculates each 

 

displacement's differences in every Froude Number. 

Data regarding displacement changes in every model is 

shown in Figure 12. The drag results of each stern flap 

model are reduced by reducing displacement, one of the 

main components of drag calculations, especially in 

planing conditions. Changes in displacement values are 

caused by the hull's trim and heave value. Obtained trim 

angle predictions are shown in Figure 13. The obtained 

trim prediction shows that stern flap can significantly 

reduce trim experienced by Fridsma hull form. Besides 

trim, heave is also one of the main factors in calculating 

ship displacement. Figure 14 shows the heave 

predictions of each model.  

Heave predictions also show significant heave 

reductions in each model compared to bare hull on Fr > 

1. The study conducted by Zou et al. [23] showed 

similar results regarding trim angle and heave or 

sinkage reduction. The stern flap positively affects trim 

angle and sinkage in every observed Froude Number 

[23]. 

The stern flap will change the pressure distribution 

on hull’s bottom. As observed in Figure 15, the part 

where stern flap is installed to the hull showed a high-

pressure area, raising the stern and reducing the trim, 

and heave, which in return the total drag is reduced. 

 

 

 
Figure 12. Displacement comparison 

 
 

 
Figure 13. Trim angle comparison 
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Figure 14. Heave comparison 

 

 

 
Figure 15. A Pressure Distribution Comparison Between 

Bare hull and Model with 50%B 7°  

 

 

4. CONCLUSION 
 

Simulation results show that stern flap application 

positively influences total drag on Fr 0.89 – 1.78 of 

Fridsma hull form. On top of that, obtained results 

showed that stern flap can improve the drag components 

experienced by Fridsma hull form, such as pressure drag 

and shear drag. Improvement in total drag and its 

components is followed by reducing displacement, with 

trim angle and heave value as its components. Flap with 

58% of Hull Breadth as its span length shows the most 

optimal results compared to other flap models, reducing 

10.2% of total drag and 18% displacement compared to 

bare hull. 
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Persian Abstract 

 چکیده 
پارامترهای    عوامل اصلی در بهبود بهره وری سوخت است. مطالعات مختلف در رابطه با بهبود عملکرد درگ بدنه هواپیما در میان آنها یک فلپ استرن است.درگ یکی از  

بر در قسمت گذرگاه عقب کار می  اصلی برای طراحی فلپ استرن طول دهانه و زاویه فلپ استرن می باشد. فلپ عقب با تغییر توزیع فشار در کف کشتی و ایجاد نیروی بالا

ا انجام شده است. روش حجم  کند. این مطالعه با هدف تجزیه و تحلیل رفتار فلپ استرن در تغییرات طول دهانه و زاویه فلپ استرن نسبت به عملکرد درگ فرم بدنه فریدم

دهد که کشش برشی نسبت  شود. نتایج نشان می سازی استفاده می ه در طول شبیه بینی مقاومت بدن( برای پیشRANSاستوکس )  -( و رینولدز میانگین ناویر  FVMمحدود )

ریزی ارزش دارد. فلپ  های چند فازی بدنه برنامهدرصد از کشش کل را در هر فاز ویژگی   60کند که پسا برشی حداقل  به مقدار کشش کل بسیار حساس است، و ثابت می

کاهش جابجایی را    %18از کشش کل را کاهش می دهد و به دنبال آن    %10.2درجه بهینه ترین در نظر گرفته می شود و    0در  طول دهانه عرض بدنه نصب شده    %58استرن با  

 بهبود می بخشد. 1.89Fr < < 0.89و اجزای آن را در  Fridsmaبه دنبال دارد. در نتیجه، فلپ عقب به طور موثر کشش کل بدنه 
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A B S T R A C T  
 

 

The main goal of this work is the mitigation of inrush current in a three-phase transformer. This inrush 
current appears when energizing a no-load or lightly loaded transformer. It can reach very high values 

and can cause failures in the electrical system. The control strategy is achieved by considering the value 

of the residual flux when the transformer is de-energized as well as by respecting the phase shifting 
between the three phases. To measure the inrush current, an experimental configuration with a data 

acquisition system using dSPACE 1104 card was developed and is presented in this paper. A technique 

to control the circuit breaker for energizing a 2 kVA three-phase transformer without the appearance of 
inrush current was also tested and applied in the experimental setup. The specific contribution of this 

work is that this technique is applied in the measurements with a thorough investigation of the residual 

flux. The proposed technique achieved complete elimination of the inrush current. 

doi: 10.5829/ije.2022.35.12c.07 
 

 

NOMENCLATURE 

 Iron core flux v  Applied voltage 

λ Linkage flux. λr  Residual linkage flux. 

𝑖𝑙 Reactive magnetizing current. 𝑡𝑐𝑙𝑜𝑠𝑒:  Closing time 

𝜆𝑚𝑎𝑥 Maximum linkage flux 𝑉𝑚𝑎𝑥 Maximum voltage. 

𝜔 Angular pulsation. n1 :n2 Transformation ratio 
it  Total magnetizing current ir  Active magnetizing current 

 
1. INTRODUCTION1 
 

Inrush current is a phenomenon that appears during the 

energization of an unloaded transformer in a power 

system. Due to the high value of the first peak of this 

inrush current, which sometimes reaches the value of the 

short circuit current [1]. It is necessary to conduct an 

investigation and analysis under several constraints and 

conditions in order to predict the protection system 

intended for the transformer. For this purpose, several 

analytical and numerical methods have been developed, 

as reported in literature [2- 4]. To mitigate and eliminate 

these transient currents in single or three-phase 

transformers, many techniques have been proposed in the 
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literature. Cano-González et al. [5] conducted a 

comparative analysis of four of these strategies that 

depend on whether the residual flux can be measured and 

whether independent-pole-operated or three-pole-

operated circuit-breakers are used. The work carried out 

by Brunke et al. [6, 7] have considered to be one of the 

first studies presented in the field of inrush current 

reduction in single or three-phase transformers, both in 

simulation and measurement. The technique is based on 

three strategies: a rapid, delayed, and simultaneous 

closing strategy taking into account the residual flux. To 

increase the value of the transient inductance, as well as 

to reduce the inrush current. Cheng et al. [8] presented a 

new approach where they modified the transformer coil 
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distribution. Arand et al. [9], Abdulsalam, and Xu 

[10], Abdelsalam and Abdelaziz [11] and Cui et al. 

[12] suggested a simple technique by the insertion of a 

resistance between the neutral of the transformer and the 

ground, taking into account the sequential energization of 

the three phases. Using an existing photovoltaic 

generator.  Xu et al. [13] investigated the mitigation of 

the transient inrush current; the technique was based on 

applying the opposite flux with taking the switching 

instant into consideration. A method for isolating the 

neutral of a three-phase transformer using controlled 

switching was presented by Cano-González et al. [14]. 

The method takes the residual flux into consideration and 

respects the phase shifting between the three phases. To 

be able to protect the load for daily switching and reduce 

the interaction with other relays in transformers, several 

methods were proposed by Schramm et al. [15]. In 

addition, a strategy based on placing resistances before 

energization with the transformer was presented. The 

resistances are inserted in parallel with the circuit 

breakers. The effect of the resistance is controlled by 

opening and closing the circuit breaker: if the circuit 

breaker is open, the current passes through the 

resistances, while if it is closed, the resistances have no 

effect. Based on the state space equation to represent the 

equivalent circuit, Rudez et al. [16] have chosen a format 

to solve the differential equations. Moreover, they 

presented a consistent study for deriving the eigenvectors 

and self-values. They also investigated the effect of 

energizing a fully loaded transformer (application of 

transient regime), with the presence of transformers 

under constant operation (i.e. with no transient 

regime) and compared the measurement results obtained 

using WAMS (Wide Area Monitoring System) with 

those obtained through simulations. To reduce the inrush 

current levels in the transformer and its effects on the 

electrical system, Pontt et al. [17] used a technique based 

on the transformer tap changer to increase the impedance 

value of the transformer winding. 

Gamji et al. [18] presented a method to reduce the 

inrush current using the modified transient current limiter 

(MTCL), which overcomes the drawbacks of the 

conventional transient current limiter (TCL) during 

normal operating mode. The proposed MTCL gives 

lower current/voltage THD and power losses. This 

approach minimizes the cost by operating one limiting 

reactor instead of two. The performance of the method 

was tested experimentally and also by PSCAD/EMTDC 

simulation. The efficacy of the method was confirmed by 

comparing the results obtained with MTCL with those 

obtained with TCL. Ebadi et al. [19] simulated 510 

different cases of inrush current in order to study the REF 

relay maloperation under inrush current conditions. 

To measure the inrush current in a three-phase 

transformer, a laboratory experimental setup with an 

acquisition system (dSPACE card) is detailed and 

presented in this article. The technique presented and 

proposed by Yahiou et al. [20, 21] has exploited to 

reduce the three-phase transformer transient current. This 

technique is based on Faraday's law to estimate the 

magnetic flux waveform via the voltage waveform, then 

the value of residual flux at the de-energizing moment 

(the circuit breaker is open) is estimated. The main 

contribution of the present work is the exploitation of the 

method previously proposed by Yahiou et al.  [20, 22], 

using a single phase transformer, to reduce the inrush 

current in three-phase transformers, where the residual 

flux value and the optimal time to close the circuit 

breaker for only the first phase (U) are calculated. For the 

other phases (V and W), the previous calculations are 

used. Thus, the optimal time to close the circuit breaker 

for the phases V and W is also calculated by adding the 

phase shifting (2*π/3), without calculating each one 

separately. The technique was applied to real-time 

measurements. 
 
 

2. FLUX AND INRUSH CURRENT RELATIONSHIP 
 

Figure 1 depicts the appearance of unloaded current when 

energizing a transformer, either in the steady state or in 

the transient state and its relation with the magnetic flux 

waveform. It is clear that the existence of a residual flux 

value at the instant of energization of the transformer 

leads to an inrush current peak (with values that can be 

ten times greater than the nominal current). In the steady 

state, i.e. when the transformer is energized without the 

appearance of this transient current, there is only the 

magnetizing current. 
 

 

3. MATERIALS AND METHOD 
 

3. 1. Laboratory Configuration and Measurement 
Proceedings 
Construction of References     The measurement setup 

is shown in Figure 2. A three-phase voltage source with 

 

 
Figure 1. Flux Vs Magnetizing current of the unloaded 

transformer (transient and steady state) 
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220 V AC supplies the 2 kVA three-phase transformer. 

The current sensor and voltage probe are used to measure 

the magnetizing current waveforms and the applied 

voltage, respectively. The waveforms are acquired using 

the data acquisition system (dSPACE 1104 card 

connected to the computer with the Control Desk 

software) and by a digital oscilloscope simultaneously. 

The storage, data acquisition, control, and analysis were 

performed under the MATLAB environment and using 

the dSPACE experimental software, as shown in Figure 

3, which shows the Control Desk interface developed. 

These measurement experiments complement the 

work conducted in the same research field and reported 

in literature [22]. 

In the steady state, the voltage value is gradually 

increased from zero until the nominal voltage value for 

the transformer primary side, which is rated at 220 volts, 

while the secondary side remains in an open circuit. 

Figure 4 portrays the steady state current waveform for 

the 2 kVA transformer. For the transient case, three 

breakers are used to energize the three-phase transformer. 

The voltage value is fixed at 220 Volts. The current 

waveforms are recorded via the acquisition system, after 

giving a random impulse to the breaker to close at the 

desired moment.  
 

 

 
Figure 2. Measurement setup 

 
 

 
Figure 3. Data acquisition interface (Control Desk) 

 
Figure 4. Magnetizing current (steady state) 

 
 

The measured inrush current waveform of the three-

phase transformer is shown in Figure 5. 

As shown in Figure 5, the magnetizing current value 

in the transient state is much higher than the current value 

in the steady state, especially in the first peak where it 

can reach the value of the short-circuit current, and then 

there is a gradual decrease of this current until it reaches 

the value of the steady state value after a few seconds. 

As the inrush current can create failures in the 

transformer (protection relays) as well as affect the 

quality of the service in the power system (voltage), 

ongoing research in the field seeks to reduce this inrush 

current. The method proposed here to achieve this is 

detailed in the following section. 

 
3. 2. Controlled Energization to Mitigate Inrush 
Current             The technique proposed in this article to 

reduce three-phase transformer inrush current is 

presented in this section. The technique, modeled with 

MATLAB, was applied in the laboratory measurement 

setup, and the results demonstrated its effectiveness. The 

mitigation technique is mainly based on computing the 

optimal closing instant and considering the point-on-

wave voltage waveform just for the first phase U. It is 

sufficient to calculate the residual flux for the phase U, 

and for the other phases (V and W), it is sufficient to add 

only the phase shifting between them and the phase U. 
 

 

 
Figure 5. Magnetizing inrush current (transient) 
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3. 2. 1. Principle of the Control Procedure           The 

main goal of this section is to detail the procedure for 

opening and closing the circuit breaker. The first 

energization of the three-phase transformer is done 

randomly (the circuit breaker is closed). This closing 

lasts for a well-defined period, then the three-phase 

transformer is de-energized randomly (circuit breaker 

open). Finally, the circuit breaker is closed a second time 

(transformer re-energization), this time not randomly, but 

applying the control technique that takes into 

consideration the magnetic flux data for the latest 

opening of the breaker, i.e. point-on-wave of the primary 

voltage of phase U. 

This procedure is repeated several times (5 times) to 

ensure that the technique gives similar results for the 

same conditions on the voltage wave point, i.e., good 

elimination of the inrush current for the three phases 

whatever the operating conditions of the transformer 

(Figure 6). 

 

3. 2. 2. Control Technique in Equation            In a 

magnetic circuit wound by a coil and as in a transformer, 

there is proportionality between the iron core flux  and 

the voltage v applied to the winding. Therefore, 

considering that the voltage is sinusoidal, and by 

considering Faraday's law, it is possible to write: 

𝒗(𝒕) = 𝑽𝒎𝒂𝒙 𝒔𝒊𝒏(𝝎𝒕) = 𝒏𝟏
𝒅∅

𝒅𝒕
=

𝒅𝝀

𝒅𝒕
     (1) 

where: 

Vmax is the maximum value of the voltage and λ is the flux. 

The integration of Equation (1) gives: 

( ) ( ) ( )max
max sin cos

V
t V t dt t K  


= = − +  (2) 

At the closing moment of the breaker, the flux value 

is the residual flux λR. Therefore, it is possible to write 

Equation (2) as follows: 

 

 

 
Figure 6. Explanation of the circuit breaker closing and 

opening procedure 

( )max cosR cl opt

V
t K 


−= − +  (3) 

Considering that, at two instants tcl-opt and top, the 

value of λR has a constant and equal value, the constant 

K becomes equal to: 

( )max cosR cl opt

V
K t 


−= +  (4) 

Equation (2) becomes: 

( ) ( ) ( )max maxcos cos cl opt R

V V
t t t   

 
−= − + +  (5) 

To eliminate the transient current, it is necessary to 

compensate the residual flux value by the flux value at 

the closing moment, i.e., the total flux becomes the flux 

of the steady state (the flux waveform does not move as 

was the case of what is shown in red color in Figure 1) 

( ) ( )max cos
V

t t 


= −  (6) 

This means that: 

( )max cos 0R cl opt

V
t 


−+ =  (7) 

The optimal instant of energization can be calculated as 

follows: 

If  λR < 0: 

𝑡𝑓−𝑜𝑝𝑡 1 = −
1

𝜔
arccos (

λR

λmax
)  (8) 

Else: 

𝑡𝑓−𝑜𝑝𝑡 2 =
1

𝜔
[arccos (

λR

λmax
) + 1]  (9) 

The relationship between the flux  and the applied 

voltage𝑣 at the commanded closing instant and the 

opening moment of the breaker is well explained 

graphically in Figure 7. It is as summed that the time 

between opening and closing is not very large so that 

there is no change in the residual flux value in the two 

moments. 

The flowchart of the different steps in the control 

technique is given in Figure 8. Equation (7) is the 

essential basis of this inrush current mitigation technique. 
 

3. 2. 3. Measurement Steps and Real-time 
Application of the Control Technique            To 

estimate the flux waveform and to control the circuit 

breaker, a control and measurement plan was carried out 

as explained in Figure 9. A detailed clarification of the 

strategy is given in the following steps: 

1) Fixing the voltage source to a value of 220 V, which 

represents the nominal voltage value for the primary 

side of the three-phase transformer, the current and 

voltage waveforms are captured and recorded via 

the acquisition system. 
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Figure 7. Voltage-flux relationship for optimal switching on 

 

 

2) The Phase-Locked Loop (PLL) is used to 

synchronize the signal of the measurement voltage 

and the sinusoidal signal of the simulation under 

MATLAB. The PLL helps us to know the zero 

crossing moment for the voltage signal. The three 

breakers receive a pulse to close at this time (zero 

crossing), without considering the flux value at this 

closing moment. 

3) Using the integration tool of such a signal, it is 

possible to obtain the flux waveform of the phase U 

through the voltage signal for the same phase. 

4) The flux value when the circuit breaker opens is 

taken as a residual flux value for phase U. 

5) The circuit breakers of phases V and W open later 

than the circuit breaker of phase U.  

6) Execution of the MATLAB program on the Control 

Desk interface at the same time, i.e., 

synchronization (estimation of the optimal instant 

to close the circuit breaker of phase U). 

7) The circuit breakers of phases V and W close 

optimally later than the circuit breaker of phase U. 

8) The steps are repeated to confirm the validity of the 

technique and that whatever the point on the voltage 

wave it gives the same results. In addition, it is 

necessary to sweep the entire voltage wave, from 0 

at 2π with a pitch of 1/6. 

Figures 9, 10, and 11 display the procedure of the 

residual flux estimation, the method for calculating the 

optimal closing moment, and the explanatory scheme of 

the sequential closing of the three circuit breakers. 

In this study, the residual flux was calculated for only 

one column (the column of phase U), and from that the 

optimal time to close the circuit breaker for phase U was 

calculated. To this point, we added the phase shifting of 

2*π/3 and 4*π/3 for an optimal closing of the circuit 

breakers for phases V and W respectively. Hence, the 

residual flux for other columns was not calculated. 

 

 

 
Figure 8. Data acquisition system and control strategy steps 

 
 

 
Figure 9. Flux measurement and Control strategy 

4. RESULTS 

 
Figures 12 and 13 display the experimental results with 

the application in real time of the proposed strategy. 

Initially, the three-phase transformer is switched on. 

After the three-phase transformer is de-energized, at the 

opening moment of the breaker, the value of the residual 

flux is computed. Lastly, the transformer is switched on 

again by closing the breaker, but not in a random way, 

since here, the program interferes to calculate the optimal 

time to close the breaker in such a way that the inrush 

current does not occur. This concerns phase U. As for the 
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Figure 10. Flow chart of the control strategy and flux 

estimation 

 

 

opening and closing instants of the breakers for phases V 

and W, they are equal to the opening and closing instants 

of the breaker for phase U plus the values 
2π

3
 and 

4π

3
respectively, without calculating the instants in terms 

of residual flux for both phases U and W. 

As explained earlier, the angle value α is changed on 

the voltage wave with a step of 
π

6
, starting from the value 

0 to the target of 2π and the results are shown in Figures 

12 and 13 are for the values of the angle α =
π

2
 and α =

0 , respectively. 

 

 

5. DISCUSSION 
 

The experimental results, presented in Figures 12 and 13, 

show that there is a complete fade-out of the three-phase 

transformer inrush current upon application of the 

technique proposed in this article. As anticipated, when 

the three-phase transformer is first switched on, high 

values of the inrush current occur, due to the random 

impulse given to the breaker to close at any time without 

calculating the appropriate and optimal instant, and 

whatever the angle (α) value.  

On the other hand, when the three-phase transformer 

is switched on the second time using the proposed 

technique, which calculates the optimal moment for 

closing the breaker, it is noticeable that there is no 

occurrence of the inrush current (only of the magnetizing 

current), because the circuit breaker is closed at the same 

point of the voltage wave as where it was opened. This 

proves the efficacy of the proposed technique to control 

and mitigate the inrush current for three-phase 

transformers. 

 

 

 
Figure 11. Explanatory scheme of the sequential phase energization 

 

 

 
Figure 12. Inrush current mitigation with a point on voltage 

waveform angleα =
π

2
. 

 

 
Figure 13. Inrush current mitigation with a point on voltage 

waveform angle α = 0 
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6. CONCLUSION 

 
In the work summarized in this article, a control technique 

was proposed to reduce and eliminate the transient regime 

when a three-phase transformer is switched on. The 

proposed algorithm is based mainly on a strategy of 

compensating the residual flux value of the first phase U in 

the three-phase transformer core by the instantaneous value 

of the flux at the closing instant of the breaker. 

This technique was tested in the laboratory measurement 

configuration in real-time using the data acquisition system 

(dSPACE card). The results obtained demonstrate the 

reliability of the control technique. Moreover, it also enables 

the optimal closing moment of the breaker to be obtained 

more rapidly without complicating the calculations. It is also 

sufficient to calculate the instant just for one phase U and 

then to calculate the instant for the phases V and W with 

respect to U. 

The proposed technique resulted in a complete 

mitigation of the inrush current. The technique was applied 

herein the experiment with a good investigation of the 

residual flux. 

In future work, we intend to apply the proposed 

technique to reduce and eliminate the transient current 

resulting from the interaction between three-phase 

transformers, one of them exposed to the transient regime 

(energization) while the others are already energized 

(Sympathetic phenomenon). 

 

 
7. LIST OF ABBREVIATIONS 
 

dSPACE: Digital Signal Processing and Control 

Engineering  

ControlDesk: dSPACE experiment software for seamless 

ECU development. 

WAMS: Wide Area Monitoring System 

AC: Alternative Current 

DC: DirectCurrent 
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Persian Abstract 

 چکیده 
ا بار کم ظاهر می شود. می  هدف اصلی این کار کاهش جریان هجومی در ترانسفورماتور سه فاز است. این جریان هجومی هنگام روشن کردن یک ترانسفورماتور بدون بار یا ب

شار باقیمانده هنگامی که ترانسفورماتور قطع می شود و    تواند به مقادیر بسیار بالایی برسد و باعث خرابی در سیستم الکتریکی شود. استراتژی کنترل با در نظر گرفتن مقدار

 dSPACEبا استفاده از کارت    همچنین با رعایت تغییر فاز بین سه فاز به دست می آید. برای اندازه گیری جریان هجومی، یک پیکربندی آزمایشی با یک سیستم اکتساب داده 

کیلوولت آمپر بدون جریان هجومی    2یکی برای کنترل قطع کننده مدار برای انرژی دادن به یک ترانسفورماتور سه فاز  توسعه داده شد و در این مقاله ارائه شده است. تکن  1104

هادی به  رود. تکنیک پیشنها با بررسی کامل شار باقیمانده به کار میگیرینیز آزمایش و در تنظیمات آزمایشی اعمال شد. سهم ویژه این کار این است که این تکنیک در اندازه 

 حذف کامل جریان هجومی دست یافت.
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A B S T R A C T  
 

 

Pedestrian safety at signalized intersections is a major cause of concern all over the world. Properly 

marked crosswalk enhances the safety of pedestrians as it is a well recognized crossing location by 

drivers. However a large number of accidents are reported at intersections predominantly due to the 
violation behavior of pedestrians. This study aims at understanding the crosswalk utilization behavior of 

pedestrians at urban signalized intersections. Data was collected through video recording and a 

questionnaire survey. Significant variables were identified and modelled using binomial logistic 
regression. Pedestrian personal level factors were found to significantly affect crosswalk compliance. 

Discrepancies were identified between perception and reality, suggesting that variation exists between 

what people say and what they practice in reality. The findings from this study suggest that a perception 
based study may not be as reliable as an observational study. The findings have both theoretical as well 

as practical implications and would certainly help the policy makers and designers in enhanced 

understanding of pedestrian behavior at urban signalized intersections. 

doi: 10.5829/ije.2022.35.12c.08 
 

 
1. INTRODUCTION1 
 

Road accidents have become a major concern globally 

and particularly in emerging economies. Every year, 

approximately 1.35 million people die due to road 

accidents costing most countries about 3% of their GDP 

[1]. India being a developing country is no exception to 

this global predicament. To put into context India ranks 

second in terms of incidences of road accident fatalities 

globally [2]. The accident records from within the 

country report the occurrence rate of road accidents at 53 

per hour and on an average 17 lives are lost per hour. The 

situation is alarming in million plus population Indian 

cities as these cities accounted for 11.5 % of the total 

fatalities. Delhi had the highest number of accidental 

death followed by Chennai in 2017 [3]. Pedestrians are 

the most vulnerable road users and ultimate sufferers of 

road accidents. Road accident fatalities involving 

pedestrians account for about 22% of the total fatalities 

worldwide [4]. Accident statistics from China report that 
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pedestrian fatalities in traffic accidents are as high as 30% 

[5]. The share of fatal pedestrian road crashes in India 

was 13.8% in 2017 which is 3.4% more than the previous 

year whereas for Delhi it is almost 40% [3]. 

The probability of pedestrian crashes is high at 

intersections due to its typical nature in which a common 

space is shared among various road users. One recent 

study has highlighted that pedestrian crashes at 

intersections are associated with a higher probability of 

severe and fatal injuries [6]. Many of these accidents 

happen while crossing the road. In the past few years 

urban signalized and uncontrolled intersections in India 

have become accident hot-spots as more than 60% of 

pedestrian fatalities occurred there [3, 7]. Pedestrians 

violating the signal or not crossing the road along the 

designated crosswalks are considered as violation 

behaviors. Several studies have reported frequent 

violation behaviors by pedestrians as the leading cause of 

such accidents [8]. Compared to other road users, the 

behavior of pedestrians is quite unpredictable. They have 
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higher freedom to choose their path and are bounded by 

fewer laws. Several studies have been performed to 

understand pedestrians’ road crossing behavior at 

signalized intersections more specifically their violation 

behavior. Studies have reported several internal as well 

as external factors affecting pedestrians’ crossing 

decisions at intersections.  

Pedestrian personal attributes such as gender and age 

group were reported as significant factors affecting 

violation behavior. Male pedestrians have higher 

violation and risk taking tendencies than females. 

Contrary to this, female pedestrians are more sensitive to 

risk perception and provide less preference to cross the 

road during the red phase [9, 10]. In a study in China it 

was reported that males were found to comply more with 

traffic rules [11]. Females also consider waiting for more 

safer crossing opportunities [12]. Older pedestrians are 

found to be the most law-abiding whereas young adults 

have more frequent violation behavior [9, 11].  

Researchers have also focused on other personal 

factors such as group size, effect of other pedestrians and 

crossing speed. Single or smaller groups of pedestrians 

have higher whereas larger group sizes have lower 

violation tendency [13]. Pedestrians are more likely to 

show unsafe behavior if they observe others doing the 

same. Further presence of children and other pedestrians 

who wait for the walk sign, increases the tendency to wait 

for pedestrian green signal [14, 15]. Pedestrians’ crossing 

speed is a crucial parameter for designing pedestrian 

facilities. The HCM 2000 and the existing manual of the 

Indian Road Congress, suggests considering pedestrian 

walking speed as 1.2 m/s for design purposes [16, 17]. 

Pedestrian crossing speed is highly subjective to the 

pedestrian’s demographic and crossing behavior. Higher 

crossing speed was reported for pedestrians with 

violation behavior, males and smaller groups as 

compared to their counter parts [8, 18, 19].  
An important location specific factor that notably 

affects the safe crossing behavior of pedestrians, is the 

presence of properly marked crosswalks at signalized 

intersections. The safety potential is great at properly 

marked zebra crossings as a majority of crossings occur 

at these locations. An early study in Scandinavian 

countries reported that the absence of crosswalks 

significantly increases the pedestrian dangerous 

behaviors [20]. Signalized intersections with properly 

marked crosswalks are very attractive and well identified 

site by pedestrians to cross the road and help to 

channelize pedestrian traffic [21]. In a study conducted 

in Delhi it was found that zebra crossing is preferred as it 

is perceived to be safe [22]. Pedestrians decision is also 

influenced by many factors such as comfort level, 

convenience to cross and safety [23].  

The appalling data indicates the unfortunate state of 

road safety, predominantly the plight of the most  

 

vulnerable road users in emerging economies. Pedestrian 

behavior is stochastic and modelling their behavior is 

often a challenging task. The behavior of pedestrians, 

especially in developing countries is different from that 

of other countries. While several attempts have been 

made to study pedestrian behavior in developed 

countries. It requires more attention and understanding in 

developing countries such as India. Studies have 

focussed mainly on “reactive approach” (crash data 

analysis) rather than “proactive approach” (perception 

and behavior analysis) to assess pedestrian safety at 

signalized intersections. In light of the above discussions 

the primary aim of this study is to understand pedestrians’ 

crosswalk utilization behavior at urban signalized 

intersections. Further this study aims at analyzing the 

discrepancy between pedestrians’ perception and reality 

for crosswalk utilization. 

 

 

2. METHODOLOGY 
 
The major steps involved in this study are: (1) site 

selection (2) data collection- video recording and 

questionnaire survey (3) data extraction and compilation 

(4) analysis and results. 

 

2. 1. Site Selection         Reconnaissance survey of 

several signalized intersections in New Delhi was 

performed initially and two intersections were finalized 

considering various physical, vehicular and pedestrian 

factors.  Site 1 is 4-legged and has mixed land use 

patterns consisting of college, offices, commercial 

establishment and open spaces. Site 2 is 3-legged and 

predominantly industrial area with few residential 

dwellings. Both sites have substantial pedestrian and 

vehicular traffic and are spatially well apart. Site pictures 

are shown in Figure 1. 
 

2. 2. Data Collection       Video recording technique was 

used to record pedestrian road crossing behaviour [24]. 

Data such as pedestrian’s crosswalk compliance, gender, 

age group, group size and technological distractions were 

successfully captured. Data was collected on week days 

with normal weather conditions. Two or more cameras 

were installed as per the site conditions to cover the entire 

section of the study sites. The field of view and height of 

the cameras were adjusted to cover the ends of the 

carriageway including sidewalks and medians, 

crosswalks with a few meters distance on both sides and 

signal phases. Video recordings were carried out during 

morning (9-10 AM) and evening (5-6 PM) hours without 

disturbing the normal traffic flow. The placements of 

cameras  were  not  noticed  by  the  pedestrians  thus  

their naturalistic and actual behaviours were recorded. 

Further  to  compare  the  actual  behavior  of  pedestrians 
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(a) 

 
(b) 

Figure 1. (a) Broad View of Site 1 (b) Broad View of Site 2 
 

 

with their perceived behavior, a response based face to 

face questionnaire survey was also conducted 

simultaneously along with video recordings. The 

moment pedestrians crossed the road; volunteers 

approached and requested them to participate in the 

survey. A comprehensive questionnaire was prepared by 

studying previous relevant literature. Data was collected 

by using printed as well as Google forms. The questions 

were clearly explained to respondents and their responses 

were recorded. Question related to their crosswalk 

compliance behavior was asked. Respondents’ gender, 

age, education and employment status were also 

obtained. 

The observed pedestrians and questionnaire 

respondents belong to the same population (study sites) 

and both the samples were collected at study locations 

simultaneously. In total 552 pedestrians were observed 

out of which, 309 pedestrians participated in the survey 

resulting in a response rate of about 56%. The difference 

in the sample size of video data and questionnaire exits 

because all of the observed pedestrians were not willing 

to participate in the questionnaire survey. Some of the 

previous studies have adopted a similar methodology [11, 

25].   

 

2. 3. Data Extraction        The data from video 

recordings were extracted manually using AVS Video 

Editor Software. Recordings were played in ultra slow 

motion and frame by frame images were watched to 

extract the required data. In total, 552 pedestrian data 

were extracted with complete information. Data were 

coded and entered into excel sheets for further analysis. 

Gender is categorized into “Male (0) and Female (1)”. 

Since the exact age of a pedestrian cannot be found from 

video, it is estimated by grouping them into “Young (0), 

Middle (1) and Old age (2) groups”. Group size is defined 

as pedestrian crossing alone “Single (0), Pair (1) and 

More than two (2)”. Technological distraction is defined 

as “Yes (1)”, if a person was clearly observed using 

mobile, talking over the phone and using head phones or 

else “No (0)”. Pedestrian crosswalk compliance behavior 

(CCB) is “Yes (1)” if s/he crosses the road using a strip 

of road which includes crosswalk plus the area up to a 

distance of 0.5 m on either side of the crosswalk. A 

distance of 0.5m on either side of the crosswalk was 

included in CCB to include those pedestrians who cross 

in large groups and some of them are not exactly on the 

crosswalk but very close to it [11]. Crossing the road at 

any other location other than this strip would be 

considered as crosswalk non compliance, “No (0)”. CCB 

at study sites is shown in Figure 2. 

The data from the questionnaire form were extracted, 

coded and entered into an excel sheet. Incomplete or 

erroneous responses were excluded from further analysis. 

A total of 309 responses with complete information were 

successfully recorded. Gender and age group were coded 

similarly. Pedestrian education levels were collected into 

four categories- “Uneducated or Nil (0), Primary school 

(1), Secondary school (2) and Graduate and above (3)”. 

Employment status consists of five categories- 

“Unemployed (0), Job (1), Self Employed (2), Student 

(3) and Home Maker (4)”. To assess the utilization of 

crosswalk question, “Where do you generally cross the 

road at signalized intersection?” was asked. The response 

categories were “At any convenient location at 

intersection (0), Away from intersection (1), Crosswalks 

(2) and between vehicles stopped at signal (3)”. 

 

 

 
(a) 

 
(b) 
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(c) 

 
(d) 

Figure 2. (a) CCB-Yes Site 1 (b) CCB-Yes Site 2 (c) CCB-

No Site 1 (d) CCB-No Site 2 

 

 

2. 4.  Analysis and Modeling          Initially descriptive 

statistics are performed for the variables from video data 

to have a brief inference of sample distribution. Concise 

information about pedestrian characteristics and 

behaviour related to crosswalk compliance is obtained. 

To identify significant variables, Chi-square hypothesis 

test is performed to ascertain significant association 

between categorical variables using IBM SPSS Statistics 

22. If p-value is less than 0.05 then it supports the 

alternate hypothesis that significant difference exists 

within groups in terms of crosswalk compliance. Finally, 

pedestrian CCB model is developed using statistically 

significant variables. A pedestrian has only two choices 

while crossing the road, whether or not to cross the road 

using crosswalk. Therefore, a binary logistic regression 

model is used to predict binary responses from 

categorical predictor variables [26].  

The probability of selecting an alternative 

(compliance/non compliance) is based on a linear 

combination function (utility function) expressed as 

follows: 

𝑈𝑖 =  𝛽0 + 𝛽1𝑥1,𝑖 + 𝛽2𝑥2,𝑖 + 𝛽3𝑥3,𝑖 + … . 𝛽𝑁𝑥𝑁,𝑖  (1) 

𝑃(𝑖) =  
𝑒𝑈𝑖

1+ 𝑒𝑈𝑖
  (2) 

where 𝑈𝑖 = the utility of choosing alternative i, i = the 

alternative (compliance/non compliance), N = number of 

independent variables, 𝛽0 = model constant, and 𝛽𝑁 = 

coefficients of predictor variables, 𝑥= predictor variables 

that determine the probability of outcome of alternatives 

and 𝑃(𝑖)= probability of pedestrian compliance. 

Descriptive analysis is performed for questionnaire data 

as well. Crosswalk utilization of respondents is compared 

with gender, age group, education level and employment 

status. Finally, the results between perception and 

observation were compared. 

 

 

3. RESULTS AND DISCUSSION 
 
3. 1.  Obsevational Study       The descriptive statistic 

of video data is shown in Figure 3. The sample has a 

major share of male and young pedestrians. Concerning 

group size, most of the pedestrians crossed the road alone 

followed by pairs and larger groups. Small percentages 

(5.62%) of pedestrians were found to be technologically 

distracted while crossing the road. Overall only 28.8% 

were observed to show crosswalk compliance behavior. 

The CCB at sites 1 and 2 were found to be 27.56% and 

29.76%, respectively. Such low CCB can be due to the 

fact that, either the pedestrians fail to realize the 

importance of zebra or the wrong placement of zebra 

crossings [27]. Further chi-square test shows that 

statistically significant differences exist among gender 

(p= 0.037), age group (p=0.003), group size (p=0.048) 

and distracted pedestrian (p=0.029) with regards to CCB. 

To have a comprehensive understanding of factors 

affecting pedestrian’s crosswalk utilization, regression 

model is developed. Binary logistic regression model is 

developed to predict CCB using gender, age group, group 

size and technological distraction as explanatory 

variables. From the total data 80% of the sample is used 

for model development and the remaining 20% for model 

validation. The BL model outcomes are shown in Table 

1. The model accuracy is found to be 70.7% and 73.1% 

for training and validation data, respectively. Hosmer and 

Lemeshow test which is used to assess the predictive 

performance of the model, is found to be insignificant 

(p=0.807) suggesting that that model has considerable 

predictive capability [28].  

From the model results it can be inferred that 

gender is positively but weakly associated with CCB. 

Odds ratio or Exp(B) is slightly more than 1 suggesting 

that the odds of crosswalk compliance is a rather high 

for females as compared to males. The result is in line 

with previous findings [9, 10] but contradicts the result 
 

 

 
Figure 3. Descriptive Statistics from Video Data 
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TABLE 1.  BL Model Outcomes for CCB 

Variables B Std. Error Exp(B) p-value 

Constant -0.989 0.180 0.372 0.000 

Gender 0.008 0.256 1.008 0.037 

Age Group 0.181 0.175 1.198 0.003 

Group Size 0.127 0.161 1.135 0.048 

Technological 

Distraction 
-1.068 0.630 0.344 0.029 

Model 

Summary 
   

Sample Training - 444 ; Validation - 108  

Log Likelihood  531.077 

Cox & Snell 

Pseudo R2 
0.013   

Nagelkerke 

Pseudo R2 
0.019   

Hosmer and 

Lemeshow Test 

χ2 

 3.760 (p-value = 0.807) 

Model 

Accuracy 
 

Training - 70.7% ; Validation - 

73.1% 

 

 

obtained in China where males showed more compliance 

behavior [11]. Males have more risk-taking tendencies 

and have a negative attitude towards rules and regulations 

whereas females are more sensitive to risk perception and 

prefer compliance behavior. The result is also 

contradictory to previous results where gender failed to 

yield any significant association with compliance 

behavior [25]. 

Pedestrian’s age group is positively and moderately 

related to crosswalk utilization at signalized intersection. 

Odds ratio is found to be 1.198 which means that the odds 

of compliance are less for younger pedestrians as 

compared to middle or old age. The compliance rate of 

old age pedestrians is about 5% more than middle age. 

Overall elderly pedestrians are the most compliant and 

young adults are the least. The results complement the 

past studies where similar behavior was observed [11]. 

The above findings conclude that old age pedestrians are 

associated with an increased level of compliance and law 

abidance. Older pedestrians suffer from reduced 

mobility, sensory and cognitive skills and thus prefer to 

cross slowly only when safer crossing opportunities are 

available. The presence of properly marked crosswalk 

enhances the safety perception of elderly pedestrians as 

it is a well recognised crossing location by drivers. 

Various other studies failed to establish any significant 

relation between pedestrians’ age and crossing behavior 

[13, 18]. 

As in previous studies [13] this study also has a 

similar conclusion regarding the effect of group size on 

compliance behavior. As compared to individual 

pedestrians the crosswalk compliance is more for larger 

groups. Single pedestrian  has higher noncompliance than 

that of a platoon due to freedom from platoon and 

directional effects [18]. The more the pedestrians wait at 

an intersection the more number of pedestrians join them 

and the larger the group size the less likely is the violation 

behavior. Such behavior can be explained based on 

conformity psychology. Similar conformity tendency 

behavior has been reported in many studies [14, 29]. The 

CCB for pedestrians crossing in pairs is found to be the 

highest as compared to others. 

Technological distraction includes talking and texting 

on mobile and listening to music while crossing. The 

model result suggests that it is negatively and strongly 

associated with CCB. The CCB for non-distracted 

pedestrians is 30.3% whereas for distracted pedestrians it 

is only 12%. So technological distraction is associated 

with reduction in CCB and is in line with past findings 

[30]. Use of mobile phones causes cognitive distractions 

thereby reducing safety [31]. Mobile phone usage is also 

intimately related to the crossing performance of 

pedestrians. Text distraction is associated with least 

crossing performance and most impairment followed by 

talking and listening to music while crossing [32]. 

Technological distraction is significantly associated with 

situational awareness. Pedestrians using mobile phones 

are less likely to look left-right before and during 

crossing [9]. 

 
3. 2.  Questionnaire Survey Study          The 

descriptive statistic of questionnaire survey data is shown 

in Figure 4. The distribution of respondents with respect 

to gender and age is similar to observational data. The 

sample consists of a large proportion of male and young 

respondents. In terms of education level and employment 

status the sample has a mixed distribution. It can be 

observed that a large share of respondents is secondary 

school educated and job holders. About 52.7% of 

respondents said to use the crosswalk to cross the road at 

signalized intersections and a fourth of respondents cross 

at any convenient location.  

The variation in road crossing behavior concerning 

gender, age, education level and employment status are 

shown in Figure 5. Within gender an equal proportion of 

male and female respondents use crosswalk to cross the 

road at signalized intersection. As compared to males 

more females choose convenient location to cross the 

road, suggesting that females prefer more comfort and 

convenience. Crosswalk utilization is the most for young 

followed by middle and elderly respondents. On the 

contrary significant number of old age respondents cross 

road at any convenient location. Old pedestrians suffer 

from lack of mobility, so they might face hardship in 

walking an additional distance to crosswalk locations; 

hence prefer to cross the road as per their comfort and  
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Figure 4.  Descriptive Statistics from Questionnaire Survey 
 

 

 
Figure 5.  Road Crossing Behaviors for Gender, Age, 

Education and Employment 
 

 

convenience. Education is found to have a significant 

effect on crosswalk compliance as higher education level 

is associated with an increase in crosswalk compliance. 

The result is similar to the results obtained in Mumbai 

[33]. In terms of employment status most crosswalk 

compliance is reported from students and least from 

home makers. Students are well aware of the safety 

implications of crosswalks whereas home maker might 

not be frequent visitors at signalized intersection and are 

not much aware hence cross the road at any convenient 

location. 

 

3. 3.  Perception versus Reality       In view of above 

outcomes no significant correlation is found between 

perception and reality. There exists a gap between what 

people say and what they actually practice. Since only 

three variables (gender, age and crosswalk compliance) 

are common in video and questionnaire data, so a 

comparison is made considering these variables. During 

the observational survey only 28.8% of pedestrians used 

the crosswalk, whereas 52.7% of respondents revealed 

using a crosswalk at signalized intersections. Crosswalk 

compliance regarding gender and age from perception 

and reality data is shown in Table 2. Crosswalk 

compliance rate for males and females is similar in 

perception as well as reality. But overall both males and 

females reported to be more compliant while in reality it 

is not so. In respect to age group large differences are 
 

TABLE 2. Crosswalk Compliance: Reality versus Perception 

Variable Category 
Crosswalk Compliance (%) 

Observation Perception 

Gender 
Male 29.14 52.44 

Female 29.79 53.42 

Age 

Young 27.38 56.06 

Middle 31.10 51.55 

Old 35.71 29.17 

 

 

observed between perception and reality. Younger 

pedestrians were observed to be the least crosswalk 

compliant whereas they reported toward a much higher 

side. On the contrary old age pedestrians were observed 

to be most compliant but they reported to be less 

compliant. Overall, it is concluded that in all cases except 

for old age, pedestrians responded to be more crosswalk 

compliant than they practice. 

The discrepancy between perceptions and reality 

could be explained as follows. Pedestrian movements 

were recorded without making them aware; thus, 

showing their actual behavior. On the contrary 

questionnaire survey was conducted face to face with 

pedestrians. Although pedestrians were aware that none 

of their personal details are collected and it is purely for 

academic research, still some might feel that the 

information might be used against them. Pedestrians’ 

responses might also be affected by their mood. Further 

it is a common human psychology to portray oneself as 

good, in front of others.  

Although perception based approach for assessment 

of pedestrian safety at signalized intersections is a crucial 

proactive approach, it suffers from certain limitations. 

Differences might exist between actual and perceived 

risks [34, 35]. A lot of variations exist between what 

people say and what they actually do [27]. In addition, it 

should be noted that although pedestrian perceptions are 

important, they may not highly correlate with actual 

safety considerations. Finally, it suffers from social 

attraction bias where respondents give favourable 

responses which might not reflect their actual behavior or 

feelings. In light of the above discussions, perception 

based study might not portray the reality, resulting in 

misleading conclusions. So, it is recommended that 

additional analysis to be performed to establish a 

relationship between perceived and actual behaviors. 
 

 

4. CONCLUSIONS 
 

The present study aimed to analyze pedestrian 

crosswalk compliance behavior at urban signalized 

intersections. Data was collected using video 

recordings and a response based questionnaire survey. 
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Significant variables were analyzed and modelled 

using the binary logistic regression technique. Finally 

differences between reality and perception were 

assessed. Based on the above findings the following 

important conclusions are made:  

• Female, elderly and larger groups have higher odds 

whereas technologically distracted pedestrians have 

lower odds of crosswalk compliance. 

• Higher level of education is associated with an 

increase in crosswalk compliance behavior. 

• Large differences exist between what people say 

and what they actually practice. So perception based 

study should not be solely used for decision making 

as it might have misleading outcomes. 

Based on the valuable findings, the present study has 

practical as well as theoretical applications. This study 

has added useful insights about pedestrian behavior in the 

existing state of art. It highlighted the fact that even 

though marked crosswalks are safer locations to cross the 

road, but failed to attract the pedestrians to use them. The 

low CCB suggests that pedestrians are not much aware 

of the importance of crossing the road at designated 

crosswalks. Further proper placement of crosswalks 

might significantly increase crosswalk compliance. So to 

increase the CCB and ultimately increase pedestrian 

safety at intersections, pedestrian facilities should be 

suitably designed particularly catering to the needs of 

elderly pedestrians. As far as possible, crosswalks should 

be placed along major pedestrian crossing paths to 

increase CCB. Pedestrians should be made aware of the 

consequences of distracted walking.  Since education is 

associated with an increased level of CCB, road safety 

education at various levels and awareness campaigns 

should be conducted. As there exists a gap between 

reality and perception, a questionnaire based study 

should be used in conjunction with an observational 

study for decision making. The outcomes of this research 

would help policy makers and other stake holders in 

better understanding of pedestrian crosswalk utilization 

behaviour. Further it would guide them to take 

intervention measures to reduce violations and increase 

safety at signalized intersections.      

The present study considered only the effect of 

pedestrian level factors to assess crosswalk compliance 

behavior. Various other external factors such as traffic 

characteristics, built environment and intersection 

geometry might also affect CCB. Data was collected 

from two intersections with a limited sample size. In the 

future more intersections may be included and analysis 

may be performed considering the effects of other factors 

as well.   
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Persian Abstract 

 چکیده 

جهان است. خط عابر پیاده با علامت گذاری مناسب ایمنی عابران پیاده را افزایش می دهد  ایمنی عابران پیاده در تقاطع های علامت دار یکی از دلایل اصلی نگرانی در سراسر  

فتار تخلف عابران پیاده گزارش می  زیرا این محل عبور و مرور توسط رانندگان به خوبی شناخته شده است. با این حال تعداد زیادی از تصادفات در تقاطع ها عمدتاً به دلیل ر

دار شهری انجام شده است. داده ها از طریق فیلمبرداری و پرسشنامه جمع آوری شد. متغیرهای  های علامت هدف درک رفتار استفاده از عابر پیاده در تقاطع   شود. این مطالعه با 

بر رعایت عابر پیاده تأثیر می گذارد.    مهم با استفاده از رگرسیون لجستیک دو جمله ای شناسایی و مدل سازی شدند. فاکتورهای سطح شخصی عابر پیاده به طور قابل توجهی

کنند تفاوت وجود دارد. یافته های این مطالعه نشان می گویند و آنچه در واقعیت عمل میدهد بین آنچه مردم میهایی بین ادراک و واقعیت شناسایی شد، که نشان میتفاوت 

گذاران و ها هم مفاهیم نظری و هم کاربردی دارند و مطمئناً به سیاستهده ای قابل اعتماد نباشد. یافتهدهد که یک مطالعه مبتنی بر ادراک ممکن است به اندازه یک مطالعه مشا

 کنند.دار شهری کمک میهای علامت طراحان در درک بهتر رفتار عابر پیاده در تقاطع

 



IJE TRANSACTIONS C: Aspects  Vol. 35 No. 12, (December 2022)   2337-2343 
 

  

Please cite this article as: S. Talouti, D. Benzerga, H. Abdelkader, Numerical Investigations of Damage Behaviour at the Weld/Base Metal 
Interface, International Journal of Engineering, Transactions C: Aspects,  Vol. 35, No. 12, (2022), 2337-2343 

 
International Journal of Engineering 

 

J o u r n a l  H o m e p a g e :  w w w . i j e . i r  
 

 

Numerical Investigations of Damage Behaviour at the Weld/Base Metal Interface 
 

S. Talouti*a, D. Benzergaa, H. Abdelkaderb 

 
a LSCMI, University of Sciences and Technology of Oran, Mechanical Department, Oran, Algeria 
b Univ. Artois, IMT Lille Douai, Junia, Univ. Lille, ULR 4515, Laboratoire de Génie Civil et géo Environnement (LGCgE), Béthune, France 

 
 

P A P E R  I N F O   

 
 

Paper history: 
Received 03 May 2022 
Received in revised form 07 July 2022 
Accepted 09 September 2022 

 
 

Keywords:  
Welding Defect 
Hydrostatic Test 
Non-destructive Test 
Interface 
Damage 
Numerical Simulation 

 

 

A B S T R A C T  
 

 

In the present paper, the numerical modelling to predict the interface damage of weld defect in a steel 

pipeline was studied. This work focused on determination of the maximum operating pressure and the 

characterisation of mechanical behaviour at a weld-base metal interface. The operating pressure can 
fluctuate leading to the phenomenon of fatigue and consequently to the failure of pipeline. Experimental 

investigations were carried out using non-destructive test (NDT) in order to locate and determine size of 

defects. A bilinear interface decohesion model is used to simulate the damage behaviour considering a 
stress-relative displacement laws. Numerical simulations based on the finite element method were used 

to study the influence of size defects and young's moduli ratio on the operating pressure as well as 

interfacial damage between the weld and base metal. The obtained results showed that the interface 
damage depending on shape and material properties of defects has an impact on pipeline safety and 

integrity. 

doi: 10.5829/ije.2022.35.12c.09 
 

 
1. INTRODUCTION1 
 

Weld defect is one of the most significant threats to 

onshore pipelines that can have consequences for 

environment due to the dangerousness of transport fluids. 

These macro-defects result from the micro-defects 

growth due to internal pressure [1-3]. Micro-defects are 

incorporated during the welding procedure. There are 

many types of welding defects that affect the 

performance of a product such as incomplete penetration 

(or lack of penetration), porosity, cluster porosity, 

incomplete fusion, suck back, cracks, undercut, slag, etc. 

Inspection of welded joints may be done using 

destructive methods (such as tension, shear, or bending 

tests) or non-destructive methods. The non-destructive 

testing methods that are typically used for the inspection 

of weldments include visual inspection, dye penetrant 

inspection, magnetic particles inspection, radiography 

and ultrasonic inspection [4]. Eshtayeh et al. [5] have 

shown that the digital image correlation (DIC) method 

can be successfully and easily used as a non-destructive 

inspection tool for detecting internal defects in welded 

joints which cannot be detected using visual inspection. 

 

* Corresponding author Email: said.talouti@yahoo.com (S. Talouti) 

The DIC method is capable of detecting the existence of 

different types of welding defects such as incomplete 

penetration, incomplete fusion, slag inclusion, cluster 

porosity, and such back as well as the apparent linear size 

of the defect. 

Deivanai and Soni [6] concluded that the NDT can be 

applied on all type of materials including composite 

materials and allowed to identify surface subsurface and 

internal defects ensuring quality of materials and joining 

processes without destroying them. The effect of defect 

on toughness behaviour of pipeline steels is studied by 

Vijay Kumar Dalla [7] using facture and failure analysis. 

The authors showed that fracture toughness is reduced by 

68 % due to influence of microstructure. Pipeline failure 

also depends on cycling loading due to the operating 

pressure of the fluids and corrosion [8-10]. Many 

methods have addressed accessing fatigue life 

performance, like empirical model using a safe-life 

approach, fracture mechanics method, and statistical 

based on probability models [11-13]. Damage by pitting 

corrosion of the surface areas of the local oil and gas 

pipelines was identified and numerically analysed by 

Maruschak et al. [14, 15]. They concluded that the 
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decrease of the structural strength of oil and gas pipelines 

is due to reduction of the cross section, caused by 

corrosion; softening because of stress relaxation; 

formation of defects, such as micro cracks; and fragility 

influenced by hydrogen action. Also, they demonstrated 

that increase in fatigue crack length is accompanied by 

the increase in the size of plastic deformation zone near 

the crack tip that makes the transition from the quasi-

brittle failure to the fatigue one with the formation of 

fatigue striations. It is known that crack initiation and 

propagation can be occurred at the weld defect and base 

metal interface. Debonding of the interface is one of an 

undesirable failure mechanism. This paper presents the 

analysis of numerical modelling based on the indirect use 

of fracture mechanics to determine the behaviour of weld 

defect – pipeline interface. The model is based on NDT 

method to detect metallurgical defects that could 

represent a potential source of damage. Both approaches, 

NDT and numerical, offer an alternative to the 

destructive methods such as hydrostatic test to predict the 

interface damage that causes failure of pipeline. 

Our study focuses on the interface damage of a weld 

defect which is supposed to have a spherical shape, 

embedded in a matrix of a micro-alloyed steel gas 

pipeline. The interface model assumes a bilinear 

softening behaviour of the interfacial provided with 

stress-relative displacement laws. This work is carried 

out using the finite element code (ANSYS) in association 

with a house program to simulate decohesion at the 

interface (inclusion/matrix) and its effect on the 

macroscopic behaviour of the structure. 

 

 

2. NUMERICAL MODELING 
 
Gas pipelines are obtained by welding operations from 

sheets. The molten pool created during welding operation 

is characterized by a very complex thermophysical 

processes involving thermal, convective, chemical and 

electromagnetic phenomena depending on the nature of 

the process used [11]. These convection movements of 

the liquid or gaseous metal significantly influence the 

shape of the weld bead and the heat transfers can induce 

defects such as inclusions or porosities. These defects are 

generally too small to be detectable by the non-

destructive method, called NDT [12]. Generally, failure 

results from the germination, growth and coalescence of 

defects at the microscopic scale. These cavities originate 

from inclusion/matrix decohesion [13, 15]. The model 

used for the numerical simulations is composed of an 

incompressible matrix and a cavity possibly filled by a 

spherical inclusion. The matrix represents the 

representative elementary volume of a pipe in which the 

defect is embedded. This matrix is supposed to be 

elastoplastic, whereas the material which constitutes the 

inclusion can be purely elastic in the case of rigid defects 

or elastoplastic in the case of ductile defects. The 

inclusion that represents the defect is initially assumed to 

be perfectly spherical [16]. The matrix behaviour 

subjected to an internal pressure is studied under a pure 

tension loading [17, 18]. Due to the symmetry, only a 

quarter of body is modelled. The following boundary 

conditions were chosen: constraints on one side of the 

matrix – inclusion and an applied displacement on the 

other side, as shown in Figures 1 and 2. 

Taking into account the symmetry of the structure, we 

mesh only a quarter of model. The structure has been 

discretized using a four-node quadrilateral element mesh 

for both matrix and inclusion, as shown in Figure 3. The 

inclusion is assumed to have a spherical shape embedded 

in a matrix of X65 pipeline steel. The displacement was 

imposed in the tangential direction due to the value of the 

tangential stress (hoop stress) which is equal to the 

double of the axial and radial stress ( 

radialaxialhoop  22 == ).  

The main inclusions present in X65 steel of this study 

are the tungsten and copper inclusions coming from the 

TIG and MIG welding process, respectively [19, 20].  

The proposed interfacial damage model is considered 

as a two dimensional entity, taking into account two 

decohesion modes which ensure traction stress n  and 

shear stress nt  [21, 22]: 

 

 

 

Figure 1. Weld defect as an inclusion and matrix model 
 

 

 
Figure 2. Applied boundary conditions 
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Figure 3. Finite element model 
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evolution law of the ultimate stress n
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The interface behaviour can be described by a bilinear 

relationship between the traction and relative 

displacement (see Figure 4) 

The interface model (Equation (1)) is reconsidered as 

a plasticity criterion with softening: 

( ) ( ) ( ) 0=−=− ufuA nn
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  for    0n   (3) 

with 
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Figure 4. Bilinear interface decohesion model  

 represents the relative interfacial displacement.   
Considering a bilinear behaviour of the interface [23] 

See Figure 4, the term ( )un
  can be expressed as follows: 

( ) ( )uu nn  −= 1
    with  0      (5) 

The parameter   is derived from critical energy GC that 

represents the surface under the curve (Figure 4) [24]: 

C

n

G

e

2





=      

(6) 

e denotes the thickness of the interface. 
The relationship (3) shows that when ( )f  reaches 

the threshold 
n
  ( 

0 =  corresponds to  0=u  and  u  

will be calculated from the relationship 5). At this 

moment, we have an initiation of the decohesion at the 

interface. The decohesion is complete when ( )un


 

reaches a zero value for interfacial displacement (
r = ) 

threshold of total decohesion and opened surfaces are 

completely free of stresses. 

To develop an interface model damage, it is assumed 

that the mechanical behaviour of the interface ( ) −n
  

follows the law described in Figure 4, where 
0 =  et  

r =  correspond to the displacements obtained for the 

maximum stress 
n


 and at the final rupture of the 

interface when the stress vanishes. A damage variable 

can be expressed as follows [25-27]: 

( )













−



=

r

r

n

nn u
d









1

0

0

0




  

(7) 

Taking into account the damage, the behaviour of the 

interface is given by the following relations: 
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where kn and kt are the stiffnesses of the interface in the 

normal and tangential direction. dn and dt are the 

interfacial relative displacements (see Figure 4). To 

illustrate the progression of interfacial decohesion, when 

d= 1 describes total decohesion which means that the 

absolute value of the interlaminar stress vector is reduced 

to zero. 

 

 

3. APPLICATION OF THE METHOD 
 

Recent developments in digital image processing and 

computer vision have enabled the introduction of a new 

automated vision system for the detection and evaluation 

of gas pipeline weld defects from radiographic films. 

This new system makes it possible to detect welding 
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defects and estimate the necessary information such as 

the length, width, area, orientation, angle and perimeter 

of the defects. It offers many advantages such as 

eliminating the need for image interpretation by 

specialist inspectors and the ability to enhance captured 

images so that defects appear much clearer (see Figure 5) 

[28]. 

Among the welding defects, taken within the 

framework of this study, the inclusions of tungsten and 

copper resulting from the processes of welding TIG and 

MIG respectively. Tungsten particles embedded in welds 

(Generally GTAW only) are very hard and can cause very 

intense local residual stresses. These defects come from 

too small tungsten electrodes, too high and amperage, AC 

balance on +, Upslope too high, electrode tip not snipped, 

electrode dipped into the weld pool or touched with the 

fill rod, electrode split. These tungsten inclusions are 

detected by x-ray and show up as bright particles since 

they are much denser than the steel (see Figure 6).  

 

 

 

 
Figure 5. Captured radiographic image [24] 

 
 

 
Figure 6. Tungsten inclusions 

It can also happen that copper inclusions enter the 

weld pool. This is the case when copper welding 

consumables come into contact with the weld pool, or 

when the copper gas nozzle comes into contact with the 

weld pool or the seam preparation side. Copper 

inclusions are extremely difficult to detect with non-

destructive testing. These inclusions cause embrittlement 

of the weld. The previously developed decohesion model 

has been translated into APDL language and 

implemented in the ANSYS finite element code. The 

interface was modelled using the CZM interface element 

[29]. Interface surfaces are represented by a special set of 

interface elements or contact elements. In the case of 

CZM, decohesion is treated as a progressive phenomenon 

in which cohesive tensile separation takes place across a 

cohesive zone. The extension of this cohesive zone in 

front of the crack tip is modelled using the tensile 

separation laws (also called the cohesion law) which 

links the cohesive stress to the separation in the process 

zone. First, we studied the effect of Young's modulus of 

the inclusion on the macroscopic behaviour of the 

structure. In a second step, the effect of inclusion size was 

considered to highlight this parameter on the global 

behaviour of the structure. The defects are embedded in 

a matrix of API 5L X65 pipeline steel [30] (see Table 1). 

To highlight the effect of mechanical resistance of the 

inclusion on the macroscopic behaviour, we have 

examined several ratios: Young's modulus of the 

inclusion / Young's modulus of the matrix (Ein/Emat).  

In the case of a ratio (Einc/Emat=0.7), Figure 7(a) shows 

that the deformation of matrix and inclusion is 

homogeneous and the decohesion is small compared with 

the ratio Einc/Emat =3.5 in Figure 7(b). In this Figure 7(b), 

the decohesion is important at the tops of the inclusion; 

this is due to the rigidity of the tungsten inclusion; the 

deformation is inhomogeneous. This shows that the 

decohesion is more important for a hard inclusion 

(Einc/Emat =3.5) than a ductile inclusion (Einc/Emat=0.7). 

This behaviour leads to anisotropic damage at the 

interface. 

Figure 8 shows the effect of inclusions of different 

resistances on the macroscopic behaviour. We clearly see 

the effect of Young’s moduli of the defect, i.e. of the 

inclusion, on the macroscopic level. When the inclusion 

is hard with a high elastic modulus, the initiation of its 

interfacial damage occurs for lower stress levels 

compared to softer inclusions (Figure 8). It should be 

noted, after initiation of damage (critical zone), that the 

curves representing the hard inclusions are characterized 

by a strain hardening more important than the ductile 
 

 

TABLE 1. API 5L X65 mechanical properties 

Young’s 

modulus 

Poisson’s 

ratio 

Yield 

strength 

Tensile 

strength 

210 (GPa) 0.3 450 (MPa) 535 (MPa) 

Defec

Particles 

https://weldingacademy.online/2020/09/08/embrittlement/
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(a) Inclusion of tungsten 

 
(b) Inclusion of copper 

Figure 7. Damage behaviour at matrix-inclusion interface 
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Figure 8. Effect of inclusion strength on macroscopic 

behaviour 

 

 

inclusions. This can be explained by the great resistance 

that a hard inclusion opposes to zones A and B when it is 

subjected to the compression caused by the matrix during 

external static loading. This behaviour leads to 

anisotropic damage at the interface. The effect of 

dynamic loading on changes in the mechanical properties 

and crack resistance of the pipe steel has been studied by 

Chausov et al. [31]. 

Figure 9 shows the effect of defect strength (Young's 

modulus of inclusion) on interfacial damage pressure. It 

can be noted, from Figure 7, the decohesion is higher for 

hard inclusions (Eincl/Emat > 2) causing failure of structure 

if hydrostatic test is performed. From a ratio Eincl/Emat 

higher than 5, defects cannot withstand fluctuations of 

operating pressure as function of time. The defect of 

tungsten with a ratio equal to 3.5 (TIG welding) cannot 

withstand the hydrostatic test.  

The propagation can cause the variation of the 

operating pressure. While in the case of copper defect 

(MIG welding) with a ratio equal to 0.7, the structure can 

withstand to the hydrostatic test. 

Figure 10 highlights the influence of defect size on 

the interfacial damage between the inclusion and the X65 

matrix. This figure shows the behaviour of copper and 
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Figure 9. Interfacial damage pressure values for inclusion of 

radius 5m 

 

 

5 10 15 20 25 30 35

0,30

0,32

0,34

0,36

0,38

0,40

0,42

0,44

0,46

0,48

0,50

0,52

0,54

0,56

0,58

0,60

0,62

0,64

0,66

0,68

O
pe

ra
tin

g 
pr

es
su

re
/P

re
ss

ur
e 

at
 1

00
%

 y
ie

ld
 s

tr
es

s

Defect size in m

Class 1

Defects survive the hydrotest

Hydrotest pressure

Class 2

Defects fail at hydrotest but not at operating pressure

 Operating pressure

 
Figure 10. Interfacial damage pressures for tungsten and 

copper defects   
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tungsten defects for different sizes. It is observed that at 

small size defect, the operating pressure is high due to the 

toughness of inclusion, but at greater size defect, the 

operating pressure is small because of the ductility of 

inclusion. In conclusion, we can say that the damage of 

matrix – inclusion interface occurs rapidly for a hard 

inclusion than for a ductile inclusion. 

 

 

4. CONCLUSION 
 
In the present work, numerical simulation associated with 

NDT method has shown that it could replace destructive 

methods such as hydrostatic test to predict the failure of 

pipeline. Numerical results using interface model have 

been presented to predict the damage process at a matrix 

weld defect interface. This damage model was based on 

the indirect use of fracture mechanics considering a 

softening stress-relative displacements law. Different 

size defects and young's moduli ratios were used and a 

numerical predicted was developed to separate the failure 

and safe zones for damage of matrix - weld defect 

interface. For lower young's moduli and size defect 

ratios, no failure of structure was observed if hydrostatic 

test is performed. An excessive rise young's moduli and 

size defect ratios has not an impact on the rupture of 

structure. Not only the elastoplastic properties of the 

affected material (degradation of elastic moduli, decrease 

in elastic limit, etc.), but there is also a significant 

softening effect on the macroscopic behavior as well as 

anisotropy. The results obtained show that the rigid 

interfaces fail rapidly, while the soft interfaces, in spite 

of a weakening effect of the material, have a slow fail. 

This approach, numerical modelling associated with 

NDT method, will certainly be more economic than 

hydrostatic test. 
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Persian Abstract 

 چکیده 
  از   غیره  و  مخازن  فشار،  تحت  مخازن  استاتیک،  تجهیزات   کشی،  لوله  ها،  لوله  متمرکز،  های  سازه:  جمله  از  مقررات   مشمول  تاسیسات   تحقق  از   پس  هیدرواستاتیک  های  تست

  مرجع )  ARH  نماینده  ضروری  حضور  در  و   شود  می  تضمین   سرویس  فشار  برابر  1.5  فشار  با  هیدرواستاتیک   آزمایش  با   اغلب  ها  جوش  بازرسی.  است  برخوردار  بالایی  اهمیت

 برای   هیدرواستاتیک  آزمایش  و  ها  جوش صحیح  اجرای  تأیید  برای(  مخرب   غیر  تست)  NDT  بازرسی  تحت  فشار  تحت  تجهیزات .  شود  می  انجام(  ها  هیدروکربن  کننده  تنظیم

.  دهند   قرار   هیدرواستاتیک  تست   بخش  اختیار  در   را   ها   آن  تا   شوند  می  مواجه  تجهیزات   جداسازی   در  زیادی   های  محدودیت  با   ها  تکنسین .  گیرند  می   قرار   آنها  یکپارچگی   تأیید

 های تکنیک   که  است  این  دادن  نشان  کار  این   از  هدف.  است   شده  داده  جوش  های  سازه  مدیریت  برای  واقعی  ناراحتی  یک  هیدرواستاتیکی  آزمایشات   که  است  واضح  کاملاً  بنابراین

  سازی   شبیه  برای  Ansys  کد  در  APDL  در  ای  برنامه.  باشند  هیدرواستاتیکی  هایآزمایش  جایگزینی  برای   جایگزین  حلراه   یک  توانندمی  عددی  هایسازیشبیه   با  NDT  بازرسی

 .است شده سازی  پیاده و یافته توسعه سازه ماکروسکوپی رفتار  بر آن تأثیر  و( ماتریس/شامل) رابط وابستگی
 

 



IJE TRANSACTIONS C: Aspects  Vol. 35 No. 12, (December 2022)   2344-2349 
 

  
Please cite this article as: C. Sermsrithong, P. Jaidaew, C. Promjantuk, P. Buabthong, Structural and Optical Properties of Bismuth-doped ZnO 
Nanoparticles Synthesized by Co-precipitation, International Journal of Engineering, Transactions C: Aspects,  Vol. 35, No. 12, (2022), 2344-
2349 

 
International Journal of Engineering 

 

J o u r n a l  H o m e p a g e :  w w w . i j e . i r  
 

 

Structural and Optical Properties of Bismuth-doped ZnO Nanoparticles Synthesized 

by Co-precipitation 
 

C. Sermsrithong, P. Jaidaew, C. Promjantuk, P. Buabthong* 
 
Physics and General Science Program, Faculty of Science and Technology, Nakhon Ratchasima Rajabhat University, Bangkok, Thailand 

 
 

P A P E R  I N F O   

 
 

Paper history: 
Received 10 August 2022 
Received in revised form 28 August 2022 
Accepted 18 September 2022 

 
 

Keywords:  
Zinc Oxide Nanoparticles 
Bismuth-doped ZnO 
Co-precipitation  
Photo-catalyst 
 
 
 
 

 

A B S T R A C T  
 

 

Bismuth-doped zinc oxide (ZnO) nanoparticles can serve as efficient photocatalysts for various 

reactions. Herein, we synthesized and discussed the growth mechanisms of Bi-doped ZnO nanoflakes 

using co-precipitation with Bi concentrations ranging from 0 to 3 %. The resulting ZnO were hexagonal 
nanosheets with diameters ranging from 80 nm (ZnO) to 200 nm (ZnO: Bi 3%). The dominant crystal 

structure matches hexagonal wurtzite with a small presence of Bi2O3 diffraction peaks. The estimated 

crystallite sizes range from ~ 33 nm to ~ 45 nm, indicating multiple crystalline regions in each nanoflake. 
Nevertheless, as sheet resistance monotonically decreases with the Bi concentration, the higher number 

of grain boundaries likely has a lower effect on the conductivity compared to an increase in free carriers 

and larger grain size in the samples with higher Bi concentration. The bandgap decreases from ~ 3.13 
eV to ~ 2.96 eV, likely due to the shrinkage effect from electron-electron or electron-impurity interaction 

that lowers the conduction band of ZnO. 

doi: 10.5829/ije.2022.35.12c.10 
 

 

NOMENCLATURE 

D Crystallite size λ Wavelength of the X-ray 

θ Diffracting angle β Full-width half-max of the diffracting peak 

 
1. INTRODUCTION1 
 

Zinc oxide (ZnO) has been one of the most versatile 

materials with applications ranging from optoelectronics 

to photocatalysis. Among different forms of ZnO, 

nanoparticles can provide a higher surface area, which 

increases the number of active sites for the reactions 

compared to thin films or other 2D bulk surfaces, 

particularly useful for catalytic applications [4]. ZnO 

nanoparticles have been prepared by various techniques, 

including sol-gel method [5], electrophoretic deposition 

[6], hydrothermal methods [7], thermal decomposition 

[8, 9], chemical vapor deposition [10], and co-

precipitation [11]. Co-precipitation is considered one of 

the most straightforward and affordable techniques due 

to its minimal setup and fewer chemical precursors 

involved in the process; while also allowing for 
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incorporating dopants to vary the electronic properties 

[12]. 

Since the surface area of the nanoparticles can highly 

influence the catalytic performance, different 

morphologies of the ZnO nanoparticles have been 

investigated, including nanorods [13], nanospheres [9], 

nanoplates [14], and nanowires [15]. In particular, ZnO 

nanosheets have been reported to exhibit better catalytic 

performance because of their higher number of polar 

facets [16, 17], which would likely be beneficial to 

reactions in aqueous solutions.  

In addition, to further improve the photocatalytic 

activity of the ZnO nanoparticles, dopants are typically 

introduced to increase the absorption as well as 

potentially enhance the charge transfer on the surface. 

Particularly, bismuth has been used in catalytic 

applications, either as the cation in mixed oxide catalysts 

[18], or the dopant [3]. Bi dopant has been reported to 
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lower the bandgap of ZnO nanocatalysts [19] and 

accelerate the interfacial electron transfer process, thus 

enhancing the photocatalytic activity under UV 

illumination [3]. Nevertheless, the growth mechanisms of 

Bi-doped ZnO nanosheet using co-precipitation is still 

not well investigated. 

Herein, we present an investigation of the structural 

and optical properties of Bi-doped ZnO nanoparticles 

using a simple co-precipitation technique. Specifically, 

the procedure was optimized to produce hexagonal ZnO 

nanosheets. We also further discuss the formation 

mechanisms of these particles as well as the possible 

factors affecting the optoelectronic properties of the ZnO 

samples. 

 

 

2. MATERIALS AND METHODS 
 

All chemicals were used as received, including zinc 

acetate hydrate (Zn(CH3COO)2•2H2O, AR Grade), 

bismuth nitrate pentahydrate (BiN3O9•5H2O, AR Grade), 

sodium hydroxide (NaOH, AR Grade), ethanol (C2H6O). 

Deionized water with a resistivity ⍴ > 18 MΩ·cm was 

used for the dilution processes. The zinc precursors were 

prepared using 0.5M of zinc acetate hydrate. For the 

dopant, bismuth nitrate pentahydrate was introduced to 

the zinc solution ranging from 0 to 3 wt% weighed using 

a high-precision digital scale with a sensitivity of 

0.001 g, then rigorously mixed at room temperature for 

15 min.  

To initiate the co-precipitation process, 2.5M NaOH 

was gradually dropped into the zinc-bismuth solution 

while continuously stirring until the mixture reached pH 

= 13. The pH was monitored using a pH meter with a 

sensitivity of pH = 0.01, and the value was allowed to 

stabilize for 30 s after each NaOH addition. The solution 

was kept stirred for 15 min at room temperature. The 

precipitate was rigorously rinsed with DI water, vacuum 

dried, and rinsed again with ethanol before annealed at 

80ºC for 8 hours, then heated at 550ºC for 2 hours to form 

zinc oxide nanoparticles.  

The samples were then characterized for their optical 

and structural properties. Scanning electron micrographs 

(SEMs) were obtained with a Carl Zeiss AURIGA at an 

accelerating voltage of 3.00 kV with a working distance 

of 7.5 mm. X-ray Diffractometry (XRD) was performed 

using Bruker D2 Phaser with a Cu Kα monochromator 

with an x-ray wavelength of 1.54060 Å using 2θ angles 

ranging from 10º to 90º. UV-Vis spectrometer was 

utilized to obtain the absorption spectra at the wavelength 

ranging from 200 nm to 1000 nm.  

For sheet resistance measurement, the nanoparticles 

were screen painted onto 1x1 cm glass slides and were 

characterized using Jandel RM3-AR four-point probe 

with an operating current of 10 mA.  

 

3. RESULTS AND DISCUSSION 
 

As-synthesized ZnO nanoparticles were first inspected 

for surface morphology. Figures 1(a)-1(f) show the SEM 

images of ZnO samples with bismuth concentration of (a) 

0 %, (b) 1 %, (c) 1.5 %, (d) 2 %, (e) 2.5 % and (f) 3 %. 

In all concentrations, the ZnO nanoparticles were formed 

into hexagonal nanoflakes, showing higher contrast, and 

sharper morphology as the bismuth concentration 

increased, with the average flake diameter ranging from 

80 nm (ZnO) to 200 nm (ZnO: Bi 3%). The hexagonal 

shape of the particle is likely due to the preferred 

deposition along the a-axis of the ZnO lattice as supposed 

to the other common nanorod where the deposition would 

be preferred along the c-axis. Only the local structure and 

the facet of the particles were assumed to have any effects 

on the growth orientation. The transport of the precursor 

ion could potentially affect the growth, but were assumed 

to have a minimal influence in this environment. This 

preferential deposition along the a-axis can most likely 

be attributed to the strong local environment (pH = 13) 

around the initial nucleation site of the particle, where the 

excess OH-
 leads to the formation of zinc hydroxide 

complex Zn(OH)4
2- from the Zn2+, that was dissociated 

from the zinc acetate hydrate precursor. The negatively 

charged zinc hydroxide complex was then repelled from 

the negative surface of ZnO along the c-axis (100) 

orientation, thus resulting in more prominent 2D 

hexagonal flakes. This preferential growth on the 2D  

 

 

 
Figure 1. Scanning electron micrographs of ZnO with Bi 

concentration ranging from 0% to 3%, with the scalebar 

representing 1 µm 
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plane is also likely more observable in the co-

precipitation technique, where the deposition 

mechanisms rely heavily on diffusion and adsorption of 

the precursors.  

In addition, larger hexagonal flakes and the shaper 2D 

morphology were observed as higher Bi concentration 

was introduced. The positively charged Bi3+ from the 

bismuth nitrate precursor likely creates a more favorable 

local deposition environment at the ZnO sites, assisting 

the oxidation of the zinc hydroxide complex around the 

edge of the nanosheet. This preferred deposition can also 

be observed from having less residual deposition in other 

orientations in the samples with lower Bi concentration 

(Figure 1: ZnO and ZnO: Bi1%).  

Figure 2 shows XRD patterns of the as-prepared Bi-

doped ZnO nanoparticles with different Bi 

concentrations. The peaks at 2θ=~27.5º and ~33.2º 

represent the Bi2O3 peaks which can be observed in all 

samples except ZnO with no Bi dopant [20]. The main 

diffracting peaks were observed for the (100), (002), and 

(101) orientation of wurtzite ZnO at 2θ = 31.8º, 34.6º, and 

36.4º, respectively, with the remaining peaks 

corresponding to the (102), (110), (103), and (112) 

orientation [21]. The locations of the diffraction peaks 

match precisely with the standards as well as the ZnO 

particles with different morphology and different 

preparation techniques [9]. The intensities of the 

diffraction peaks are all comparable even with increasing 

Bi concentration, indicating that the amount of the Bi 

dopant in the lattice is not sufficient to have any effect on 

the overall crystal structure of the ZnO host. The intensity 

of the (002) peak is comparable to that of (100), 

suggesting growth along the planar axis, [22] which is in 

good accord with the observed morphology (Figure 1).  

Table 1 summarizes the crystallite size (D) estimated 

from the XRD pattern (Figure 2) using Scherrer’s 

equation:  

𝐷 =
0.94𝜆

𝛽 cos 𝜃
  (1) 

 

 

 
Figure 2. X-ray diffractometry patterns of Bi-doped ZnO 

with Bi concentration 0% to 3% 

TABLE 1. Estimated crystallite size using Scherrer’s equation 

 

 

where λ is the x-ray wavelength, β is the full-width half 

max (FWHM), and θ is the Bragg diffraction angle. The 

crystallite size monotonically increases with the Bi 

concentration, agreeing with more favorable deposition 

environment under the presence of Bi3+ cation. 

Nevertheless, the crystallite size is still substantially 

smaller than the size of each hexagonal nanoflake (Figure 

1), suggesting that each flake may consist of multiple 

crystallites. Moreover, the average diameter of the flake 

increases by more than twice from ~ 80 nm to ~ 200 nm, 

while the estimated crystallite size increases from 

~ 33 nm to ~ 45 nm, indicating that new nucleation sites 

on each nanosheet could be developed during the 

deposition, especially on the larger flakes and higher Bi 

concentration.  

In addition, the distribution of the crystalline region 

in the sample also has a strong influence on the 

resistance. Since electronic conduction relies 

predominantly on the transport of free carriers in the 

sample, larger grain size typically leads to lower sheet 

resistance, while grain boundaries between multiple 

crystallites usually increase the sheet resistance. Figure 3 

shows the sheet resistance of the ZnO nanoparticles with 

different Bi concentrations. The measured resistance 

monotonically decreases from ~ 58 Ω sq-1 in an undoped 

ZnO to ~ 20 Ω sq-1 in the 3%-doped ZnO. The reduction 

in sheet resistance with higher Bi concentration is likely 

 

 

 
Figure 3. Sheet resistance of the ZnO nanoparticles as a 

function of Bi concentrations 

ZnO:Bi (%) Crystalline size (nm) 

0 33.58 

1 41.79 

1.5 41.95 

2 42.06

2.5 42.53

3 44.65
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due to an increase in free electrons from Bi3+ donors in 

the lattice. Although the conductivity was previously 

reported to decrease at specific Bi concentrations because 

of the segregation of Bi atoms at the grain boundaries 

[23], the monotonic decrease in the observed resistance 

suggests that the Bi concentration used in this experiment 

is still low or the grain boundary resistance is negligible 

at this scale.  

The absorbance of the nanoparticles was measured 

with the wavelength sweeping from 350 nm to 800 nm, 

shown in Figure 4, which gradually increases and peaks 

at ~ 370 nm for all samples, then slowly decreases to the 

baseline. Similar peak positions at ~ 370 nm have also 

been observed in other study as the hexagonal wurtzite 

phase [24]. These absorbance spectra were then used to 

calculate the bandgap of the ZnO samples with Tauc 

relation [25]: 

𝛼ℎ𝜈 = 𝐸(ℎ𝜈 − 𝐸𝑔)
1

2  (2) 

where 𝛼  is the optical absorption coefficient from Figure 

4, ℎ𝜈 is the photon energy, 𝐸𝑔 is the bandgap, 𝐸 is a 

fitting constant, and the power of 
1

2
 indicating direct 

bandgap transition of ZnO. Figure 5(a) shows the 

example Tauc plot using the absorption from the undoped 

ZnO sample, with the straight line extrapolated from the 

right regime of the curve and the x-intercept of this line 

representing the derived bandgap of the material. 

Figure5(b) shows the calculated bandgap with varying Bi 
 

 

 
Figure 4. Absorbance of the ZnO nanoparticles as a function 

of wavelength 
 

 

 
Figure 5. (a) Tauc plot of ZnO nanoparticles and (b) 

Bandgap of the ZnO nanoparticles as a function of Bi 

concentrations 

concentration, where the bandgap decreases sharply from 

0 % to 2 %, then remains relatively constant between 2 % 

to 3 %. The decrease can primarily be attributed to the 

shrinkage effect, which results in a lowering of the 

conduction band due to the net attractive interaction 

between electron-electron and electron-impurity 

interaction. Nevertheless, the more minor change after 

2% dopant is likely due to fluctuation that comes from 

both the broadening of the valence band as well as the 

lowering of the conduction band [26–28].  

 

 

4. CONCLUSIONS 
 

Bi-doped ZnO nanoparticles were successfully prepared 

using co-precipitation using minimal laboratory setup. 

The morphology of the nanoparticles reveals that 

hexagonal nanosheets were produced, mostly by 

maintaining high alkalinity of the solution, with the 

average diameter increasing from 80 nm to 200 nm with 

higher Bi concentration. The wurtzite structure was 

observed, with the average crystallite size ranging from 

~ 33 nm to ~ 45 nm, suggesting multiple crystalline 

regions in each nanoflake. Nevertheless, grain boundary 

resistance likely has minimal effect on the conductivity 

of the free carriers in these particles, as the sheet 

resistance decreases monotonically with the dopant 

concentration. The decrease in the optical bandgap with 

higher Bi concentration is likely due to the shrinkage 

effect from the electron-electron and electron-impurity 

interaction that leads to the lowered conduction band. 

However, the decrease of the bandgap gradually 

diminishes as the Bi concentration is > 2 %. These results 

show co-precipitation as a viable technique to synthesize 

Bi-doped ZnO nanosheets that exhibit optoelectronic and 

structural properties similar to those prepared using more 

sophisticated techniques. Nevertheless, further precise 

optimization of the electronic properties such fine-tuning 

the absolute band edge positions might require a more 

advance technique such as chemical vapor deposition. 
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Persian Abstract 

 چکیده 
های های رشد نانوفلکهمی توانند به عنوان فوتوکاتالیست کارآمد برای واکنش های مختلف عمل کنند. در اینجا، ما مکانیسم (ZnO)نانوذرات اکسید روی دوپ شده با بیسموت  

  80حاصل، نانوصفحات شش ضلعی با قطرهای    ZnOدیم.  درصد سنتز و مورد بحث قرار دا  3تا    0های بی از  شده را با استفاده از رسوب همزمان با غلظت اکسید روی دوپه

مطابقت دارد. اندازه کریستالیت    3O2Biبود. ساختار کریستالی غالب با ورتزیت شش ضلعی با حضور کمی از قله های پراش  ) (ZnO: Bi 3%نانومتر    200تا  ) (ZnOنانومتر  

نانومتر متغیر است که نشان دهنده چندین ناحیه کریستالی در هر نانوفلکه است. با این وجود، از آنجایی که مقاومت ورق به طور یکنواخت    45نانومتر تا    33تخمین زده شده از  

بالاتر    Biتری بر هدایت در مقایسه با افزایش حامل های آزاد و اندازه دانه بزرگتر در نمونه های با غلظت  کاهش می یابد، تعداد بیشتر مرزهای دانه احتمالاً تأثیر کم  Biبا غلظت  

ی  ناخالصی است که نوار رسانای -الکترون یا الکترون-کاهش می یابد، که احتمالاً به دلیل اثر انقباض ناشی از برهمکنش الکترون eV 2.96 ~به  eV 3.13 ~دارد. فاصله باند از 

ZnO .را کاهش می دهد 
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A B S T R A C T  
 

 

Soft robotics using Pneumatic Network actuators (Pneu-Net) is a developing field that has a promising 
future for variety of applications involving delicate operations such as biomedical assistance. The 

interaction between geometry and the performance of the actuator is an important topic which has been 

studied by many researchers in this field. However, there is a lack of investigation on the relationship 
between gripping capability and geometrical parameters of soft actuators. Especially, there is a need to 

shed more light on the effects of wall thicknesses on the gripping force developed. In the present study, 

a semi-cylindrical chambered PneuNet soft actuator is numerically investigated to evaluate the effects 
of pressure and wall thickness variations on its performance characteristics. The results revealed that 

increasing the restraining layer thickness (RLT) aids the bending capability of the actuator whereas 

increasing the chamber wall thickness reduces it. Therefore, maximum bending of the actuator is 
achieved at the combinations of minimum wall thickness and maximum RLT. At these geometrical 

configurations of maximum bending, the deformation-pressure relationships followed a sigmoidal 

function and tended towards linearity with increasing wall thickness and decreasing RLT. The gripping 
force showed an exponential increase with increasing working pressures and wall thicknesses. The 

maximum gripping force increased cubically with increasing wall thicknesses at their respective 

maximum working pressures, which was modeled using a polynomial regression model (R2=99.79%). 

doi: 10.5829/ije.2022.35.12c.11
 

 
1. INTRODUCTION1 
 
Robotics is a vast area that caters to various domains and 

applications including automobile engineering, 

biomedical engineering, and so on. Conventionally, the 

robots are made up of rigid materials which are suited for 

handling hard materials. These robots can be used to 

perform robust and intensive tasks. However, they are not 

applicable for tasks that require a soft and feather touch 

or need to interact with delicate organisms or objects in 

their workspace. Such gentle tasks can be taken up by 

robots made up of soft, rubber-like materials. A wide 

array of applications is possible for such robots, such as 

medical and exploration fields where the traditional 

robots cannot be easily employed because of the rigid 

 

*Corresponding Author Institutional Email: sk.bhat@manipal.edu 
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connections and joints that they are made up of. Also, soft 

robots can be applied to work alongside humans without 

causing any harm to those working in proximity. For 

instance, honeycomb structures can provide a larger 

deformation with a relatively lesser quantity of material. 

Further, different types of materials can be utilized 

according to the load carrying capability and usability 

criteria of the soft robots. It is observed that there are 

various methods of actuation that can be used in 

accordance with the use case and the materials used [1]. 

Soft robotics can be utilized for various biomedical 

applications, and can assist in sensitive and intricate 

surgical procedures while reducing the human induced 

errors [2]. Wearable soft robots can be developed to aid 

in the rehabilitation process providing a much better 
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recovery rate and long-term usage. A wide variety of soft 

actuators have been developed for biomedical 

applications [3]. Soft robots that mimic human organs 

need to be made of compliant materials which respond to 

natural stimuli [2]. Various combinations of materials 

and actuation methods can be used to solve certain types 

of use cases. Apart from the complex applications such 

as mimicking human organs and animal motions, soft 

robots can also perform picking and placing operations. 

Zheng et al. [4] developed a soft robot inspired by the 

water animal, Ascidian, capable of performing pick-and-

place operations such as drug-release tasks in millimeter 

scale. Such robots can be used for exploration and 

interaction with different organisms. Several gripping 

technologies exist which can be used for simple cases [5]. 

It is observed that the most common method of actuation 

is by application of air or fluidic pressure in the internal 

chambers of the actuators, which are known as 

Pneumatic Networks or PneuNets [6]. The major point of 

focus of the present study is to develop a gripper using 

soft materials that be used to pick-and-place sensitive 

objects without damaging them. 

One of the most fascinating use cases of Pneumatic 

Networks is the creation of rehabilitation gloves that are 

used for fine movements of the hands during 

physiotherapy after a serious injury. It is observed that 

the use of soft robots provides a more comfortable and 

quicker recovery than the traditional rigid methods. The 

finger-like structure consists of internal chambers that 

can be filled with fluid or air. As the fluidic pressure 

increases through the tubular structures, the finger-like 

structure begins to bend, aiding in the bending of the 

human hands of the user undergoing physiotherapy. This 

type of therapy is used to regain the lost motion of fingers 

after serious injuries. Numerous grippers are being tested 

and compiled to obtain the required characteristics with a 

large variety of possible actuations [5]. Pneumatically 

operated grippers have been explored for industrial 

applications to increase productivity of transporting 

operations [7-9]. Researchers have developed advanced 

control systems and machine learning based tools for 

biomedical applications and for enhancing the learning 

process of students in educational institutes [10,11]. 

Numerous materials can be used to create soft robots 

as explained in works conducted by Rossiter et al. [12], 

Shen et al. [13], Manti et al. [14] and Wu et al. [15]. The 

actuation methods can be modified based on material 

properties as discussed by Hughes et al. [16] and Bira et 

al. [17]. The materials used can define the use case and 

the limits of the robot. This has been realized and 

optimized in the works introduced by Mosadegh et al. 

[18] and Yan et al. [19]. The most common materials 

used for PneuNet based soft grippers are usually 

elastomers and they have a wide range of applications as 

seen in research conducted by Zhou and Li [20], Liu et 

al. [21]. For simulations and analyses, these materials are 

considered as hyperelastic materials. Hyperelastic 

materials exhibit nonlinear stress-strain relationships and 

tend to retain their shape after the removal of external 

forces and can undergo numerous loading and unloading 

cycles without undergoing plastic deformation. 

The structure of the actuator chamber plays an 

important role on the nature of deformations exhibited in 

literature [7,22,23]. The major mode of actuation that is 

being developed and in focus for actuation in the present 

paper is the pneumatic network with reference to works 

conducted by Honarpardaz [24]. These consist of 

multiple pneumatic chambers that can be in series or 

parallel connection to each other. On application of 

pneumatic pressure in these chambers, it expands 

applying pressure on the restraining layer causes a 

bending motion, which is used to actuate and carry out 

the gripping mechanism. The restraining layer can 

consist of a different material or can be implemented by 

increasing the thickness of the layer [25]. The absence of 

this restraining layer causes the actuator to expand 

radially and laterally without undergoing bending. The 

geometry and the size of the internal pneumatic chamber 

define the bending and gripping force of the developed 

gripper [26]. Also, the direction of expansion is majorly 

defined by the geometry of the individual chambers. 

From the literature review on geometrical aspects of 

soft actuators it is observed that, comparatively fewer 

studies have investigated the semi-cylindrical shaped 

actuators [27-30]. Among these studies, Tan et al. [28] 

and Wang et al. [30] experimentally measured the forces 

generated by the soft gripppers. However, as per the best 

information of the authors, the effects of restraining layer 

thicknesses on the gripping force generation has not been 

investigated. In this perspective, the gripping force and 

deformation characteristics of soft actuators can be 

modified by varying the wall thicknesses and the 

pneumatic actuation pressure. Thus, the present study 

focused on the numerical investigation of a semi-

cylindrical silicone-based soft actuator by varying each 

parameter individually while keeping the remaining 

parameters constant to understand the effect of the 

corresponding parameter on its deformation 

characteristics. Based on the results obtained with the 

variations of the parameters, a suitable configuration of 

the parameters can be chosen depending on the 

application where the soft robot is being employed. 

Further, the working pressure for such robots and the 

critical pressure above which they may malfunction can 

also be determined. Thus, the present study aims to arrive 

at a comprehensive understanding of the characteristics 

of a semi-cylindrical silicone-based soft actuator. Based 

on these results, a suitable actuator can then be developed 

in a robust and systematic manner according to the 

deformation characteristics and the gripping force 

requirements of specific applications. 
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2. MATERIALS AND METHODS 

 

2. 1. Hyperelastic Material Model       For the 

simulation and analysis of the soft robotics structures, the 

materials are considered as hyperelastic in nature. These 

materials deform and later with the removal of the 

pressure return to their original shape, i.e., they do not 

undergo any plastic deformation. They can undergo such 

deformation cycles numerous times without undergoing 

permanent deformations. Various hyperelastic material 

models can be used to predict the stress-strain curve 

closely to the original curve [31]. Selection of a 

hyperelastic model involves a choice between 

complexity of models with higher number of material 

parameters which help in precise fitting to experimental 

data and on the other hand simple models with stable and 

acceptable results with reasonable accuracy. Compared 

to other models, Yeoh model is found to be efficient in 

this regard because of its simplicity, smaller number of 

material parameters and ability to describe multi-axial 

deformation behaviors [32]. In the present study, the 2nd 

order Yeoh hyperelastic model was used for the 

simulations [33] as shown in Equation (1). 

𝑊 = ∑ 𝐶𝑖(𝐼1 − 3)𝑖2
𝑖=1 + 𝐷[𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑡𝑒𝑟𝑚]  (1) 

where, W is the strain-energy potential, 𝐼1 is the first 

invariant of the right Cauchy-Green deformation tensor, 

and 𝐶𝑖 are the material constants. By assuming 

incompressibility of the material, the compression term 

is taken to be null. The order of series expansion can be 

done based on the number of terms required to represent 

the experimental deformation characteristics. The 

material constants of the Yeoh 2nd order model used in 

the present numerical investigation with the constant 

values stated in Table 1 [34]. Using the strain-energy 

expression of Equation (1), the stress-strain relationship 

under uniaxial loading can be obtained as follows [30]. 

𝜎 = ∑ 2𝐶𝑖 ∙ 𝑖 ∙ (𝜆 − 𝜆−2) ∙ (𝜆2 +  2𝜆−1 − 3)𝑖−1𝑛
𝑖=1   (2) 

where, σ is the Cauchy stress developed, λ is the ratio of 

deformed length to actual length (1+nominal strain). By 

substituting the constants in Table 1 in Equation (2), a 

graph of stress vs strain is plotted (Figure 1). It is 

observed that with an increase in strain, the rate at which 

the stress is developed increases. 
 

 

 
Figure 1. Stress-strain relationship with the Yeoh model 

TABLE 1. Material constants of Yeoh model [29] 

Constant Values (MPa) 

C1 0.11 

C2 0.02 

D 0 

 
 
2. 2. Modeling of the Computational Domain and 
Boundary Conditions       As discussed in the 

Introduction, actuator geometries govern the nature of 

deformation exhibited the actuators. The “semi-cylinder 

chamber” type of actuator was chosen for the present 

study (Figure 2) because of its tendency to curl and bend 

under the action of pressure through its chambers. The 

gripping action aimed to be obtained is achieved by 

curling around an object. The boundary conditions 

applied are shown in Figure 2. The actuator is considered 

to be fixed at one end and free at the other end. A static 

pressure is applied on all the internal faces of the 

chambers, which is varied between 100 kPa and 350 kPa 

in the analyses (Figure 2).  

Figure 3 shows the details of the geometrical 

parameters which were varied during the analysis, i.e., 

the restraining layer thickness (RLT) and wall thickness 

((D-d)/2). The total length of the gripper unit (L) 

measured between the inner faces is kept constant at 150 

mm. Table 2 presents the different combinations of 

dimensions that were considered. The outer radius (D/2) 

of the structure varies from 8.5 mm to 11.5 mm with a 

gradual increase of 1 mm. It is observed that with an 

increase in the wall thickness, the gaps decrease as the 

total length of the internal chamber remains constant. 

 
 

 
Figure 2. Boundary conditions on the semi-cylindrical 

actuator gripping unit 

 

 

 
Figure 3. Geometrical parameters varied in the analysis 
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TABLE 2. Parametric variations of the dimensions (mm) 

Sl. no. L RLT d/2 D/2 (D-d)/2 

1 150 5 7.5 8.5 2 

2 150 5 7.5 9.5 3 

3 150 5 7.5 10.5 4 

4 150 5 7.5 11.5 5 

5 150 2.5 7.5 10 2.5 

6 150 5 7.5 10 2.5 

7 150 7.5 7.5 10 2.5 

 

 

 
Figure 4. No. of elements vs stress developed 

 
 

2. 3. Grid-Independence Study          The 

computational domain is discretized using second-order 

tetrahedral elements. To identify the optimum size of the 

elements for the numerical analyses, the grid-

independence study is conducted. For this purpose, the 

numerical model is simulated at a pressure of 100 kPa 

while the element size is varied until a result is obtained 

which is independent of further refinement of mesh 

sizing. It is observed from Figure 4 that the results do not 

show significant difference above 15,000 elements. 

Thus, the element size for this case, i.e., 0.15 mm was 

chosen for further numerical analyses which was found 

to be the optimum mesh size for obtaining satisfactory 

results. 

 
2. 4. Gripping Force Evaluation       The gripping force 

has to be modulated based on the required application as 

discussed by Wang et al. [36, 37] and Cacucciolo et al. 

[38]. The bending of the actuator is postulated to be along 

the side of the restrain layer [39]. On application of the 

inflating pressure, the gripping actuator unit undergoes 

deformation. For this end, the gripping actuator unit 

(placed on top of the rigid block, shown in Figure 5) is 

placed on a solid, rigid block made up of structural steel 

(Figure 5), and the inflating pressure is applied on the 

actuator. The force generated by the actuator’s bottom 

surface is measured as the resultant reaction force 

developed at the bottom surface of the rigid block. A 

methodology (Figure 6) has been proposed in this study 

to measure the gripping force which is generated by the 

gripping unit. 

 
Figure 5. Schematic of FEA for gripping force evaluation 

 

 

 
Figure 6. Research methodology of the present study 

 

 

3. RESULTS AND DISCUSSION 

 

3. 1. Effect of Pressure on Deformation of The 
Actuator           Pneumatic networks operate by deforming 

on the application of different values of internal 

pressures. It can be postulated that on increasing the 

internal pressure the deformation of the structure 

increases. However, wall thickness and RLT play a key 

role in deciding the extent and nature of deformation 

observed. Figures 7(a) and 7(b) show the variations of 

bending profiles of the actuator with changes in wall 

thickness and RLT, respectively. It is observed that 

increasing RLT leads to increased bending whereas 

increasing the wall thickness leads to reduction in the 

bending of the actuator. This is because, wall thickness 

increases the rigidity of the layer; thereby reducing the 

amount of bending. Thus, a higher RLT and lower wall 

thickness is advisable for the required gripping mode of 

the actuator. 

Figures 8(a) and 8(b) show the changes in total 

deformation of the actuator with increase in inflating 

pressures. In case of variation of wall thickness, the 

relationship between maximum deformation and 

pressure is inversely proportional. Thus, it can be inferred 

that with an increase in the wall thickness the total 

deformation values decrease proportionally. It is also 

noted that an increase in wall thickness decreases the 

nonlinearity of the deformation-pressure relationship. 

Notably, at 2 mm wall thickness, the total deformation 

variation follows a sigmoidal curve, and with an increase  
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(a)  

 
(b )  

Figure 7. Bending profiles for varying (a) wall thickness and 

(b) RLT 

 

 

 
(a)  

 
(b )  

Figure 8. Total deformation results for variations of (a) wall 

thickness and (b) RLT 

 

 

in the thickness, the curve becomes closer to a linear 

profile. Thus, it can be deduced that with higher wall 

thicknesses, the geometry becomes bulky leading to 

increase in the effect of geometry of the structure 

compared to the effect of material nonlinearity of the soft 

material. 

With an increase in RLT, the total deformation 

increased until the RLT of 7.5 mm. However, this result 

does not provide a complete description of its 

deformation behavior. It is observed that an increase in 

RLT results in increased bending whereas an increase in 

wall thickness leads to an increase in radial expansion of 

the gripping unit. Therefore, to attain the curling motion 

for the gripping actuation, radial expansions and 

longitudinal expansions have to be minimized and 

bending actuation should be maximized. Notably, at 5 

and 7.5 mm RLT, the total deformation variation follows 

a sigmoidal curve, and with a decrease in RLT, the 

nonlinearity of the deformation-pressure curve decreases. 

As RLT reduces, the effect of expanding flexible wall 

increases which augments the effect of the nonlinear 

nature of the material to the forefront by reducing the 

bulkiness of the geometrical structure. 

 
3. 2. Effect of Pressure on Strain Variations          
With the increase in the internal pressure the actuator is 

made to expand, resulting in a change in strain values. 

The internal pressure is increased from 0 kPa to 225 kPa 

in a quasi-static manner. For various pressure levels, 

strain values were recorded and plotted as shown in 

Figures 9(a) and 8(b). Since, strain is an absolute quantity 

normalized with respect to the initial dimension of an 

object, in both the cases of an increase in wall thickness 

and RLT, it is observed that strain decreases with 

addition of material. This is because, with the addition of 

material the average stiffness of the actuator increases; 

thereby reducing the average strains. Our analysis 

revealed that the average stresses also follow a similar 

tendency as average strains. 

 

 

 
(a)  

 
(b )  

Figure 9. Effect of pressure on average strain for variations 

of (a) wall thickness and (b) RLT 
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3. 3. Effects of Pressure and Thickness on the 
Gripping Force Developed by the Actuator            
Figure 10(a) shows the effect on gripping force as the 

chamber wall thickness increases while keeping a 

constant base layer thickness (RLT) of 5mm. From the 

obtained results it can concluded that with an increase in 

wall thickness, higher working internal pressure can be 

employed for the gripping actuation, leading to higher 

gripping forces. The gripping force tends to follow an 

exponential law, increasing with the increase in working 

internal gripping force and wall thickness. The maximum 

gripping force achieved in the simulations were around 

35 N at 300 kPa pressure for 5 mm thick RLT. In an 

experimental study of human thumb inspired semi-

cylindrically shaped soft actuator, Wang et al. [30] 

reported a comparable gripping force between 30 N – 40 

N having a nonlinear variation with respect to actuation 

pressure as observed in Figure 9(a). Although the shapes 

of their internal chamber were different, the forces were 

in the same order as in the present study. Further, 

Chatterjee et al. [40] fabricated a human finger inspired 

actuator in the shape of a hollow semi-cylindrical tube, in 

which they observed a force generation of around 1.2 N 

at an actuation pressure of 30 kPa, which is again in the 

range of results in the present paper at the same pressure 

level. 

For a better understanding of the effect of wall 

thicknesses, the force values are evaluated at a common 

pressure of 100 kPa and RLT of 5 mm and depicted as 

shown in Figure 10b. From this result it is noted that with 

an increase in wall thickness from 2 mm to 5 mm, the 

gripping force increases and becomes saturated at 5 mm 

thickness. This saturation can be accounted for by an 

increase in the pressure requirements for actuation with 

increased wall thicknesses. As wall thickness increases, 

the pressure applied, i.e., 100 kPa, is comparatively low 

to produce higher gripping forces. Since, an actuator with 

higher thickness can bear higher pressures, it develops 

higher gripping forces as depicted in Figure 9(a). 

Figure 10(c) illustrates the maximum gripping force 

developed by the gripping unit by curling around it at 

their maximum bearable internal pressures. Force vector 

components along the three major axes, X, Y, and Z, are 

plotted. The effective gripping force developed by the 

actuator has been plotted and a regression equation is 

developed. The developed cubic polynomial regression 

model has an R2 value of 99.79%. It is observed that with 

an increase in wall thicknesses, the working pressure and 

maximum gripping force increases nonlinearly. This 

variation of the gripping force tends to follow a sigmoidal 

nature of curve. Similar trends of the nonlinear gripping 

force variations (sigmoidal variation) has been observed 

in the study conducted by Wang et al. [30]. 

 

3. 4. Effects of Geometric Parametric Variations 
on Maximum Stresses and Strains          Two types of  

 
(a)  

 
(b )  

 
(c)  

Figure 10. Gripping force variations with (a) varying 

pressures and wall thicknesses, (b) constant pressure of 100 

kPa and (c) different wall thicknesses and corresponding 

maximum working pressures 

 

 
parametric variations in the geometrical dimensions were 

considered for the present paper while keeping the 

remaining dimensional details constant. The geometry 

that is considered is a semi-cylindrical internal chamber. 

The flat part of the geometry is considered the restraining 

or base layer. The thickness of this layer is varied from 

2.5 mm to 7.5 mm with an increment of 2.5 mm, by 

keeping the chamber wall thickness constant at 2.5 mm. 

The second type of geometrical variations considered is 

by keeping the base layer or restrain layer constant at 5 

mm and varying the chamber wall thickness from 2 mm 

to 5 mm with an increment of 1 mm. The working 

internal pressures considered during these parametric 

variations were different to understand the effect of 

actuation pressure on the deformation characteristics. To 

further understand the effects of the parametric variations 

on the strain and stress states of the actuator, Figures 10 
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and 11, respectively, are shown. The Figures 11 and 12 

are plotted at constant pressures of 225 kPa and 150 kPa, 

respectively. 

Chamber wall thickness and RLT are the key factors 

that affect the stress developed. Figure 11 shows the 

relationships between the chamber wall thickness and 

RLT with maximum stresses developed in the actuator. 

As the thicknesses increase the stress developed by 

the model decreases at a constant pressure. However, it 

needs to be noted that with increasing thicknesses, the 

 

 

 
(a)  

 
(b )  

Figure 11. Effect of variations in (a) wall thickness and (b) 

RLT on maximum strain developed in the actuator 

 

 

 
(a)  

 
(b )  

Figure 12. Effect of variations in (a) wall thickness and (b) 

RLT on maximum stresses developed in the actuator 

working pressure of the actuator increases thereby 

increasing actual maximum pressures experienced by the 

actuators during their operations. As postulated earlier in 

case of Figure 8, the stresses and strains follow a 

declining trend with increase in the thickness of the 

material. 

From the effects of geometric parametric variations, 

it can be observed that the maximum stresses and strains 

developed on the chamber walls and restraining layer 

thickness increases with increasing working pressures. 

Thus, using thinner walls or restraining layers will result 

in more portable gripping units that require less working 

pressure to attain the same deformation. However, the 

RLT has a positive effect on the bending capability of the 

actuator as shown in Figure 7. Thus, a tradeoff has to be 

made between RLT and the stresses the actuator may be 

subjected to during its working conditions. The 

developed actuator has potential applications such as 

smart harvesting of delicate agricultural produce (such as 

tomatoes) [40, 41] and biomedical assistance to the 

elderly [42-44].  

The present study does have certain limitations. 

Since, in the current work, the effect of dynamic loading 

scenarios have not been simulated and the focus was only 

on static response of the actuator, the inertial effects 

(effect of gravity) has not been considered in the analysis. 

The effect of friction between the object and the grabber 

has not been considered in the present analyses. This will 

lead to underestimation of the gripping forces developed. 

Hence, this is a scope for future work. 

 
 

 

4. CONCLUSIONS 

 

The numerical analysis of the novel curling semi-

cylindrical actuator revealed its capability to curl into a 

complete 360° and thus producing a robust gripping force 

distribution for holding delicate objects with precision. 

Based on the study on the effects of pressure and 

thickness variations on the performance of semi-

cylindrical pneumatic soft actuator, the following 

conclusions are drawn: 

• Increasing wall thickness leads to increased radial 

expansion and decreased bending whereas 

increasing the RLT increases the bending capability 

of the actuator. Complete curling of the actuator is 

achieved for two combinations of wall thickness and 

RLT: (2 mm, 5 mm) and (2.5 mm and 7.5 mm), 

respectively. 

• The deformation-pressure relationship at 2 mm wall 

thickness and 5 mm RLT follow a sigmoidal curve 

and with increasing wall thicknesses the nonlinearity 

decreases. With decreasing RLT from 5 mm to 2.5 

mm the deformation-pressure relationship become 

close to a linear function. 
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• The gripping force increases exponentially with an 

increase in applied pressure as well as both wall 

thickness and RLT due to the increase in working 

pressure capability with increasing thicknesses.  

• For a common actuating pressure, the gripping force 

is seen to saturate at a certain thickness, while for the 

maximum working pressure the gripping force 

increases nonlinearly. A third-order polynomial 

model is developed to represent the relationship 

between wall thickness and total gripping force 

developed at the maximum operating pressures, 

which showed an R2=99.79%, valid for the range: 2 

mm ≤ wall thickness ≤ 5 mm and 2.5 mm ≤ RLT ≤ 

7.5 mm. 
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Persian Abstract 

 چکیده 
مانند    ف یظر  ات یمختلف شامل عمل  یکاربردها  یبرا  یادوارکنندهیام  ندهیدر حال توسعه است که آ  نهیزم   کی(  Pneu-Net)   کیشبکه پنومات  یهانرم با استفاده از محرک   کیربات

حال،    نیقرار گرفته است. با ا  یمورد بررس  نهیزم نیاز محققان در ا  یاریاست که توسط بس  یهندسه و عملکرد محرک موضوع مهم  نی دارد. تعامل ب  یپزشک  ستیز  یهاکمک

  جاد یچنگ زدن ا  یرویبر ن  وارهیضخامت د  رات یبه روشن کردن تأث  ازین  ژه،یوجود ندارد. به و  ی قینرم تحق   یهامحرک  یهندس  یچنگ زدن و پارامترها  تیقابل  نی در مورد رابطه ب

 ی های ژگ یبر و  وارهیفشار و ضخامت د  رات ییاثرات تغ   یابیارز  یبرا  یبه صورت عدد  یااستوانه   مهین  یامحفظه   PneuNetنرم    محرک  کیشده وجود دارد. در مطالعه حاضر،  

ضخامت    شیکه افزا  یکند در حال  یمحرک کمک م  یخمش  تی( به قابلRLTبازدارنده )  هیضخامت لا  شی نشان داد که افزا  جیقرار گرفته است. نتا  یعملکرد آن مورد بررس

حداکثر   یهندس  یهایکربندیپ  نی. در ادیآ  یبه دست م  RLTو حداکثر    وارهیحداقل ضخامت د  بیحداکثر خمش محرک در ترک  ن، یدهد. بنابرا  یم  کاهشمحفظه آن را    وارهید

چنگ    یروی. نکنندیم  دایپ  شیشدن گرا  یبه سمت خط  RLTو کاهش    وارهیضخامت د  شیو با افزا  کنندی م  یرویپ  یدیگموئیتابع س  کیفشار از  -شکل  رییخمش، روابط تغ 

 ش یمربوطه افزا  یدر حداکثر فشار کار  وارهیضخامت د  شیبا افزا  یگرفتن به صورت مکعب  یرویرا نشان داد. حداکثر ن   یینما  شیافزا  وارهیو ضخامت د  یفشار کار  شیزدن با افزا

 شد. سازیمدل( ٪2R 99.79 =) یاچند جمله ونیکه با استفاده از مدل رگرس  افتی
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A B S T R A C T  
 

 

The vehicle routing problem as a challenging decision problem has been studied extensively. More 
specifically, solving it for a mixed fleet requires realistic calculation of the performance of electric and 

combustion vehicles. This study addresses a new variant of the vehicle routing problem for a mixed fleet 

of electric and combustion vehicles under the presence of time windows and charging stations. A bi-
objective mixed-integer programming model is developed which aims at minimizing cost and pollution 

level concurrently. To accurately quantify travel quantities, such as fuel consumption, emission, and 

battery charge level, a set of realistic mathematical formulas are used. The model is first converted to a 
single-objective counterpart using the epsilon-constraint method and a simulated annealing algorithm is 

tailored to obtain Pareto optimal solutions. A discussion is also made on how the final solution can be 
selected from the Pareto frontier according to the design objectives. The presented framework can find 

a set of Pareto optimal solutions as a trade-off between cost and pollution objectives by considering 

different combinations of electric and combustion vehicles. It was shown that those solutions that involve 

more electric fleet than combustion fleet, lead to higher total costs and smaller emissions and vice versa. 

doi: 10.5829/ije.2022.35.12c.12 
 

 

Description Notation Description Notation 

0 Depot 𝑞𝑖  Load of the vehicle at node 𝑖 [kg] 

𝑢0  Start depot node 𝑒𝑖  The earliest beginning of service time in Node 𝑖 [h] 

𝑢𝑛+1  End depot node 𝑙𝑖  The latest beginning of service time in Node 𝑖 [h] 

𝐶  Set of customers 𝑠𝑖  Service time of each node [h] 

𝐹  Set of Recharging stations 𝜏𝑖  The actual start of service time for node 𝑖 [h] 

𝐹′  Subset with repetition of recharging stations 𝑢𝑖  Vehicle’s current load when it enters node 𝑖 [kg] 

𝑁 = 𝐶 ∪ 𝐹′  Set of all nodes (customers+ recharging stations) 𝑆𝑂𝐶𝑖  Vehicle SOC when it enters node 𝑖 [kWh] 

𝑁0 = 𝑁 ∪ 𝑢0  Set of nodes with start depot 𝑥𝑖𝑗
𝑘   

the binary variable of a vehicle of type k that travel from 

node 𝑖 to node 𝑗 

𝑁𝑛+1 = 𝑁 ∪ 𝑢𝑛+1  Set of nodes with end depot 𝑓𝐷  Driver wage [$/h] 

𝑉𝐸  Set of electric vehicles 𝑓𝑌  Battery recharging cost per energy [$/kWh] 

𝑉𝐼𝐶  Set of internal combustion vehicles 𝑓𝐿  Internal combustion fuel cost per liter of fuel [$/L] 

𝑉 = 𝑉𝐸 ∪ 𝑉𝐼𝐶   Set of all the vehicles ∆𝐸𝑖𝑗
𝑘   

Battery discharge of a vehicle with type 𝑘 when travels 

from node 𝑖 to node 𝑗 [kWh] 

𝑄  Vehicle Load capacity [kg] ∆𝐿𝑖𝑗
𝑘   

Fuel consumption of the vehicle with type 𝑘 when travels 

from node 𝑖 to node 𝑗 [L] 

𝑘  Vehicle type 𝑓𝑂,𝐸  Operating cost of EVs per traveled distance [$/km] 

𝑡𝑖𝑗  Travel time between two nodes 𝑖 and 𝑗 [hours] 𝑓𝑂,𝐼𝐶  Operating cost of ICVs per traveled distance[$/km] 

𝑚𝑖𝑗  Distance between two nodes 𝑖 and 𝑗 [𝑘𝑚] 𝑝𝑖𝑗  
The total emission of the vehicle when traveled from node 𝑖 
to node 𝑗 [g] 

𝑔𝑘  Battery recharging time-rate [kWh/h=kW] 𝑑𝑖  Node 𝑖 demand [kg] 

𝑌𝑘  battery capacity [kWh] 𝑞𝑖  Load of the vehicle at node 𝑖 [kg] 

𝑑𝑖  Node 𝑖 demand [kg]   
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1. INTRODUCTION 
 

Massive consumption of fossil fuels by conventional 

internal combustion engine vehicles has caused 

numerous environmental problems including global 

warming and the energy crisis [1]. In the European Union 

(EU-27) report, greenhouse gas (GHG) emissions have 

decreased rapidly in recent years, reaching 24 % below 

1990 levels and 31 % below 2020 levels. As a result, the 

EU has met its 2020 GHG reduction target [2]. Numerous 

studies in the context of vehicle routing problems (VRP) 

have considered environmental aspects of transportation 

systems through solving green VRPs (GVRPs), in which 

a fleet of alternative fuel vehicles (AFVs), including 

homogeneous and heterogeneous fleets, are considered. 

Homogeneous fleets contain vehicles that are all the 

same. While heterogeneous fleets which have been 

addressed by fewer than 15% of the relevant studies 

include different types of vehicles with different 

quantities such as capacity, operating costs, 

environmental effects, charging systems, battery 

capacity, and energy consumption [3]. Schneider et al. [4], 

Erdoğan and Miller [5] proposed the formulation of electric 

VRPs (EVRP) with a fleet of electric vehicles while 

considering time windows and battery recharging 

stations. Romet et al. [6] addressed a homogeneous 

autonomous electric vehicle routing problem with the 

depth-of-discharge (DOD) method to improve battery 

life and reduce costs of battery replacement. The DOD 

method showed an 18 times longer battery lifespan even 

though it increased the initial cost and battery capacity. 

Hiermann et al. [7], Macrina et al. [8] have addressed a 

mixed heterogeneous fleet of conventional and electric 

vehicles. Minimization of air pollution is another 

objective considered in some other works in GVRP. 

Bektaş and Laporte [9] solved an emission routing 

problem by minimizing the travel distance and 

greenhouse emissions, fuel consumption, and travel 

times. Zhou et al. [10] presented a multi-depot 

heterogeneous vehicle routing problem in which average 

risk and costs were reduced by 3.99% and 2.01%, 

respectively, with an acceptable risk compared to a half-

open multi-depot homogeneous vehicle routing problem. 

To calculate different quantities in GVRP (including 

but not limited to fuel consumption, emission, and battery 

energy consumption), different mathematical formulas 

have been utilized in the literature. Most of the works 

assumed that the energy consumption (i.e., fuel 

consumption of combustion fleet, and electrical energy 

of electric fleet) is a function of traveled distance [4, 5]. 

On the other hand, some other works are considered more 

realistic models. Davis and Figliozzi [11] assumed that 

energy consumption also depends on the average vehicle 

speed during the trip. Goeke and Schneider [12] and 

Perera [1] formulated a more complicated model of fuel 

consumption that considers speed, road gradient, and 

vehicle load in the model structure. Goeke and Schneider 

[12] used data from Global Positioning System (GPS) to 

predict energy consumption in simulation environments. 

Sivagnanam et al. [13] utilized real GPS data to predict 

electricity consumption based on several factors, 

including vehicle locations, traffic, elevation, and 

weather data.  

Most studies in GRVP have considered a single 

objective including traveled distance [5], cost [7, 14], 

emission [9] and fuel consumption [15, 16]. Sivagnanam, 

et al. [13] considered an extra objective of emission as a 

constraint on the solution space. To allow the evaluation 

of possible trade-offs between multiple objectives, some 

other works have formulated multi-objective 

optimization models. Ghannadpour and Zarrabi [17] 

considered customers’ requirements for servicing as an 

extra objective in a multi-objective problem. Abad et al. 

[18] proposed a bi-objective model to minimize cost and 

fuel consumption. Androutsopoulos and Zografos [19] 

formulated and solved a bi-objective path-dependent 

VRP to minimize time and load. Goeke and Schneider 

[12] considered three objectives including the traveled 

distance, energy consumed, and total costs. 

Considering two objectives of cost and emission for a 

mixed fleet of electric and combustion engines requires 

multi-objective optimization programming to allow an 

evaluation of possible trade-offs between different 

objectives. On the other hand, quantifying each objective 

requires evaluating different travel quantities, such as 

fuel consumption and emission. The travel quantities are 

dependent on various vehicle parameters and states, 

including size, mass, engine characteristics, vehicle 

speed, battery state of the charge (SOC), etc. which may 

change by the vehicle type, assigned route, current load, 

environmental conditions, etc. Therefore, the calculation 

of the travel quantities requires using realistic 

mathematical models. In this work, a novel multi-

objective VRP for a mixed fleet of combustion and 

electric vehicles with the presence of time windows and 

recharging stations is formulated and solved. The main 

contributions of this work are as follows: 

(I) A new variant of bi-objective VRPs with a fleet of 

mixed electric and conventional vehicles under the 

presence of recharging stations and time windows is 

formulated . 

(II) A set of realistic mathematical formulas are used 

to accurately quantify required travel-dependent 

quantities, including fuel consumption, electric energy 

consumption, and emission.  
The rest of this paper is organized as follows. In 

section 2, a mixed-integer formulation is proposed for the 

problem. Section 3 presents the solution procedure and 

the developed general optimization framework. Section 4 

presents the results and discussion for a set of benchmark 
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instances. Finally, section 5 provides concluding remarks 

and future avenues for further research.  

 

 
2. PROBLEM DESCRIPTION & FORMULATION 
 

The targeted routing problem follows a classic VRP 

formulation with some additions including time windows 

and recharging stations. The problem is to start from a 

depot node 𝑢0, serve a set of customers 𝐶 once using a 

mixed fleet of vehicles with type 𝐾 within acceptable 

time windows, and return to the node 𝑢0, while a set of 

recharging stations 𝐹 is available. The proposed Multi-

Objective Vehicle Routing Problem for a Mixed Fleet of 

Electric and Conventional Vehicles with Time Windows 

and Recharging Stations (MF-EVRPTW) must satisfy 

the following additional conditions or assumptions: 

• Each vehicle is fully recharged after visiting a 

recharging station. 

• Every customer is visited exactly once 

• Every route starts from and ends at the depot node 

𝑢0. 

The goal of this paper is to propose and solve a multi-

objective problem in which the two conflicting objectives 

of cost and emission are minimized.  

The problem under study in this paper is an extension 

of work conducted by Schneider et al. [4], Hiermann et 

al. [20]. The proposed model seeks to find an optimal 

routing for a mixed fleet of EVs and ICVs under the 

minimization of cost and emission. The Nomenclature 

table summarizes different parameters and variables that 

are used in the model. 

The optimization problem is formed as a mixed-

integer program, which involves two objectives and 

multiple constraints. The first objective is to minimize 

the total cost as the summation of the driver cost, energy 

consumption cost, and operation cost, which is calculated 

as follows: 

(1) 

minimize    𝐶 = 𝐶𝐷 + 𝐶𝐸 + 𝐶𝑂 =  

𝑓𝐷 {∑ ∑ (𝑡𝑖𝑗 + 𝑠𝑖)𝑥𝑖𝑗
𝑘

𝑗∈𝑁𝑛+1,𝑖≠𝑗𝑖∈𝑁0
+

∑ ∑ (
(1−𝑆𝑂𝐶𝑖

𝑘)𝑌𝑘

𝑔𝑘 ) 𝑥𝑖𝑗
𝑘

𝑗∈𝑁𝑛+1,𝑖≠𝑗𝑖∈𝐹′ } +  

∑ ∑ (𝑓𝑌∆𝐸𝑖𝑗 + 𝑓𝑂,𝐸𝑚𝑖𝑗)𝑥𝑖𝑗
𝑘

𝑖∈𝑁0,𝑗∈𝑁𝑛+1,𝑖≠𝑗𝑘∈𝑉𝐸
+  

∑ ∑ (𝑓𝐿∆𝐿𝑖𝑗 + 𝑓𝑂,𝐼𝐶𝑚𝑖𝑗)𝑥𝑖𝑗
𝑘

𝑖∈𝑁0,𝑗∈𝑁𝑛+1,𝑖≠𝑗𝑘∈𝑉𝐼𝐶
  

The second objective is to minimize the total emission of 

the fleet, which is calculated as follows:  

(1) minimize    𝑃 =  ∑ ∑ 𝑝𝑖𝑗
𝑘 .𝑥𝑖𝑗𝑖∈𝑁0,𝑗∈𝑁𝑛+1,𝑖≠𝑗𝑘∈𝑉𝐼𝐶

  

Additionally, to satisfy the problem requirements, 

multiple constraints are considered.  

(3) 𝑥𝑖𝑗
𝑘 𝜖{0,1}      ∀𝑘𝜖𝑉 𝑖𝜖𝑁0, 𝑗𝜖𝑁𝑛+1 , 𝑖 ≠ 𝑗 

First of all, constraints (3) define the binary decision 

variables.  

(4) ∑ ∑ 𝑥𝑖𝑗
𝑘 = 1       ∀𝑖 ∈ 𝐶𝑗∈𝑁𝑛+1,𝑖≠𝑗𝑘∈𝑉   

(5) ∑ ∑ 𝑥𝑖𝑗
𝑘 ≤ 1         ∀𝑖 ∈ 𝐹′𝑗∈𝑁𝑛+1,𝑖≠𝑗𝑘∈𝑉   

(6) ∑ 𝑥𝑗𝑖
𝑘 − ∑ 𝑥𝑖𝑗

𝑘
𝑖∈𝑁0,𝑖≠𝑗 = 0 ; ∀𝑗 ∈ 𝑁, ∀𝑘 ∈ 𝑉𝑖∈𝑁𝑛+1,𝑖≠𝑗   

There are multiple constraints regarding visiting the 

nodes; constraints (4) ensure that every customer is 

visited by one vehicle exactly once. Constraints (5) 

enforce that a recharge station does not necessarily need 

to be visited. Constraints (6) guarantee that the number 

of incoming arcs into a node is equal to the number of 

outgoing arcs from it. 

(7) 𝑒𝑖 ≤ 𝜏𝑖 ≤ 𝑙𝑖           ∀𝑖 ∈ 𝑁0,𝑛+1  

(8) 𝜏𝑖 + (𝑠𝑖 + 𝑡𝑖𝑗)𝑥𝑖𝑗
𝑘 − 𝑙0(1 − 𝑥𝑖𝑗

𝑘 ) ≤ 𝜏𝑗         ∀𝑘 ∈ 𝑉,∀𝑖 ∈

𝐶,∀𝑗 ∈ 𝑁𝑛+1,𝑖 ≠ 𝑗 

(9) 𝜏𝑖 + 𝑡𝑖𝑗𝑥𝑖𝑗
𝑘 +

(1−𝑆𝑂𝐶𝑖
𝑘)𝑌𝑘

𝑔𝑘 − (𝑙0 +
𝑌𝑘

𝑔𝑘
) (1 − 𝑥𝑖𝑗

𝑘 ) ≤ 𝜏𝑗  

∀𝑘 ∈ V𝐸 ,∀𝑖 ∈ 𝐹,∀𝑗 ∈ 𝑁𝑛+1,𝑖 ≠ 𝑗 
Additionally, constraints (7)-(9) enforce the timing to 

visit nodes; constraint (7) ensures that the start of service 

time 𝜏𝑖 must be within the time window [𝑒𝑖 , 𝑙𝑖] of node 𝑖; 
constraints (8) guarantee that for the start of service time 

of customer node 𝑗 who is visited after node 𝑖 must be 

later than the start of service time plus the service time of 

customer node 𝑖 plus the travel time from node 𝑖 to node 

𝑗. Constraints (9) are the same as constraints (8) but for 

recharging stations; they consider the recharging time of 

EVs as a function of the remaining battery SOC when it 

enters a charging station. Note that to maximize the range 

of electric vehicles and to simplify the problem, the 

battery is enforced to be fully charged at the exit of 

recharging stations. 

(10) 𝑞𝑗
𝑘 ≤ 𝑞𝑖

𝑘 − 𝑑𝑖𝑥𝑖𝑗
𝑘 + 𝑄𝑘(1 − 𝑥𝑖𝑗

𝑘 )   ∀𝑘 ∈ 𝑉,∀𝑖 ∈

𝑁0,∀𝑗 ∈ 𝑁𝑛+1,𝑖 ≠ 𝑗 

(11) 0 ≤ 𝑞𝑗
𝑘 ≤ 𝑄𝑘        ∀𝑘 ∈ 𝑉,∀𝑗 ∈ 𝑁0,𝑛+1 

There are some constraints regarding the load of the 

fleets. Constraints (10) ensure that a load of a vehicle in 

the node 𝑗 depends on the initial load when visiting the 

previous node 𝑖 plus the demand of node 𝑖. Constraints 

(11) enforce that a vehicle’s load never exceeds the 

maximum capacity.  

(12) 0 ≤ 𝑆𝑂𝐶𝑗 ≤ 𝑆𝑂𝐶𝑖 − ∆𝑆𝑂𝐶𝑖𝑗
𝑘 .𝑥𝑖𝑗

𝑘 + (1 − 𝑥𝑖𝑗
𝑘 )     ∀𝑘 ∈

𝑉𝐸,   ∀𝑖 ∈ 𝑁0,   ∀𝑗 ∈ 𝑁𝑛+1,𝑖 ≠ 𝑗 

(13) 𝑆𝑂𝐶0
𝑘 = 1       ∀𝑘 ∈ 𝑉𝐸 

According to the SOC of batteries, constraints (12) 

ensure that the battery SOC at the next node 𝑗 depends on 
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the SOC of node 𝑖 plus battery discharge by traveling 

from node 𝑖 to node 𝑗. Constraint (13) ensures that the 

battery is fully charged when exiting the depot. 

 

 

3. SOLUTION PROCEDURE 
 

According to the bi-objective constrained nature of the 

problem, we suggest a two-step solution method. 

 
Step 1: Conversion to Single-objective Model 
The epsilon-constraint method is used to obtain Pareto 

front solutions where the first objective function is 

considered as the main objective, and the second 

objective function is moved to the constraints of the 

problem: 

(14) 

min 𝐶  

s.t. 

∑ ∑ 𝑃𝑖𝑗
𝑘 . 𝑥𝑖𝑗

𝑘
𝑖∈𝑁0,𝑗∈𝑁𝑛+1,𝑖≠𝑗𝑘∈𝑉 ≤ 𝜀  

Constraints in (4) − (3)  
Step 2: Unconstrained Formulation 

Many constraints exist in the model (14) which bound the 

solution space. By using the penalty function method, the 

constraints are treated as soft constraints for two reasons; 

First, it increases the chance of finding a significantly 

better routing solution with some extra cost on some 

penalties, such as being late for a customer or putting 

some extra load on a vehicle. This brings the opportunity 

to the user to deal with trade-offs between violating some 

of the constraints while decreasing the overall cost or 

emission significantly. Second, it lets the simulated 

annealing (SA) method keep answers that are almost 

optimal but slightly violate some of the constraints; 

therefore, a neighborhood solution that does not violate a 

constraint is likely to be selected in later iterations of the 

SA algorithm, which leads to finding a better solution at 

the end of the optimization iterations. SA is a common 

metaheuristic local search algorithm known as one of the 

most preferred methods applied for solving VRPs. In SA 

algorithm, the annealing process involves heating metal, 

glass, or crystal alloys above their melting points and 

cooling them slowly to achieve perfect crystal structures. 

In metaheuristics, SA can escape the local optimum by 

using hill-climbing moves to decrease the temperature 

parameter and the probability of acceptance of a worse 

objective function. There are some papers that describe 

more details of this method [21]. Accordingly, the 

penalty functions associated with the constraints (14) are 

as follows: 

(15) 𝐶𝑉 = mean
𝑘𝜖𝑉

{max (
∑ 𝑞𝑖𝑖𝜖𝑐

𝐶𝑘
− 1)}   

(16) 𝑇𝑊𝑉 = mean
𝑖∈𝑁𝑛+1

{max (0, 1 −
𝜏𝑖

𝑒𝑖
 , 

𝜏𝑖

𝑙𝑖
− 1)}   

(17) 𝑆𝑂𝐶𝑉 = mean
𝑖∈𝑁𝑛+1

{max(0, − 𝑆𝑂𝐶𝑖  , 𝑆𝑂𝐶𝑖 − 1)}   

(18) 𝑃𝑉 = max (0, (
𝑝

𝜀
− 1))  

in which CV, TWV, SOCV, and PV correspond to the 

constraints of the vehicle capacity, time windows, battery 

SOCs, and the epsilon, respectively. As a result, Equation 

(14) becomes an unconstrained problem with the 

following single objective function: 

(19) 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑍 =  𝐶(1 + 𝛽1𝑃𝑉 + 𝛽2𝐶𝑉 + 𝛽3𝑇𝑊𝑉 +

𝛽4𝑆𝑂𝐶𝑉) = (𝑓𝐷 {∑ ∑ (∆𝑡𝑖𝑗 + 𝑠𝑖)𝑥𝑖𝑗
𝑘

𝑗∈𝑁𝑛+1,𝑖≠𝑗𝑖∈𝑁0
+

∑ ∑ (
(1−𝑆𝑂𝐶𝑖

𝑘)𝑌𝑘

𝑔𝑘 ) 𝑥𝑖𝑗
𝑘

𝑗∈𝑁𝑛+1,𝑖≠𝑗𝑖∈𝐹′ } +

∑ ∑ (𝑓𝑌∆𝐸𝑖𝑗 + 𝑓𝑂,𝐸𝑚𝑖𝑗)𝑥𝑖𝑗
𝑘

𝑖∈𝑁0,𝑗∈𝑁𝑛+1,𝑖≠𝑗𝑘∈𝑉𝐸
+

∑ ∑ (𝑓𝐿∆𝐿𝑖𝑗 + 𝑓𝑂,𝐼𝐶𝑚𝑖𝑗)𝑥𝑖𝑗
𝑘

𝑖∈𝑁0,𝑗∈𝑁𝑛+1,𝑖≠𝑗𝑘∈𝑉𝐼𝐶
) (1 +

𝛽1 max (0, (
𝑝

𝜀
− 1)) + 𝛽2mean

𝑘𝜖𝑉
{max (

∑ 𝑞𝑖𝑖𝜖𝑐

𝐶𝑘
−

1,0)} + 𝛽3 mean
𝑖∈𝑁𝑛+1

{max (0, 1 −
𝜏𝑖

𝑒𝑖
 , 

𝜏𝑖

𝑙𝑖
− 1)} +

 𝛽4 mean
𝑖∈𝑁𝑛+1

{max(0, − 𝑆𝑂𝐶𝑖  , 𝑆𝑂𝐶𝑖 − 1)} )   

where 𝛽1, … , 𝛽4 denotes the weights associated with each 

penalty function. Note that all the penalty functions are 

designed to be between zero and one so all the weights 

can be chosen in the same order. 

 

3. 1. Realistic Evaluation of Travel Information               
To quantify the travel information, including fuel 

consumption, emission, and battery charge level, the 

models in ADVISOR are used [22]. ADVISOR contains 

realistic physics-based mathematical models for the 

vehicle’s drivetrain components that can compute the 

performance of the vehicle in a driving scenario in the 

simulation environment accurately. Figure  shows the 

ADVISOR model for the internal combustion engine 

drivetrain and electric drivetrains, respectively. Given the 

driving cycle as the input, ADVISOR estimates the fuel 

 

 
 

 
Figure 1. Drivetrain Model of combustion (a) and electric 

(b) vehicles in ADVISOR [22]. The models in the simulation 

environments provide vehicle performance such as fuel 

combustion, electrical energy consumption, and emission 

b 

a 
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consumption, change in the battery state of the charge, 

and amount of emission, which are needed to evaluate the 

cost function in Equation (19). 

(20) 𝑑𝑖𝑗 = ∫ 𝑉(𝑡)𝑑𝑡
𝑡𝑓

0
, 

where 𝑡𝑓 is the duration of the trip which is determined 

by the driving cycle. 

The fuel consumption, emission, and state of charge 

are functions of the vehicle’s parameters, including the 

vehicle’s mass, the type of the drivetrain and its 

components as well as the initial condition of the vehicle 

at the start of the trip. The vehicle’s mass can vary not 

only from one trip to another but also during a single trip 

due to unloading at customer nodes along a single trip. 

The drivetrain of the vehicle contains various 

components, which all influence the overall fuel 

consumption, emission, and battery SOC change. Finally, 

the vehicle’s initial condition affects the entire 

performance of the vehicle over the driving cycle since it 

changes the working points of the drivetrain’s 

components which result in different efficiency of each 

component. 

To address the variability of the vehicle’s 

performance in different conditions, the vehicle’s model 

is simulated in ADVISOR in offline mode for a discrete 

multidimensional grid of different driving cycles, vehicle 

types, vehicle loads, and initial conditions. The result is 

a 3D tensor for fuel consumption denoted by Δ𝐿, a 3D 

tensor for the emission denoted by 𝑃, and a 4D tensor for 

SOC change denoted by Δ𝑆𝑂𝐶: 

(21) 
∆𝐿 = ∆𝐿(𝑖𝑗, 𝐾, 𝐿) 

𝑃 = 𝑃(𝑖𝑗, 𝐾, 𝐿) 

Δ𝑆𝑂𝐶 = Δ𝑆𝑂𝐶(𝑖𝑗, 𝐾, 𝑆𝑂𝐶0, 𝐿), 
where 𝑖𝑗 is the route path (which determines the driving 

cycle), 𝐾 is the vehicle’s type, 𝐿 is the vehicle’s load 

during the trip, and 𝑆𝑂𝐶0 is the initial state of the charge 

of the battery at the start of the trip. Note that the amount 

of emission is nonzero for the combustion fleet and it is 

zero for the electric fleet while the SOC change is only 

applicable to the electric fleet. 

After constructing the multidimensional grid of 

Equation (21) offline, it is then used as the database 

during the vehicle routing optimization process. This is 

very beneficial since there is no need to run an 

ADVISOR simulation during the optimization loop of 

solving the routing problem, which can significantly 

reduce the computational load of the optimization 

problem. 

Given the fact that the multidimensional grid in 

Equation (21) is discrete if a load of vehicles or state of 

charge of a vehicle is between two discrete values of the 

grid, a linear interpolation approach is used over the 

multidimensional grid to calculate the fuel consumption, 

emission and the SOC change of a trip from one node to 

another. 

 

3. 2. SA Algorithm              The SA algorithm is tailored 

to find an optimal or near-optimal solution to the 

proposed VRP problem. The main advantage of SA is 

using exchange methods to produce new neighbors 

stochastically and search in a wider domain for better 

solutions to avoid being trapped in local extremums. The 

SA algorithm involves an outer loop for increasing initial 

temperature and an inner optimization loop. The iterative 

process continues until reaching the lowest limit of 

temperature or realizing the predetermined number of 

iterations.   
 

3. 2. 1. Solution Vector Definition            The solution 

vector is defined as a vector of an ordered sequence of 

customers’ ids. A delimiter technique is used within the 

solution vector to create the distinction between 

customers that are allocated to different vehicles. In 

addition to the customers, recharging stations need to be 

added to the solution vector. However, the required 

number of recharging stations is not known initially since 

they are not all mandatory to be visited according to the 

assumption of the problem. To select and place 

recharging stations along the customer route, a subset of 

stations is randomly placed along the customers’ routes. 

Afterward, in each iteration, the number of recharging 

stations is reduced to avoid unnecessary visits to 

redundant recharging stations, until the best and most 

feasible solution vector is obtained. 
 

3. 2. 2. SA Exchange Methods               In the SA process, 

the current solution vector needs to be replaced by its 

neighboring stochastically. Several different exchange 

methods can be implemented to generate neighborhoods. 

In this paper, four exchange methods, including 

swapping, insertion, reversion, and elimination, are used, 

where two index positions 𝑖, and 𝑗 (i.e. two distinct 

numbers smaller than the length of the solution vector 𝑛 

where 𝑖1 < 𝑖2 < 𝑛) are randomly selected as the place in 

the solution vector to change the current solution vector 

under these four methods [23]. The swap operator is 

almost similarly to insertion whereas two distinct 

numbers change their position in the string vector. 

Inversion  acts similar to the swap operator, except that in 

addition to swapping, it also puts the numbers between 

the two numbers reversely on the string vector. Due to 

the presence of a random insertion operator, the number 

of recharging stations added in each iteration of the 

algorithm may be surplus. For this reason, the removal 

operator was used such that with a low probability in each 

iteration of the algorithm, the number of recharging 

stations was reduced to end up with a lower cost while 

the solution remains feasible. 
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3. 2. 3. Overall Framework            Figure 2 illustrates 

the proposed framework to solve the VRPs. According to 

this figure, the framework consists of three main layers; 

an offline layer (denoted in red) which calculates the 

required tensors of travel information by ADVISOR 

which are needed for the other layers; an outer 

optimization layer (denoted in yellow) that uses the ε-

constraint approach to find the Pareto optimal solution; 

an inner optimization layer based on SA to find the 

optimal solution for each given 𝜺. After reaching the SA 

stop condition for all values of epsilon, the Pareto frontier 

will be obtained as the final answer. 
 

 

4. RESULTS AND DISCUSSION 
 

In this section, the results of the proposed framework for 

solving the routing problem of a set of benchmark 

instances are presented. The benchmark instances are 

based on the Solomon modified data [4], which extends 

56 VRPTW instances with a mixed fleet and recharging 

stations. To evaluate the solution method presented in 

this research, a sample problem of the transportation 

system has been set up. Table 1 summarizes the instances 

of the problem. 

Accordingly, there are 15 customers with a time 

window between 0 to 8, 5 charging stations, and a fleet 

of 6 vehicles including 3 conventional and 3 electric 

vehicles. The algorithm was programmed in MATLAB 

and executed with the hardware of Intel(R) Core (TM) 

i7-3770K CPU, 3.5 GHz with 8 GB of RAM. 

The mixed fleet contains two types of conventional 

and electric vehicles, including Navistar eStar Electric 
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Simulated Annealing Algorithm

Initial solution 
generation

   

If  E is negative,

Neighbourhood answer 
will be accepted 

otherwise exp(- E/T) 
will be accepted

start

Stop
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Neighbourhood 
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YES

YES

NO
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consumption and 
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Vehicle technical 
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Driving cycles along 
roads for all nodes

ADVISOR

 
Figure 2. The schematic diagram of the proposed 

optimization framework to solve the VRPs. There are three 

main layers; an offline layer (red) containing travel 

information provided by the advisor. An outer optimization 

layer (yellow) illustrated a Pareto optimal solution using an 

Epsilon constraint. An inner layer (blue) demonstrates the 

simulated annealing process 

TABLE 1. The details of the problem instances, including 

customers and recharging stations 

 

 

Truck and ISUZU NKR 77- 5.2 Ton, whose 

specifications are summarized in Tables 2 and 3, 

respectively. 

Table 4 includes all values of different cost 

parameters which are based on the research performed by 

Lin et al. [24], Feng and Figliozz [25]. Table 5 

summarizes the economic data and assumptions of 

electric and conventional vehicles based on the work of 

[24], Feng and Figliozz [25]. 

 

 
TABLE 2. Specification of Navistar eStar- Electric Truck [26] 

Parameters Amount 

Net weight (kg) 3185 

Load capacity (kg) 2313 

Battery capacity (kWh) 80 

Battery voltage (V) 300 

Electric motor max power (kW) 70 

Max range (km) 160 

Air Drag Coefficient 0.5 

Code Type 
Demand 

(kg) 

Earliest 

starting 

Latest 

starting 
Service 

Time (hours) 

C01 

C
u

st
o
m

er
s 

100 0 8 0.25 

C02 100 0 8 0.25 

C03 200 0 8 0.5 

C04 100 0 8 0.25 

C05 100 0 8 0.25 

C06 300 0 8 0.75 

C07 100 0 8 0.25 

C08 100 0 8 0.25 

C09 100 0 8 0.25 

C10 300 0 8 0.75 

C11 200 0 8 0.5 

C12 400 0 8 1 

C13 300 0 8 0.75 

C14 100 0 8 0.25 

C15 100 0 8 0.25 

S16 

R
ec

h
ar

g
in

g
 s

ta
ti

o
n

s 0 0 8 0 

S17 0 0 8 0 

S18 0 0 8 0 

S19 0 0 8 0 

S20 0 0 8 0 
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TABLE 3. Specifications of Isuzu ELF truck N [27] 

Parameters Amount 

Net weight (kg) 3185 

Load capacity (kg) 2313 

Engine capacity (CC) 3000 

Max speed (km/h) 102 

Tank capacity (L) 75 

Air Drag Coefficient 0.7 

 

 
TABLE 4. Considered cost parameters 

Cost 

parameter Description Amount Reference 

𝒇𝑫  Driver wage during 

working hours ($ ℎ⁄ ) 16.43 

[24] 𝒇𝒀  Battery charging cost 

($ 𝑘𝑊ℎ⁄ ) 0.12 

𝒇𝑳  Combustion fuel cost 

($ 𝐿⁄ ) 1.03 

𝒇𝑶,𝑬  Electric vehicle operating 

cost ($ 𝑘𝑚⁄ ) 
0.40 

[25] 

𝒇𝑶,𝑰𝑪  Combustion vehicle 

operating cost ($ 𝑘𝑚⁄ ) 
0.14 

 

 
TABLE 5. Economic data and assumptions of vehicles 

(maximal age=10 years, rate of interest=6.5%) [25] 

Vehicle 
Acquisition 

Cost ($) 

Utilization 

(km/year) 

Salvage 

value ($) 

Navistar 149000 41840 58451 

Isuzu 50000 41840 12803 

 

 

In a real simulation, the real values can be taken into 

account, and the preferred output can be obtained using 

navigational and surveying equipment such as a Global 

Positioning System (GPS) to predict energy consumption 

and provide data based on the route of the vehicles in the 

simulation environments. Among 20 standard drive 

cycles that are selected as the benchmark, one is assigned 

randomly to every possible route between all the binary 

combinations of nodes. It is also assumed that the two 

types of vehicles in the fleet follow the same driving 

cycles between two nodes since the selected vehicle types 

fall in the same vehicle class with comparable 

specifications. The speed profiles of the selected driving 

cycles are presented in the appendix in Figure A1.  

Table 6 summarizes the optimal hyperparameters of 

the SA method obtained by the Taguchi L16 method. 

To obtain the Pareto front, the epsilon changes from 

1500 to 0 with the step of 75. The obtained Pareto frontier 

points are shown in Figure 3. In this figure, the highest 

amount of costs and emissions belong to the lowest value 

of emissions (point 1) and costs (point 13), respectively. 

In fact, it depicts the effectiveness of using a mixed fleet 

of electric and conventional vehicles. The routing 

associated with the Pareto frontier points is summarized 

in Table 7. According to this table, among the points that 

are in the Pareto frontier, the solution points that have less 

emission correspond to the routings in which more nodes 

are assigned to the electric vehicles.   

On the other hand, the points that have more 

emissions correspond to the routings which involve using 

more combustion vehicles. To investigate the cost of the 

Pareto points in detail, Table 7 and Figure 4 summarize 

the break-down of the total cost, in terms of fuel 

consumption cost, the annual operating cost, driver of 

fuel consumption has increased with the increase in 

wages, the recharging cost, the cost of a battery kilowatt-

hour, and the amount of emission. Accordingly, the cost 

number of combustion vehicles. The operating cost of the 

first Pareto point is higher than others, which means that 

more use of the electric fleet would result in more 

operational costs. 

According to the priority of the design objectives, one 

can choose the final solution among the Pareto front 

points. If the cost is of the highest priority, using more 

combustion vehicles is more cost-effective compared to 

the electric fleet. On the other hand, with more priority 

on reducing the total emission, allocation of fewer 

combustion vehicles to customers is desirable. 

According to the results, using more electric vehicles 

results in far less emissions, despite the total costs 

increase. The increase in the total costs is due to the 

increase in operating costs and the driver's wage. There 

is an increase in the total costs because the electric 

vehicle has traveled along the route for a longer period of 
 
 

TABLE 6. Simulated Annealing hyper-parameters obtained by 

Taguchi L16 method 
SA parameters Amount 

Initial temperature 100 

Iteration of each temperature 100 

Temperature decrease factor 0.1 

 

 

 
Figure 3. Pareto frontier solutions of the bi-objective 

routing problem 
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TABLE 1. Details of the Pareto frontier points. For each solution, combustion and electric fleets are assigned to different customers 

which results in different emissions and total costs 

 𝒁𝟐 𝒁𝟏 Allocated customers 

Pareto 

Point 
Emission 

(g) 
Cost 

($) 
Combustion Fleet Electric Fleet 

1 66.8 315 - - 1 8-11-5-9-7-15-13-2-4 6-3-14 12-10 

2 141 226 - 1 11-8 4-5-13-9-10-15-3-7 14-12-6-2 - 

3 148 221 - 1 11 4-5-7-3-15-10-9-13-8 4-12-6-2 - 

4 157 216 - 4 11-8 2 7-15-3-6-1-12-14-10-9-13-5 - 

5 190 209 - 5-4 8 2-6-1-12-10-13-9-15-3-7 11-14 - 

6 192 203 - 4 8 2-6-1-3-15-7-5-13-9-10-12-14 11 - 

7 211 202 - 7 11 2-6-5-4 14-10-12-1-3-15-9-13-8 - 

8 261 202 - 2 2-5-7 14-10-12-1-6-3-15-9-13-8 11 - 

9 425 201 - 11 3-15-9-13-8 14-10-12-1-6-2 4-5-7 - 

10 497 199 - 4-5-7-15-3 8-13-9 11 14-10-12-1-6-2 - 

11 508 198 - 7 4-5-13-9-8 14-12-10-15-3-1-6-2 11 - 

12 540 195 - 8-13-9-15-3 4-5-7 14-10-12-1-6-2 11 - 

13 576 194 - 4-5-13-9-15-3-7 8 11 14-10-12-1-6-2 - 

 

 

 
Figure 4. The breakdown of cost for the Pareto frontier 

points along with the emission 
 

time (using the charging stations). Despite a decrease in 

the total cost, the number of conventional vehicles and 

emission increase along the route. A combination of the 

conventional and electric fleet can provide a solution that 

is balanced in terms of cost and emission. This can be 

achieved by selecting a middle point of the Pareto 

frontier, such as point 7 or point 8. In terms of cost, there 

is a small difference between these two points. This is 

because the operational cost of point 8 is less than point 

7 while the driver cost is more (Figure 4 and Table 8).  

The main difference between them is the amount of 

emission, which is due to the larger number of allocated 

combustion vehicles for point 8. Accordingly, one can 

select point 7 as the balanced final solution of the Pareto 

frontier. 

 
 

TABLE 8. The cost breakdown and the emission values of the Pareto frontier solutions 

Pareto Point Fuel Cost ($) 
Battery kWh 

Cost ($) 
Charging 

Cost ($) 
Driver wage 

($) 
Annual Operational 

Cost ($) 
Total Cost ($) 

Emission 

(g) 

1 1.990 7.60 0 217 88.8 315 66.8 

2 2.93 3.70 0 170.5 48.5 226 141.0 

3 2.50 3.44 0 171.7 43.0 221 147.5 

4 1.940 3.50 0 166.4 43.7 215 157.2 

5 2.96 2.88 0 165.6 37.3 209 190.3 

6 2.74 3.23 0 158.7 38.3 203 191.5 

7 2.82 3.18 0 155.7 40.5 202 210 

8 2.99 2.44 0 165.3 31.4 202 261 

9 8.10 1.850 0 161.5 29.1 200 425 

10 8.19 1.210 0 164.2 25.1 199 497 

11 9.66 1.670 0 156.9 29.3 197 508 

12 8.86 1.210 0 161.5 23.9 195 540 

13 10.04 1.210 0 158.7 24.4 194 576 



A. Mohammadbagher and S. A. Torabi / IJE TRANSACTIONS C: Aspects  Vol. 35 No. 12, (December 2022)    2359-2369                2367 

 

 

5. CONCLUSION 
 

In this research, a new variant of the VRPs is formulated 

for a mixed fleet of vehicles to optimize cost and 

emission. Additionally, time windows and recharging 

stations were considered in the presented framework. In 

addition to considering the multi-objective nature of the 

routing problem, the proposed framework uses a set of 

realistic mathematical models to evaluate different travel 

quantities, including fuel consumption, change in the 

state of charge, and emission. To solve the resulting 

optimization model, the epsilon-constraint and simulated 

annealing methods were used. It was shown that those 

solutions that involve more electric fleet than combustion 

fleet, lead to higher total costs and smaller emissions and 

vice versa. Finally, a discussion was made on how the 

final solution can be selected from the Pareto frontier 

according to the design objectives. 

Some improvements can be considered for future 

research. First, the electric fleet was always fully charged 

in this study. Therefore, taking partial charging into 

account can improve the results of this problem. This 

modified way may decrease the total cost of the electric 

fleet by lowering the charging cost and the driver cost. 

Second, based on the SA limitations, results may be 

improved using other well-known metaheuristic methods 

such as adaptive large neighborhood search. 

Furthermore, the proposed framework can be tested for a 

set of real instances to further investigate the 

effectiveness of the framework in practice. 
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Figure A1. Speed profile of the driving cycles used for the problem instances 
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Persian Abstract 

 چکیده 
حل مساله مسیریابی وسیله نقلیه تلفیقی نیازمند محاسبه واقع بینانه عملکرد به طور دقیقتر،  حل مساله مسیریابی وسیله نقلیه، همچنان یک موضوع چالشی مورد مطالعه می باشد.  

شده   بررسی با در نظر گرفتن پنجره های زمانی و ایستگاه های شارژ ی له مسیریابی وسیله نقلیه تلفیقی الکتریکی و احتراقئدر این پژوهش مسناوگان الکتریکی و احتراقی است. 

 ت یابتدا با استفاده از روش محدود  مسئله  مدل  .لایندگی می باشدهزینه و آف کمینه سازی مقدار  ا هدا  با  دو هدفه  مسئله از نوع برنامه ریزی عدد صحیح مختلطمدل    است.

  ر ی مقاد  دقیق کمیت  نیی تع به منظور    .استفاده شده استپارتو   نهیبه  نقاطبه دست آوردن    یبرا  از یک الگوریتم شبیه سازی تبریدشده و سپس،    لیتک هدفه تبد  مدلبه    لونیاپس

شده  ارائه  چارچوب   دهدی نشان م  جینتاشده است.  استفاده    استاندارد  یاضیر  یهااز فرمول  یامجموعه  ی ازشارژ باتر  زانیو م  آلایندگیسفر مانند مصرف سوخت،    مرتبط با

 .ی را دارا می باشدو احتراق ی کیالکترناوگان ترکیبی  داشتنبا در نظر  لایندگیو آ  نهیهزو به عنوان تعادلی میان توابع هدف پارت نهیبه نقاطاز  یابه مجموعه توانایی دستیابی 
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A B S T R A C T  
 

 

In this study the factors that are affecting the copper nodular growth on the cathode edge were 
investigated from metallurgical and operation point of view. Statistical analysis was performed to 

evaluate the effect of operational conditions on the nodular copper growth by characterization of the 

nodule-containing cathodes. Besides, the effects of defects on polymer edge strips as well as changes in 
weight and thickness of anodes on the formation of nodules were investigated. Electrochemical 

galvanostatic experiments were employed to study the effect of electrolyte additives and the distance 

between the anode and cathode on cathode surface quality. A relatively large porosities of about 50 µm 
were observed in the microstructure of the cathode edge nodules. In addition, few nodule samples that 

were taken was observed to have a higher concentration of Fe, Cd and Pb, up to 25 ppm. Low probability 
(1%) in the repeatability of the nodule formation over the same position on the edge strip was approved 

the insignificant effect of possible edge strip defects on nodulation. The large weight variation of anodes 

can cause the anode thickness variation by 10 mm and consequently alter the distance between the anode 
and the cathode. This was shown to cause formation of nodules at the cathode edge. The peaks that were 

observed in the cathodic potential curves in galvanostatic tests, were believed to be the sign of nodulation 

and therefore was investigated further using the optical microscopic images. 

doi: 10.5829/ije.2022.35.12c.13 
 

 
1. INTRODUCTION1 
 
Copper electrorefining is the final process of copper 

production. In this electrolytic process, impure copper 

(99.4-99.5%) as an anode, dissolves and electrodeposits 

on the surface of the cathode blank or starter sheet as pure 

copper cathode(>99.995%) [1,2]. Copper nodular growth 

as an unwanted phenomenon in copper electrorefining 

process, reduces the surface quality of the product and 

therefore its economic value [3,4]. Furthermore, the 

nodulation can causes an uneven distribution of the 

current density, a reduction in current efficiency, and 

hence, an increase in the operating cost of the refinery 

plant. Also, the short-circuiting caused by nodules 

adversely affect the current efficiency [5-7]. Copper 

nodular or dendritic growth is a complex phenomenon 

affected by different factors such as the physical 

parameters of a starter sheet or cathode blank and anode, 
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electrolyte additives and temperature, circulation 

condition and chemical composition of the anodic slimes 

[8]. The electrolyte additives are organic reagents that are 

added to the electrolyte to prevent nodulation and control 

the physical properties of the cathode [9]. Nodulation 

was attributed to several factors including: (i) the 

inclusion of slime particles on the surface of cathode, (ii) 

the local shortage of leveling additives (Cl-, thiourea and 

gelatin), and (iii) the deformation of the stainless-steel 

starter sheets. It is believed that once a nodulated surface 

develops, the localized current density, and hence the 

copper deposition rate, increases abruptly resulting in the 

further rapid growth of the nodules. So far, investigations 

of the nodulation have mainly been focused on the 

different effective parameters causing the nodulation and 

mechanisms of the nodules’ formation [10,11]. Most of 

the nodules are grown on the cathode surface due to the 

electrolyte impurities including Pb, Se, Te, Ag, Bi, As 
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and Sn [12,13]. Other types of nodules may grow due to 

the operational factors such as variation in the distance of 

anode and the cathode [14]. One of the factors that can 

change the distance between the anode and the cathode 

that caused the nodulation is the surface quality of the 

anode and its weight [15]. The anode weight variation, 

affects the distance between the anode and cathode which 

is significantly affected the process [16]. 

The use of new materials and new characterization 

techniques is considered a special approach in materials 

engineering that has been considered in recent years to 

solve challenges [17,18]. The galvanostatic technique 

may be used as a helpful tool in detecting the formation 

of nodules on the cathode surface during the copper 

electrodeposition process using the value of the starting 

electrolytic potential and monitoring the cathodic 

polarization peak on a potential-time curve [19]. In 

previous studies [2,20] a correlation between the above-

mentioned factors and nodular growth at the cathode 

surface was proven. To the best knowledge of the 

authors, no reports have studied the conditions at which 

the nodules may grow on the cathode edge and edge 

strips. Besides, the mechanism of nodular growth on the 

cathode edges is not understood well. The cathode edge 

nodule is a common unwanted phenomenon that more or 

less is observed in any copper refinery; that was 

investigated in this study. In this work, it is proven that 

the anode and cathode configuration is an important 

factor that affects the nodulation. This will be shown by 

changing the cathode and anode distance where a small 

variation in a call configuration largly affects the current 

density distribution and consequently a growth of 

irregular crystals. The edge nodulation can cause 

problems during the copper production process such as 

damaging the refinery equipment and the polymer edge 

strips and therefore reduces the production efficiency. 

This study aims to reveal the nodulation mechanism of 

the edge side and to evaluate factors that may fortify the 

edge nodulation using the electrochemical tools. 

 

 

2. EXPERIMENTAL PROCEDURE 
 

Samples were used in this study were all taken from a 

refinery plant of Khatoonabad copper complex. At first, 

nodule-containing cathodes were marked and sampled, 

then various analyses were performed on samples both 

with and without nodules, as shown in Figure 1. The 

microstructure was studied using an optical microscope 

(OLYMPUS-BH2UMA), a stereo microscope (NSZ-

806) and a FESEM (Cam-Scan MV2300). Besides, the 

chemical composition and impurity analysis was 

performed using ICP-MS (ELAN DRC-2-Perkin Elmer 

SCIEX). In addition, the effect of various operational 

factors such as possible defects in the polymer edge strip 

or cathode blank and the changes in a weight and 

thickness of the anodes was statistically analyzed by 

taking different samples from the plant at different time 

intervals. 

The nodules formation and growth was investigated 

using the galvanostatic technique. The electrolyte 

solution was made similar to Khatoonabad refinery plant. 

The electrolyte was made at a composition of 42 g.L-1 

CuSO4, 160 g.L-1 H2SO4, 40 mg.L-1 HCl, 4 mg.L-1 

thiourea, and 11.5 mg L-1 gelatin. The electrolyte was 

preheated to 55 °C±0.5 °C. The current density used in 

the experiments was 500 A.m-2. The deposition continued 

for 1 h without stirring. A commercially pure titanium 

plate (30×10×1 mm), a 316 stainless steel plate (30×12×3 

mm) and anode copper plate (30×10×5 mm) from 

Khatoonabad were used as reference electrode, cathode 

and anode. The potential of the cathode surface relative 

to reference electrode was measured. Electrode surface 

preparation was performed using silicon carbide grinding 

papers following by cleaning, rinsing, and drying. The 

facial surface area of the cathode plate submerged in the 

electrolyte was 1.2 cm2. All electrorefining experiments 

were performed at constant current densities using a 

rectifier (IPC SL20PRC). The galvanostatic tests were 

employed to investigate the effect of additives in the 

electrolyte as shown in Figures 2(a) and 2(b) and to 

investigate the effect of the anode and cathode 

arrangement on nodular formation. For this purpose, the 

effect of reducing the distance between the anode and 

cathode in various configurations  were investigated (see 

Figure 2). 

 

 

 
Figure 1. Samples of the cathode at different regions (a) 

without and (b) with nodules on the edge 
 

 

 
Figure 2. Position and distance of anode and cathode in the 

galvanostatic cell for experimental conditions of (a) T1, (b) 

T2, (c) T3, (d) T4 and (e) T5 experiments 
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3. RESULTS AND DISCUSSION 
 
3. 1. Microstructure and Chemical Analysis of 
Nodules            Microscopic techniques have been used 

to examine and compare the microstructure of samples. 

Optical microscope and FESEM images of the cathode at 

different regions with and without nodules on the edge 

are shown in Figure 3. Comparison of the images for 

samples without and with nodules presented in Figures 

3(a) and 3(b), respectively. That indicates the only 

noticeable difference to be the presence of relatively 

large porosities in a sample with nodules as shown in the 

optical and FESEM images in Figure 3(b). The size of the 

pores can easily reach up to 50 µm. Beside this large 

pore, both samples are contained very small porosities. 

This change in the microstructure can be caused by 

nodule formation or the cause of nodule formation, which 

will be further investigated. 

Considering that the impurities can be a reason of 

nodule formation, the nodules at the cathode edge were 

sampled and analyzed. The chemical composition results 

are given in Table 1. The results showed similar values 

for most of the elements. However, for the few samples 

that were taken, differences in anlaysis of the three 

elements of Fe, Cd, and Pb was observed. The amount of 

Fe, Cd and Pb in the sample taken from the nodule was 

higher or equal to 22, 22 and 25 ppm, respectively; while 

for the sample without nodule were less than 1 ppm. This 

variation does not change the total concentration of the 

cathode and its deviation form cathode grade 1. The level 

of impurities that was proved to be the source of 

nodulation and was reported in the previous research 

[13], is much higher than the values found in the present 

study. For example, in presence of Pb up to 80 ppm, no 

nodule was observed in the cathode [13]. Therefore, it 

might be concluded that the presence of impurities at 

levels observed in the present study is not the main reason 

for nodule formation. It should be noted that this analysis 

is dependent on the number of analyzed samples. 

 

 

 
Figure 3. Optical microscope and FESEM images of the 

cathode at different regions (a) without and (b) with nodules 

on the edge 

TABLE 1. ICP analysis results of the sample without and with 

nodules (wt.%) 

Element Sample without nodules Sample with nodules 

Cu 99.995 99.992 

Ag 0.005 0.001 

Ba 0.0001   >  0.0001   >  

Co 0.0001   >  0.0001   >  

Fe 0.0001   >  0.0022 

Mg 0.0001   >  0.0001   >  

Pb 0.0001   >  0.0025 

P 0.0001   >  0.0001 

Si 0.0001   >  0.0001   >  

Ti 0.0001   >  0.0001   >  

Al 0.0001   >  0.0001   >  

Bi 0.0001   >  0.0001 

Cr 0.0001   >  0.0001   >  

Mn 0.0001   >  0.0001   >  

Se 0.0001   >  0.0001   >  

Cd 0.0001   >  0.0022 

Sn 0.0001   >  0.0001   >  

V 0.0001   >  0.0001   >  

As 0.0001   >  0.0001   >  

Ca 0.0001   >  0.0001   >  

K 0.0001   >  0.0001   >  

Mo 0.0001   >  0.0001   >  

Ni 0.0001   >  0.0001   >  

Ga 0.0001   >  0.0001   >  

 

 

One of the possible reasons for nodule formation at 

the cathode edge could be similar to the conventional 

nodules formation and due to the accumulation of 

impurities at the cathode edge. As a result, the reason for 

accumulation of impurities in this particular area must be 

determined. Beside impurity distribution, other factors 

such as operational factors should be studied. 

 

3. 2. Effect of Operational Factors on Nodular 
Growth           In this section and according to the results 

obtained in Table 2, the effect of operational factors on 

the formation of nodules at the cathode edge was 

investigated. In this regard, the effect of factors that 

disrupt the current density distribution was investigated. 

These possible factors are as follows: 

 

3. 2. 1. Physical Defects in the Polymer Edge Strip 
or Cathode Starter Sheets           To investigate the 

effect of possible defects in the polymer edge strip or 
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cathode blank, the repeatability of nodule formation at 

marked locations of cathodes were evaluated. 

This was performed on 60 cathodes of Khatoonabad 

copper refinery. For this purpose, the cathode blank were 

carefully marked at the nodulation place. After cathode 

stripping, the cathode blank were placed back in the 

electrolyte cell for another 10 days. The position of 

nodules at the edge of the cathodes was then determined 

and the repeatability of the nodule formation in each 

cathode and at the same position was monitored. The 

statistical results are summarized in Figure 4. The 

repeatability of nodule formation for a second time in a 

similar cathode blank was found to be 25%. The 

probability of recurrence of nodule formation in the 

similar position of a cathode blank was however below 

4% (1 of 60 cases). Nodules in the remaining 21% were 

occurred elsewhere at the cathode edge. From these 

results, the conclusion can be drawn that nodulation on 

the polymer edge strip is not due to physical defects. 

Because if the defect in the edge strip caused nodule 

formation, the probability of repeating of nodule 

formation in the same previous position should be higher. 

For this reason, other possible factors were examined. 

 

3. 2. 2. Changes in Weight and Thickness of 
Anodes  Possible effect of changes in the anode weight 

and thickness on nodulation at the cathode edge, was 

studied by monitoring the weight distribution of 4000 

anodes that is shown in Figure 5. The average anode 

weight was observed to be 346 kg. The minimum and 

maximum weights are 338 and 373 kg, respectively. In 

this analysis, the allowable number of changes in the 

weight of the anodes relative to the average weight was 

important. Previous research [18, 21] showed that the 

maximum tolerance up to ±10 kg have been accepted. 

The weight change can cause a thickness change of up to 

±5 mm, depending on the dimensions of the anode. 

Considering the dimensions of the anodes used in 

Khatoonabad copper refinery, the relationship between 

thickness versus anode weight is shown in Figure 5. It 

can be seen the allowable range of weight change that 

results in a thickness change of less than 1 mm is about 

±5 Kg. This range of weight change is shown on the 

 

 

 
Figure 4. Results of the repeatability of nodule formation at 

a specific position on the cathode starter sheets 

 
Figure 5. Distribution diagram of anodes weight. The inset 

shows the anode thickness versus anode weight 
 

 

weight distribution diagram in Figure 5 with a dashed 

line.  

As a result, approximately 15% of the anodes weigh 

is out of the acceptable range, and about 1% of the anodes 

weigh more than 20 kg of the average weight. This large 

weight difference can lead to a change in anode thickness 

up to 10 mm. It should be noted that this weight change 

often does not cause a uniform change in anode 

thickness. This change in the thickness of anodes is equal 

to a large change in the distance between the anode and 

the cathode in the cell, which can cause a change in the 

current density of the none uniform surfaces and nodule 

formation. 

In Figure 6, the thickness of above-mentioned anodes 

were measured at different positions of the anode (top, 

bottom, left and right). In Figure 6 the thickness varies at 

different positions of an anode and as the weight of the 

anode increases, the thickness difference increases. For 

example, in the anode weighing 373 kg, the difference 

between the left and right side of the anode is 9 mm. This 

difference in thickness will change the distance between 

the anode and the cathode. For this reason, the current 

density will be different in these two positions. This 

phenomenon, especially at the beginning of the process, 

can cause anode passivation or nodular growth on the 

cathode in a position with smaller distance difference.  

 

 

 
Figure 6. Changes of anode thickness in its various positions 

(left, right, top and bottom) 
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Previous research [18, 21] showed that a 5 mm local 

reduction in the distance between the anode and cathode 

can increase the current density by up to 20% locally. The 

distance at the anode edges is therefore a reason for 

nodule formation at the left side cathode edges. 

 

3. 3. Galvanostatic Tests Results           According to 

the previous section observation, galvanostatic tests were 

performed to investigate the effect of nodule formation 

factors in a laboratory scale. According to the anode and 

cathode arrangement presented in Figure 2, the cathodic 

potential curves versus time were generated and showed 

in Figure 7. No peaks were observed for the arrangement 

b, T2 experiment, while two or three peaks are seen for 

other arrangements. In each peak, the cathodic potential 

decreases by approximately 40 to 60 mV. The presence 

of the peak in the cathodic potential curve is an indication 

of current unbalance during the deposition process. 

Based on the previous research [19, 20, 22], this current 

unbalance can be attributed to the nodular growth at 

cathode surface or edges. This means that for a test where 

additives is not used (T1 experiment), and for tests the 

cathode and anode have not normal arrangement, 

reducing the distance between the anode and the cathode 

from 25 to 20 mm (T3 experiment), either from the 

bottom (T4 experiment) or the lateral side (T5 

experiment) have caused peak generation and possibly 

conditions for nodule formation. It should be noted that 

T2 experiment was developed similar to the industrial 

cell condition. A comparison of the T1 and T2 curves 

shows that the presence of additives in electrolyte 

increases the cathodic potential during the experiment [5, 

6, 23]. 

The surface quality of cathodes formed at different 

conditions of galvanostatic tests was studied using an 

optical microscopic image shown in Figure 8. Images 

with higher magnifications from area 1 and 2 (shown in 

white rectangles) are shown at the right-hand side. 

Relatively smooth and homogeneous deposit without 

nodular growth was produced under T2 arrangement; as 

shown in Figure 8(b). However, in the absence of 

electrolyte additives (T1 experiment), the quality of 

deposit was not uniform and nodules were formed at the 

surface and edges of cathode; as shown in Figure 8(a). 

The additive role in improving cathode quality was 

verified in many previous studies [23, 24]. Additives 

promote the plating of smooth, dense copper deposits 

with minimal impurities. The effects of uniformly 

reducing the distance between the anode and cathode 

from 25 to 20 mm (T3 experiment), either from the 

bottom side (T4 experiment) or the lateral side (T5 

experiment) is shown in Figures 8(c), 8(d) and 8(e), 

respectively. Reducing the distance has led to the 

formation of different types of nodules on the surface or 

on the edge. The results from the experiments indicate the 

importance of anode and cathode configuration in the 

cell. To produce a smooth cathode without nodules it is 

necessary to have a uniform distribution of current 

density over the entire cathode surface.  

 

 

 
Figure 7. Cathodic potential curves versus time for (a) T1, 

(b) T2, (c) T3, (d) T4 and (e) T5 experiments 
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Figure 8. Optical images from the cathode surface for (a) 

T1, (b) T2, (c) T3, (d) T4 and (d) T5 experiments 
 

 

To reach this objective, it is important to provide a 

constant distance between the anode and the cathode. It 

is also necessary to control the distance during the 

electrolysis operation. Ohmic electrolyte resistance, is 

dependent to the electrode distance and geometry.  

Different anode-cathode configuration with the 

consequence of variation in a current density resulted in 

irregular crystal growth and dendrite formation. Nodules 

on the edge were marked with a red oval in Figures 8(a), 

8(c) and 8(e). The presence of peaks in the cathodic 

potential diagrams is consistent with nodule formation on 

cathode. In conclusion, changing the distance between 

the anode and the cathode not only caused the formation 

of nodules at the cathode edge but also at the cathode 

surface. 

 

 

4. CONCLUSION 
 

In this research, edge nodulation of the copper cathode 

was studied at Khatoonabad copper refinery. 

Investigation was conducted by looking into the 

galvanostatic experiments to investigate the nodular 

growth during electrorefining process. The main results 

are as follows: 

1. The optical and FESEM images showed that the 

main microstructural difference between the nodule and 

nodule-free regions is the presence of relatively large 

porosities with diameter of up to 50 µm . 

2. The difference between the chemical composition 

of the noduled area and nodule-free area for the samples 

taken was observed to be higher for Fe, Cd and Pb in the 

noduled samples. This change was not caused devation 

of total concentration from cathode grade 1 . 

3. The repeatability of nodule formation in a similar 

position of a starter sheet was found 4%. Hence, nodule 

formation was not due to the physical defects in the 

polymer edge strip or stainless-steel cathode blank . 

4. A large weight difference can lead to a change in a 

thickness of anode and therfore be a source of nodule . 

5. The galvanostatic test showed that reducing the 

distance between the anode and the cathode can cause the 

formation of nodules at the cathode edge and cathode 

surface. This is parallel with the presence of peaks 

observed in the cathodic potential experiments . 

6. Changes in anode weight and consequently the 

thickness of the anodes can shorten the local distance 

between the anode and the cathodeand a reason for 

nodule formation at the cathode edges. 
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Persian Abstract 

 چکیده 
به منظور ارزیابی اثر شرایط عملیاتی روی رشد ندولار مس، در این مطالعه، عوامل موثر بر رشد ندولار مس روی لبه کاتد از دیدگاه متالورژی و عملیاتی بررسی شده است.  

به  و ضخامت آندها بر تشکیل ندول مطالعه شده است.    همچنین، تاثیر عیوب روی نوار لبه پلیمری و تغییرات وزن تحلیل آماری روی کاتدهای دارای ندول انجام شده است.  

های تخلخلروشیمیایی استفاده شده است.  تهای گالوانواستاتیکی الکهای الکترولیت و فاصله بین آند و کاتد بر روی کیفیت سطح کاتد، از آزمایشمنظور مطالعه تاثیر افزودنی 

های ندول گرفته شده حاوی مقادیر های لبه کاتد مشاهده شد. علاوه بر این، نتایج نشان داد که نمونهندول  مربوط به  میکرون در میکروساختار  50نسبتا درشت با اندازه حدود  

( در تکرار تشکیل ندول در موقعیت یکسان روی نوار لبه بیانگر آن بود که تاثیر عیوب نوار لبه بر تشکیل ندول  1بود. احتمال کم )%  ppm  25بیشتری از آهن، کادمیم و سرب تا  

ها در لبه کاتد شده و لذا تغییر فاصله بین آند و کاتد را به دنبال دارد. این موضوع تشکیل ندول  mm  10تغییرات وزنی زیاد در آندها منجر به تغییرات ضخامت تا  ناچیز است.  

اند به دلیل تشکیل ندول باشد که با استفاده از تصاویر میکروسکپی  توهای گالوانواستاتیکی می های پتانسیل کاتدی در آزمونهای مشاهده شده در منحنی . پیکشودباعث می را  

 . ه استنوری مورد ارزیابی بیشتر قرار گرفت
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A B S T R A C T  
 

 

In multilevel inverters, unused energies are created due to the asynchronous use of the input DC sources. 

when the input DC sources are replaced by renewable systems such as photovoltaic arrays, some of the 

input energies remain unused. This paper presents a new multilevel inverter topology that can harvest 
the unused energies and return them to another output which leads to the harvest of the maximum input 

energy. The harvest of maximum energy (HME) based multilevel inverter structure consists of two 

terminals. One is connected to AC-load and another is joined to DC-load or rechargeable batteries. 
Another merit of the proposed multilevel inverter is that the number of its switches is comparable to 

other structures where unused energies cannot be harvested. Selective harmonic elimination (SHE) has 

been used as the switching strategy in the proposed multilevel structure. To verify the performance of 
the HME-based multilevel inverter topology, the experimental results for a type seven-level inverter 

were performed by the TMS320F28379D DSP.  

doi: 10.5829/ije.2022.35.12c.14 
 

 
1. INTRODUCTION1 
 
In comparison with two-level inverters, multilevel 

inverters (MLI) have been rapidly developed by 

researchers due to lower total harmonic distortion (THD), 

lower switching frequency, the smaller size of the filter, 

and lower dv/dt stress on the load. They have been 

rapidly used in photovoltaic systems [1-8]. The MLI are 

classified to three main groups: neutral-point clamped 

(NPC) [9, 10], flying capacitor (FC) [11, 12] and 

cascaded H-bridge (CHB) topologies [13, 14]. In NPC 

and FC structures, the clamped diodes and capacitors are 

responsible for transmitting the input voltage to 

constitute the N-level voltage at the output, respectively. 

The main advantage of these topologies is that they 

require only one isolated DC source. However, to achieve 

higher voltage levels, they need a high number of 

semiconductor devices (switches and diodes) and passive 

elements. Another drawback of NPC and FC topologies 

is that the neutral point voltage is unbalanced. However, 

many researchers have reported several improved 
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(M. A. Shamsi-Nejad) 

structures to overcome such limitation; but, there are still 

a high number of semiconductor devices in their 

topologies [15-17]. The CHB multilevel inverters are 

suitable for reactive power compensators, battery 

chargers, photovoltaic systems, electrical vehicles, and 

so on. Unlike the NPC and FC topologies, the CHB 

structure acted in asymmetric mode (inequality of input 

DC-sources) to achieve a number of higher voltage 

levels. The most important disadvantage of the CHB 

topology is that there are several isolated DC sources in 

its structure [18, 19]. Recently, the switched-source (SS) 

and switched-capacitor (SC) based topologies have been 

introduced by researchers which reduced the number of 

semiconductor devices [20-24]. In the SS topologies, we 

can obtain structures with a very low number of switches. 

This reduces drastically switching losses, cost, and 

volume of the drive system. However, there are several 

DC sources in this structure. The SC multilevel inverters 

can behave as the boost converter. So, the SC multilevel 

inverters can be used for applications such as 

photovoltaic systems that produce a low voltage on their 
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inputs. They can generate a number of high voltage levels 

at the output with a small number of DC sources. It can 

be concluded from the above discussion, that in the CHB, 

SS, and SC topologies, to achieve the number of high 

voltage levels and low THD on the load, they need a 

number of high input DC sources. This subject leads to 

the appearance of unused energies in the multilevel 

inverters. For more understanding, according to Figure 1, 

consider the seven-level SS-based multilevel inverter that 

has been introduced by Prabaharan et al. [25].  
First, assume that the switching state equals 

(S1S2T1T2T3T4=101010) and the current commutation 

paths are accords with the arrow lines shown in Figure 

1a. In this condition, the input DC source u1 is transferred 

to the load. Right at this moment, the input DC-source u2 

is unemployed. Moreover, according to Figure 1b, in the 

switching state (S1S2T1T2T3T4=011010), when the input 

DC source u2 is transmitted to the load, the input DC 

source u1 is unemployed. Therefore, in multilevel 

inverters which contain several input DC sources, there 

are moments when some or all of the DC sources remain 

unused. It means that, if the input DC sources u1 and u2 

are replaced by the photovoltaic systems, some of the 

 

 

 
(a) 

 
(b) 

Figure 1. Introduced seven-level SS-based multilevel 

inverter by Prabaharan et al. [25]. (a) 

S1S2T1T2T3T4=101010), (b) (S1S2T1T2T3T4=011010) 

input energies will not be used by the inverter. In this 

paper, a new multilevel inverter is introduced so that it 

can harvest the unused energies and return them to 

another load which leads to the harvest of maximum 

input energy. It is obvious that the proposed topology 

must have the least number of semiconductor devices. 

For this reason, Prabaharan et al. [25] the inverter which 

is shown in Figure 1, is selected as the base structure for 

this purpose. To evaluate the performance of the HME-

based multilevel inverter, the selective harmonic 

elimination (SHE) technique is selected as the switching 

strategy. The SHE is a low switching frequency strategy 

that provides us with low switching losses [26-29]. In 

summary, the benefits and properties of the proposed 

multilevel inverter can be listed as follows: 

• The proposed HME-based multilevel inverter can 

harvest the maximum energy which could not be 

harvested by previous multilevel inverters.  

• In the proposed topology, the number of switches is 

comparable to other structures. 

• The SHE method is selected as the switching 

strategy.  

• The proposed multilevel inverter can be 

implemented by an experimental setup.  

 
 
2. PROPOSED HME-BASED MULTILEVEL 
INVERTER 

 

2. 1. Seven-level Structure            The proposed seven-

level HME-based inverter is shown in Figure 2. 

However, it can be generalized to N-level configuration. 

As shown in Figure 2, the HME-based multilevel inverter 

consists of two terminals AB and XY which are 

connected to AC and DC load, respectively. It should be 

noted that the XY terminal is responsible for transferring 

the unused energies that did not previously exist on 

Prabaharan’s inverter in Figure 1. The semiconductor  
 

 

 
Figure 2. Proposed seven-level HME-based inverter with 

u1=V and u2=2V 
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devices (S1S2S4S5D1D4) and (S3S6D2D3D5D6) are 

arranged to transfer the power to the AB and XY 

terminals, respectively. They are configured in the new 

structure so that there is no common current path between 

the two terminals. For instance, when the S3 is turned on, 

(S1S2) is turned off and D3 is reverse biasing. In this 

condition, the DC-source voltage u1 is transferred to the 

XY terminal through D2 and S3 devices.      
At this moment, D1 is direct biasing and it can 

conduct the current to the AC load in the AB terminal. 

The switching states of the seven-level HME-based 

inverter have been listed in Table 1. As shown in Table 

1, there are seven switching states for producing seven-

level of voltage in the output. The switches (S1S2) and 

(S4S5) are logically NOT the switches S3 and S6, 

respectively. In addition, the diodes D1 and D2 (also D4 

and D5) can simultaneously be turned on and off. So, it is 

guaranteed that there is no common current between the 

AB and XY terminals. The commutation pathways 

according to switching states have been depicted in 

Figure 3. For example, in Figure 3(b), the DC-sources 

u1=V and u2=2V are simultaneously transferred to the 

XY and AB terminals for DC and AC loads, respectively. 

In this condition, the VAB=+2V and VXY=+V. In Figures 

3(e), 3(f) and 3(g), according to the activating of T2 and 

T4 in the H-bridge section, the sign of VAB is negative. 

The other switching modes in Figure 3 are analyzed 

according to Table 1.  
 

 
TABLE 1. The switching states of proposed seven-level HME-based inverter 

S1 S2 S3 S4 S5 S6 T1 T2 T3 T4 VAB VXY 

1 1 0 1 1 0 1 0 1 0 +3V 0 

0 0 1 1 1 0 1 0 1 0 +2V +V 

1 1 0 0 0 1 1 0 1 0 +V +2V 

0 0 1 0 0 1 1 0 1 0 0 +3V 

1 1 0 0 0 1 0 1 0 1 -V +2V 

0 0 1 1 1 0 0 1 0 1 -2V +V 

1 1 0 1 1 0 0 1 0 1 -3V 0 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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(e) 

 
(f) 

 
(g) 

Figure 3. Schematic of switching states for generating 

different voltage levels on AC and DC loads with u1=V and 

u2=2V. (See Table 1): (a) State 1 for VAB=+3V and VXY=0V. 

(b) State 2 for VAB=+2V and VXY=+V. (c) State 3 for 

VAB=+V and VXY=+2V. (d) State 4 for VAB=0V and 

VXY=+3V. (e) State 5 for VAB=-V and VXY=+2V. (f) State 6 

for VAB=-2V and VXY=+V. (g) State 7 for VAB=-3V and 

VXY=0V 
 

 

It should be noted that, for decreasing the voltage 

ripple, we can consider a capacitor on the output XY 

terminal. However, in this work, to accurate calculation 

of the used and unused energy, we decided that it does 

not consider. 
 

2. 2. Generalized HME-based Multilevel Inverter           
An N-level structure can be implemented in modular 

form by serializing the several units of the HME-based 

multilevel inverter which is shown in Figure 4.  
It should be noted that the terminal XY is unipolar 

which can generate the voltage in forming of multilevel. 

In symmetric mode (u1 = u2 = … = un), the number of 

switches (Nsw) and the number of generated voltage 

levels on the terminals AB (Nlevel,AB) and XY (Nlevel,XY) 

can be calculated as follows: 

,

,

,

3 5

2

2 1

1

level AB

sw

level AB

level XY

N
N

N n

N n

+
=





= +


= +



 

(1) 

where n is the number of units.  

In asymmetric mode, by considering the pattern of 

DC-sources voltage as (u1 =V, u2 =2V, u3 =3V,…, un 

=nV), the number of switches and voltage levels can be 

formulated as follows: 

2

2

,

,

,

2

2

3 5
4 3

2 2

1

sw level AB

level AB

level XY
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N N
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N
+ +
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 =


 
(2) 

Although, there are multiple voltage patterns in the 

asymmetric mode for achieving the number of high 

 

 

 
(a) 

 
(b) 

Figure 4. Generalizing of the proposed HME-based 

multilevel inverter to the N-level structure. (a) Symmetric 

mode and (b) Asymmetric mode 



S. J. Salehi et al. / IJE TRANSACTIONS C: Aspects  Vol. 35 No. 12, (December 2022)    2377-2385                                  2381 
 

voltage levels such as (u1=V, u2=2V, u3=4V,…, un=2n-

1V), they increase the total standing voltage (TSV) of 

some switches that are not appropriate.   

 

 

3. COMPARISON OF THE HME-BASED MULTILEVEL 
INVERTER WITH OTHER TOPOLOGIES  

 

It should be noted that harvesting maximum energy 

requires the use of a large number of switches. However, 

the proposed inverter is comparable to other structures 

that cannot absorb these energies. Table 2 shows the 

number of switches for six different multilevel inverters. 

In Table 2, the inverter is a multilevel inverter type of 

switched-source that has been introduced by Babaei and 

Hosseini [24] 

Figure 5 shows the curve of the number of switches 

in terms of the number of voltage levels for multilevel 

inverters listed in Table 2. Any curve that has a lower 

slope means fewer switches in its structure. For example, 

in symmetric mode, as shown in Figure 5(a), to achieve 

a 50-level voltage in the inverter output, 28, 54, 78 and 

96 switches are required for the Prabaharan, Babaei, 

HME and CHB topologies, respectively. Also, in 

asymmetric mode, according to point M shown in Figure 

5(b), the HME-based multilevel inverter has a smaller 

number of switches than the CHB topology for voltages 

above 21 levels. So, the proposed HME-based multilevel 

inverter is comparable to other multilevel inverter 

topologies.   
 

 

4. CALCULATION OF THE TRANSFERRED ENERGY 
TO THE TERMINAL XY   
 
In this section, the transferred energy to terminal XY is 

calculated. This is the same unused energy in 
 

 

TABLE 2. The number of switches in several multilevel 

inverter topologies 

Type of Multilevel 

inverter 

Number of switches 

in symmetric mode 

Number of switches 

in asymmetric mode 

NPC [9, 10] ( )2 1
level

N −  ----------- 

FC [11, 12] ( )2 1
level

N −  ----------- 

CHB [13] ( )2 1
level

N −  2 4 3 2
level

N − −  

Babaei and 
Hosseini [24] 

3levelN +  4 3 3
level

N − +  

Prabaharan et al. 

[25] 

( )7

2

levelN +
 4 3

1 7

2 2
level

N − +  

Proposed HME 
( )3 5

2

levelN +
 4 3

3 5

2 2
level

N − +  

 
(a) 

 
(b) 

Figure 5. Comparison of the proposed HME-based 

multilevel inverter with other topologies. (a) Symmetric 

mode and (b) Asymmetric mode 

 
 
conventional multilevel inverters such as Babaei and 

Hosseini [24], Prabaharan et al. [25], etc. 

For this purpose, the SHE method is considered as a 

switching strategy due to its staircase manner and easy 

analysis. Here, for facilitating the equations, it is assumed 

that the load is pure resistive in both terminals AB and 

XY. Figure 6 shows the voltage waveforms in terminals 

AB and XY in the proposed seven-level HME-based 

inverter under the SHE switching strategy. In Figure 6, 

Vdcm and (α1, α2, α3) are the smallest voltage level on the 

loads and switching angles, respectively. For calculating 

the transferred energy to the terminal XY, it should be 

integrated from the power. According to the in-phase of 

voltage and current in terminal XY, the transferred 

energy to the terminal XY (EXY) can be written as 

follows:  

( )

1 2

1

1

0

0

( ) ( )

3 2
3 2

3
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XY XY XY

dcm dcm
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V
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Figure 6. The voltage waveforms in terminals AB and XY 

under the SHE switching strategy, according to Table 1 
 

 

where VXY(ωt) and IXY(ωt) are the instantaneous voltage 

and current in terminal XY, respectively. 

Moreover, R is the resistance of DC load. By 

solving equation 3, in one complete cycle (t=2π), the EXY 

is obtained as follows: 

( )
2

1 2 3

2
10 6 2dcm

XY

V
E

R
  = + +  (4) 

Equation (4) describes the unused energy in a seven-level 

inverter under the SHE switching strategy which can be 

harvested by the proposed HME-based inverter in the 

terminal XY. It can be generalized to the N-level 

conditions as follows:   

( )

( )
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              + −

              + −

              + +

 

(5) 

Now, assume that there is a relationship between 

switching angles as
1k

k =  ( )
2 1 3 1

2 , 3 ,...   = =

which is close to the real conditions. By defining P0 as

( )2

0 1
/

dcm
P V R = , the curve EXY/P0 in terms of the 

number of voltage levels can be depicted in Figure 7. By 

comparing the real and linear curves in Figure 7, it can be 

seen that as the number of inverter voltage levels 

increases (with increasing the number of DC inputs), the 

unused energy increases with nonlinear behavior. So, the 

harvest of maximum energy at a high number of voltage 

levels is more important than the inverters with a low 

number of voltage levels.  

 

 

5. EXPERIMENTAL RESULTS         
 

The introduced HME-based seven-level inverter can be 

implemented as illustrated in Figure 8. 

The experimental setup consists of a 

TMS320F28379D DSP as the processor, a gate driver, 

the proposed HME-based multilevel inverter, several R- 

 
Figure 7. The energy manner in terminal XY with increasing 

the number of voltage levels 
 

 

 
Figure 8. The experimental setup 

 

 

L loads, two 1/7 Ω series resistance as the current sensors, 

and multiple power supplies. In the gate driver circuit, the 

HCPL-3120 is used as both a DSP ground isolator and a 

switch driver. Moreover, in this circuit, two 74HC245 

buffers are applied to prevent the current consumption by 

the DSP. The important point about the gate driver circuit 

is that the gate driver power supply ground should only 

be connected to the negative terminal of DC-source u1 

(see Figure 2). To select the switches and diodes, it 

should be noted that, in the experimental works, due to 

limitations in DC-link power supplies, the selected 

switches and diodes should have a low voltage drop. For 

this reason, the switches and diodes in our setup have 

been chosen as IRG41BC30S IGBTs and 

MBRF20100CT Schottky diodes, respectively.  

In our experimental implementation, the values of 

DC-sources u1 and u2 are selected as 50v and 100v, 

respectively. For obtaining different values of DC-source 

voltage, they can be variable by two high current buck-

boost converter modules. Figure 9 shows the inverter 

output voltages VAB and VXY with constant pure resistive 

load Z=50 Ω under various modulation indexes. 

According to a selection of DC sources as u1=50v and 

u2=100v, the maximum voltage level of both VAB and 

VXY was expected to be 150v (V=50v, 2V=100v, 

3V=150v) but as shown in Figure 9(a), it is equal to 140v. 

This is due to the voltage drop across the switches and 

diodes. In Figure 9(b), as was expected, by reducing the 

modulation index, the width of the largest voltage AB  
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(a) 

 
(b) 

Figure 9. Experimental results with constant resistive load 

Z=50 Ω (for both DC and AC loads). (a) Output voltages 

VAB (yellow wave × 50 V/div.) and VXY (blue wave × 1 

V/div.) under M=0.7, (b) Output voltages VAB (yellow wave 

× 50 V/div.) and VXY (blue wave × 1 V/div.) under M=0.5 
 

 

level is diminished. So, it is expected that the 

fundamental harmonic of voltage AB is also reduced. 

Unlike the behavior of voltage AB, by reducing the 

modulation index, the width of the largest voltage XY 

level is increased. So, it is expected that the mean value 

of voltage XY is increased. It can be concluded from the 

above discussion, the rechargeable batteries are a suitable 

option for DC load when the SHE method is used as a 

switching strategy. 

It should be noted that, in our work, two 1Ω series 

resistances with the AB and XY outputs have been used 

as current sensors. So, for achieving the real values of 

currents IAB and IXY, the amplitude of the current 

waveforms must be multiplied by 1. Figure 10 shows the 

experimental results with changing of load impedance 

from Z1=58 Ω + 12 mH to Z2=135 Ω + 66 mH under 

constant modulation index M=0.7. Since the impedance 

Z2 is more inductive than the impedance Z1, two events 

are expected to occur when the impedance Z2 is applied 

to both inverter terminals. 

First, according to Figure 10(a), the voltage VAB 

becomes like a pulsating wave when the polarity 

changes. In this condition, due to the unipolar of the 

terminal XY, the voltage VXY does not has the pulsating-

shaped wave. Second, as shown in Figures 10(b) and 

10(c), the currents IAB and IXY get closer to the sine wave. 

However, the amplitude of currents IAB and IXY has 
 

 
(a) 

 
(b) 

 
(c) 

Figure 10. Experimental results with change of load 

impedance from Z1=58 Ω + 12 mH to Z2=135 Ω + 66 mH   

(for both DC and AC loads) under constant modulation 

index M=0.7. (a) Output voltages VAB (yellow wave × 50 

V/div.) and VXY (blue wave × 1 V/div.), (b) current IAB, (c) 

current IXY. (To obtain the real values of the currents, the 

amplitudes of the waves (b) and (c) must be multiplied by 1 

due to compensation for use of the 1-ohm series resistance 

as the current sensor) 

 

 

been diminished from 1.8 A to 0.5 A and from 2.4 A to 1 

A, respectively. 

 

 

6. CONCLUSION 
 

A new multilevel inverter based on the harvest of 

maximum energy was proposed in this paper. The HME-

based multilevel inverter consists of two independent AC 

and DC outputs which can be harvested the unused 

energies from the XY terminal. The new structure can be 
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modular form. The most important merit of the proposed 

topology is that if the inverter input DC sources are 

replaced by photovoltaic systems, they can be harvested 

the maximum power and energy from them. So, in future 

work, we intend to connect the inverter to the grid with 

photovoltaic arrays so that it can be injected the 

maximum energy into it. Moreover, the number of 

semiconductor devices of the proposed multilevel 

inverter is comparable to traditional inverters. The 

simulation and experimental results indicate that the 

HME-based inverter has a good performance for the 

constant and variable loads under the SHE switching 

strategy. 
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Persian Abstract 

 چکیده 
ا به دل  ی ها  یانرژ  ،یچند سطح  ینورترهایدر  منابع  غیر  استفاده    ل یاستفاده نشده  از   یهاستمیس  ه وسیلهب  یورود  DCمنابع    هنگامیکه د.  نشویم  جادیا  یورود  DCهمزمان 

که    کندی ارائه م  دیجد  ی چند سطح  نورتریا  یتوپولوژ کیمقاله    نی. امانندیاستفاده م  بلا  یورود  یهای از انرژ  یبرخ  شوند،ی م  نیگز یجا  کیفتوولتائ  یهاهیمانند آرا  ریدپذیتجد

بر   یمبتن یچند سطح نورتری. ساختار اشودیم یورود یبرگرداند که منجر به برداشت حداکثر انرژ گریبار د رای یکو آنها را ب کند نشده را برداشتاستفاده یهای انرژ تواندیم

 نورتر یا یایاز مزا گرید یکی. شودمتصل تواند میقابل شارژ  یهایباتر ای DCبه بار   یگریو د ACبه بار   یکیشده است.  لیتشک انهیاز دو پا (HME)ی برداشت حداکثر انرژ

  های کیحذف هارمونروش .  ستیاستفاده نشده قابل برداشت ن یهایاست که در آنها انرژ سهیقابل مقا ییآن با ساختارها هایسوئیچاست که تعداد  نیا یشنهادیپ یچند سطح

نتاHMEبر    ی مبتن  یچند سطح  نورتریا  یعملکرد توپولوژ  دییاستفاده شده است. به منظور تأ  یشنهادیپ  ی در ساختار چند سطح  زنی  چیسوئ  یبه عنوان استراتژ  منتخب   ج ی ، 

 شده است. انجام TMS320F28379D DSP پردازشگر سیگنال دیجیتال  توسط یهفت سطح نورتر یا کی یبرا آزمایشگاهی
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A B S T R A C T  
 

 

Oil spills in the seas and oceans cause pollution and have many destructive environmental effects. The 
diffusion (parabolic) equations are the most reasonable option to model the propagation of this leakage 

and contamination. These equations allow statistics regarding the amount of oil that has outreached the 

ocean outlet, to be used as initial and boundary conditions for a mathematical model of oil diffusion and 
alteration in seas. As it involves the hyperbolic (advection/wave) component of the equation, the most 

reasonable choices are diffusion and Allen–Cahn (AC) equations, which are difficult to solve 

numerically. Equations of diffusion and Allen-Cahn were solved with different degrees of fractional 
derivatives (α= 0.25, α=0.5, α=0.75 and α=0.75), and the oil pollution concentration was obtained at a 

specific time and place. This study adopts the homotopy perturbation method (HPM) for nonlinear 

Allen–Cahn (AC) equation and time fractional diffusion equation to express oil pollution in the water. 

Fractional derivatives are portrayed in the sense of Caputo. Two presented examples illustrate the 

applicability and validity of the proposed method. Pollution concentrations in flow field over an interval 

of time and space for different degrees of fractional derivation are shown. At lower fraction derivative 
degrees, the pollution concentration behavior is nonlinear, and as the degree of fraction derivation 

increases to one, the nonlinear behavior of the pollution concentration decreases. The results produced 

by the suggested technique compared to the exact solutions shows that it is efficient and convenient; it 
is also reduces computational time. 

doi: 10.5829/ije.2022.35.12c.15 
 

 
1. INTRODUCTION1 
 
The release of liquid hydrocarbons into the ocean is 

called oil pollution. Humanity releases oil from without 

refining, tankers and carries out engineering actions, 

including piping, drilling and offshore rigs. These 

activities have catastrophic effects on the environment 

and the biology of marine life and lead to hazardous 

consequences. Therefore, the extent of the oil spill is 

essential for reciprocity. In this way, the natural 

ecosystem of the coastline is preserved. Also, a 

catastrophe is prevented in the early stages. 

The area of spillage could be anticipated according to 

the governing equations of the fluid flow and the mass 

transfer phenomenon. The boundary and initial 
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conditions for the a calculation for diffusion of oil and 

change at sea can be deduced from the statistics of the the 

volume of oil that reaches the ocean outlet. The diffusion 

(parabolic) equations are the most reasonable option to 

model the propagation of this leakage and contamination. 

These equations allow statistics regarding the amount of 

oil that has outreached the ocean outlet, to be used as 

initial and boundary conditions for a mathematical model 

of oil diffusion and alteration in seas. Since it includes a 

hyperbolic section of the equation, the best options are 

the Allen Kahn (AC) and diffusion equations, which are 

challenging to solve mathematically. Several academics 

have investigated the production of oil and oil spill 

transfer based on the path method over the past three 

decades [1]. This method has been used for river and seas 
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[2, 3] and lake systems [4-6]. Allen Kahn's equation is a 

mathematical model used to analyze the phase separation 

procedure in binary alloys. This equation arises in fluid 

dynamics as a convection-diffusion equation and 

materials science as a reaction-diffusion equation. When 

a substance changes its composition or form, phase 

transfer occurs at the interface. It is a straightforward 

model of the nonlinear reaction propagation 

methodology. Often employed to pinnacle interface 

move over time, phase separation in alloys over time is 

used in different fields, integrating image processing, 

geology, biology, bio-fluid and materials science. 

Sutantyo et al. [7] investigated the dynamics of the 

modified PB DNA model by considering DNA in the 

Nosé-Hoover thermostat as a bio-fluid with various 

viscosities. In their study, viscosity variations are 

reviewed through temperature variations, namely thermal 

viscosity. They obtained the dynamical equation of DNA 

in the form of a nonlinear Schrödinger-like (NLS-like) 

equation by using the perturbation method and 

continuous approximation. Hariharan et al. [8] presented 

a Wavelet-based equivalence approach for cracking the 

equations for Allen-Cahn and Newell-Whitehead. The 

differential equation, the largest derivative was 

developed into the sequence of Legendre; this 

approximate is merged even though the boundary 

conditions used employing integration constants. They 

confirmed the conjunction of the suggested techniques. 

Ultimately, they have provided some numerical instances 

to verify the reality and relevance of the procedure. 

Javeed et al. [9] examine the latest exact resolutions of 

nonlinear fractional partial differential equations 

(FPDEs). The proposed technique is readily helpful and 

applicable, which can be executed successfully to solve 

various kinds of nonlinear FPDEs. Yin and Zhengyuan 

[10] supposed a rapid algorithm and assumed three 

numerical illustrations with non-smooth and smooth 

outcomes. They show the computational efficiency in 

cracking nonlinear PDEs, from which it is 

straightforward to see that the computing duration could 

be preserved. In another research, concentrating on 

suggesting and exploring a method for Allen-Cahn 

equations has been accomplished. They studied the 

conjunction of iterative answers. Numerical 

examinations were given to prove their submitted 

procedure. 

Furthermore, it is indicated that when compared to 

standard finite difference iterative methods, iterative 

processes with extremely rare unknowns have 

substantially shorter computation times [11]. Khalid et al. 

[12] introduced a collocation technique established on 

redefined cubic formulation using finite differences and 

functions to analyze the inaccurate time-fractional Allen–

Cahn equation explanation. They examined the 

computational efficiency of the offered approach via 

some numerical samples. The simulation outcomes 

exhibit a definitive accord with the exact solution 

corresponding to those seen in the publications. In 

another study, Olshansky et al. [13] investigated an 

Allen–Cahn equation expressed on a surface that changes 

with time as a phase separation example with order-

disorder evolution in a slim layer. A standard inner-outer 

expansion indicates that the solution's limiting manners 

are a classification flow for the geodesic mean curvature 

in reference coordinates. They showed a fundamental 

stability analysis and conjunction investigation for 

interpolation errors and inaccurate geometry retrieval. 

The diffusion equation has many applications that 

researchers have solved in different methods. Ahmad et 

al. [14] used analytical methods to solve initial value 

issues in ocean engineering and science. They showed 

the accuracy of using a technique by comparing the 

results to an exact solution. Patel et al. [15] approached 

Fractional Reduced Differential Method to solve the 

diffusion equation in water pollution. They proved 

FRDTM gives fast convergence and provides highly 

accurate numerical results. Lin et al. [16] simulated air 

pollution diffusion to analyze industrial places. They 

investigated industrial parks in Taiwan from 2017 to 

2019. The results will aid in managing the dangers of air 

pollution for the petrochemical sector and public health 

authorities. Moraga et al. [17] studied the SIMPLER 

algorithm's diffusion problem in fluid flow. The results 

exhibit that the suggested algorithm has significant 

advances in reducing the number of iterations and 

computation time. Yan et al. [18] presented the analytical 

model for thermal diffusion in porous media. They assess 

the significance of the Soret impact and temperature 

dependent diffusion coefficient on non-isothermal 

diffusion. Hayat et al. [19] considered the 

thermodiffusion in unsteady magnetohydrodynamic with 

first order chemical reaction. They showed that compared 

to radiation and magnetic factors, heat transfer speed is 

increased. The semi-analytical approach can be utilized 

to solve the equations governing fluid flow [8, 20, 21] 

and mass transfer problems. Many researchers have used 

semi-analytical methods to solve various engineering 

problems in heat transfer [22-25] and heat pumps [26-

28]. One of the essential advantages of these methods is 

saving time, high accuracy, and proper convergence. 

The diffusion equation is a parabolic one; fluid flow 

depicts the visible behavior of numerous micro-particles 

in Brownian movement, coming about from the irregular 

developments and collisions of the particles (Figure 1). A 

diffusion process is a solution to a stochastic differential 

equation in probability theory and statistics. The 

molecule's position is at that point irregular; an 

advection-diffusion condition represents its likelihood 

thickness work as a work of space and time. 

The real-world phenomenon has been governed by 

PDEs of integer order which cannot be adequately 

described. Additionally, no method gives an exact  
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Figure 1. Scheme of diffusion trend in the water 

 

 

solution for the fractional-order differential equation. 

Hence, nonlinear PDEs of fractional order make the 

research more significant. Therefore, in this paper, we 

have applied HPM an efficient and robust method to find 

the solutions to the time-fractional diffusion equation and  

Cahn–Allen equation arising in oil pollution. The novelty 

of our work is that it provides an accurate prediction of 

the behavior of oil and is vitally important to preserve the 

natural shoreline environmental system. Moreover, this 

method can also be applied to derive various traveling 

wave solutions with distinct physical structures for 

nonlinear fractional equations arising in ocean 

engineering for examining nonlinear behavior due to 

water waves. Equations of diffusion and Allen-Cahn 

were solved with different degrees of fractional 

derivatives (α= 0.25, α=0.5, α=0.75 and α=0.75), and the 

oil pollution concentration was obtained at a specific time 

and place.  

This study consists of five sections: In the first 

section, the topic and literature are discussed. In section 

two, time-Fractional diffusion is defined in both 

Riemann-Liouville and Caputo definitions. Also, we 

provide a review of the HPM and its application in 

section three and two presented examples illustrate the 

applicability and validity of the proposed method in 

section four. Finally, section five is the conclusion. 
 
 

2. TIME-FRACTIONAL DIFFUSION 
 

A fractional derivative of order α > 0 is defined in many 

ways [29-31]. The Riemann-Liouville and Caputo 

definitions are the two that are the most frequently 

employed. Each definition makes use of whole-order 

derivatives and Riemann-Liouville fractional integration. 

In the sense of Caputo the best definitions of fractional 

derivatives are compiled in this section (CFD). The 

general diffusion equation with nonlinearity will be taken 

into account to describe oil contamination in the oceans, 

and its form is stated as follows [14]: 

𝜕𝜓

𝜕𝑡
= 𝐷

𝜕2𝜓

𝜕𝑥2 + 𝛽𝜓 + 𝛾𝜓𝑚  (1) 

where D is the diffusion coefficient, C is the 

concentration, β and γ are real values and ψ is 

concentration. An example of a diffusion equation is the 

Allen-Cahn (AC) equation, which is created: 

Substitution → m = 3, γ = −1 , β = 1 in Equation (1). 

2. 1. Interpretation (Fractional derivative in the sense 

of Caputo)                If  f  be an integrable continual 

operation in (a, b) for t ∈ [a, b] then, the left and right 

Caputo fractional derivatives are 𝐷 𝑡
𝛼𝑓(𝑡)𝛼

𝐶  and 𝐷 𝑏
𝛼𝑓(𝑡)𝑡

𝐶  

respectively, of order α, are characterized within the 

following way: 
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2. 2. Interpretation (Fractional derivative in the sense 

of Riemann-Liouville)          If 𝑓 be an integrable continual 

operation in the interval (𝑎, 𝑏) for 𝑡 ∈ [𝑎, 𝑏] then, the 

right and left Riemann-Liouville fractional derivatives 

are 𝐷 𝑏
𝛼𝑓(𝑡)𝑡

  and 𝐷 𝑡
𝛼𝑓(𝑡)𝛼

  respectively of order α, 

are characterized by Equations (4) and (5):  
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(5) 

where 𝑛 ∈ 𝑁, 𝑛 − 1 ≤ 𝛼 < 𝑛 and 𝛤 is the Euler Gamma 

Function. 

In both definitions, if α ∈ N,  give the classical 

derivatives, and the A constant's Caputo fractional 

derivative is always equal to zero. 

 

 

3. HOMOTOPY PERTURBATION METHOD 
 

We will provide a review of the HPM in this part. 

Numerous records provide information on the HPM's 

concepts and their applicability to numerous types of 

differential equations [22, 24, 32]. Consider the nonlinear 

differential equation.  

We look at the following equation to demonstrate the 

fundamental concepts behind this approach: 

( ) ( ) 0.X u z r− =
      r  (6) 

Having a boundary condition: 

( , ) 0.
u

Y u
n


=

            r  

(7) 

z(r) is a well-known analytical function, X is a generic 

differential operator, Y is a boundary operator and   is 

the domain boundary of   and L is linear and N is 

nonlinear, can be used to split the variable X. Therefore, 

Equation (10) may be expressed as follows: 

( ) ( ) ( ) 0.N u L u z r+ − =
     r  (8) 
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The following is a diagram of the homotopy perturbation 

structure: 

0
( , ) (1 )[ ( ) ( )] [ ( ) ( )] 0.H v p p L v L u p X v z r= − − + − =

 
(9) 

And: 

( , ) : [0,1]v r p R →
 (10) 

𝑝 ∈ [0,1] is a parameter of embedding and 𝑢0 is the 

initial approximation that meets the boundary 

requirement. Equation (11)'s answer can be expressed as 

a power series in p, as shown below:  

2

0 1 2
...v v pv p v= + + +

 
(11) 

The following approximates the answer to the question: 

1 0 1 2
lim ...

p
u v v v v

→
= = + + +

 
(12) 

 

3. 1. Application of HPM             To obtain the behavior 

of the Allen-Cahn condition and the dissemination 

condition. 
• Time–fractional diffusion equation 

𝜕𝛼𝜓

𝜕𝑡𝛼 =
𝜕2𝜓

𝜕𝑥2 + cos 𝑥  (13) 

• The Allen-Cahn equation with time fractions 

𝜕𝛼𝜓

𝜕𝑡𝛼 =
𝜕2𝜓

𝜕𝑥2 + 𝜓 − 𝜓3  (14) 

In this paper, the research methodology flowchart is 

shown in Figure 2. Problem identification is actually 

seeing the problem before trying to solve it. In other 

word, it is a first strategy in solving a problem.  

Numerical solution involves solving the equation by the 

HPM method, which, if solved, the answer will be 

validated by the exact solution following literature [14]. 

This process is repeated until an accurate answer is 

reached. 
 

 

4. INFORMATIVE EXAMPLES 
 

To demonstrate the effectiveness of the Homotopy 

Perturbation Method (HPM), we consider the following 

Fractional Differential Equations (FDEs) in sense of 

Caputo type. All the results were calculated by using the 

symbolic calculus Maple software. Further, the results of 

the hybrid approach are implemented in Maple software. 
 

Example 4.1 

Consider the time-fractional AC Equation (15) and 

having the initial condition as follows [14]: 

𝜕𝛼𝜓

𝜕𝑡𝛼 =
𝜕2𝜓

𝜕𝑥2 + 𝜓 − 𝜓3,     0 < 𝛼 ≤ 1  (15) 

𝜓 (𝑥, 0) =
1

2
 tanh (0.3536𝑥) −  

1

2
 ,  (16) 

 
Figure 2. The research methodology flowchart 

 

 

For α = 1, the exact answer to Equation (15) is [14]. 

𝜓 (𝑥, 0) =
1

2
 tanh (0.3536𝑥 − 0.75𝑡) −

1

2
     (17) 

 

4. 1. 1. Application of HPM               For applying the 

HPM on Equation (15), according to Equation (16) as an 

initial condition, we have 

𝑒𝑞𝑢 ∶= ∫
0.5641895835(

𝜕

𝜕𝑡
𝜓(𝑥,𝜏))

(𝑡−𝜏)0.5

𝑡

0
𝑑𝜏 −

(
𝜕2

𝜕𝑥2 𝜓(𝑥, 𝜏)) − 𝜓(𝑥, 𝜏) + 𝜓(𝑥, 𝜏)3 = 0  
(18) 

For applying the HPM on Equation (15), the homotopy 

form of the fractional differential equation should be 

written. Next, we take into account an approximate 

solution to the issue in terms of the different powers of P 

in series. Equation (26), which successfully merges to the 

precise answer 𝝍 (𝑥, 0) =
1

2
 tanh (0.3536𝑥 − 0.75𝑡) −

1

2
 , provides the analytical approximation of the fractional 

order in time of Equation (15).  

The effects of "t" on the solution of the AC equation 

are depicted in Figures 3 and 4 in accordance with the I.C 

𝝍 (𝑥, 0) =
1

2
+

1

2
 tanh (0.3536𝑥). Figure 5 also includes 

the three-dimensional charts. Figures 3 and 4 show the 

curved nonlinearity is seen for lower amounts of α, but 

that there are less nonlinear developments when is closer 

to 1 (α= 0.25, 0.5, 0.75). The outcomes have been 
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contrasted with the precise answer that is currently 

known for integer-order α= 1. Figures 3 and 4 display the 

variations ψ for various values of α. Figure 3 also 

displays the outcomes for t=0.5, and Figure 4 displays the 

outcomes for t=1. Figure 5 is three-dimensional plot for 

the changes of ψ(x,t) and Figure 6 is Abs. Error graph by 

HPM and MVIA–I [14] for example 1. 

𝜓(𝑥, 𝑡) = 𝜓0(𝑥, 𝑡) + 𝑃𝜓1(𝑥, 𝑡) + 𝑃2𝜓2(𝑥, 𝑡) +
𝑃3𝜓3(𝑥, 𝑡) + 𝑃4𝜓4(𝑥, 𝑡)  

(19) 

𝜕

𝜕𝑡
𝜓0(𝑥, 𝑡) + 𝑃 (

𝜕

𝜕𝑡
𝜓1(𝑥, 𝑡)) + 𝑃2 (

𝜕

𝜕𝑡
𝜓2(𝑥, 𝑡)) +

𝑃3 (
𝜕

𝜕𝑡
𝜓3(𝑥, 𝑡)) + 𝑃4 (

𝜕

𝜕𝑡
𝜓4(𝑥, 𝑡)) =

𝑃 (
𝜕

𝜕𝑡
𝜓0(𝑥, 𝑡) + 𝑃 (

𝜕

𝜕𝑡
𝜓1(𝑥, 𝑡)) +

𝑃2 (
𝜕

𝜕𝑡
𝜓2(𝑥, 𝑡)) + 𝑃3 (

𝜕

𝜕𝑡
𝜓3(𝑥, 𝑡)) +

𝑃4 (
𝜕

𝜕𝑡
𝜓4(𝑥, 𝑡))) −

(∫
0.5641895835(

𝜕

𝜕𝑡
𝜓0(𝑥,𝑡)+𝑃+𝑃2+𝑃3+𝑃4)

(𝑡−𝜏)0.5
𝑑𝜏

𝑡

0
) +

 (
𝜕2

𝜕𝑥2 𝜓0(𝑥, 𝑡) + 𝑃 (
𝜕2

𝜕𝑥2 𝜓1(𝑥, 𝑡)) +

𝑃2 (
𝜕2

𝜕𝑥2 𝜓2(𝑥, 𝑡)) + 𝑃3 (
𝜕2

𝜕𝑥2 𝜓3(𝑥, 𝑡)) +

𝑃4 (
𝜕2

𝜕𝑥2 𝜓4(𝑥, 𝑡))) + 𝑃𝜓1(𝑥, 𝑡) + 𝑃2𝜓2(𝑥, 𝑡) +

𝑃3𝜓3(𝑥, 𝑡) + 𝑃4𝜓4(𝑥, 𝑡) − (𝜓0(𝑥, 𝑡) + 𝑃𝜓1(𝑥, 𝑡) +
𝑃2𝜓2(𝑥, 𝑡) + 𝑃3𝜓3(𝑥, 𝑡) + 𝑃4𝜓4(𝑥, 𝑡)3)  

(20) 

Then, we should define BCs 

𝜓  (𝑥, 0) =
1

2
  tanh  (0.3536𝑥) −

1

2
 ,       (21) 

After substituting initial conditions into Equation (20) 

and we putting P=1 in each equation we have 

𝜓0(𝑥, 𝑡) = −
1

2
+

1

2
tan (

221

625
𝑥)  (22) 

𝜓1(𝑥, 𝑡) =

−
1

3125000

𝑡(103 sinh(
221

625
𝑥))+𝑡(1171875 𝑐𝑜𝑠ℎ(

221

625
𝑥))

𝑐𝑜𝑠ℎ(
221

625
𝑥)

3   
(23) 

𝜓2(𝑥, 𝑡) = −
309

6250000

1

cosh(
221

625
𝑥)

5  (𝑡 ((
781250

103
+

𝑡) cosh (
221

625
𝑥)

3
+ (

2

3
+

686645513117

120703125
𝑡) sinh (

221

625
𝑥) 𝑐𝑜𝑠ℎ (

221

625
𝑥)

2
−

5

4
𝑐𝑜𝑠ℎ (

221

625
𝑥)

 
𝑡 −

390831

1562500
𝑡 sinh (

221

625
𝑥)))  

(24) 

𝜓3(𝑥, 𝑡) =
1

45776367187500000000
  .    

1

𝑐𝑜𝑠ℎ(
221

625
𝑥)

7 ((−6437301784931250000 𝑡3 −

4526367187500000 𝑡2 −

(25) 

17166137695312500000 𝑡) 𝑐𝑜𝑠ℎ (
221

625
𝑥)

5
+

(−1697387699683408 𝑡3 −
25749206741887500000 𝑡2 −

1508789062500000 𝑡) 𝑠𝑖𝑛ℎ (
221

625
𝑥) 𝑐𝑜𝑠ℎ (

221

625
𝑥)

4
+

9657084915679687500𝑡2 (𝑡 +

241406250

412035623069
) 𝑐𝑜𝑠ℎ (

221

625
𝑥)

3
+

3960820003063620 (𝑡 +

183202031250

640909385609
) 𝑠𝑖𝑛ℎ (

221

625
𝑥) 𝑡2 𝑐𝑜𝑠ℎ (

221

625
𝑥)

2
−

368135762890625 𝑐𝑜𝑠ℎ  (
221

625
𝑥)

 
𝑡3 −

566255996392305 𝑠𝑖𝑛ℎ (
221

625
𝑥) 𝑡3)    

After simplifying and solving the problem, we have 

𝜓3(𝑥, 𝑡) = −
1

2
+

1

2
𝑡𝑎𝑛ℎ (

221

625
𝑥) −

1

3125000

𝑡(103 sinh(
221

625
𝑥)+1171875 cosh(

221

625
𝑥))

cosh(
221

625
𝑥)

3 −

309

6250000

1

cosh(
221

625
𝑥)

5 (𝑡 ((
781250

103
+ 𝑡) cosh (

221

625
𝑥)

3
+

(
2

3
+

686645513117

120703125
𝑡) sinh (

221

625
𝑥) cosh (

221

625
𝑥)

2
−

5

4
cosh (

221

625
𝑥) 𝑡 −

390831

1562500
𝑡 sinh (

221

625
𝑥))  

(26) 

 

 

 
Figure 3. The changes of ψ(x,t) to X in different values of α 

in t=0.5 

 

 

 
Figure 4. The changes of ψ(x,t) to X in different values of α 

in t=1 
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TABLE 1. Comparison of absolute errors for different values for Example 1 

x 
t=1 t=0.5 

HPM MVIA–I [14] LLWM [8] ADM [24] HPM MVIA–I [7] LLWM [8] ADM [24] 

-25 1.16529E-10 1.17373E-10 1.18943E-11 1.1644E-11 1.24869E-10 1.25342E-10 6.4747E-12 1.45683E-6 

-15 1.37844E-07 1.38319E-07 2.36636E-9 1.37206E-8 1.47136E-07 1.47721E-07 1.35653E-10 1.23638E-9 

25 1.58218E-10 1.57665E-10 9.84744E-10 4.8392E-10 1.69113E-09 1.68402E-09 7.49924E-10 1.35958E-8 

30 4.60177 E-12 4.59300 E-12 3.57575E-11 1.4096E-11 4.90841E-12 4.90550E-12 2.44443E-10 3.9604E-10 

 
 

 
Figure 5. Three-dimensional plot for the changes of ψ(x,t) 

 

 

 
Figure 6. Abs. error graph by HPM and MVIA–I [14] 

 

 
Example 4.2 

Consider the diffusion Equation (27) and having the 

initial condition as follows [14]: 

𝜕𝛼𝜓

𝜕𝑡𝛼 =
𝜕2𝜓

𝜕𝑥2 + 𝑐𝑜𝑠𝑥,      0 < 𝛼 ≤ 1  (27) 

𝜓(𝑥, 0) = 0  (28) 

For α = 1, there is an accurate solution to Equation (27) 

[7]: 

𝜓(𝑥, 𝑡) = 𝑐𝑜𝑠𝑥 (1 − 𝑒−𝑡)    (29) 

 
4. 2. 1. Application of HPM              For applying the 

homotopy perturbation method on Equation (27), 

according to the Equation (28) as an initial condition, we 

have: 

𝑒𝑞𝑢 ∶= ∫
0.5641895835(

𝜕

𝜕𝑡
𝜓(𝑥,𝜏))

(𝑡−𝜏)0.5

𝑡

0
𝑑𝜏 −

(
𝜕2

𝜕𝑥2 𝜓(𝑥, 𝜏)) − cos (𝑥)  = 0  

(30) 

For applying the HPM on Equation (15), the 

homotopy form of the FDE should be written. The 

problem's approximation is then considered in terms of 

the various powers of P in series. 

𝜓(𝑥, 𝑡) = 𝜓0(𝑥, 𝑡) + 𝑃𝜓1(𝑥, 𝑡) + 𝑃2𝜓2(𝑥, 𝑡) +
𝑃3𝜓3(𝑥, 𝑡)  

(31) 

𝜕

𝜕𝑡
𝜓0(𝑥, 𝑡) + 𝑃 (

𝜕

𝜕𝑡
𝜓1(𝑥, 𝑡)) + 𝑃2 (

𝜕

𝜕𝑡
𝜓2(𝑥, 𝑡)) +

𝑃3 (
𝜕

𝜕𝑡
𝜓3(𝑥, 𝑡)) = 𝑃 (

𝜕

𝜕𝑡
𝜓0(𝑥, 𝑡) +

𝑃 (
𝜕

𝜕𝑡
𝜓1(𝑥, 𝑡)) + 𝑃2 (

𝜕

𝜕𝑡
𝜓2(𝑥, 𝑡)) +

𝑃3 (
𝜕

𝜕𝑡
𝜓3(𝑥, 𝑡))) −

(∫
0.5641895835(

𝜕

𝜕𝑡
𝜓0(𝑥,𝑡)+𝑃+𝑃2+𝑃3)

(𝑡−𝜏)0.5 𝑑𝜏
𝑡

0
) +

 (
𝜕2

𝜕𝑥2 𝜓0(𝑥, 𝑡) + 𝑃 (
𝜕2

𝜕𝑥2 𝜓1(𝑥, 𝑡)) +

𝑃2 (
𝜕2

𝜕𝑥2 𝜓2(𝑥, 𝑡)) + 𝑃3 (
𝜕2

𝜕𝑥2 𝜓3(𝑥, 𝑡))) +

cos (𝑥))   

(32) 

Then, we should define boundary conditions 

𝜓𝑖(𝑥, 𝑡) = 0,     𝑖 = 0, … ,3  (33) 

After substituting initial conditions into Equation (32) 

and we putting P=1 in each equation we have: 

𝜓0(𝑥, 𝑡) = 0  (34) 

𝜓1(𝑥, 𝑡) = 𝑐𝑜𝑠(𝑥) 𝑡  (35) 

𝜓2(𝑥, 𝑡) = −
1

2
cos(𝑥) 𝑡 (𝑡 +

376126389

250000000
√𝑡 − 2) (36) 

and simplifying and solving the problem, we have 
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𝜓 (𝑥, 𝑡) = cos(𝑥) 𝑡 −
1

2
cos(𝑥) 𝑡 (𝑡 +

376126389

250000000
√𝑡 − 2)  

(37) 

The time-fractional diffusion problem's approximate 

analytical solution is shown in Equation (37) and the 

series solution efficiently converges for precise solution 

ψ (x,t) = cos x ( 1 − e−t ) ask → ∞ when α = 1. Figures 7 

and 8 illustrate the effects of 't' (t=0.5 and t=1) on the 

solution of the AC equation in accordance by the initial 

condition ψ (x, 0) = 0. Figure 9 also include the three-

dimensional graphs. Figures 7 and 8 show that the curved 

nonlinearity is seen for lower values of, but that less 

nonlinear developments are seen as approaches 1 (α = 

0.25, 0.5, and 0.75). The outcomes have been contrasted 

with the precise answer that is currently known for 

integer-order = 1. Figure 9 shows three-dimensional plot 

for the changes of ψ(x,t), and Figure 10 is Abs. Error 

graph by HPM and MVIA–I [14] for example 2. 

Comparison of absolute errors of HPM, MVIA-I [14], 

and VIA-I [15] for different values of parameters x and t 

is given in Tables 1 and 2, show that the error in HPM is 

less as compared to MVIT-I and VIA-I. Moreover, we 

considered only five iterations which are less than those 

in MVIT-I [14] and VIA-I [15]. This saves computational 

time and give better result. The numerical results for AC 

equations are reported in Tables 1 and 2. To prove the 

effectiveness of the planned techniques, absolute errors  

 

 

 
Figure 7. The changes of ψ(x,t) to X in different values of α 

in t=0.5 
 

 

 
Figure 8. The changes of ψ(x,t) to X in different values of α 

in t=1 

 
Figure 9. 3D plot for the variation of ψ(x,t) 

 

 

 
Figure 10. Abs. error graph by HPM and MVIA–I [14] for 

example 2 

 

 

TABLE 2. Comparison of numerical results for different values 

of x and t for Example 2 

x t 
Abs. error in 

HPM 
Abs. error in 

MVIA – I [14] 
Abs. error in 

VIA – I [15] 

1 0.5 1.242E-10 1.671E-10 6.344E-10 

2 1.0 0.000E+00 3.563E-10 9.619E-09 

3 1.5 2.398E-10 2.683E-09 1.905E-06 

4 2.0 0.000E+00 1.871E-08 2.870E+05 

5 2.5 3.667E-10 5.510E-08 1.399E-04 

6 3.0 0.000E+00 5.522E-07 3.398E-03 

7 3.5 2.8430E-10 2.929E-06 1.406E-02 

8 4.0 0.000E+00 8.666E-07 1.141E-02 

9 4.5 5.160E-09 8.689E-06 2.528E-01 

10 5.0 2.600E-09 1.682E-05 7.193E-01 

 

 

are reported along with the results of other methods; 

MVIA – I [14], ADM [47], VIA – I [15] and LLWM [1]. 

In comparison with other techniques results, one can 

ensure that the results of HPM are more precise. It is 

cleared from figures that the proposed method can handle 

the problems accurately and will be applicable in ocean 

engineering for studying linear and nonlinear water 

waves. 
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5. CONCLUSION 
 

Oil pollution is defined as the emission of fluid 

hydrocarbon into the ocean which causes disastrous 

effects on marine life’s eco and biological environment 

and leads to fatal repercussions. Thus, it is crucial to 

precisely predict the spread range of oil spills for an early 

stage countermeasure against a disaster to preserve the 

natural shoreline environmental system. For these 

reasons, in this study, the homotopy perturbation 

approach is used to generate approximations for the 

diffusion equation occurring in oil pollution in water for 

three different fractional orders, α= 0.25, α=0.5, and 

α=0.75; and integer-order, α = 1.0; Also, several types of 

AC equations are obtained using the homotopy 

perturbation method (HPM). Additionally, it may be used 

in diffusion equations for both linear and non-linear 

analyses of marine oil contamination. The results show 

that the HPM can tackle the problems perfectly, and it 

can be deployed in diffusion equations for analyzing oil 

pollution in the sea with linear and non-linear nature. The 

absolute error diagrams show good accuracy of the 

applied technique  compare to MVIA–I [14] and prove 

that this method can be used in many scientific and 

engineering problems and provides highly accurate 

numerical results without using Adomian polynomials, 

discretization, transformation, shape parameters, 

restrictive assumptions, or linearization for nonlinear 

time-fractional differential equations. As with every 

other study, our study has had certain limitations. This 

study focused on the homotopy perturbation method 

(HPM) and was validated with the MVIA-I method.  So 

for future work, it is highly recommended to solve 

diffusion equations by VIM and AGM methods. 
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Persian Abstract 

 چکیده 
انتشار    یمدل ساز  یبرا  نهیگز  نی( معقول ترکیدارد. معادلات انتشار )پارابول  یادیز  یطیمح  ستیشود و اثرات مخرب ز  یم  یها باعث آلودگ  انوسیو اق  اهاینشت نفت در در

انتشار    یاضیمدل ر  یبرا  یو مرز  هیاول  ط یاست، به عنوان شرا  دهیرس  انوسیاق  یکه به خروج  یدهد تا آمار مربوط به مقدار نفت  یمعادلات اجازه م  نیاست. ا  ینشت و آلودگ  نیا

است که   (ACانتخاب معادلات انتشار و آلن کان )  نیشود، معقول تر  ی)فرار/موج( معادله م  یکه شامل مولفه هذلول  یی. از آنجاردیستفاده قرار گمورد ا  اهاینفت در در رییو تغ 

در زمان    ینفت  یغلظت آلودگو   (α=75/0و    α  ،5/0=α  ،75 /0=α=  25/0حل شد )  یاز مشتقات کسر   یبا درجات مختلف  نآنها دشوار است. معادلات انتشار و آلن کا  یحل عدد

. دو مثال  در آب   ینفت  یآلودگ  ان یب  یزمان برا  ی و معادله انتشار کسر(AC) کان  -آلن  ی رخطیمعادله غ  یبرا(HPM)   یبه دست آمد. روش اغتشاش هموتوپ  یو مکان مشخص

نشان داده شده    یدرجات مختلف اشتقاق کسر  ی برا  ی و مکان  یبازه زمان   کیدر    انیجر   دان یدر م  یدهد. غلظت آلودگ  یرا نشان م  یشنهادیارائه شده کاربرد و اعتبار روش پ

حاصل از   جی. نتاابدییکاهش م  یغلظت آلودگ  یرخطیرفتار غ  ک،یدرجه مشتق کسر به    شیزااست و با اف  یرخطیغ  یاست. در درجات مشتق کسر کمتر، رفتار غلظت آلودگ

 . دهدیرا کاهش م یروش کارآمد و راحت بوده و زمان محاسبات نیکه ا دهدی نشان م قیدق یهاحلبا راه سهیدر مقا یشنهادیپ  کیتکن
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A B S T R A C T  
 

 

This paper presents the design of an Magnetorheological (MR) damper that includes an arrangement of 
a piston and cylinder. This study developed a 3-D  model based on the finite element method (FEM) 

concept on the COMSOL  Multiphysics to analyze and investigate the MR damper characteristics. A  

prototype of the MR damper is being fabricated based on the FEM model and is put through a series of 
experiments using the Servo-Hydraulic material testing machine (MTS). Maximum and minimum 

forces, 171.5235N and 249.2749N, were measured at 0.1Hz and 1Hz, respectively, for the FEM model. 

The fabricated model obtained similar results at 0.1Hz and 1Hz, with maximum and minimum forces of 
175.9103N and 252.7765N, respectively. Comparing these two model analyses reveals that the FEM-

based model accurately depicts the experimental behaviour of the MR damper in terms of its damping 

force, although there is minor variation. The findings of this paper will be helpful for designers in 
creating MR dampers that are more efficient and reliable, as well as in predicting the characteristics of 

their damping force. 

doi: 10.5829/ije.2022.35.12c.16 
 

 

NOMENCLATURE 

𝐹𝜏  Yield stress force(N) 𝑄  volumetric flow rate (mm3/s) 

𝐹𝜂  Viscous Component force(N) 𝐴𝑝  C/s of  piston area (mm2) 

𝐹𝑓  Friction Component force(N) D Diameter of cylinder (mm) 

𝐹𝐷  Total damping force(N) 𝑑𝑜  Diameter of piston Rod (mm) 

v velocity of the piston (mm/s2) h Height of piston (mm) 

Lt Length of Piston rod (mm)   

Greek Symbols 

𝜏𝑦  Shear stress(kPa)) 𝜔  circumference of the flow path 

𝜂  Viscosity of MR fluid 𝑆𝑔𝑚(𝜐)  reciprocating motion 

𝛽  Magnetic Field density (T)   

 

1. INTRODUCTION1 
 

Engineers and researchers aim to learn vibration control 

technology since civil infrastructure, automotive 

systems, and industrial equipment vibrate excessively. 

Magnetorheological dampers,as a method of vibration 

control technology are used to stop excessive vibrations. 

It's an improved version of hydraulic damper. 

Magnetorheological fluid has been replaced with damper 

oil (MR fluid). This MR fluid contains carrier liquid and 

freely movable magnetic particles. MR fluid operates like 

 

*Corresponding Author Institutional Email: 

svivekananda@karunya.edu.in  (S. Vivekananda Sharma)  

damper oil without magnetic fields. Iron particles in a 

magnetic field generate a chain pattern. This structure 

dampens extrinsic vibrations in the electromagnetic field 

created by an electromagnet on the damper piston. 

Electromagnets have many copper coils and electrifying 

the coils creates an electromagnetic field. Shaking 

buildings use MR dampers as a semi-active control 

system. The MR damper was popular with researchers 

because it is controllable and used little electricity. This 

allowed it to reduce the vibrations in buildings. 

Magnetorheology is based on how a magnetic field 
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affects fluid rheology. Magnetic fields abruptly modify 

viscosity (in a few milliseconds) [1]. Magnetorheological 

fluid is created by combining a carrier liquid with 

ferromagnetic particles and additives. Ferromagnetic 

particles float freely in the absence of a magnetic field. 

Ferromagnetic particles account for 20-40% of total 

volume (25 to 80 percent by weight). A magnetic field is 

absent, whereas the presence is ON. In the ON state, 

ferromagnetic particles form a chain due to the magnetic 

field. MR damper has a strong damping force with a low 

magnetic field. The research needs to consider the 

damper's dynamic performance as a result of the various 

loading situations, stroke length, current input, and other 

factors [2]. 

The MR damper is most commonly used in the 

suspension of motor vehicles; however, its application 

has recently been expanded to include other critically 

important structures, like buildings, turbines, wind 

bridges, washing machines, prosthetic limbs, landing 

gear, and so on [3-9]. 

Srinivasan et al. [10] studied many different 

magnetorheological (MR) damper valve designs and 

analyzed their performance indices. These performance 

parameters included inductive time constant, valve ratio, 

dynamic range, and pressure drop. To reduce the risk of 

earthquakes, Daniel et al. [11] concentrated on the issue 

of adjusting the damping force of a shear mode 

magnetorheological damper. Consequently, the MR 

damper operating in shear mode capable of controlling 

vibration is studied using experimental and 

computational methods. Seid et al. [12] designed and 

analyzed an above-knee prosthesis using a 

magnetorheological (MR) damper. A dynamic system 

model for the prosthetic leg swing phase with a single-

axis knee and optimal MR damper was created. The 

research was carried out by Hou et al. [13] to investigate 

the performance of an MR damper after it had been 

mounted on a material testing machine (MTS) and put 

through a series of tests with varied excitation 

frequencies. The reaction time parameters, energy 

dissipation, and responsive force were analyzed in this 

research. The results of the experiments served as the 

basis for these analyses. Wu and Cai [14] discovered in 

their research that MR dampers regulate the vibrations of 

cable-stayed bridges under various excitation 

frequencies, one of which is the resonant frequency. 

When constructing twin-tube MR dampers that are 

outfitted with a single coil, it is common to practice using 

magnetic shields and sandwiched magnetic shields. This 

research was conducted by Ganesha et al. [15] and 

concluded that the experiment was successful, as 

evidenced by improvements in suspension control, ride 

comfort, and deflection of tires.  

Wani et al. [16] suggested two response-based-

adaptive control techniques for reducing inter-story drift 

and acceleration response. Control techniques are 

combined with the device location algorithm to 

determine the optimal magnetorheological damper 

configuration and controls system design parameters. 

Fast Fourier transform response showed that the 

structure's reactionwas attenuated and spread throughout 

its modes. 

Wani et al. [17] measured the in-plane motion of a 

five-story steel structure on a shake table using 

magnetorheological dampers (MR). Measurements of 

displacement, velocity, acceleration, displacement, story 

drift of the floors, and stresses in base column are 

collected and compared with standard  data. The shake 

table results showed the efficiency and precision of the 

proposed DIC system in monitoring structural responses 

compared to noisy responses, highlighting the potential 

of this technique for monitoring, controlling, and 

reconnoitring a wide range of structures during and after 

extreme events. Daciel et al. [18] built a 10kN MR 

damper with an RCC frame. This frame was earthquake-

excited at 0 A, 3 A, and without an MR damper for 

comparison. Comparisons showed displacement 

reductions, force increases, and crack pattern 

modifications. The suggested semiactive damper can 

reduce structural responses in moderate to high 

seismicity locations. Daciel et al. [19] studied which 

includes designing, developing, and testing a novel MR 

damper.  Multi-coil magnetic generating was employed 

to  boost  flow  gap  shear  force.  The  research  examines 

the proposed system's element and structure-level 

reactions to strong ground motions. OpenSees was used 

to simulate a building structure to demonstrate its 

usefulness. 

Abdeddaim et al. [20] improved SSI between a based 

isolated structure and soil with an MR damper. Using 100 

earthquake arrays, the structure's dynamic behaviour was 

studied. The results showed that optimising base-isolated 

structures with an MR damper improved their response. 

Rashid et al. [21] examined a 5-story steel frame 

employing an ARBA method paired with a device 

placement optimization technique and an MR damper 

control system. The numerically simulated results 

demonstrated that MR damper locations are highly 

correlated to the designer's output aim. ARBA 

approaches outperformed uncontrolled and passive 

control systems in modulating the structure's acceleration 

response and improved dynamic serviceability. Wani et 

al. [22] conducted computational and experimental 

research to determine the efficiency and performance of 

a suggested MRO-based control with iterative technique 

using magnetorheological (MR) dampers as a control 

device in reducing structural reaction. Results showed the 

strategy's effectiveness and versatility in minimising 

structural responses. The control tactics were then tested 

on a five-story steel frame with an MR damper. The 

results showed MRO control is superior to passive 

control in minimising structural reactions. 



S. Vivekananda Sharma et al. / IJE TRANSACTIONS C: Aspects  Vol. 35 No. 12, (December 2022)    2395-2402                        2397 

 

Wani et al. [23] studied structure arrangement and 

damper number on response decrease. In this study, one 

and two MR dampers at different stories are used to 

evaluate the control of a five-story structure based on 

performance metrics. It also introduced a fail-safe current 

value for each floor's MR damper in case of feedback or 

control failure. The results suggested placing dampers on 

the ground floor, then the second, and lower-floor MR 

dampers should have a greater failsafe current value for 

effective passive control of the structures. 

In this paper,as an extension work of Vivekananda et 

al. [24], a three-dimensional model employing the finite 

element approach is developed again by making use of 

the effective parameters [24] using COMSOL 

Multiphysics (FEM). Based on this information, the 

damping force obtained through computational and 

experimental analysis is validated for the model after the 

fabricated MR damper has been tested in the servo-

hydraulic MTS. 

 

 

2. ANALYSIS OF SMALL-SCALE MR DAMPER USING 
FEM 
 

In order to simulate the behavior of a physical system or 

assembly, FEM breaks down a physical system or 

assembly's geometry into a large number of small, 

uniformly shaped elements, formulates equations, 

applies loads and constraints to the boundary conditions, 

and then solves the modified system equations for the 

relevant unknown field variables, such as strain, 

temperature, magnetic flux, and displacement. This work 

uses the widely-used FEM COMSOL Multiphysics 

software1. 

The study of the MR damper is an interesting and 

potentially gainful endeavor because it enables a 

controllable damping force to be generated simply by 

adjusting the current that flows through its coil (Figure 

1). The current can be induced through a DC power 

supply, motor vehicle batteries, or a normal battery. With 

the aid of the finite element method, various researchers 

aim to model and design MR dampers from various 

design perspectives (FEM). Consequently, various MR 

dampers designs have emerged, each featuring a 

operating principle, effective range and unique geometry 

[25]. An MR damper's damping force depends on the 

magnetic field induced in the piston-cylinder clearance 

[26]. Figure 2 depicts the magnetic circuit of the MR 

damper, which was derived from a comprehensive 

review of the relevant literature. The MR damper is 

modeled with the parameters listed in Table 1.  

 

 
1..https://doc.comsol.com/5.4/doc/com.comsol.help.acdc/ACDCModul

eUsersGuide.pdf 

2. 1. Modelling of MR damper in COMSOL             To 

conduct static magnetic analysis of the MR damper using 

the COMSOL Multiphysics. the following steps are 

taken. 
 
 

 
Figure 1. Schematic of MR Damper 

 
 

 
Figure 2. Flow diagram of Magnetic circuit in MR damper 

 

 

TABLE 1. Dimensions of MR Damper's Prototype 

Parameter Dimension 

(1) Inner Cylinder Dia 40mm 

(2) Outer Cylinder Dia 44mm 

(3) Cylinder Thickness 2mm 

(4) Annular Fluid Gap 1mm 

(5) Piston plate Dia 38mm 

(6) Piston rod Dia 10mm 

(8) Piston Height 50mm 

(9) Piston plate Thickness 5mm 

 
 

TABLE 2. MRF 132DG Properties 

Properties 132DG MRF 

Density 2.44 gm/cm3 

Flash-Point >170 

Yield-Stress 47 kPa 

Solid/Weight ratio 72 

Working Temp. -15 to 160 Celcius 

Responsive time Less than Millisecond 

Viscosity 0.28(pa.s)@40oC 



2398                       S. Vivekananda Sharma et al. / IJE TRANSACTIONS C: Aspects  Vol. 35 No. 12, (December 2022)    2395-2402 

 

a) Building Physical Environment 

b) Add physics properties to specific regions, and 

Build and mesh the model. 

c) Excite boundary conditions and loading conditions. 

d) Obtain solutions 

e) Simulate and post-processing of results 

The MR damper is an axisymmetric solid that is being 

stressed in an axisymmetric manner. Keeping in mind 

that a 2D FEM simulation is sufficient for the simulation, 

the 3D model has opted in this work as not much 

literature is available on using the 3D prototype, as 

presented in Figure 3. The cylinder, piston, and MR fluid 

annular gap are static components of the electromagnetic 

coil's magnetic circuit. In COMSOL modeling, 500 coil 

turns are utilized to measure magnetic flux density. 

Variable coil current produces variable magnetic flux 

density. As for this specific model, cylinder and piston 

material is adopted as steel with the relative permeability 

value as 2000 Coil relative permeability as 1, MR fluid 

as 6, and free space's magnetic permeability as 4π x107 

H/m [26]. 

 
2. 1. 1. Physics Environment           Space requires a 

3D model. The Solid Works model is loaded into 

COMSOL as a step file. Figure 4 shows the air-encased 

model. Determining the magnetic field induced by coil 

current flow is the issue. COMSOL Multiphysics AC/DC 

interface is used. Next, the issue analysis includes 

magnetic fields (mf) physics. Magneto-static analysis 

enables for stationary examination1. 
 

2. 1. 2. Material Attribution          Magnetic fields in 

the air are explored using a 3D model. The piston rod and 

head are made of mild steel. The electromagnetic coil 

uses solid copper. Inner and outer piston poles are made 

of mild steel. MR fluid gap incorporates Lord 

Corporation's MRF 132DG fluid specifications. Table 3 

lists 132DG MR fluid's properties2. 
 
 

 
Figure 3. 3D model of MR damper in COMSOL 

 
1..https://doc.comsol.com/5.4/doc/com.comsol.help.acdc/ACDCModul

eUsersGuide.pdf   

2. 1. 3. Meshing            Figure 4 shows the generated 

mesh using ultra-fine meshing in the physics-controlled 

domain. 8 domains, 84 edges, and 48 vertices make up 

the mesh model. The extreme mesh for simulation 

includes 10,18,846 elements, including 1,02665 border 

elements and 3,624 edge elements [24]. 
 

2. 1. 4. Boundary Conditions             The model's center 

plane is axisymmetric. Using a magnetic insulation 

boundary condition (air medium), the full domain's 

outside boundaries can be applied, provided no flux 

leakage beyond the work area. In COMSOL, the coil area 

refers to the boundary condition of the coil wire, which 

has a C/S area of 0.2192mm2, or Copper wire SWG 16. 

Every 0.5A simulation increases the coil's current by 

0.5A to 2A. The domain, excluding the coil, is subject to 

ampere law3. 
 

2. 1. 4. Solving            Time-independent stationary 

magnetostatics solves the problem. The problem is 

solved using COMSOL's Magnetic fields module. This 

module solves Maxwell's equations according to 

specified boundary conditions using a laptop with an 

AMD Ryzen 5 2500u processor with 4 central cores and 

8 secondary cores and a base clock speed of 2.3 GHz, 

which is more than enough to carry out the study. 

Simulation solved 79,21,037 SDOF. The MUMPS solver 

in COMSOL Multiphysics solves the simulation using 1 

as tolerance and 1000 as residual [24]. This simulation 

varied current and coil turns. 
 

2. 1. 5. Post-processing of Result           COMSOL 

Multiphysics can show flux density flow lines in 2D as 

surface and in 3D as volume. Through the MR fluid gap, 

magnetic flux lines flow over the working domain. 

Between the outer and inner poles, flux lines jump. The 

MR fluid gap between the inner and outer poles has the 

most flux lines. Near the magnetic coil, the MR fluid gap 

exhibits few flux lines. Figure 5 shows the 3D flux 

density distribution. We can get the desired outcomes by 

adjusting the current input and coil count.  
 
 

3. DAMPING FORCE CALCULATION 
 
The magnetic flux densities computed by the COMSOL 

are used to determine the MR damper's damping force for 

 

 
Figure 4. The extrafine meshing of model  

2 www.lord.com 

(https://www.lord.com/sites/default/files/Documents/TechnicalDataSh

eet/DS7015_MRF-132DGMRFluid.pdf) 

http://www.lord.com/
https://www.lord.com/sites/default/files/Documents/TechnicalDataSheet/DS7015_MRF-132DGMRFluid.pdf
https://www.lord.com/sites/default/files/Documents/TechnicalDataSheet/DS7015_MRF-132DGMRFluid.pdf
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Figure 5. Magnetic Flux lines  

 

 

the FEM model. For this purpose, the graphs provided by 

the Lord Corporation, USA, are used to develop the 

relationship between the shear stress (𝜏𝑦) and the 

magnetic flux density (B) for Lord MRF-132DG. 

The final equation is displayed in Equation (1). The 

value of shear stress  procured at specific magnetic flux 

levels is then used to calculate the damping force in 

Equation (5). 

𝜏𝑦 = (6.9 ∗ 102) + (4 ∗ 104)𝛽 − (1 ∗ 105)𝛽2 +

(9.1 ∗ 104)𝛽3  
(1) 

Induced yield stress, denoted by 𝐹𝜏And viscous 

components, denoted by 𝐹𝜂 They are said to be the 

components that make up the damping force, FD, in 

accordance with the Bingham plastic model [26-28] of 

plates. This is illustrated as: 

𝐹𝐷 = 𝐹𝜏+𝐹𝜂  

(2) 𝐹𝐷 = [(2.07 +
12𝑄𝜂

12𝑄𝜂+0.4𝜔ℎ2𝜏𝑦
) ×

𝜏𝑦𝐿𝐴𝑝

ℎ
 𝑆𝑔𝑚(𝜐)] +

[(1 +
𝜔ℎ𝑣

2𝑄
) ×

12𝑄𝜂𝐿𝑡𝐴𝑝

𝜔ℎ3 ]  

where, 

𝑄 = 𝐴𝑝 × 𝑣  (3) 

𝐴𝑝 =
𝜋

4
(𝐷2 − 𝑑𝑜

2)  (4) 

Q represents the rate of volumetric flow rate of the 

MR fluid, AP represents the C/s of piston area, D 

represents the  diameter of cylinder and d0 represents the 

diameter of the piston rod, v represents the velocity of the 

piston, 𝜏𝑦 represents the shear yield strength of the MR 

fluid, 𝜂  represents the viscosity without excitation, Lt 

represents the pole length, 𝜔 represents the mean 

circumference of the flow path of the damper, h 

represents the height of piston and 𝑆𝑔𝑚(𝜐) represents the 

reciprocating motion of the piston. 

According to the researchers [29-31] one must take 

into account the system's frictional forces (Ff). 

Considering friction is prevalent on the contact area of 

both the movable and the stationary components of the 

MR damper, it is unwise to ignore it in the study. The 

total damping force is represented as FD 

𝐹𝐷 = 𝐹𝜏+𝐹𝜂 + 𝐹𝑓 (5) 

Using the Equations (1) to (5), damping force of the 

piston is computed numerically and presented in Table 4. 

 
 
4. EXPERIMENTAL SETUP 
 

Using the dimensions chosen in Table 1 for Finite 

element modeling, a prototype MR damper is 

constructed. Figure 6 depicts the whole assembly of the 

prototype MR damper's component pieces. The clearance 

area between the piston and cylinder in the damper allows 

MR fluid to flow from a higher to lower chamber and, 

conversely, when the piston starts moving.  

Using the LORD MRF-132DG in the MR damper, the 

prototype magnetorheological damper is evaluated for 

performance using the MTS. Figure 7 represents the 

Servo-Hydraulic MTS setup used for the experimental 

analysis.  

The MTS constitutes a power unit capable of exciting 

frequency for a  range of 0.1 to 2 Hz and a rated sine force 

of 1000 kN. The MTS has a 127 mm peak-to-peak 

amplitude rating. The vibration's amplitude is adjusted at 

a desirable value by changing the test system's 

displacement input and excitation frequency. MTS can be 

controlled both manually or through a system-based  

 

 

 
Figure 6. Fabricated MR damper  

 

 

 
Figure 7. MTS setup 
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control mode. Only vertical vibrational analysis may be 

performed with the shaker. MTS Suite controls system is 

a system-based controller with a built-in signal recorder. 

The MTS suite is programmed to collect real-time 

data and provides real-time data in time, acceleration, 

displacement, velocity, and force. The damper is 

positioned vertically in the loading frame of MTS, as 

shown in Figure 8, which is also a part of the testing 

system. 

For safety, the MR damper's piston beginning 

position is managed using the control system or 

manually. Before the MR damper's experimental 

performance examination, the piston is placed in the 

cylinder's center. 

The test is run at a fixed displacement of 10 mm for 

10 cycles. Repeating the test under the same 

circumstances with a different frequency and supplying a 

steady 2A current to the MR damper's electromagnetic 

coil. The MTS suite control system monitors the force for 

every test run. 

 

 

4. RESULTS  
 
The magnetic flux density generated according to 

COMSOL, increases with induced MR damper current. 

Figure 9 and Table 3  quantify these phenomena, and the  
 
 

 
Figure 8. MR damper on the MTS loading frame  

 
 

 
Figure 9. Effect of magnetic flux on the piston area  

TABLE 3. Magnetic flux density procured using the FEM 

model 

Input Current(A) Magnetic Flux Density (Tesla) 

0.5A 0.11T 

1A 0.22T 

1.5A 0.33T 

2A 0.44T 

 

 

effect of magnetic flux density on the piston area is also 

observed.It is evident from Figure 9 , how the increase in 

current input leading to increase in magnetic flux affects 

the piston area. 

The experimental damping force, displacement, and 

velocity acquired by the piston rod are recorded by the 

MTS suite's built-in DAQ system. The experimental 

damping force that was achieved for various stimulation 

frequencies is given in Table 4. This damping force is 

contrasted with the outcomes of the numerically procured 

damping force via the FEM simulation data. Figure 10 

qualitatively compares them.  

Comparing the experimental and numerical model 

data, it is confirmed that the behaviour of both models is 

similar. Figure 10 proves that the increase in force is 

proportional to the excitation frequency. A significant 

point noted here is that the analytical model curve is 

smooth, whereas the experimental mode has some 

irregularities even though it is increasing proportionally. 

The irregular curve shape from 0.6hz to 0.9hz occurs due 

to the shear thickening of MR fluid, where MR fluid 

viscosity increases under shear loading. 

Finally, it is highlighted through this investigation 

that with increased excitation frequency, with higher 

frequencies shear thickening phenomenon occurs in the 

MR damper, and the corresponding damping force also 

increases, which relates to higher velocity and damping 

coefficient. 

 

 
TABLE 4. Total Damping force procured through investigation 

Frequency 

(Hz) 

Damping Force For 

Numerical (N) 

Damping Force for 

Experimental (N) 

0.1 171.3267 175.9103 

0.2 183.358 185.3950 

0.3 191.6985 195.8292 

0.4 198.4517 202.6527 

0.5 200.6951 204.2349 

0.6 203.6824 205.3156 

0.7 207.3215 209.7016 

0.8 215.1295 227.1423 

0.9 230.3655 224.8602 

1 249.2398 252.7765 
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Figure 10. Relationship of force and frequency plot for 

various frequency  
 

 

5. CONCLUSION 
 
The most popular fluids in MR dampers for achieving 

variable damping coefficient are MR fluids. For the 

manufactured MR damper, FEM modelling has been 

done using the COMSOL platform. The magnetic flux 

density values obtained from the COMSOL study were 

used to calculate the overall damping force. Then, 

experimental damping force is achieved by running tests 

on the prototyped fabricated MR damper using the MTS 

servo-hydraulic machine with various excitation 

frequencies. When these two modelling results are 

compared, it is confirmed that the overall damping forces 

produced numerically and experimentally are almost 

equal with an error margin (1N-5N) which is negligible, 

throughout a broad range of excitation frequencies. It can 

be seen from the different graphical findings that the 

damper experiences a total maximum dampening force of 

252.7768 N and 249.2398N at 1hz for FEM and the 

Experimental model respectively.  

This research concludes that the Finite Element 

Model accurately captures the behaviour of the fabricated 

MR damper. The methodology used in this paper's study 

is sufficient for controlling and designing an MR damper. 

The findings of this study will aid designers in producing 

MR dampers that are more dependable and efficient, as 

well as in predicting the damping force within the 

engineering analysis's allowable error. 
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Persian Abstract 

 چکیده 
کند که شامل آرایش پیستون و سیلندر است. این مطالعه یک مدل سه بعدی را بر اساس مفهوم روش المان محدود ( را ارائه می MRمغناطیسی ) این مقاله طراحی یک دمپر  

(FEM  در )COMSOL Multiphysics   های دمپر  برای تجزیه و تحلیل و بررسی ویژگیMR   ایجاد کرد. یک نمونه اولیه از دمپرMR    بر اساس مدلFEM  می    ساخته

و   0.1Hz، به ترتیب در  249.2749Nو    171.5235Nتحت یک سری آزمایش قرار گرفته است. حداکثر و حداقل نیرو،    Servo-Hydraulic MTSشود و با استفاده از  

1Hz  برای مدل ،FEM    175.9103هرتز، با حداکثر و حداقل نیروهای    1هرتز و    0.1اندازه گیری شد. مدل ساخته شده نتایج مشابهی را درN    252.7765وN   .به دست آورد

کشد، اگرچه تغییرات جزئی وجود را از نظر نیروی میرایی آن به تصویر می   MRبه دقت رفتار تجربی دمپر    FEMدهد که مدل مبتنی بر  مقایسه این دو تحلیل مدل نشان می 
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