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A B S T R A C T  
 

 

Providing a new cheap medium in terms of biomass and pigment production from Arthrospira maxima 

is an important issue. In order to determine the effect of nitrogen starvation versus its excess, urea was 

used as a cheap nitrogen source in two different modes (alternative and additive) at four different 
concentrations (0, 1.25, 2.5, 5 gL-1). It was indicated that an alternative method is better than additive 

method due to accelerate the ammonia synthesis (NH3) and pH changes in the period of the growth that 

is directly related to biomass and pigments production. Moreover, the intensive production of biomass 
concentration, PC, APC, Ca, and C(X+C) content were 1.403, 0.074, 0.093,10.72, and 3.17 mgL-1 with 

nitrogen starvation medium. Urea considered being one of the inhibition sources of biomass growth due 

to the formation of NH3. Analyzing final results by general factorial design concluded that omitting 
nitrogen sources had the potential possibility for growing A. maxima in order to reduce the production 

costs in large-scale cultivation,which yields better performance than cost-effective Zarrouk’s medium. 

doi: 10.5829/ije.2021.34.07a.01 
 

 

NOMENCLATURE   

A Absorbance at different wavelength PC Phycocyanin 

APC Allophycocyanin ODt Optical density at time t 

Ca Chlorophyll-a OD0 Optical density at time t0 

Cb Chlorophyll-b R Correlation coefficient 

C(x+c) Total carotenoids DT Doubling time (d) 

Ct Biomass concentration at time t (gL-1) U Urea 

C0 Biomass concentration at time t0 (gL-1) V Total volume of cultivation (L) 

mM Molar concentration Xm Maximum dry weight (gL-1) 

M Addition method of urea Xi Initial cell dry weight (gL-1) 

Nt Total quantity of added nitrogen (g) YX/N Nitrogen-cell conversion (gg-1) 

K Mean daily division rate (division d-1) Greek Symbols  

P Productivity (gL-1d-1) µmax Maximum specific growth rate (d-1) 

 
1. INTRODUCTION1 
 
Algae are as biological sources with a broad variety of 

applications [1]. Interest in the applications of natural 

colors has increased due to their non-toxic, non-allergic, 

 
*Corresponding Author Institutional Email: R-
Davarnejad@araku.ac.ir (R. Davarnejad) 

and antimicrobial effects [2]. The natural pigments are 

not only colorful but also have physiological activity 

compared with the synthetic colorants [3]. The ability of 

natural pigments extraction from microalga has been 

receiving more attention recently [4, 5]. Currently, 
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Spirulina sp. is one of the most widely available 

microalga sources that contain a higher value of natural 

pigments like chlorophyll, carotenoids, and C-

phycocyanin [6]. A. maxima as a photosynthetic, 

filamentous, spiral-shaped, multicellular, and blue-green 

Cyanobacterium was consumed as a food in some 

counties such as Mexico since 400 years ago [7]. The 

biomass production rate of Spirulina is mainly dependent 

on nutrient availability, temperature, and light [8]. The 

effect of various environmental conditions on biomass 

and pigment production of A. maxima were reported in 

the literature [9]. Furthermore, different mediums were 

successfully used for the microalgae growth like Zarrouk 

[10], modified Zarrouk [11], CFTRI, JPJM [12], 

Bangladesh medium [13], and Tofu wastewater [14]. 

Nutrient limitationis one of the major promising 

strategies to change and control the microalgae cell cycle 

and the biochemical production of lipid and other 

pigments [15]. The essential nutrients are an organic or 

inorganic carbon source as well as nitrogen, phosphorus, 

and iron in the course of alga growth [16]. Nitrogen is 

one of the remarkable factors which has an impact on 

both growth and pigment production of microalgae [17]. 

Sodium nitrate is a common nitrogen source used in the 

spirulina cultivation. Moreover, the feasibility of 

replacement of basic nitrogen sources of medium with 

low-cost alternatives such as urea, ammonium sulfate, 

and ammonium chloride in S. platensis cultivation was 

already considered [18–20]. 

Few studies were conducted on the cultivation of A. 

maxima based on the urea (nitrogen starvation) effect 

according to high production of pigments and low 

production cost under Mexico city climate [21]. Urea was 

used as an additive and alternative nitrogen source for 

investigating the effect of supplemented nitrogen source 

compared to the nitrogen starvation (as urea) [22–24]. In 

addition, the incorporation of bicarbonate and nitrate is 

an important cost-effectiveness technique in large-scale 

cultivation of Arthrospira [25].  

In this research, the responses of A. maxima are 

studied in terms of nitrogen starvation and urea 

concentrations on biomass growth, productivity, specific 

growth rate, and pigment production (including 

phycocyanin, allophycocyanin, carotenoids, and 

chlorophylls pigments). Finally, a low-cost effective 

medium is developed based on inexpensive raw material 

to be used on a future large-scale production. 

 

 

2. MATERIALS AND METHODS 
 
2. 1. Microorganism and Culture Condition       
Arthrospira maxima CIB 79 was provided from the 

National Polytechnic University (National Polytechnic 

University, Mexico City, Mexico), which was grown in 

an axenic batch culture of Zarrouk’s medium. Figure 1 

shows a microscopic images of axenic unialga. The stock 

and test cultures flask carried out at laboratory 

temperature (28-32 °C) under a white fluorescent light 

with a photoperiod of 24 h (80µmolm-2s-1) and pH control 

free (8.30-10.30). During the process of growth, the 

cultures continuously aerated with supporting an air 

pump [AC-9602 (RESUN, Mexico)] to accelerate the 

growth process. Urea was consumed at various 

concentrations (0, 1.25, 2.5, and 5 gL-1) by the medium. 

The cultivation environment was prepared either with 

(additive) or without (alternative) basic nitrogen source 

of Zarrouk’s medium. Then, urea was added to the 

cultivation at various concentrations. Concentration of 

the used urea was based on the amount of the standard 

nitrogen source of Zarrouk’s medium (2.5 gL-1) for 

comparing the basic Zarrouk’s medium with nitrogen 

starvation (0 gL-1). In fact, concentration of 1.25 and 5 

gL-1 was chosen as a mean and double concentration of 

basic nitrogen source to study the effect of extra nitrogen 

source versus nitrogen starvation. Zarrouk medium with 

following chemicals and composition NaHCO3 16.8 gL-

1, NaNO3 2.5 gL-1, K2HPO4 0.5 gL-1, K2SO4 1.0 gL-1, 

NaCl 1.0 gL-1, MgSO4.7H2O 0.2 gL-1, EDTA-Na2.2H2O 

0.08 gL-1, CaCl2.2H2O 0.04 gL-1, and FeSO4.2H2O 0.01 

gL-1, micronutrient elements solution (H3BO3 2.86 gL-1, 

MnCl2.4H2O 1.81 gL-1, ZnSO4.7H2O 0.222 gL-1, MoO3 

0.01 gL-1, CoCl2.6H2O 0.01 gL-1, CuSO4.5H2O 0.079 gL-

1) 1.0 mLL-1 was used as a standard medium of Spirulina 

cultivation. All the chemicals were purchased from 

Merck and Sigma-Aldrich Company.Treatments were 

cultivated in a 125 mL flask which were inoculated with 

40 ml of A. maxima inoculumin an initial concentration 

of ≈0.4 OD. The biomass growth and pigment production 

were recorded once during the maximum 8 days of 

cultivation. The experiment was performed during 2019-

2020 in June. 

 
2. 2. Phycobiliproteins and Photosynthetic 
Analysis            For pigment extraction, the cell walls 

were ruptured using five freezing and thawing cycles 

[26]. Thus, the samples were ferozen at -20 °C for 1 h 

and then thawed at room temperature for 45 min. The 

samples were centrifuged (with velocity of 14/14 R 

refrigerated centrifuge, China) at 10000 rpm for 10 min 

at 4 °C where the pellet was transferred to vials. Then, 

the supernatant was collected for detecting absorbance of 

 

 

 
Figure 1. Microscopic images of axenic unialga 
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PC and APC at 620 and 652 nm, respectively. The pellet 

was picked after centrifugation for photosynthetic 

pigment measurements like total chlorophylls and 

carotenoids. Then, it was oven-dried at almost 25 °C for 

3 h. Moreover, the pellet was dissolved in 600 µL of an 

acetone and chloroform mixture (70:30 v/v). 

Chlorophylls and carotenoids were also quantified at 470, 

645, and 662 nm. The pigment extraction was carried out 

under the dim light condition to avoid its degradation. 

The pigments concentration of phycobiliproteins (PC and 

APC), chlorophyll-a (Ca), chlorophyll-b (Cb), and total 

carotenoids [C(X+C)] contents were then calculated using 

equations (1) to (5) by Bennett and Bogorad [27], Parson 

and Strickland [28], and Wellburn [29]: 

PC (gL−1) = (A620 − 0.474 A652) 5.34⁄  (1) 

APC (gL−1) = (A652 − 0.208 A620) 5.09⁄  (2) 

Ca (mgL−1) = 11.24 × A662 − 2.04 × A645  (3) 

Cb(mgL−1) = 20.13 × A645 − 4.19 × A662  (4) 

C(x+C) (mgL−1)

= ((1000 × A470) − (1.09Ca − 63.14Cb)) 214⁄  
(5) 

A corresponds to the measuring absorbance in the 

desired wavelengths (470, 620, 645, 652 and 662 nm), 

PC, APC, Ca, Cb and C(X+C), are phycocyanin, 

allophycocyaninchlorophyll-a, chlorophyll-b, and 

Carotenoid, respectively. 

 

2. 3. Analytical and Statistical Analysis        The 

biomass concentration (cell dry weight) was determined 

by measuring optical density at 674 nm during the 

sampling time. Optical density [by three replications 

(OD)] was recorded by a spectrophotometer (Thermo 

Scientific, Multiskan Go, England). This was used for the 

pigments estimation (PC and APC), as well. LEGEND 

MICRO 17 spectrophotometer (Thermo Scientific 

model, Germany) was applied for spectrophotometric 

measurement of chlorophylls and carotenoids. Moreover, 

the maximum specific growth rate (µmax), doubling time 

(DT), and productivity (P) were determined from the 

maximum biomass concentration at the end of each run 

when the algal cultures were in exponential phase by 

applying the following equations [30]: 

μ
𝑚𝑎𝑥

(d−1) =  
ln(𝐶𝑡)−ln(C0)

𝑡−𝑡0
, DT (d) =  

0.693

μ
  (6) 

𝑃(gL−1d−1) =
𝐶𝑡−C0

𝑡−𝑡0
 (7) 

where, Ct and C0 are the biomass concentrations at time 

of t and t0. 

The mean daily division rate (K, division d-1) was 

estimated using  the following equation [31]: 

𝐾(division d−1) =
3.3

𝑠𝑡
× log 𝑂𝐷𝑡 − log 𝑂𝐷0  (8) 

where, t is cultivation days, ODt is the optical density at 

time of t, and OD0 is the optical density at time of t0 [11].  

In the present study, a general full factorial design 

was used to obtain all possible ways of levels for two 

chosen independent variables as shown in Table 1. 

Moreover, an experimental design was carried out to 

examine the correlations. Endpoint values of PC, APC, 

Ca, and C(X+C) were analyzed by two-way ANOVAs. The 

values in all figures represent the mean and error ± SEM 

of three replicates. 

Multiple comparisons, Levene and Tukey tests of 

ANOVA, was used to determine whether the mean of a 

dependent variable is the same in unrelated groups using 

MiniTab19. On the other hand, the biomass growth data 

was employed to evaluate the normality test using 

Anderson-Darling (AD), Ryan-Joiner (RJ), and 

Kolmogorov–Smirnov (KS) model before the analysis. 
 

 

3. RESULTS AND DISCUSSION 

 
3. 1. Estimation of A.maxima Biomass 
Concentrtion             The dried biomass concentration 

of A. maxima was evaluated by measuring the optical 

density at 674 nm using a calibration curve. The 

measured biomass concentration linearly related to the 

optical density that was described by the equation of 

Y(gL-1)=0.58X-0.0201 (with R2=0.997). where, Y and X 

are biomass concentration and optical density, 

respectively. 

 

3. 2. Biomass and Pigment Production              The 

results were examined in two groups with urea as an 

additive source and with it as an alternative source. 

Therefore, a standard cultivation medium was performed 

to analyze the best results. Addition of urea in basic 

nitrogen source of Zarrouk’s medium was made 

according to the method proposed by Chouhan and 

coworkers to obtain the influence of the additional 

amount of nitrogen source on biomass growth and 

pigment production compared to Zarrouk’s medium and 

nitrogen starvation [32]. The biomass growth curve in the 

case of additive nitrogen source was graphed according 

to Figure 2 (a and b). According to these figures, 
 
 

 
TABLE 1. 24 general factorial design 

Factors Levels Values 

U1 4 0, 1.25, 2.5, 5 

M2 2 0, 1 

1: concentration of urea, 2: addition method 

 

http://ascidatabase.com/author.php?author=Shweta&last=Chouhan
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significant changes were not observed in the biomass 

growth in the medium with urea at various 

concentrations. Similar increment in biomass growth at 

various concentrations of urea was found for the first four 

days of cultivation, as well. Obviously, a large difference 

in biomass growth and cellular growing between medium 

with nitrogen stravations and urea was shown during six 

days of cultivation. However, the exponential phase of 

biomass growth started at the optical density of 0.43 for 

medium with urea but, the cell number of standard 

Zarrouk’s medium increased. Furthermore, the medium 

with urea as a nitrogen source reached exponential phase 

of the growth within four days of cultivation. Biomass 

concentration decreased with increasing the 

concentration of urea after the fourth day. In fact, urea 

did not yield the highest biomass dry weight when an 

additive nitrogen source was added. The best growth in 

biomass composition occurred on the medium with 

limited amount of urea. 

In the second group, urea was substituted with basic 

nitrogen source of Zarrouk’s medium according to a 

method proposed by Madkour and his coworkers. [33]. 

The influence of nitrogen starvation (0 gL-1), replacing 

high concentration of basic sodium nitrate of Zarrouk’s 

medium with the mean amount of urea (1.25 gL-1), was 

investigated. It was also compared with urea at the same 

amount of sodium nitrate of Zarrouk’s medium (2.5 gL-

1) and with pure urea as a cheap nitrogen source instead 

of sodium nitrate (5 gL-1) on the biomass growth and 

pigments production of microalga. Figure 3 displays the 

effect of alternative nitrogen source on optical density 

and biomass growth. According to Figure 3 (a and b), 

 

 

 

 
Figure 2. Effect of additive nitrogen source on cellular 

growth (a), biomass concentration (b) (●: 0 gL-1, ■: 1.25 gL-

1,♦: 2.5 gL-1,▼: 5 gL-1). ∆ symbol displays the best value of 

medium with standard Zarrouk’s medium 

 

 
Figure 3. Effect of alternative nitrogen source on cellular 

growth (a), biomass concentration (b) (●: 0 gL-1, ■: 1.25 gL-

1,♦: 2.5 gL-1,▼: 5 gL-1). * symbol displays the best value of 

medium with standard Zarrouk’s medium 

 

 

biomass and cellular growth reached the exponential 

phase with the urea concentration increment which was 

maximal at the lowest concentration of urea (0 gL-1). In 

this group, the experiment was stopped due to reaching 

the exponential phase in microalgae growth in eight day. 

Furthermore, the biomass concentration was about 1.115 

gL-1at 0 gL-1 concentration of urea in this group while it 

was almost 1.26 times higher than that of the observed 

with 0 gL-1 concentration of urea in the additive group. 

In the current study, it was observed that addition of urea 

in the medium caused a reduction in biomass growth. 

Thus, the biomass composition grew when the medium 

was without nitrogen source. 

Then, an original seed culture divided into two or 

more equal new cells according to Table 2 [34]. 

According to this table, the mean daily diversion rate was 

higher than that of a sample containing 0 gL-1 urea. 

Furthermore, the highest value was found for Zarrouk’s 

medium without nitrogen source (sodium nitrate and 

urea). 

Figure 4 shows analysis of the growth parameters in 

the various experiments. The effect of additive and 

alternative nitrogen sources during six days of cultivation 

was shown in this figure. According to this figure, a 

further increase of urea concentration from 0 to 5 gL-1 

will decrease µmax and P when urea is added as an additive 

nitrogen source. Furthermore, μmax was higher than that 

of it in the standard Zarrouk’s medium when urea was 

added as an additive nitrogen source. Moreover, it was 

more than that of it in a medium with 1.25 gL-1 urea, more 

than that of it in a medium containing 2.5 gL-1 urea and 

more than that of it in a medium containing 5 gL-1 urea, 

respectively. atmospheric nitrogen amount supplied by 

https://www.sciencedirect.com/science/article/pii/S168742851200009X#!
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TABLE 2. Mean daily division for A. maxima at different 

concentrations of urea 

Time (D) Urea C (gL-1) Biomassa Kalt
a Biomassb Kadd

b 

2 

0 0.619 0.026 0.625 0.072 

1.25 0.641 0 0.56 0 

2.5 0.635 0.065 0.569 0 

5 0.641 0.093 0.58 0 

4 

0 0.933 0.514 0.752 0.328 

1.25 0.827 0.431 0.699 0.328 

2.5 0.899 0.523 0.749 0.334 

5 0.827 0.516 0.694 0.307 

6 

0 1.115 0.624 0.737 0.389 

1.25 0.884 0.545 0.644 0.4 

2.5 0.935 0.606 0.634 0.389 

5 0.884 0.615 0.6 0.383 

8 

0 1.404 0.688 - - 

1.25 0.75 0.57 - - 

2.5 0.846 0.623 - - 

5 0.75 0.624 - - 

Urea C: Urea Concentation, a: urea was added as an alternative source, 
b: urea was added as an additive source. Concentration of 0 gL-1  in 

additive group pointed at Zarrouk’s medium and concentration of 0 gL-

1 in alternative group pointed at nitrogen starvation medium. 

 

 

 

 

 
Figure 4. Changes in growth parameters when urea was 

added as an additional (dark gray bar) and alternative (light 

gray bar) sources during six days of cultivation. (a) 

Maximum specific growth rate (µmax), (b) doubling time 

(DT), and (c) productivity (P). ∆ displays the standard 

Zarrouk’s medium. ⁕ displays the best value of medium with 

nitrogen starvation. The horizontal axis (X-axis) shows 

numeric values of urea concentration. 

the aeration source. However, a dramatical enhancement 

was observed for µmax(0.195 d-1) and P (0.139gL-1d-1) 

after 8 days of cultivation in medium with nitrogen 

starvation but, DT decreased to 3.54 day. Furthermore, 

the results revealed that second-best result for biomass 

growth and pigment production was obtained from the 

treatment with 2.5 gL-1 of urea concentration when urea 

was added as an alternative nitrogen source. µmax, DT, 

and P of this treatment (2.5 gL-1) was 0.143d-1, 4.90 day, 

and 0.076gL-1d-1, respectively. The best result for µmax, 

DT, and P were found from the group with urea as an 

alternative source in all concentrations and also their 

amounts were highest in the medium with nitrogen 

starvation compared to the medium either with urea or 

with the mixture of sodium nitrate and urea. The µmax and 

P were assessed to be approximately double in the 

medium with nitrogen starvation (0.195 d-1, 0.139 gL-1d-

1) compared to the medium with urea starvation (standard 

Zarrouk’s medium, 0.109 d-1, 0.060 gL-1d-1). 

In fact, nitrogen did not play as an essential role in 

maintaining high µmax (0.167 d-1) and P (0.103 gL-1d-1) in 

the lowest DT (4.16 d) among the nutrients required for 

A. maxima growth and the  

As shown in Figure 5 (a and b), the amount of PC and 

APC increased with nitrogen starvation compared to the 

medium urea as an additive and alternative sources. PC 

(0.0734 mgL-1), APC (0.093 mgL-1), Ca (10.717 mgL-1), 

and C(X+C) (3.171 mgL-1) contents in the medium with 

nitrogen starvation were almost higher than that of it in 

the control group with a basic amount of nitrogen. 

According to Figure 5 (c and d), the amounts of C(X+C) 

and Ca increased when the medium was without a 

nitrogen source. Furthermore, the amounts of PC and 

APC were decreased by increasing urea concentration 

(and biomass production). Moreover, the PC and APC 

contents almost were at the same value for 1.25 and 2.5 

gL-1 urea concentration when this was added as an 

additive nitrogen source. The medium with 2.5 gL-1 urea 

as an alternative source slightly increased biomass 

growth and pigment content. 

 

3. 4. Statistical Analysis and Experimental Design        
In the present study, an experimental design is carried out 

to examine the correlations between the variables that 

affect biomass and pigment production. Table 3 shows 

normal distribution of biomass growth, and large 

difference in mean value. It may be due to sampling 

variance which may decrease by the urea concentration 

increment. The data follow a normal distribution if p-

value is greater than 0.05 in Anderson-Darling test. 

Significance level was set at p > 0.15 and p > 0.1 for 

KS and RJ tests, respectively. The experimental results 

of degree of freedom and adjusted sum of square for 

variables and their interactions are presented in Table 4. 

Figure 6 shows the Pareto and residual normal 

probability plots of the variables and their interactions. 
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Figure 5. Effect of urea concentration on PC (a), APC (b), 

chlorophyll-a (c) and C(X+C) (d) contents with time. The 

dashed line represents urea as an additional source and solid 

line represents urea as an additive source. (red line: 0 gL-1, 

green line: 1.25 gL-1,blue line: 2.5 gL-1, black line: 5 gL-1) 

 

 

 

According to Figure 6, a variable which is greater 

than baseline (1.746) will affect the target. 

TABLE 3. Means, StDev and p-values in the KS, RJ and AD 

tests 

Urea con 

(gL-1) 

Add 

mode 
Mean StDev KS RJ AD 

AD p-

value 

0 

(Zarrouk’s 

medium) 

Add 

0.659 0.160 0.191 0.997 0.220 0.733 

1.25 0.576 0.148 0.211 0.978 0.218 0.614 

2.5 0.583 0.151 0.236 0.979 0.219 0.612 

5 0.562 0.129 0.304 0.945 0.323 0.309 

0 (Nitrogen 

starvation 

medium) 

Alt 

0.873 0.428 0.146 0.997 0.143 0.922 

1.25 0.694 0.241 0.284 0.929 0.405 0.206 

2.5 0.712 0.206 0.281 0.945 0.378 0.248 

5 0.672 0.246 0.249 0.924 0.403 0.209 

 

 
TABLE 4. Degree of freedom and adjusted sum of square in 

regression analysis 

ADJ SS DF Sources 

0.564 3 U 

0.585 1 M 

0.256 3 U&M interaction 

0.017 16 Error 

1.424 23 Total 

U: Urea concentration, M: Addition method, DF: Degree of freedom 
 

 

Furthermore, U and M are most important than the 

interaction between them.The residual values were 

marked in normal probability plot of each response and 

the fittest red-line crossing these points. The p-value data 

show individual effects of variables and their 

interactions. p-values with a low probability (p < 0.1) 

indicate a very high significance for the corresponding 

coefficients. The effects of addition methods for urea (M) 

and almost urea concentration (U) statistically to be 

significant in the applied range. On the other hand, the 

carotenoid value and the combination effect of UM 

interactions did not have a statistical significance in the 

applied range. The interaction of variables for the 

concentration of zero showed a lower statistical 

significance for the responses whereas p-value amount 

increased by increasing the urea concentration. 

As shown in Table 5, urea addition as an alternative 

source was the best method. The positive terms of 

coefficient factor have a synergistic effect on the 

response while the negative terms have an antagonistic 

effect on it. This means that yield increases by increasing 

the variables. As shown in Table 6, urea at the maximum 

concentration has the highest reducing effect on 

producing Ca while nitrogen starvation medium has the  

https://statisticsbyjim.com/glossary/regression-analysis/
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Figure 6. Pareto chart for the standardized effects and residual normal probability plot of each response (factor A, B, AB indicate 

U, M and interaction of U and M, respectively) 
 
 

largest coefficient effect (due to having a positive sign) 

in biomass and pigment production. According to Table 

7, R2 value for biomass (98.77%) indicates the best fitting 

for the proposed model. 

The accuracy of total carotenoids significantly 

decreased. This may be due to low amount of its 

concentration in Spirulina. The mathematical models for 

the responses as function of two variables were 

investigated as Equations (9) to (13): 

Biomass amount= 0.80958 + 0.2604 U0.00 - 0.0596 

U1.25- 0.0646 U2.50-0.1363 U5+ 0.15625 M0 -0.15625 

M1+ 0.1771 U&M0.00,0 - 0.1771 U&M0.00,1 - 0.0496 

U&M1.25,0+ 0.0496 U&M1.25,1-0.0446 U&M2.50,0+ 

0.0446 U&M2.50,1- 0.0829 U&M5.00,0 + 0.0829 

U&M5.00,1s 

(9) 

PC amount= 0.056125 + 0.01004 U0.00 - 0.00229 

U1.25- 0.00262 U2.50- 0.00513 U5.00+ 0.004375 

M0- 0.004375 M1+ 0.00312 U&M0.00,0- 0.00312 

U&M0.00,1- 0.00121 U&M1.25,0+ 0.00121 

U&M1.25,10.00154 U&M2.50,0+ 0.00154 

U&M2.50,1- 0.00037 U&M5.00,0+ 0.00037 

U&M5.00,1 

(10) 

APC amount= 0.076458 + 0.00788 U0.00 - 0.00229 

U1.25- 0.00229 U2.50- 0.00329 U5.00+ 

0.006042 M0- 0.006042 M1+ 0.00296 U&M0.00,0- 

0.00296 U&M0.00,1- 0.00121 U&M1.25,0+ 

0.00121 U&M1.25,1- 0.00188 U&M2.50,0 + 

0.00188 U&M2.50,1 + 0.00012 U&M5.00,0 - 

0.00012 U&M_.00,1 

(11) 

 

 
TABLE 5. p-value of each factor and interaction between 

U&M 

P- VALUE 

Response 

U&M M U 

2.5 1.25 0  2.5 1.25 0  

0.002 0.001 0 0 0 0 0 Biomass 

0.167 0.274 0.01 0 0.025 0.047 0 PC 

0.216 0.419 0.059 0 0.135 0.135 0 APC 

0.771 0.204 0.027 0 0 0 0 Ca 

0.916 0.630 0.219 0.077 0.400 0.400 0.002 C(X+C) 

 

 

TABLE 6. Analysis of variance of biomass and pigments production 

Constant 
U&M M U 

Sources 
2.5 1.25 0 0 2.5 1.25 0 

0.80958 -0.0446 -0.0496 0.1771 0.15625 -.0.646 -0.0596 0.2604 Biomass 

0.05612 -0.00154 -0.00121 0.00312 0.00437 -0.00262 -0.00229 0.01004 PC 

0.07645 -0.00188 -0.00121 0.00296 0.00604 -0.00229 -0.00229 0.00788 APC 

6.255 -0.088 0.391 -0.721 1.152 -1.370 -1.285 4.030 Ca 

2.326 0.027 -0.122 -0.317 0.270 -0.196 -0.214 0.888 C(X+C) 



N. Mirhosseini et al. / IJE TRANSACTIONS A: Basics  Vol. 34, No. 7, (July 2021)   1557-1568                                             1564 
 

 
TABLE 7. R2 values obtained from the 24 factorial experiment 

matrix 

C(X+C) Ca APC PC Biomass  

56.21 93.73 84.32 90.46 98.77 R2 (%) 

 

 

Ca amount= 6.255 + 4.030 U0.00 - 1.285 U1.25 - 1.370 

U2.50 - 1.375 U5.00 + 1.152 M0- 1.152 M1 - 0.721 

UM0.00,0 + 0.721 UM0.00,1 + 0.391 UM1.25,0 - 0.391 

UM1.25,1- 0.088 UM2.50,0 + 0.088 UM2.50,1 + 0.417 

UM5.00,0 - 0.417 UM5.00,1 

(12) 

C(X+C) amount= 2.326+ 0.888 U0.00 - 0.214 U1.25 - 

0.196 U2.50 - 0.478 U5.00 + 0.270 M0- 0.270 M1 - 

0.317 U&M0.00,0+ 0.317 U&M0.00,1-0.122 U 

&M1.25,0+ 0.122 U&M1.25,1+ 0.027 U&M2.50,0-0.027 

U&M2.50,+ 0.412 U&M5.00,0- 0.412 U&M5.00,1 

(13) 

Figure 7 shows the mean effect plot for pigmnet and 

biomass content versus addition mode and urea 

concentration. The effect of biomass variation with 

changing urea concentration in Zarrouk’s medium 

depicted in Figure 7 (a and b). Figure 7(b) shows 

Levene’s test of biomass growth versus urea 

concentration. Levene’s test is used to verify the 

normality of variances. The Levene’s test statistically 

showed a significant differences between biomass 

growth changes and urea concentration (P = 

0). According to Figure 7(c and d), PC and APC were in 

maximum at the lowest concentration of urea. The 

pigments content was higher than that of it when urea was 

added as an alternative source. Furthermore, a low value 

of F-value (F= 0.91) implies that there is no significant 

difference between the mean of carotenoids and urea 

concentrations. However, a higher ratio of F-value 

(F=131.09) indicates that the variation among groups 

means (alternative and additive group) are greatly 

different from each other compared to the variation of the 

individual observations in each group. The mean value of 

Ca reaches a stationary phase by increasing the 

concentration of urea in alternative and additive nitrogen 

source from 1.25 to 5 gL-1. This indicates that nitrogen 

starvation has the highest mean value for both groups of 

addition mode while it is started to be declined, there 

after.  

This study aims to evaluate the impact of all variables 

and their interactions on the biomass and pigments 

production. Moreover, the optimal conditions were also 

obtained and illustrated in Table 8. For the optimal 

conditions validation, an experiment was carried out at 

the same conditions during 8 days of cultivation. 

According to the microscopic analysis,  the cells 

breakdown was intensified by increasing the 

concentration of urea and incubation time. In addition, 

the cells breakdown was extremely intensified when urea 

as an additive source was added. The optical density was 

raised during the first 4 days, due to existing more N2 in 

the culture medium when sodium nitrate and urea were 

 

 

 

 

 

 

 

 
Figure 7. Mean effect plot for biomass growth (a&b), PC 

(c), APC (d), Ca (e) and C(X+C) (f) content versus addition 

mode and urea concentration. (0, 1.25, 2.5 and 5 (gL-1) are 

urea concentration (U) and addition method of urea (M) was 

at 0 and 1 (gL-1) as alternative and additive source of 

Zarrouk’s medium, respectively 
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TABLE 8. Optimal conditions and their responses 

Cond U M 
Biomass 

fit 

PC 

fit 

APC 

fit 

C(X+C) 

fit 
Ca fit 

mo 0 0 1.403 0.074 0.094 3.167 10.717 

Ex 0 0 1.436 0.078 0.103 3.214 10.689 

Cond: Condition; Optimal data based on (mo) the model, (Ex) the 

experiment (validation) 

 

 

simultaneously added. In contrast, cultures supplemented 

with urea showed slow growth rate compared to the 

traditional Zarrouk mediumand the medium with an 

alternative nitrogen source, respectively. Since, urea is as 

an excellent nitrogen source and can successfully be 

metabolized by algae, Spirulina efficiently utilizes 

ammonia nitrate [18, 19]. The inhibition effect of urea 

can slightly be marked due to enzymatic hydrolysis of it 

by the urease enzyme [35]. Furthermore, the 

concentration of sodium nitrate in Zarrouk medium (2.5 

gl-1) reduces without losing the productivity as an 

important cost-saving factor in large-scale mass 

production of S. platensis [36]. Urea concentration 

increment in the medium (due to binding two amide 

groups) causes the cell division rate reduction. Cost et al. 

[24] used urea as a nitrogen source for growing S. 

platensis. They found that the production rate is in 

minimum when nitrate source of medium is replaced by 

urea. It also was found that A. maxima culture dies in the 

tanks with a very strong ammonia odor. In fact, nitrogen 

in culture is naturally reduced by the biological process 

of nitrification-denitrification [24]. According to Abou-

Eleala et al. [37], an aqueous solution of ammonia 

consists of two forms (NH4
+ and NH3). Their formation 

depends on culture pH and temperature. NH4
+  ions were 

produced when pH value was below 8.75 while NH3 

molecules were produced when pH value was above 9.75 

[21]. In addition, the presence of NH3 increased the 

toxicity of biomass culture [38]. In our experimental 

research, it was concluded that a high concentration of 

urea in culture medium may cause death of A .maxima by 

increasing incubtion time. Soletto et al. [39] used urea as 

an alternative nitrogen source which was more suitable 

than the classic nitrate-based culture medium for S. 

platensis growth. However, the use of urea in fed-batch 

Schlosser culture improved the biomass growth and 

increased the feeding rate of urea from 0.56 mM to 1.7 

mM to prevent from the accumulation of ammonia in the 

medium during the cultivation process [39]. Moreover, 

urea contains two nitrogen atoms in a molecule with 

more than 45% of nitrogen while standard Zarrouk’s 

medium was containing 16% of the nitrogen in sodium 

nitrate [40]. Abd El-Baky [41] found that nitrogen 

concentration reduction in S. platensis culture decreases 

phycocyanin, chlorophyll and protein contents due to 

breaking down the chloroplasts. The concentration of 

chlorophyll increased when nitrogen was used in the S. 

platensis culture medium, as well [41]. According to the 

current research, chlorophyll-a content decreased with 

increasing theurea concentration. Although, nitrogen 

sources did not play a significant role in chlorophyll-a 

and carotenoids production but, their contents stayed 

higher with nitrogen starvation during the cultivation 

process. However, the other researchers demonstrated 

that the concentration of sodium nitrate in Zarrouk’s 

medium was easily replaced by sodium nitrate (0.3 gL-1) 

for the S. platensis growth. Furthermore, they modified 

Zarrouk’s mediumas urea subsituation [42]. In several 

researches, nitrogen starvation increased the lipid 

fraction of some microalgaes such as S. platesis [43–46]. 

Rodrigues et al. [35] concluded cyanobacteria initially 

used the nitrogen source of medium for the cells growth. 

Then, its excess used for the protein production [19]. This 

is in good agreement with the results obtained from the 

current research on the A. maxima growth with nitrogen 

starvation in the medium. de Castro et al. [47] 

demonstrated that the concentration of sodium nitrate in 

the Zarrouk’s medium will be reduced by increasing the 

biomass growth while a higher biomass production 

depends on the bicarbonate sodiumamount. Moreover, a 

research showed that the highest lipids content and 

biomass production of Spirulina platensis without 

nitrogen source during 31 days of cultivation may be 

obtained while according to the present research, 

nitrogen had no significant effect on the biomass 

production enhancement. Its reason may be due to the 

applied range of this reaserch [48]. 

 

 
4. CONCLUSION 
 
In this research, biomass and pigment production of A. 

maxima were measured to investigated some correlations 

between the effect of addition methods and urea 

concentrations. For this purpose, the experimental design 

was carried out by the general factorial method and the 

results were analyzed under urea concentrations in the 

range of 0-5 gL-1, urea addition methods as an additive, 

and as an alternative. The results showed that urea 

concentration was the most effective factor in the 

biomass and pigments production. Therefore, the 

biomass and pigments production was disrupted and 

significantly decreased for urea concentrations over 1.25 

gL-1 although urea introduced into the culture medium 

had no positive effect under the conditions tested in this 

study. Moreover, urea (from 1.25 to 5 gL-1) as an 

additive nitrogen source could limit the intensive growth 

of microalgae. However, culture cells will breakdown by 

the urea concentration increment in presence of NH3 but, 

this may poison the microalgas. Furthermore, sodium 

nitrate is one of the most cost-effective sources in A. 

maxima cultivation was used. The effects of binary 

interactions of parameters on the biomass and pigments 

https://www.sciencedirect.com/science/article/abs/pii/S0044848604005952?via%3Dihub#!
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production were investigated by two-way ANOVA, as 

well. p-value showed that some independent variables 

such as U&M considerably affected all responses expect 

the carotenoid pigment which the other factors could 

control its production. It was concluded that biomass and 

pigments were highly produced through the alternative 

method. This may be due to accelerating NH3 molecules 

and changing pH during the growth process. The 

maximum biomass growth (1.403 gL-1), the highest 

specific growth rate (0.167 d-1) with minimum doubling 

time (4.16 d) and maximum biomass productivity (0.103 

gL-1d-1) with nitrogen starvation source were 

investigated. It is concluded that atmospheric nitrogen 

can grow microalga up to convert into the pigments. 

Besides, the sodium nitrate omission will decrease the 

production costs of large-scale cultivation.  
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Persian Abstract 

 چکیده 
از اهمیت بسزایی برخوردار است. برای انجام   Arthrospira maxima(A.maxima)توده و رنگدانه از ریزجلبکتهیه محیط کشت جدید ارزان قیمت و تولید بیشتر زیست

گرم بر لیتر( برای تعیین تاثیرفقر منبع    5،  2/ 5،  25/1،  0چهار غلظت مختلف )  ,این تحقیق، اوره به عنوان یک منبع نیتروژن ارزان قیمت در دو حالت )جایگزین و افزودنی(  

تر از روش افزودنی مازاد است. که این امر ممکن  نیتروژن در مقابل میزان مازاد منبع نیتروژنی استفاده شد. مشخص شد که روش افزودن اوره به عنوان منبع جایگزین ارجح

توده و رنگدانه دارد. علاوه بر این، بیشترین در طول رشد باشد که تقریباً تأثیر مستقیمی بر تولید زیست  pH( و تغییرات  3NHز آمونیاک )است به دلیل سرعت بخشیدن به سنت

شت با فقر منبع نیتروژنی حاصل  میلی گرم بر لیتر از محیط ک 17/3و   72/10، 093/0،  0/ 074، 403/1و کاروتنوئید  a-توده، فایکوسیانین، آلوفیکوسیانین، کلروفیلتولید زیست

اثبات کرد که حذف منابع نیتروژن    ئیشود. تجزیه و تحلیل نتایج نهایی به روش فاکتوریل جزیکی از منابع مهار رشد زیست توده محسوب می  3NHگردید. اوره به دلیل تشکیل  

 دارد که عملکرد بهتری نسبت به محیط اقتصادی مقرون به صرفه زاروک دارد.های تولید کشت در مقیاس وسیع را به منظور کاهش هزینه A.maximaامکان رشد 
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A B S T R A C T  
 

 

A large amount of sludge is produced by the geothermal brine at the Dieng Geothermal power plant, 

exceeding 165 tons per month. This sludge is generally not utilized, except for use in landfills. The 
precipitate (sludge) is primarily composed of silica. The aim of this research is to synthesis mesoporous 

silica (SiO2) xerogel from geothermal sludge (GS) and to investigate the effects of pH as an effort to 

elevate the economic value of sludge through alkaline extraction followed by acidification. SiO2 xerogel 
was prepared by extracting the GS to become sodium silicate (Na2SiO3) assisted by a base NaOH and 

precipitated using H2SO4 as a gelation agent. The FTIR analysis of the SiO2 xerogel showed a group of 

silanol (Si-OH) and siloxane (Si-O-Si). The XRD analysis indicated that SiO2 xerogel was amorphous. 
Furthermore, it was observed from nitrogen absorption-desorption using BET (Breneur-Emmet-Teller) 

method test that decreased pH tends to the specific surface area increase, and the pore size becomes 

decrease. The largest specific surface area observed at SiO2 xerogel prepared at pH of 5.5 reached 400.10 
m2/g with a pore size of 4.5 nm. The pore sized for all cases was in the range of 4 ~12 nm, indicating 

that the SiO2 xerogels were mesoporous. Pore size of the as-prepared silica affected the thermal stability 

property of the sample. 

doi: 10.5829/ije.2021.34.07a.02 
 

 
1. INTRODUCTION1 
 
Finding new generations of energy sources highly 

recommended due to an increase in energy demand 

worldwide. The one alternative solution to overcome 

potential problems of worldwide energy deficiency is 

using nepw and renewable energy (NRE). One of the 

promising NRE technology for developing countries 

such as Indonesia is geothermal energy. Geothermal 

energy harnesses the energy generated below the surface 

of the earth via steam generation. Such energy source is 

available abundantly and does not depend on the 

availability of fossils-based fuel [1]. One of the problems 

faced while producing electricity from geothermal 

energy is solid and liquid wastes (sludge). [2]. The liquid 

waste was handled by re-injection into the earth's surface 

 
*Corresponding Author Institutional Email: 
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layer. [3]. The solid waste also needs to be handled due 

to the clogging effect of SiO2 deposit inside the well tube, 

causing a reduction of power generation. The production 

of geothermal sludge (GS) in one of the geothermal 

power plants in Indonesia could exceed 165 tons per 

month while its utilization is minimal  

SiO2 has good chemical stability, is not soluble in 

water, and resistant to high temperatures. In general, SiO2 

can be obtained from inorganic materials and organic 

materials. The most widely known silica is silica TEOS 

(Tetraethyl orthosilicate) and TMOS (Tetramethyl 

orthosilicate), which have the advantage of being able to 

bind aggregate rock into monolithic material. However, 

this silica has a weakness, both of which have prices that 

are relatively expensive, difficult to obtain, and not 

environmentally friendly [4]. Based on the disadvantages 
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of silica source, TEOS and TMOS, the previous 

researchers conducted a lot of research to obtain 

alternative silica by utilizing natural ingredients that were 

not too useful before.  

SiO2 can be produced in several forms including 

fused quartz, crystals, irritated silica (or pyrogenic silica, 

colloidal SiO2, SiO2 gel and aerogels [5-7]. SiO2 aerogel 

is a substance made from silicon and is the low density 

solid. It is formed from 99.8% air and rigid foam with a 

density of 3 mg cm-3, low density, high surface area and 

low thermal conductivity [8]. With the advancing 

technology, SiO2 from the waste could also be utilized as 

precursors of nanosilica [9,10] or mesoporous SiO2 

xerogel which could be applied as catalysts [11,12], 

adsorbents [13–15], ultrafiltration [16,17], drug delivery 

[18,19] and other applications [20-22]. 

Previous researchers have done a lot of research to 

synthesis SiO2 using various plants such as rice husk 

waste [7,8]. However, there are still few researchers 

conducted research by utilizing geothermal sludge (GS) 

as an alternative raw material for SiO2. SiO2 from wastes 

or natural resources could be obtained through facile 

alkaline extraction and acidic precipitation method [23-

25]. This process and its product characteristics are 

strongly affected by pH level during the synthesis. 

Muljani et al. [26] have succesfully produced 

mesoporous SiO2 gels from geothermal sludge HCl and 

tartaric acid as gelling agents. In the sol-gel preparation, 

others hydrolysis catalysts were used such as HNO3 and 

H2SO4 as gelation agent. It has also been reported that 

sulfated SiO2 as solid acid catalyst is one of the modified 

silica gel products by reacting silica gel with sulfuric 

acid. The utilization of SO4
2- anion display an increase in 

acidic properties of silica as well as physical properties 

[27, 28]. 

Different from the previous research, herein, we 

improved a modification of synthetic route to prepare 

mesoporous SiO2 xerogel with geothermal sludge (GS) 

from Dieng Mountain as raw material. The modification 

is done to maximize the work of SiO2 gel, especially for 

catalysts in the acidification process using H2SO4. We 

further investigate the effects of pH during the formation 

of mesoporous SiO2 xerogel. This work is done as our 

contribution and effort to elevate the economic value of 

geothermal sludge (GS).  
 
 

2. MATERIALS AND METHODS 
 

2. 1. Material and Synthesis          The materials used 

in this study were Mount Dieng Geothermal Sludge (GS), 

Indonesia. Solvents and reagent used were analytical 

grade of ethanol (Merck, 96%, distilled water, sodium 

hydroxide (NaOH, Merck), and sulfuric acid (H2SO4, 

Merck 96%).  
The GS was dried in a oven at 80°C for 60 minutes, 

ground and screened using 80 and 200 meshes filters. 10 

g of the prepared solid waste was extracted in reflux 

using 1.25 M NaOH (Merck) solution for an hour at 80°C 

and stirred continuously at 300 rpm. Extraction solution 

was cooled to room temperature and filtered using 

Whattman number 42 filter paper. The filtrate was 

sodium silicate. The sodium silicate solution was 

dissolved 5 times in demineralized water. 1 N solution of 

H2SO4 were added into the dissolved solution until the 

pH reached 10. The as-prepared solution was aged for 2 

hours and reintroduced with 1N H2SO4 until the solution 

reaches various pH level (9, 8, 7, 6 and 5.5). After the 

desired pH level achieved, each solution was aged for 18 

hours. The formed gel was dissolved using 300 mL of 

demineralized water and filtered by vacuum. The residue 

was dried in a oven at 80°C for 12 hours and washed three 

times using demineralized water. The washed residue 

was dried furtherly at 100°C for 24 hours. The SiO2 

xerogel was obtained. Figure 1 shows the schematic 

diagram of the material preparation.   
 

2. 2. Material Characterization            The functional 

groups of starting material and samples were analyzed 

using Shimadzu IR Prestige 21 FTIR (Fourier Transform 

Infra-Red). X-ray diffraction pattern of starting material 

and SiO2 xerogel sampel were studied using Shimadzu 

XRD-7000 Maxima X-Ray Diffractometer (XRD) with 

CuK (= 0.154 nm), scanning speed of 0.02, 2 angle 

range of 10 – 90, and applied power of 3 kW. The 

surface area were analyzed using BET (Breneur Emmet 

Teller) method using ASAP 2020 V4.20E Surface Area 

Analyzer (SSA). The morphology was characterized by 

Scanning Electron Microscopy (JEOL, JCM-7000 

NeoScope™ Benchtop SEM) with voltage of 10 kV. 

TG/DSC (Hitachi STA200RV) was used to characterize 

the thermal stability, adjusted to a temperature range 

from 25 to 1000 °C in an air atmosphere at a heating rate 

of 10 °C/min. 
 
 

3. RESULTS 
 

The formation of SiO2 xerogel from PLTP (Geothermal 

Power Plant) Dieng by alkaline extraction are expressed 
 

 

 
Figure 1. Experimental procedure for the preparation of 

mesoporous SiO2 xerogel from geothermal sludge 
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in Equations (1), (2) and (3) [4, 29]. 

𝑆𝑖𝑂2(𝑠) + 2𝑁𝑎𝑂𝐻(𝑎𝑞) → 𝑁𝑎2𝑆𝑖𝑂3(𝑎𝑞) + 𝐻2𝑂(𝑙) (1) 

During the extraction of silica, the silica reacts and 

dissolved into this alkaline NaOH solution to form 

sodium silicate (Na2SiO3) solution. To reduce the particle 

sizes of SiO2 xerogel, demineralized water is added to the 

sodium silicate solution to increase its concentration. 

Thus, when precipitation occurs, small precipitate is 

formed due to slow nucleation process. 

𝑁𝑎2𝑆𝑖𝑂3(𝑎𝑞) + 𝐻2𝑆𝑂4(𝑎𝑞) → 𝐻2𝑆𝑖𝑂3(𝑎𝑞) +

𝑁𝑎2𝑆𝑂4(𝑎𝑞)  
(2) 

The next process is a metasilicate acid formation by 

adding aqueous sulfuric acid H2SO4 into the sodium 

silicate solution. With the increasing amount of H+, a 

polymerization reaction of silicate acid occurs. 

𝐻2𝑆𝑖𝑂3(𝑎𝑞) +𝐻2𝑂(𝑎𝑞) → 𝑆𝑖(𝑂𝐻)4(𝑎𝑞) (3) 

Gel formation occurs due to hydrolysis reaction of 

polymeric silicate acid with demineralized water while 

the xerogel were formed due to the drying of gel at 100°C 

for 24 hours. The porous xerogel is formed. Infra-red 

adsorption from difference group functions in geothermal 

sludge and prepared samples are shown in Figure 2. FTIR 

characterization of each samples are based on the study 

performed by Brinker and Scherer. The adsorption on 

wave number 3400 cm-1, 1630 cm-1, 1430 cm-1, 1099 cm-

1 and 950 cm-1 show stretch vibration of –OH from 

Silicanol (Si-OH) or H2O, -OH from Si-OH, C-H, Si-O 

from Siloxane (Si-O-Si), Si-O from Si-OH respectively. 

Wavenumber of 790 cm-1 shows symmetrical Si-O from 

Si-O-Si stretch vibration, wavenumber of 450 cm-1 and 

2300 cm-1 show bending vibration of Si-O=Si [30–32].  

The increasing of adsorption Intensity at wavenumber 

1630 cm-1 from sample S0 (waste), S1 (pH 9), S2 (pH 7) 

and S3 (pH 5.5) happened due to the proton content in 

the solution during the synthesis forming Si-OH. High 

level of pH causes the reaction tendency to form Si-O-Si 

 

 

 
Figure 2. FTIR spectra of geothermal sludge and SiO2 

xerogel synthesized at various pH level 

(siloxane) proved by the increasing intensity at 1060 cm-

1. The hydrocarbon impurities (1430 cm-1) are detected in 

geothermal sludge sample and the peak is shifted after the 

end of the process or when the xerogel is formed. 

X-ray diffraction patterns of the samples are 

presented in Figure 3. The XRD pattern showed the 

amorphous nature of the SiO2 xerogels. The broad XRD 

pattern was typical for an amorphous structure [33]. This 

is indicated by the appearance of a widening peak 

centered at an area of 2θ around 25˚ where silica with an 

amorphous structure gives a diffraction that widens at 2θ 

around 21-25˚.  Impurities peaks (19° and 31°) of sodium 

sulfate (Na2SO4) is detected in sample 2 (pH 9) and 

sample 3 (pH 7). The presence of impurities could be 

caused by an unfinished cleaning process or salt 

entrapment in SiO2 matrices [29]. Aside from the 

impurity peak, all peaks from all samples are well 

indexed to JCPDS 7757-82-628.  

Surface analysis of each sample is performed by BET 

method and the result is presented in Table 1. Based on 

the result, the highest surface area, 400.10 m2/g, is 

exhibited by sample synthesized at pH level of 5.5. With 

the increasing pH, the surface area of the sample is 

 

 

 
Figure 3. XRD Pattern of geothermal sludge and silica 

xerogel synthesized at various pH level 

 

 
TABLE 1. BET analysis result of solid waste and samples 

synthesized at various pH level 

Samples 
Specific Surface 

Area [m2/g] 

Specific Pore 

Volume [cm3/g] 

Pore Diameter 

[nm] 

GS 100.50 0.11 4.3 

pH 9 159.55 0.47 11.8 

pH 8 151.74 0.34 8.9 

pH 7 223.44 0.48 8.7 

pH 6 321.25 0.40 4.9 

pH 5.5 400.10 0.45 4.5 
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decreased. This phenomenon is mainly caused by the 

slow formation of gel and slow nucleation of SiO2 

occurred at low pH level [29]. 

The amount of Nitrogen (N2) adsorbed into the SiO2 

xerogel at various pH level synthesize shown in Figure 4. 

The isothermal adsorption of N2 shows the pore volume 

capacity of SiO2 xerogel. The highest pore volume is 

exhibited by the sample synthesized at pH 7 with the 

value of 0.48 cm3/g. Based on the pore volume data stated 

in Table 1, there is no significant effect of pH toward the 

pore volume of SiO2 xerogel. In the other hand, the pore 

diameter is significantly impacted by the pH level of 

synthesis. Figure 5 shows that the pore diameter is 

decreased with the decreasing pH level while the specific 

surface area is increasing. The specific surface area in 

samples aged at pH level 5.5 increased by 2.5 times 

compared to samples aged at pH 9 and 4 times compared 

to raw material (GS). The pore diameter of samples is 

within the range of 4-12 nm which could be concluded 

that the porous material has mesoporous size (2-50 nm). 

 

 

 
Figure 4. Isothermal adsorption of N2 in SiO2 xerogel 

synthesized at various pH level 

 

 

 
Figure 5. The effect of pH level during synthesis of silica 

xerogel on the surface area and pore diameter 

A side from the pore diameter, the mesoporous SiO2 

xerogel is classified based on its adsorption-desorption 

profile. Figure 6 shows type-IV-like adsorption-

desorption curve which could be applied for porous 

material hence the samples exhibits mesoporous size (2-

50 nm). Type-IV curve initiated with slow adsorption due 

to the stronger intermolecular interaction between 

adsorbate than with the adsorbents. Then the curve is 

slightly bent due to the pore filling by the adsorbate [34–

36]. 

Structure and properties of xerogels are influenced by 

gelation pH. Because condensation reactions are favored 

and hydrolysis reactions are restricted under alkali 

conditions formed particles are fewer in number but 

larger and denser than particles formed under acidic 

conditions. Since pH affects the coagulation process, 

experiments were run at different initial pH 1N H2SO4 

until the solution reaches various pH level (9, 8, 7, 6 and 

5.5). SEM results showed that SiO2 particles are 

agglomerated at different pH values. The morphology of 

materials has distributed with diverse morphological 

structure. Figure 7f shows the chemical composition of 

the produced silica xerogel. The sample consist of Si 

(silicon) and O (oxygen). 

TG/DSC was performed to characterize the thermal 

stability of SiO2. Figure 8 shows the TG/DSC of SiO2 

prepared at different pH level at temperature from 25 to 

1000C in air atmosphere at heating rate of 10◦C/min. 

The weight loss and endothermic peak below 150C 

are primarily caused by the desorption of physically 

adsorbed water [37]. The weight loss and broad 

 

 

 
Figure 6. Adsorption-desorption curve of silica xerogel 
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Figure 7. SEM images of SiO2 particle at different pH 

values. (a) pH=5.5 ; (b) pH=6; (c) pH=7; (d) pH=8 ( e) pH=9, 

and (f) EDX-spectra of sample 

 

 

 
Figure 8. TGA/DSC thermograms of synthesized SiO2 

under different pH values. (a) pH= 5.5; (b) pH = 6; (c) pH=7; 

(d) pH=8; (e) pH=9, and (f) DSC curve of SiO2 at different 

pH level   

 

 

exothermic peak from 200 to 1000 C might be attributed 

to the decomposition of the residual organics and the 

structural transition from amorf silica to crystalline silica. 

Obviously, at temperatures below 150, the weight loss in 

samples aged at pH 5.5 and 6 (acidic condition) was 25% 

and was greater than that in samples aged at pH 7 and 

above (neutral and alkaline condition), which was 8%. 

Figure 8f shows the DSC curve of the samples at various 

pH levels. Obviously, at temperatures below 150, the 

heat flow of the endothermic process in the sample aged 

at acidic conditions (5.5 and 6) was greater than that in 

the sample aged at pH level 7 and above. Meanwhile, at 

temperatures between 800-1000, exothermic peaks were 

seen, where the samples which were aged at acidic pH 

levels (5.5 and 6) showed exothermic peaks at higher 

temperatures compared to samples that were aged at 

neutral and alkaline conditions. This is possible due to 

the specific surface area and porosity of the sample. 

 

 

4. CONCLUSIONS 
 

SiO2 xerogel was successfully synthesized from 

geothermal sludge by alkaline extraction and acidic 

precipitation using sulfuric acid. The characteristics of 

prepared material are strongly affected by the pH level of 

synthesis. From the FTIR analysis, silanol group and 

siloxane group is detected in every sample. XRD pattern 

shows amorphous structure of xerogel. Based on the BET 

analysis, at a lower pH level of synthesis (pH=5.5), larger 

surface area was produced (400.10 m2/g). The pore 

diameter of each SiO2 xerogel was categorized as 

mesoporous (2-50 nm). Pore diameter and specific 

surface area of the as-prepared silica affected the thermal 

stability property of the sample. SEM results showed that 

SiO2 particles are agglomerated at different pH values.  
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Persian Abstract 

 چکیده 
تن در ماه است. این لجن معمولاً استفاده نمی شود ، مگر اینکه   165تولید می شود که بیش از    Diengمقدار زیادی لجن توسط نمک زمین گرمایی در نیروگاه زمین گرمایی  

از لجن زمین گرمایی   xerogel (SiO2)مزوپور  در محل دفن زباله استفاده شود. رسوب )لجن( در درجه اول از سیلیس تشکیل شده است. هدف از این تحقیق سنتز سیلیس

(GS)  و بررسی اثراتpH  .به عنوان تلاشی برای بالا بردن ارزش اقتصادی لجن از طریق استخراج قلیایی و به دنبال آن اسیدی شدن استxerogel SiO2  با استخراجGS 

از    FTIRبه عنوان عامل ژل سازی رسوب می کند. تجزیه و تحلیل    H2SO4با استفاده از  پایه و    NaOHبا کمک   (Na2SiO3تهیه شد تا به سیلیکات سدیم تبدیل شود ) 

xerogel SiO2 گروهی از سیلانول(Si-OH)   و سیلوکسان(Si-O-Si)    را نشان داد. تجزیه و تحلیلXRD   نشان داد کهxerogel SiO2  ، بی شکل است. علاوه بر این

کاهش می یابد و به سطح خاص افزایش می یابد و اندازه منافذ   pHدفع نیتروژن مشاهده شد که -از آزمون جذب BET (Breneur-Emmet-Teller)با استفاده از آزمون 

نانومتر رسید. اندازه منافذ   4.5مترمربع در گرم با اندازه منافذ    400.10به    pH 5.5تهیه شده با    SiO2 xerogelکاهش می یابد. بزرگترین سطح اختصاصی مشاهده شده در  

مزوپور بودند. اندازه منافذ سیلیس آماده شده خاصیت پایداری حرارتی نمونه را تحت    xerogels SiO2نانومتر بود ، نشان می دهد که    12  ~  4برای همه موارد در محدوده  

 تأثیر قرار می دهد.
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A B S T R A C T  
 

 

Naproxen (NP) is a non-steroidal anti-inflammatory drugs (NSAIDs) are widely used for the treatment 

of acute to chronic pain. The aim of this work was to develop a new, simple spectrophotometric method 
for determining the concentration of naproxen in pharmaceutical formulations by chitosan capped silver 

nanoparticles. The morphology and structure of the chitosan capped silver nanoparticles were determined 

by ultraviolet spectroscopy (UV), Fourier transform infrared spectroscopy (FT-IR), atomic force 
microscopy (AFM), dynamic light scattering (DLS) and zeta potential (ZP) under optimal conditions. 

The results showed that, synthesized chitosan capped silver nanoparticles were approximately with 

particle size of 100 nm poly dispersity index (PDI) 0.385 and strong anionic (-24.8mV) zeta potential at 
acidic condition. It was found that chitosan as a chiral selector was able to detect naproxen at optimal 

conditions. The method was successful to determine naproxen in drug tablets formulation. A relative 

standard deviation of 1.0% was determined for the analysis of naproxen in real samples. Validation of 
this method, including limit of detection and limit of quantification were accurately confirmed according 

to ICH instructions. Based on this method, the limit of detection (LOD) and the limit of quantification 

(LOQ) of naproxen were calculated 0.022 and 0.066 molL-1, respectively. Analysis of statistical data, 

the reproducibility and accuracy of this method demonstrated that the use of this novel method is valuable 

and practical for determination of naproxen in pharmaceutical formulations.  

doi: 10.5829/ije.2021.34.07a.03 

 

 
1. INTRODUCTION1 
 
Naproxen [(S) -2-(6-methoxy-2-naphthyl) propionic acid 

(Figure 1) is a chiral and nonsteroidal anti-inflammatory 

(NSAIDs) drug.  Because of the (S)‐naproxen isomer has 

just the favorable therapeutic effect; it is used in purest 

form for the treatment of diseases [1]. Naproxen is white 

and odorless powder, that is practically insoluble in water 

at low pH, but it can be soluble in water at alkaline 

condition (pH >8) [2]. It is an important member of the 

family of 2‐aryl propionic acid derivatives; which 

commonly used for reducing moderate to severe pain, 

fever, inflammation, and stiffness owing to arthritis, 

gout, injury (such as fractures), tonsillitis and bursitis. It 

has also recently been reported that naproxen is 
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effectively used in preventing the progression of bladder 

cancer [3] Naproxen inhibits COX-1 and COX-2 

enzymes can prevent the biosynthesis of prostaglandins 

[4]. Naproxen (NP) is widely used to treat acute to 

chronic pain most commonly in veterinary and human 

medicine because it is available without a prescription. 

Clinical and pharmacological analysis of this drug 

requires effective analytical measures for quality control. 

As well as recent overuse of naproxen has led to the 

classification of naproxen as an emerging contaminant in 

wastewater [5]. Therefore, finding a new accurate and 

fast economic identification method can be the answer to 

this problem to improve the cognition process. In order 

to determine naproxen in diagnostic laboratories, several 

analytical methods have been reported in the scientific 
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literature such as spectrophotometry [6], electrochemical 

[7], high-performance liquid chromatography (HPLC) 

[8], etc. It can be mentioned that, HPLC method are 

highly accurate and sensitive in compared to other 

methods, but it is too expensive and time-consuming. 

Among the above methods, spectrophotometer is 

considered as the usual analytical method, due to its 

simplicity, availability, fast and low cost [9]. For that 

reason, a novel UV-spectrophotometric method for 

determining the amount of naproxen in tablets has been 

investigated. In this work, we developed a new, simple 

and economical spectrophotometric method for 

quantitative determination of concentration of naproxen 

in pharmaceutical formulations. There are number of 

investigations on spectrometric method for determination 

of naproxen. Maheshwari et al. [10] have examined a, 

simple UV-spectrophotometric method for determining 

the amount of naproxen tablets using niacinamide as 

hydrotropic solubilization additive. Mahmood et al. [11] 

have described a method for detecting the amount of 

naproxen in commercial tablets. In this method, first 

naproxen after modulation reaction to hydroxyl analog 

and then oxidation using potassium permanganate as an 

oxidant in an acidic environment, in commercial tablets  

was determined. Sastry et al. [12] have developed a 

spectrophotometric method to quantify naproxen. In their 

methods, naproxen was methylated to produce a color 

oxidative bonding with Gibb reagent in neutral phosphate 

buffer. Later on, Sastry et al. [13] have described another 

approach of spectrophotometric method based on the 

formation of a dye species with MBTH via oxidation of 

Ce (IV) or Fe (III) to determine naproxen. Pendari et al. 

[14] have examined the amount of naproxen in human 

plasma using spectrophotometry; in this approach, the 

non-ionized form of the drug with pure diethyl ether was 

extracted having yield of 94.6% and then naproxen was 

determined by measuring the peak amplitude in the 

second-order derivative spectrum at 328.2 nm. In this 

method, the amount of LOQ base on IUPAC was 2.42 

μgmL-1. Then, Khan et al. [15] have used 1-naphthylarnin 

and sodium nitrite to determine naproxen using 

spectrophotometer at wavelength of 480 nm. Duymus, et 

al. [16] have examined naproxen-induced complex with 

tetracyanoethyl ethane (TCNE), 2,3-dichloro-5,6-

deciano-p-benzoquinone (DDQ), and p-chloranyl using a 

spectrophotometric device but its reagent was stable only 

for duration of five minutes. Alizadeh et al. [17] have 

described two spectrophotometric methods for 

determination of naproxen. These methods included the 

formation of ion pair complex with green bromocresol at 

424 nm in the first method and the formation of aqueous 

bromothymol ion pair complex at 422 nm in the second 

method. Mahmood et al. [11] had proposed a new 

spectroscopic method which naproxen changed to 

hydroxy analog. They proposed a new spectroscopic 

method based on naproxen to hydroxy analog to 

determine naproxen. The modified compound was 

paralyzed using alkaline acid. In this approach, the limit 

of detection and the limit of quantitation were reported to 

be 0.0098 µg‧mL-1and 0.03296 µg‧mL-1, respectively. 

However, this method was much faster and easier than 

previous methods. In another investigation, 

Tashkhourian et al. [18] have explored 

spectrophotometric method based on silver nanoparticles 

with starch coating to determine naproxen which had 

limit of detection of 2.7 × 10−6 M. The objective of 

present work was to develop a fast spectrophotometric 

method using a new reagent of chitosan -capped silver 

nanoparticles for the detection of naproxen. Chitosan is a 

natural active polysaccharide derived from chitin. The 

excellent properties of chitosan such as biodegradability, 

biocompatibility, non-toxic, antibacterial and 

hydrophilic properties make it a good choice for 

enantiomer detection [19]. The amino groups in chitosan 

are important sites that can be used to synthesize metal 

nanoparticles  [20]. In this regard, silver and gold 

nanoparticles are highly regarded by chemists due to their 

unique spectral and optical properties [21]. 

Gharibshahian [22] have investigated that the size, shape 

and structural quality of nanoparticles can affect their 

properties. These parameters are controlled by growth 

kinetics. The physical, optical, surface and size of 

nanomaterials make them attractive case study for 

exploring a new research field. Chitosan-capped silver 

nanoparticles are silver-based nanoparticles which is 

noticed as a group of structural and biological materials 

[9]. The proposed method is valuable for exact 

identification and quantification of the naproxen. 

 

 

2. EXPERIMENTAL 
 

2. 1. Materials             Racemic naproxen and S- naproxen 

were purchased from Alborz Balk and Tehran Daru 

company, respectively. Silver nitrate (AgNO3), sodium 

borohydride (NaBH4), acetic acid (CH3COOH), citric 

acid, sodium hydroxide and sodium citrate were 

purchased from Merck (Darmstadt, Germany). Chitosan 

was supplied by Sigma-Aldrich company (St. Louis, Mo, 

USA). 
 

 

 

 
Figure 1. Chemical structure of naproxen 
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2. 2. Apparatus        Chitosan-capped silver 

nanoparticles were measured by spectrophotometer UV 

VIS model SPEKOL 1500 Analytik Jena AG; Fourier 

transform infrared (FT‐IR) spectra were analyzed using 

KBr pellets by a FT‐IR spectrometer (WQF ‐ 510A, 

China). In addition, atomic force microscopy (AFM) 

model easy scan 2 (Liestal, Switzerland), dynamic light 

scattering (DLS) and zeta potential (HORIBA - SZ100), 

were used to characterized nanoparticle.  

 

2. 3. General Procedure           To determine naproxen, 

chitosan-coated silver nanoparticles were first 

synthesized. Morphology and structure of chitosan-

coated silver nanoparticles using ultraviolet (UV) 

spectroscopy, Fourier transform infrared spectroscopy 

(FT-IR), atomic force microscopy (AFM), DLS 

(dynamic light scattering) and ZP (zeta potential) were 

determined under optimal conditions. Using silver 

nanoparticles coated with chitosan, the amount of 

naproxen was determined by spectrophotometry in 

tablets. 

 

2. 4. Synthesis of Chitosan Capped Silver 
Nanoparticles           Using a method by reducing NaBH4 

from AgNO3 in the presence of chitosan, with slight 

modification according to the previously reported 

method [23], silver nanoparticles capped with chitosan 

(Ag NPs) were synthesized. In the first step, 25 mg 

chitosan was dissolved in 50 mL of 4% aqueous acetic 

acid and then sonicated for 5 min. In the second stage, 20 

mL of the solution was mixed with 50 mL of aqueous 

AgNO3 solution (6 mmol.L−1) and reaction was 

performed at room temperature under vigorous magnetic 

stirring for 30 min. In the third stage, a freshly prepared 

aqueous solution of NaBH4 (1 mL, 58mmol. L−1) was 

added dropwise to the reaction mixture. After stirring 

with a magnetic stirrer for 2 hours, observing the color 

change of the solution to yellowish brown is a sign of 

synthesis (Ag NPs) in the solution. By increasing the pH 

of the solution about 12 using NaOH (0.5M), chitosan 

silver capped nanoparticles were precipitated and 

separated by centrifugation (12000 rpm in 30 min). After 

twice washing with deionized water, chitosan silver 

nanoparticles were dried at 40 °C and stored at dry 

chamber and room temperature for subsequent 

experiments. 

 

2. 5. Procedure for Calibration Curves          Chitosan 

capped silver nanoparticles (CS-AgNPs) Method: The 

equivalent of 100 μL at concentrations of 25-500 μmol 

mL-1 naproxen was transferred to a series of 5 mL bottles. 

In each bottle, 4.5 mL buffer solution (pH = 4) and 0.5 

mL of CS -Ag nanoparticles at concentration of 0.5 g.L-1 

were added. The prepared standard was placed at room 

temperature (25 °C) for 8 minutes. The absorption of 

naproxen in a CS -Ag nanoparticles was measured by 

UV-vis spectrometer. To obtain the standard calibration 

curve, the absorption values versus the naproxen 

concentrations were plotted. Figure 2 illustrates 

absorption data were perfectly fitted for naproxen 

concentrations in the range of 25- 500 μmol mL-1. 

 

2. 6. Procedure for The Assay of Tablets        Ten 

samples of 500 mg naproxen tablets from Tehran Daroo 

Company were used for the analysis of naproxen in 

tablets by using the proposed methods. The samples were 

well ground and turned into fine powder. The equivalent 

of 500 mg of naproxen powdered tablets, after careful 

weighing, was transferred to a 50 mL glass and dissolved 

in the 50mL amount of methanol, filtered through a 

Whatmann paper filter No. 41 and diluted in a 100 mL 

calibration flask with methanol to a specified volume. 

 

 

3. RESULTS AND DISCUSSION 

 
3. 1. Validation Parameters of Synthesis Chitosan 
-Capped Silver Nanoparticles      Validation of 

chitosan-capped silver nanoparticles were characterized 

by ATM, DLS and ZP, FT-IR, and UV-Vis spectroscopy. 

 

3. 2. UV-Vis Spectroscopy and Mechanism of 
Action        In order to recognize enantiomers component, 

an interaction in three configuration dependent points are 

necessary based on researched. The structure of aromatic 

ring of naproxen and the intermolecular hydrogen bond 

between naproxen and chitosan-capped silver 

nanoparticles could possibly provide this “three-point” 

interaction. It was supposed that intermolecular hydrogen 

bond between naproxen and chitosan-capped silver 

nanoparticles and electrostatic interaction could possibly 

give this recognition. Therefore, this can be used in 

developing new reagents for determining via colorimetric 

assays [18]. In this way, the use of UV-vis spectroscopy 

is a very useful and reliable technique to confirm the 

initial properties of synthesized nanoparticles. In order to 

monitor the synthesis and stability of silver nanoparticles 

 

 

 
Figure 2. Calibration curve of naproxen with chitosan @Ag 

nanoparticles    
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[19] as well as the relationship between the plasmonic 

properties of silver nanoparticles and their morphology, 

a fast and easy UV -Vis spectroscopy method was 

developed for simultaneous monitoring the synthesis 

[24]. The synthesized chitosan capped silver nanoparticle 

solution was analyzed by UV-vis spectroscopy in the 

range of 270-620 nm. The UV-Visible spectrum for 

chitosan-capped silver nanoparticle is shown in Figure 3. 

The λmax of chitosan-capped silver nanoparticles was 

exactly observed at wavelength of 417 nm, which is the 

characteristic plasmon resonance band (SPR) of silver 

nanoparticles. 

 

3. 3. FT-IR Spectra of Chitosan and Chitosan-
Capped Silver Nanoparticles        Figure 4 shows the 

FT-IR spectrum of standard chitosan and chitosan-

capped silver nanoparticles. In the case of chitosan 

(Figure 4)  as shown in this figure, the broad band marked 

at 3434 cm-1 is due to the overlap between the tensile 

vibrations O-H and N-H, both of them are semi- 

 

 

 
Figure 3. UV-Visible spectrum of chitosan @Ag 

nanoparticles 

polysaccharides. In addition, the specified band in 2927 

cm-1 is aliphatic which indicating of C-H bonds. Also, the 

tensile vibrations of the amide I, II and III bonds have 

caused the signals to appear at 1658 and 1600 cm-1 which 

is shown in Figure 4. However, silver ions were reduced 

to silver nanoparticles when liquid NaBH4 added to 

AgNO3 for the synthesized chitosan-capped silver 

nanoparticles. The FTIR spectrum of CS-Ag 

nanoparticles indicated that the nanoparticles exhibited 

absorption peaks at 3426, 1595, 1410, 656 cm-1 (Figure 

4). The tensile bond pressures O - H and N - H in 3434 

cm-1originated from the primary hydroxyl and amino 

groups in chitosan were changed to 3426 cm-1, which is 

indicating silver ions were chelated with both of amino 

and hydroxyl groups of chitosan [18]. The band at 1595 

cm-1 corresponded to amide I due to carbonyl stretch in 

proteins. In addition, the peak at 1410 cm-1 refer to the 

C–N stretching in CS -Ag nanoparticles [9]. 

 

3. 4. Atomic Force Microscopy        Surface 

morphology of chitosan capped silver nanoparticle was 

evaluated by AFM. AFM is provided an accurate 

information about the distribution of size and the shape 

of the particles [25].  Figure 5a shows the size distribution 

analysis of chitosan-coated silver nanoparticles by AFM 

which is in the range of 3–71.2 nm with an average size 

of 20±0.15.  

It can be concluded that more than 50% of silver 

nanoparticle is in the range of 20 nm and indicating 

formation of nanoparticle in desirable size. The surface 

topography of chitosan capped silver nanoparticle and its 

properties in 2D and 3D picture are shown in Figure 5b. 

Also, the spherical shape of nanoparticles is clearly 

shown in these images which is proper and applicable. 
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Figure 4. FT-IR spectra of chitosan (red curve) and chitosan @Ag nanoparticles (black curve) 
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Figure 5. AFM results of chitosan @Ag nanoparticles: 

Surface topography (Left) and size distribiution (right) 
 

 

3. 5. DLS and Zeta Potential            In order to 

investigate the scattering properties of nanoparticles and 

their hydrodynamic radius characteristics, DLS and zeta 

potential analysis have been used [19]. Size distribution 

and poly-dispersity index (PDI) are the two most 

important factors in the DLS test which are dependent on 

physio-chemical properties of nanoparticle in solvent. 

These experiments were carried out at two different pH 

to examined its effectiveness on nanoparticle size 

distribution and its poly-dispersity. It can be mentioned 

that size distribution lower than 150 nm is acceptable as 

nanoparticle. In addition, based on literature, PDI value 

in the range of 0.1 to 0.4 is appropriate as poly-dispersed 

and stable solution [19]. However, Figures 6a and 6b 

represented the results of DLS analysis for chitosan 

capped silver (CS-Ag) nanoparticles at pH of 7 and 3, 

respectively. Because of chitosan insolubility at neutral 

pH, nanoparticle size was increased (448 nm) and its DPI 

was 0.618 which is not acceptable. 

These results indicate that CS –Ag nanoparticle 

reagent has resulted in agglomeration at neutral pH, so it 

can cause limitation of the reagent applications. 

However, the obtained result at pH 3 showed that the 

mean diameter of CS- Ag nanoparticles was 116.5 nm 
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Figure 6. DLS spectra of chitosan @Ag nanoparticles at two 

pH values of (a) 7 and (b) 3  

 

 
and PDI was 0.385, which is less than 0.4. These finding 

indicated that a homogeneous dispersion of the CS-Ag 

nanoparticles produced at acidic pH. It can be noted that 

chitosan polysaccharide is completely soluble at acidic 

pH. Based on literature, these results can improve 

nanoparticle size distribution and PDI. In addition, the 

zeta potential test was used to measure the electrostatic 

potential at the electrical double layer surrounding a 

nanoparticle in the solution. Based on literature, 

nanoparticles with a zeta potential between -10 and +10 

mV were categorized in the region of neutral, while 

nanoparticles having zeta potentials of greater than +30 

mV or less than -30 mV were indicated strongly cationic 

and strongly anionic strengths, respectively. On the other 

hand, high zeta potential (greater than ±30 mV) of 

nanoparticles demonstrated that its great stability or its 

strong resistance against the aggregation, flocculation, 

and coagulation. Several factors are affected the zeta 

potential of CS-Ag nanoparticles, for instance particle 

size and structure, ionic strength, pH of the solution, etc. 

Therefore, zeta potential of CS-Ag nanoparticles was 

measured at pH 7 and 3 (see Figures 7). As can be seen, 
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the zeta potential is approximately neutral (14.4 mV) at 

pH 7 while it is strong anionic (-24.8mV) at pH 3 which 

is refer to chitosan surface charge and its functional 

groups. Therefore, the new proposed reagent exhibited 

excellent stability at acidic pH at room temperature.  

 

3. 6. Naproxen Determination and Validation 
Method 
 

3. 6. 1. linearity of the Calibration        The first step 

in the method development is the linearity of the 

calibration function. The correlation of coefficient is 

often used as a factor that shows the linearity of the 

calibration curve.  The calibration curve for naproxen 

absorption with CS-Ag nanoparticles was linear in the 

concentration range of 25 to 500 μmol mL-1 with a 

correlation coefficient of 0.995. (see Figure 2). The linear 

equation obtained by least squares regression method 

were y= 0.4893+0.002X that y is the absorption intensity 

(in arbitrary units) and x is the concentration of naproxen 

in (μmol mL-1) which constant obtained values and R 

square correlation coefficient are equal to B = 0.002, A = 

0.4893 and R2 = 0.995, respectively. It can be concluded 

that the proposed reagent and analysis method had been 

correctly functioned. 
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Figure 7. Zeta potential of chitosan @ Ag nanoparticles at 

two pH values of (a) 7 and (b) 3 

3. 6. 2. Absorption Spectrophotometric        As 

shown in Figure 8, the absorption spectra of naproxen 

and the complex of naproxen and chitosan-capped silver 

nanoparticles were measured in the range of 230-630 nm. 

Naproxen at concentration of 50 μL (0.001 M) in 

methanol showed two absorption peaks which were 

observed at 262 and 273 nm. The effect of reaction time 

and pH of the complex of chitosan capped silver 

nanoparticles and naproxen for finding optimum 

conditions with maximum stability and sensitivity in 

absorption was investigated.  

 

3. 7. Optimal Conditions for Detection of 
Naproxen with Chitosan Silver Nanoparticles 
 

3. 7. 1. Effect of Reaction Time         To finding a 

reagent with minimum reaction time is essential 

parameter in clinical laboratory. So, this is important for 

developing a new reagent that reaction between them 

reach to stable condition in minimum time and stay 

constant after passing time. Therefore, the effect of the 

reaction time between chitosan capped silver 

nanoparticles (reagents) and naproxen on naproxen 

adsorption was investigated at different time intervals. 

Initially, the absorption decreased and gradually peaked 

over time after 8 minutes, then reached to a steady state 

value after 10 minutes and remained stable (see Figure 

9). It can be concluded that the optimum reaction time of 

8 min was defined. The reaction time of 8 min was used 

in the subsequence experiments. This short reaction time 

is a positive point for a new reagent which reach to stable 

condition. 

 

3. 7. 2. Effect of pH       Chitosan is a cationic 

polyelectrolyte biopolymer which can be dissolved in 

acidic pH. The reason is most probably caused by amine 

groups on chitosan main chain. Therefore, it is soluble in 

aqueous phase at acidic condition where amine groups 

 

 

 
Figure 8. UV-Vis spectrum of pure naproxen and complex 

of naproxen with chitosan @Ag nanoparticle 
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Figure 9. Effect of reaction time on the formation of 

naproxen- nanoparticles complex  

 

 

are positively charged. However, chitosan at pK value of 

6.5 possess neutral charges. Because of chitosan 

changeability in various pH, determining appropriate pH 

is critical matter for silver nanoparticle which capped via 

chitosan [26, 27]. In addition, based on our experiments 

chitosan silver nanoparticles are not stable at pH <3.0 and 

pH> 8.0 [18]. Therefore, the effect of pH in the solution 

on the stability of chitosan silver nanoparticles (reagent) 

and naproxen absorption was studied in the range of 3-6. 

As can be seen the spectrophotometric spectra of samples 

in Figures 10a and 10b, the maximum intensity of 

naproxen absorption was observed at pH = 4.0; 

consequently, the optimum pH for the rest of experiments 

was chosen to be 4.   

 

3. 7. 3. Determination of Naproxen        The existing 

solution was diluted using methanol at appropriate 

concentrations in the working range. Then the amount of 

naproxen in the tablets were measured using the proposed 

method and the new reagent CS -Ag nanoparticles (see 

Table 1). The reliability of the amount of naproxen 

calculated based on the standard calibration curve and 

reported in Table 1. For examination of the proposed 

reagent accuracy, different concentration of tablets with 

20 μgmL-1 variations were prepared and analyzed by the 

mentioned method. The achieved results and the amount 

of recovery values are summarized in Table 2, 

respectively. 

 

3. 7. 4. Detection Limits (LOD) and Quantitative 
Limit (LOQ)        The Limit of detection (LOD) and 

quantification (LOQ) are the two most important 

characteristics in validation of a new method. The lowest 

concentration of analyte in a sample which can be 

determined   with the acceptable accuracy in the defined 

test conditions is called the detection limit (LOD) [28]. 

Normally a reagent is not able to exact measure the 

analyte concentration; although, this claim may have 

declared in the reagent package. In order to distinguish  

 
(a) 

 
(b) 

Figure 10. UV-Vis spectrum (a) and absorbance of 

naproxen at variuos pH values  

 

 

between the analytical signal and the analytical noise in 

the absence of analyte, there must be a sufficient 

concentration of analyte [28]. So, the lowest level of 

analyte concentration which produced a detectable 

response is called the detection limit, which is usually 

three times the noise level. Therefore:  

LOD =3σA/B (1) 

where the σA standard deviation from the fitted regression 

line is calculated and the B is slope of calibration curve. 

Standard deviation of the y-intercept of the regression 

line Sy/x, i.e. standard error of estimate. In the latter 

method, only the error in the intercept is considered. A 

better alternative is the equation proposed by 

Winefordner and Long expressed as follows [2]: 

LOD=k [σ2
b1 + σ2

A +(A/B)2 σ2
B ]1/2 (2) 

 

 
TABLE 1. Determination of naproxen in tablet dosage form 

using proposed method 

Method 
Naproxen labeled 

amount (mg) 

Found

(mg) 

Recovery 

(%) 

chitosan -capped 

silver nanoparticles 
500 503.44 100.688 
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TABLE 2. Determination of naproxen in tablet dosage form using the standard addition technique 

Sample Taken (μg mL-1) Added (μg mL -1) Found (μg mL-1) Recovery (%) 

Naproxen 500 (mg) 100 

0 99.67 99.670 

20 119.43 99.525 

40 137.95 99.535 

60 159.56 99.725 

 

 
TABLE 3. Comparison  of the developed method with reported methods  

Method Linearity Coefficient Relative Error Ref. 

HPLC 0.999 - [30] 

Capillary electrophoresis 0.9969 5 [25] 

Spectroscopy 0.9988 3.5 [31] 

Spectroscopy 0.999 1.4 [18] 

Spectroscopy 0.995 1 This method 

 

 

Where k is a constant value, which is usually equal to 3, 

also bl is the standard deviation of a set of iterations from 

the empty sample solutions, σ2
B is the standard deviation 

of the slope, σ2
A standard deviation from the fitted 

regression, the B and A are slope and coefficient of 

calibration curve respectively. The limit equations 

(LOD) and quantitative limit (LOQ) according to the 

International Council for Harmonisation of Technical 

Requirements for Human Pharmaceuticals Use (ICH) 

given as follows [29]: 

LOQ=3.3σ/s (3) 

LOQ=10σ/s (4) 

Where the σ standard deviation from the fitted regression 

line is calculated and the S is slope of calibration curve. 

In this work, the detection limits (LOD) and quantitative 

limit (LOQ) for the proposed method based on Equations 

3 and 4 were calculated 0.022 mol.L-1 and 0.066 mol.L-1, 

respectively.  It can be noted that the obtained results of 

LOD and LOQ are in defined range and so acceptable. 

 

3. 8. Validation Method           The characteristics of 

synthesized chitosan capped silver nanoparticles 

(reagent) were determined by ultraviolet spectroscopy 

(UV), Fourier transform infrared spectroscopy (FT-IR). 

The results were completely in line with the data reported 

by Tashkhourian et al. [18] and Jafari et al. [9]. In 

addition, its morphology and size distribution were 

confirmed by atomic force microscopy (AFM), dynamic 

light scattering (DLS) and zeta potential (ZP) analyses in 

optimal conditions. It can be concluded that the proposed 

reagent is stable in acidic condition which is proper for 

determination of naproxen. In order to confirm the 

validity of the new developed method, limits of detection 

(LOD) and quantitation (LOQ), reproducibility, 

reproducibility and its accuracy were examined 

according to ICH guideline. Also, linearity of applied 

method was investigated in the concentration of 25-500 

μmol.mL-1 naproxen, and correlation coefficients of 

0.995 was achieved. In addition, a computational method 

was developed to define the limits of detection (LOD) 

and quantitation (LOQ) which calculated 0.022 and 

0.066 mol.L-1, respectively. The performance of the 

proposed method was compared with the merit of the 

developed method with reported methods in literature 

(see Table 3). {Absalan, 2012 #46}   
 

 

 

4. CONCLUSION  
 

This research has demonstrated that chitosan capped 

silver nanoparticles are a suitable probe for the detection 

of naproxen using Uv-vis spectrophotometry. Based on 

the results, the accuracy of this method was very good for 

determining the amount of naproxen in tablets. Analysis 

of statistical data, the reproducibility and accuracy of this 

method demonstrated that the use of this novel method is 

valuable and practical for determination of naproxen in 

pharmaceutical formulations. The linear dynamic range 

and precision, accuracy of developed method chitosan 

capped silver nanoparticles indicate that the figures of 

merit were comparable with most reported methods for 

the determination of naproxen. The spectrophotometric 

method using chitosan capped silver nanoparticles was 

quite suitable and applicable for the detection of 

naproxen in bulk and drug formulation. 
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Persian Abstract 

 چکیده 
 د یوجد  ساده  یاسپکتروفتومتر  روش  کی  توسعه  کار   نیا  از  هدف  شودیم  استفاده  مزمن  تا   حاد  درمان  یبرا  گسترده  بطور  که  است  یدی راستروئ یغ  التهاب   ضد  یدارو  کی  ناپروکسن

  ی مرئ  ی سنج  فیباط  ذرات   نانو  یمرفولوژ  و  ساختار  شد  جادیا  توسان یک  پوشش  با  نقره  ذرات   نانو  توسط  بار  نیاول  یبرا  که  است  ییدارو  ونیفرمولاس  در  ناپروکسن  صیتشخ  یبرا

 نقره   نانوذرات   ،  که  داد  نشان  جینتا  شد  نیی تع   نهیبه  طی شرا  تحت (ZP) لیزتاپتانس  زیوآنال DSL کیتکن , (ATM) یاتم  کروسکوپ یم, FTIR کیتکن,(UV-VIS) فرابنفش–

 مشخص.  بودند  یدیاس   طیشرا  در(  ولت  یلیم-8/24)  یقو  یونیآن   زتا  لیپتانس  و385/0 (PDI)یپراکندگ  وشاخص  نانومتر  100  ذرات   اندازه  با  باًیتقر  توزانیک  با  شده  پوشانده

  یی دارو  یها  قرص  ونیفرمولاس  در   ناپروکسن  ن ییتع   ی برا  روش  ن ی ا.  است  شیآزما  نهی به  طی شرا  در  ناپروکسن  صیتشخ  به   قادر  رالیکا  انتخاب   ک ی  عنوان  به  توزان یک  که  شد

  با   یکم  حد   و  صیتشخ  حد  جمله  از   ،  روش  ن یا  یسنج  اعتبار.  شد  ن ییتع   یواقع   یها نمونه در  ناپروکسن  لیتحل و  ه یتجز  یبرا  ٪1.0  ینسب   استاندارد  انحراف.  بود  زیآم  تیموفق

  بر   مول  ی لیم/  066و/    022  ب یترت  به  ناپروکسن(LOQ) یکم  حد  و( (LOD) صی تشخ  حد  ،  روش  ن یا  اساس   بر.  شد  دییتأ  قی دق  طور   به ICH یها  دستورالعمل  به  توجه

  یی دارو  یها  ونیفرمولاس  در  ناپروکسن  نییتع   یبرا  دی جد  روش  نیا  از  استفاده  که  داد  نشان  روش  نیا  دقت  و  تکرار  تیقابل  ،  یآمار  ی ها  داده  لیتحل  و  هیتجز.  شد  ترمحاسبهیل

 .است یعمل و ارزشمند
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A B S T R A C T  
 

 

The prediction of responses of the reinforced concrete shear walls subject to strong ground motions is 
critical in designing, assessing, and deciding the recovery strategies. This study evaluates the ability of 

regression models and a hybrid technique (ANN-SA model), the Artificial Neural Network (ANN), and 

Simulated Annealing (SA), to predict responses of the reinforced concrete shear walls subject to strong 
ground motions. To this end, four buildings (15, 20, 25, and 30-story) with concrete shear walls were 

analyzed in OpenSees.150 seismic records are used to generate a comprehensive database of input 

(characteristics of records) and output (responses). The maximum acceleration, maximum velocity, and 
earthquake characteristics are used as predictors. Different machine learning models are used, and the 

accuracy of the models in identifying the responses of the shear walls is compared. The sensitivity of 
input variables to the seismic demand model is investigated. It has been seen from the results that the 

ANN-SA model has reasonable accuracy in the prediction.  

doi: 10.5829/ije.2021.34.07a.04 
 

 

NOMENCLATURE 

𝑇  Control variable 𝑞  Probability of accepting the potential solution  

𝛥𝐸𝑐  Changes in the value of the objective function  𝐾𝐵  Boltzmann constant 

𝑦𝑖  ith value of the variable to be predicted �̄�  Average of𝑦𝑖 

�̑�𝑖 predicted value of𝑦𝑖   

 
1. INTRODUCTION1 
 

Reinforced concrete (RC) shear walls are efficient 

members for providing resisting horizontal forces in tall 

buildings. The non-linear analysis is needed to determine 

the tall buildings' seismic responses more realistically. 

However, non-linear modeling is a challenge for 

practitioner engineers because they should select the 

proper structural model type, define complex parameters 

of the materials, elements, and select as well as scale 

ground motions records. Besides, the ability to predict the 

structural capacity after an earthquake is essential to 

inform whether the tall building can be permanently 

reoccupied or not. Therefore, predicting the structure's 
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response to a new earthquake based on the structure's 

response to past earthquakes could be an excellent 

solution to determine the extent of the damage. This is 

possible using machine learning techniques. In the last 

few years, research has been done on using machine 

learning in civil engineering [1-12]. For instance, Thaler 

et al. [2] developed a machine-learning-enhanced Monte 

Carlo simulation strategy to predict the structural 

response in earthquake engineering in which the neural 

networks are utilized to improve the reliability of the 

method in the tail end of the distribution. Stoffel et al. 

[10] developed an Artificial Neural Network accessible 

to complicated structural deformation under shock-wave 

loads. They calculated plate deflections by means of 
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finite element simulations including a neural network. 

Mangalathu and Jeon [7] applied machine learning 

techniques to identify the failure mode of beam-column 

joints. They also compared various machine learning 

techniques to estimate the shear strength of beam-column 

joints using an experimental database. Khaleghi et al. 

[13] have employed Artificial Neural Networks to predict 

load-bearing capacity and stiffness of perforated masonry 

walls. Mangalathu and Jeon [14] conducted a 

comparative study for failure mode recognition of RC 

bridge columns using various machine learning models. 

A clustering algorithm is proposed by Siam et al. [15] for 

structural performance classifications using a dataset of 

ninety-seven masonry shear walls. Kiani et al. [16] 

developed a method for deriving the fragility curves 

using various machine learning models. They also 

investigated the effect of training sample size and 

imbalanced dataset on machine learning models' 

performance. Gaba et al. [17] classified the damages 

caused by earthquakes using a previously acquired data 

set. To establish the best prediction model, they evaluated 

different machine learning classifier algorithms. Burton 

et al. [18] described a statistical approach to predict the 

aftershock collapse vulnerability of buildings. They also 

mentioned that the Kernel Ridge regression method 

produces the most accurate and stable predictions. Zhang 

et al. [19,20] utilized machine learning algorithms to link 

the capacity of damaged buildings to the response and 

damage patterns. 

As mentioned above, Machine Learning methods to 

analyze and evaluate the dynamic characteristics of the 

structure have been studied in the literature. 

Nevertheless, few articles have focused on tall buildings, 

which are evaluated in the current paper. In addition, tall 

buildings have a large number of components and 

responses that lead to a high dimensional feature space, 

as opposed to low- or mid-rise buildings. Therefore, there 

is a need for a simple method to estimate the responses 

of the tall buildings subject to ground motion. In addition, 

a hybrid intelligent method, which is the optimization of 

the parameters in Artificial Neural Network by the 

revolutionary algorithm of Simulated Annealing, to 

achieve better performance for predicting the response of 

tall buildings. 

In fact, This study's primary purpose is to evaluate the 

ability to exist simple machine learning methods and a 

hybrid technique (ANN-SA model), the Artificial Neural 

Network (ANN), and Simulated Annealing (SA) to 

estimate the responses of structures based on earthquake 

characteristics and the stored responses of a structure 

subjected to the earthquake. Specifically, the following 

objectives have been pursued throughout the research: 

(1) evaluating the performance of various machine 

learning models (namely linear regression, Ridge 

regression, Lasso regression, Elastic net regression, 

Huber regression, RANSAC, and ANN-SA model) in 

estimating of responses of high-rise-concrete-shear-wall 

buildings, (2) investigating the effectiveness of using 

maximum acceleration and maximum speed recorded by 

the sensor in predicting structural responses (3) 

identifying the significant input variables which 

influence the predicting the responses of tall buildings. 
 
 
2. MATERIALS AND METHODS 
 

The central assumption in this study is that there are 

sensors in the stories of the tall building so that the 

maximum acceleration or velocity in the tall building that 

is subjected to a new earthquake can be captured (these 

responses are recorded during the earthquake), and the 

building's responses such as drift, base shear, 

displacement, the maximum acceleration and velocity 

under previously recorded ground motions are calculated 

using any software (Database). In other words, we have 

the maximum velocity or acceleration in the building and 

the building's responses, such as the drift caused by 

previous earthquakes, and only the maximum 

acceleration and velocity, which created by the new 

earthquake, are recorded using sensors. Can this 

information be used to estimate the building's responses 

under the new earthquake? In order to evaluate this 

strategy, four buildings (15, 20, 25, and 30-story) with 

concrete shear walls were analyzed in OpenSees [21,22] 

to generate a dataset.   

A percentage of total data is considered information 

obtained from the building subjected to the new 

earthquake (for example, 20%). This means that the 

obtained acceleration/velocity of this 20 % is considered 

the sensor's values under the new earthquakes, and the 

obtained responses (the maximum base shear, maximum 

drift, and maximum displacement) are considered as 

unknown variables. Therefore, the maximum 

acceleration, maximum velocity, and earthquake 

characteristics are used as predictors in order to estimate 

the maximum base shear, maximum drift, and maximum 

displacement for a specific seismic excitement. The 

characteristics of the earthquake that are considered are 

the scale factor, significant duration (D5-95 (s)), moment 

magnitude of the earthquake (magnitude), and Joyner-

Boore distance (Rjb (km)).  

 
2. 1. Buildings, Seismic Records, and Modeling        
Dual RC (shear wall–frame) high-rise structures are 

adopted. The dual system buildings have 15, 20, 25, and 

30 stories. The story height is equal to 3.5 m. The 

buildings plan consists of five bays (Figure 1). The 

gravity framing is considered using the leaning column, 

which is linked to the main structure. Rigid truss 

elements are used to connect the shear wall-steel frame 

and leaning columns and transfer the P-Delta effect. The 

design dead and live loads are 5𝑘𝑁/𝑚2 and 2𝑘𝑁/
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𝑚2, respectively. The concrete compressive strength is 

assumed to be 55 MPa. Both longitudinal and transverse 

reinforcement has a yield strength of 420 MPa. In 

Appendix A, the fundamental parameters for material 

properties have been listed. The design was conducted 

based on ACI [23] and ASCE [24]. The building was also 

designed based on the modal response spectrum analysis 

(ASCE [24]), and the first 15 modes were used in the 

design. Table 1 presents the building site and the design 

parameters, which and are the maximum considered 

earthquake (MCE) spectral acceleration at short periods 

(𝑆𝑠) and 1-s period (𝑆1), respectively. Table 2 provides the 

modal periods of the prototype buildings. Rayleigh 

damping is assumed. The damping is set as 2% of critical 

damping proportional to the mass and initial stiffness 

matrix. The dimensional details of the beams, columns 

and rebar sections of the concrete shear wall are 

presented in Appendix A. 

The buildings' finite element model is generated by 

the OpenSees program [21,22] using displacement-based 

beam-column elements for the RC beams and columns. 

Concrete02 and Steel02 materials are used to define the 

material model of concrete and reinforcing steel fibers. 

The displacement-based beam-column element is a 

distributed-plasticity-fiber-based element based on 

Bernoulli's theory. Although different macro elements 

have been proposed for modeling concrete shear walls 

[25,26], in this study, RC walls are molded using a state-

of-the-art element (SFI_MVLEM- Figure 2) and a 

nDMaterial FSAM material [26]. The SFI_MVLEM [26] 

element is a macro element which can simulate the 

behavior characteristics induced by non-linear shear 

deformation such as shear– axial/flexural interaction, 

shear cracking, stiffness deterioration, pinching effect, 

and strength deterioration. Studies have shown that (1) 

shear cracking can increase shear deformation of the 

walls in the plastic hinge region and (2) existing previous 

models usually underestimate compressive strains at the 

boundary elements, even for walls that their behavior is 

dominated by flexure. The confinement parameters of the 

boundary elements are calibrated according to the model 

proposed by Mander et al. [27]. 

 

 
TABLE 1. The building site and the design parameters 

Latitude 

(degree) 

Longitude 

(degree) 

Design 

Cat. 

Risk 

Cat. 

Soil 

Cat. 

𝑺𝒔 

(MCE) 

𝑺𝟏 

(MCE) 

35.6535 -120.4407 D I 

D 

(stiff 

soil) 

1.5g 0.6g 

 
 

TABLE 2. The modal periods of the prototype buildings 

Story 15 20 25 30 

Modal periods (sec) 2.66 3.17 3.8 4.3 

 

 
 

 
Figure 1. 2D model of the prototype buildings 

 
 

 
Figure 2. Shear-Flexure Interaction Multiple-Vertical-Line-

Element Model (SFI-MVLEM). 

The nonlinear time-history analyses are performed 

for the MCE level. The buildings are subjected to 150 

seismic records, resulting in 600 non-linear response 

history analyses. Earthquake records are selected from 

the database of the Pacific Earthquake Engineering 

Research (PEER) center [28]. The key information of 

these records wall is presented in Appendix A. The 

minimum magnitude of records is taken as 6.0, and 

records are within a distance less than 20 km to the fault. 

Each ground motion is scaled in such a way that its 

response spectrum equals or exceeds the ASCE [24] 

spectrum over a determined period range (from 0.2T to 
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1.5T, where T is the first mode of vibration). All non-

linear time-history analyses adopted the Newmark time 

integration method of constant acceleration. The 

Newton–Raphson iteration method is utilized to 

determine how the sequence of steps taken to solve the 

non-linear equation of motion. The convergence of the 

algorithm was based on the relative work increment. If a 

time step failed to converge, the Newton method 

switches to a modified Newton method with constant 

stiffness equal to the initial stiffness of the time step. 

Model calibration is done using experimental results 

for reverse cyclic loading conducted by Tran and Wallace 

[29]. As an example, the element's response and related 

laboratory story test for specimen S78 are shown in 

Figure 3. Table 3 summarizes specimen information. 

 
2. 2. Supervised Learning Methods       One of the 

simplest supervised machine learning techniques is the 

family of regression models. Six regression models such 

as linear regression [30], Ridge regression [31], Lasso  

 

 

 
b) Cross-section and reinforcement distribution 

 
a) Global response 

Figure 3. Typical cross-section and response for specimen  S78. 

 

 
TABLE 3. Specimen information 

Aspect 

ratio 

Web 

Reinf. 

Boundary 

Reinf. 

Compressive 

strength of 

concrete 

Yield 

strengths of 

Reinf. 

1.5 0.0073 0.0606 55 MPa 440-470 MPa 

regression [32], Elastic net regression [33, 34], Huber 

regression [35], and RANSAC [36] are used in this paper. 

For further information on regression models, interested 

readers should study corresponding references of each 

model. In the case of the seismic demand model for the 

tall buildings, the input vector consists of the scale factor, 
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significant duration (D5-95 (s)), moment magnitude of 

the earthquake (magnitude), Joyner-Boore distance (Rjb 

(km)), and the maximum acceleration as well as velocity 

(Outputs from the non-linear time history analysis) in the 

tall building. . Significant duration (D5-95 (s)) is defined 

as the time needed to build up between 5 and 95 percent 

of the total Arias intensity for a specific earthquake 

record. The Joyner-Boore distance is defined as the 

shortest distance from a seismic station or any other site 

to the surface projection of the seismic event's rupture 

surface. Table 4 summarizes the range of parameters 

used. Other outputs from the non-linear time history 

analysis (the maximum base shear, maximum drift, and 

maximum displacement) are considered target variables. 

Ordinary Least Square (OLS) regression (or linear 

regression) is one of the most widely known modeling 

techniques. The OLS regression is also known as linear 

regression. The OLS regression assumes that the 

relationship between the input variable (features 

vector,𝑋) and the output variable (target vector,𝑌) is 

approximately linear (Equation (1)).  

�̑� = 𝛽𝑇𝑋 + 𝛽0  

𝑚𝑖𝑛
𝛽∈ℝ

∑ ‖𝛽𝑇𝑥𝑖 + 𝛽0 − 𝑦𝑖‖𝑛
𝑖=1

2
  

(1) 

where in Equation (1), �̑�is predicted values vector, 𝑋 =
(𝑥1, 𝑥2, . . . , 𝑥𝑖) are the n input variables,𝑌 =
(𝑦1, 𝑦2, . . . , 𝑦𝑖) are the n output variables, and 𝛽𝑇 are the 

coefficients.  

The OLS estimates often are subjected to the 

drawback of large variance. Previous studies have shown 

that there is a statistical trade-off between bias and 

variance. These observations have led to consider biased 

estimates such as Ridge regression. Ridge regression 

(Equation  2) introduces some bias by adding a penalty to 

the sum of the squared errors. Although model efficiency 

is decreased, the test error is decreased too. The 

coefficients are shrunk toward 0 as α becomes large. 

𝑚𝑖𝑛
𝛽∈ℝ

∑ ‖𝛽𝑇𝑥𝑖 + 𝛽0 − 𝑦𝑖‖𝑛
𝑖=1

2
+ 𝛼‖𝛽‖2  (2) 

Note that in this case (using Ridge regression) 

solutions are not equivalent under scaling of the 
 

 

TABLE 4. The modal periods of the prototype buildings 
 Scale Factor D5-95 (s) Acc. (

𝒎

𝒔𝟐
 ) Vel. (

𝒎

𝒔
) 

Mean 8.43 23.63 7.33 1.37 

Std. 9.11 12.24 2.81 0.57 

Min. 0.47 7.2 1.52 0.39 

25% 2.45 14.62 5.64 0.97 

50% 5.68 20.6 6.95 1.27 

75% 11.83 28.67 9.14 1.69 

Max. 70.15 65.8 14.85 3.72 

predictors (inputs); therefore, the predictors have to be 

standardized before using the Ridge regression model. 

The penalty contains the squared of the L2 norm of β 

(Equation (2)). The Lasso regression is a shrinkage 

method like Ridge regression. Lasso regression 

minimizes a loss function, using the L1 norm which is the 

sum of absolute values (Equation (3)). 

𝑚𝑖𝑛
𝛽∈ℝ

∑ ‖𝛽𝑇𝑥𝑖 + 𝛽0 − 𝑦𝑖‖𝑛
𝑖=1

2
+ 𝛼‖𝛽‖1  (3) 

The difference between the L1 norm and L2 norm 

methods is that L1 penalizes coefficients equally but L2 

penalizes more very large coefficients. In other words, 

for some values of α, L1 setting some coefficients equal 

to 0, and thus the most important variables are kept, this 

is called feature selection. Elastic Net is similar to Ridge 

regression and Lasso regression but uses both the L1 

norm and L2 norm together (Equation (4)). 

𝑚𝑖𝑛
𝛽∈ℝ

∑ ‖𝛽𝑇𝑥𝑖 + 𝛽0 − 𝑦𝑖‖𝑛
𝑖=1

2
+ 𝛼 ⋅ 𝜂 ⋅ ‖𝛽‖1 +

𝛼 ⋅ (1 − 𝜂) ⋅ ‖𝛽‖2
2  

(4) 

where η is a coefficient that captures the relative amount 

of L1-penalty. This coefficient (η) is considered 0.5 [33, 

34]. α needs to be determined by the analyst in Ridge, 

Elastic Net, and Lasso. By using the GridSearchCV in 

python, the value of α that maximizes the 𝑅2 is 

calculated. The results are discussed further in section 3. 

In a sample, generally, outliers are considered as an 

example that differs remarkably from other observations. 

The models (Ridge, Elastic Net, and Lasso) are presented 

so far are sensitive to outliers  since every single point 

participates in minimizing the function. To overcome this 

problem, Robust Regression is proposed. In the 

following, brief descriptions about Huber Regression and 

the RANdom SAmple Consensus (RANSAC), which 

allow the fit of robust regression, are provided. The 

Huber regression applies a piecewise function (loss) to 

samples that are classified as outliers. In other words, the 

loss optimizes either the squared loss or absolute loss for 

the samples based on a parameter (𝜀, Equation (5)). The 

cost function that Huber regression minimizes is given 

by: 

𝑚𝑖𝑛
𝛽

∑ 𝐿(𝑦𝑖 , 𝑓(𝑥𝑖))𝑛
𝑖=1   

𝑤ℎ𝑒𝑟𝑒  

𝐿(𝑦, 𝑓(𝑥)) = {
(𝑦 − 𝑓(𝑥))2𝑖𝑓|𝑦 − 𝑓(𝑥)| < 𝜀

2 ⋅ 𝜀 ⋅ |𝑦 − 𝑓(𝑥)|𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

(5) 

Hence, the loss function is squared for small 

prediction errors. RANSAC is a non-deterministic 

algorithm that divides the complete data set into two 

different subsets (outlier and inlier). The inlier subset is 

also known as the hypothetical inliers which are used to 

fit the model. The basic steps of the RANSAC algorithm 

are summarized as follows: 1) Select randomly the 

minimum samples from the original data (the 
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hypothetical inliers). 2) Fit a model to the selected points. 

3) Points from the set of all points are then evaluated 

against the fitted model by considering a predefined 

tolerance. If the points fit the computed model well 

(using loss function), they will be considered as part of 

the consensus set (CS). 4) Save the estimated model as 

the best model if the consensus set is large enough ((the 

number of inliers/ the total number points) > predefined 

threshold). 5) Otherwise, repeat steps 1 through 4 (a trial 

and error process).  

Although presented regression models provide 

remarkable feature selection, the prediction performance 

is limited. The main disadvantage of presented regression 

models is that they cannot consider non-linearity in the 

available data. An alternative method of tackling these 

problems is the use of Artificial Neural Networks. A 

neural network is a hierarchical organization of neurons 

which are joined by weighted connections. The structure 

of Artificial Neural Networks is made of three main 

components, which are referred to as (1) the input layer, 

which takes in a numerical representation of the data; (2) 

the hidden layer, where computations take place; and (3) 

the output layer. A direct consequence of this approach is 

an improvement of the estimation of drift, displacement, 

and base shear of different buildings. The network used 

to solve the problem in this study consists of three layers 

(input layer, one hidden layer, and output layer). We 

determined the number of neurons in the hidden layer and 

the percentage of the training and test data using a 

simulated annealing algorithm to reduce the 

computational time. Simulated Annealing (SA) is a 

stochastic algorithm for estimating the optimum value of 

a given function [37]. This method is inspired by the slow 

cooling of metals. The simulated annealing algorithm 

randomly selects a new potential solution. The range of 

the training dataset is 60-80% (X %) of the whole dataset, 

and the remaining ((100-X)/2 %) is used as the validation 

and test set. The codes are developed in MATLAB with 

its toolbox. The dataset (input and output) used in this 

section is the same as the regression models' dataset. A 

popular training algorithm (so-called "Trainlm" [37]) that 

updates weight and bias values according to Levenberg-

Marquardt optimization is used. Activation functions for 

the hidden and output layers are hyperbolic tangent 

sigmoid (Tansig) and linear transfer function (Purelin), 

respectively. 

 
2. 3. Simulated Annealing Algorithm          Simulated 

annealing (SA) algorithm is one of the most preferred 

methods for solving optimization problems developed by 

Kirkpatrick et al. [39]. The SA algorithm, which is 

inspired by the slow cooling of metals, is a heuristic 

method with the basic idea of generating random 

displacement from any feasible solution. A probability 

function (Equation  6) is utilized to decide the transition 

between the current solution and the randomly generated 

new solution. 

𝑞 = 𝑚𝑖𝑛{ 1, 𝑒−𝛥𝐸/𝐾𝐵𝑇}  (6) 

where 𝑇 is the control variable, 𝑞 is the probability of 

accepting the potential solution, 𝐾𝐵 is the Boltzmann 

constant, and 𝛥𝐸 is changes in the value of the objective 

function. The SA algorithm has some crucial advantages, 

including the following: (1) the SA algorithm is relatively 

easy to code, even for complex problems, and can deal 

with highly non-linear models, chaotic and noisy data, 

and many constraints.; (2) most optimization algorithms 

use the gradient descent, but the SA algorithm does not 

spend the computational time in calculating it; (3) the SA 

algorithm can be utilized to identify the minimum of the 

objective function more efficiently instead of being 
 

 

 

 
Figure 4. Computation procedure of the number of neurons and the percentage of the training and test data 
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trapped in a local minimum, and (4) Simulated annealing 

algorithm is independent of initial conditions [40]. As 

mentioned earlier, the number of neurons in the hidden 

layer and the percentage of the training and test data are 

determined using the simulated annealing algorithm. The 

proposed computation procedure of the number of 

neurons in the hidden layer and the percentage of the 

training data is summarized in the flow chart of Figure 4. 

The SA algorithm searches in the range 5-30 and 60-90% 

for the number of neurons in the hidden layer and the 

training data percentage, respectively. 

 
 
3. RESULTS AND DISCUSSION 
 
The machine learning techniques explained in the 

previous section are utilized to predict the high-rise 

concrete shear wall buildings' responses. The codes 

(regression models) are developed using a free software 

machine learning library of the Python programming 

language, so-called scikit-learn [41]. Observations 

(targets and features) are (randomly) split into two sets, 

traditionally called the test set and the training set. In this 

study, 80% and 20% of the entire dataset are considered 

for training and testing, respectively. The input variables 

are centered and scaled (a standard space with 0 mean 

and unit variance). Generally, the model is fitted on the 

training data, and the performance of the model is 

evaluated using unknown (test) data and the 𝑅2  

(Equation  7) or residual sum of squares (RSS, Equation  

8) or mean square error (MSE, Equation  9) as score 

metric. 

𝑅2 = 1 −
∑ (𝑦𝑖−�̑�𝑖)2

𝑖

∑ (𝑦𝑖−�̄�)2
𝑖

  (7) 

where 𝑦𝑖is the ith value of the variable to be predicted, 

�̄�is the average of𝑦𝑖, and �̑�𝑖predicted value of𝑦𝑖 .  

𝑅𝑆𝑆 = ∑ (𝑦𝑖 − �̑�𝑖)2
𝑖   (8) 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖 − �̑�𝑖)2

𝑖   (9) 

The 𝑅2is used in this study in order to compare the 

efficiency of the models in predicting the seismic demand 

(e.g., Table 5). The𝑅2is utilized because it is easily 

interpretable and it is a normalized version of the RSS. 

Besides, the 𝑅2 does not depend on the scale of the data. 

The 𝑅2is computed for the remaining data (test data). 

In machine learning, a hyperparameter is a parameter 

whose value is utilized to control the learning process. As 

an example, the changes in the performance of the 

models (Elastic Net regression) against the changes in the 

hyperparameter α are shown in Figure 5. The 

performance of the models dramatically decreases as the 

hyperparameter α gets bigger. Based on these results, an 

optimum value of the hyperparameter α is chosen for 

TABLE 5. Results of Linear regression 

Linear 

Reg. 
Displacement Drift 

Base 

shear 
Structure 

R2 0.65 0.70 0.65 15-stroy 

R2 0.7 0.70 0.65 20-story 

R2 0.6 0.65 0.69 25-story 

R2 0.72 0.75 0.77 30-story 

Average 0.66 0.7 0.69  

 

 

each method and the target variable (displacement, drift, 

or base shear). The optimum value of the hyperparameter 

α is given in Appendix B. Here the performance of 

different methods utilized in this study is compared. 

Figure 6 (or Table 6) shows the𝑅2scores from 5 different 

regression models for displacement, drift, and base shear 

obtained using a test set for the different tall buildings. 

Overall Ridge, Lasso, Huber, and Elastic Net regression 

have very close𝑅2scores for displacement, drift, and base 

shear. On the contrary, there is a difference between the 

RANSAC and other methods. The RANSAC regression 

performs the worst among the methods in estimating the 

base shear. Based on Figure 6, it can be concluded that 

the regression models have different𝑅2scores for almost 

all the target variables and various buildings. 

It is helpful to understand what factors may or may 

not impact estimating the tall building responses using 

regression methods. In order to compare regression 

coefficients, first, the average coefficients for all 

buildings are calculated for all target variables. Then, 

average coefficients are normalized by dividing each 

average coefficient by the sum of all the average 

coefficients to form a sum of 1.0. As an example, the 

process for displacement is shown in Figure 7. 
 

 

 
TABLE 6. Results of Regression Models 

Model Structure  Displacement Drift 
Base-

shear 

Ridge 

15-stroy 

R2 

0.66 0.72 0.66 

20-story 0.72 0.72 0.65 

25-story 0.61 0.65 0.70 

30-story 0.73 0.75 0.78 

Average 0.68 0.71 0.69 

Lasso 

15-stroy 

R2 

0.63 0.71 0.63 

20-story 0.76 0.75 0.69 

25-story 0.63 0.68 0.70 

30-story 0.73 0.77 0.75 

Average 0.69 0.73 0.69 
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Elastic 

Net 

15-stroy 

R2 

0.63 0.70 0.63 

20-story 0.74 0.75 0.69 

25-story 0.62 0.68 0.71 

30-story 0.71 0.77 0.76 

Average 0.68 0.73 0.70 

Huber  

15-stroy 

R2 

0.64 0.73 0.65 

20-story 0.73 0.76 0.69 

25-story 0.63 0.68 0.70 

30-story 0.71 0.76 0.75 

Average 0.68 0.73 0.70 

RANSAC 

15-stroy 

R2 

0.58 0.68 0.45 

20-story 0.65 0.72 0.51 

25-story 0.60 0.68 0.65 

30-story 0.73 0.79 0.82 

Average 0.64 0.72 0.61 

 

 
Figure 5. Elastic Net regression performance for predicting 

base shear of various structures 

 

 

   
Figure 6. Results of Regression Models 

 

 

 
Figure 7. Results of Regression Models 

 

 

Figure 8 shows the average-normalized estimated 

regression coefficients of various regression models for 

each target variable (displacement, drift, and base shear). 

Figure 8, the 0.0 values indicate that the associated 

features are not significant in predicting target variables. 

Also, Figure 8 illustrates that: 

The crucial parameters to take into account tend to 

vary from method to method. 

As mentioned above, the Elastic Net and Huber 

regression have the most 𝑅2 scores, but unlike the first 

method, the second method recognizes more variables as 

influential input variables,  

All regression models identify velocity as a 

significant input variable, 

Huber and RANSAC regressions recognize all the 

input variables as influential variables, 

In the case of displacement, all regression models 

identify velocity and magnitude as significant input 

variables, 

In the case of base shear, all regression models 

identify velocity, acceleration, and magnitude as 

significant input variables, 
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Lasso, Ridge, and linear methods identify that the 

Rjb, 5-95 Duration, and scale factor have a minimal 

effect on predicting the target variable (seismic 

response). 

In this study, the ANN-SA algorithm is utilized as an 

alternative solution. The Artificial Neural Network 

parameters are adjusted to maximize the 𝑅2 to 1. Table 7 

gives the number of neurons of the neural networks, 

which are determined using the simulated annealing 

algorithm for different buildings and target variables. 

Figure 9 depicts the results obtained from the ANN-SA 

algorithm. Comparison of the ANN-SA algorithm and 

regression results (Tables 6 and 7) reveals that the ANN-

SA algorithm gives more accurate results for all predicted 

variables. Surely this could be due to the fact that the non-

linearity of the relationship of the responses and features 

can be captured by an Artificial Neural Network. The 

above results emphasize the need for a comprehensive 

evaluation of different models before establishing a 

machine-learning-based response prediction model. 

Also, the percentage points of training, validation, and 

test data are determined using the simulated annealing 

algorithm. The results (Table 7) indicate that selecting 

the percentage points of training, validation, and test is 

an influential parameter. 

The sensitivity analysis examines how uncertainty in 

a model's target variables can be apportioned to different 

uncertainty sources in the model input parameters. In 

other words, the sensitivity analysis allows the 

determination of the model key input factors of an output 

of interest. In this section, a MATLAB toolbox 

developed by Vu-Bac et al. [42] is used to carry out the 

sensitivity analysis. The framework links different steps 

from generating a sample, constructing the surrogate 

model, and implementing the sensitivity analysis method. 

The joint and conditional probability distribution 

functions of the input parameters are used to generate the 

 

 

 

 

 
Figure 8. Average estimated coefficients for target variables  
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Figure 9. Performance of ANN-SA for estimating (a) 

Displacement (cm) (b) Drift (c) Base-Shear (N) 
 

 

4. SENSITIVITY ANALYSIS 

 

sample data since they must account for the input space 

constraints. The so-called surrogate-based approach is 

employed as an approximation of the real model for 

sensitivity analysis. The computation procedure of the 

sensitivity analysis is summarized in the flow chart of 

Figure 10. The description of the toolbox has been 

presented in literature [42]. Table 8 shows the results of 

the sensitivity analysis for all buildings. For all target 

variables (displacement, drift, and base shear), the 

earthquake's magnitude is estimated as the most crucial 

parameter. The second important parameter varies 

according to the building and the type of the target 

variable. Possible reasons for what may have caused this  

 

 

TABLE 7. Results of Optimized Artificial Neural Networks 

Story 

Displacement Drift Base-shear 

Neurons 

Num. 

Training 

Percent 
R2 

Neurons 

Num. 

Training 

Percent 
R2 

Neurons 

Num. 

Training 

Percent 
R2 

15 14 70 0.94 28 90 0.96 13 70 0.91 

20 16 75 0.93 24 85 0.92 30 75 0.94 

25 17 75 0.94 28 85 0.94 30 75 0.9 

30 28 75 0.95 26 85 0.96 14 75 0.95 

Average 0.94   0.94   0.92 

 

 

issue can be: (1) structural responses are not identical 

since earthquake records have a random nature and their 

content are different from one another [43], and (2) as the 

building height increases, the effect of the modes 

(especially higher modes [44, 43]) on the structural 

response is increased, changing the structural behavior 

and response under a given earthquake. 
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Figure 10. Diagram for sensitivity analysis 

 
 
TABLE 8. Results of the sensitivity analysis for all buildings 

15-story 

Target 
Scale 

Factor 
Duration 

Magni

tude 
Rjb Acc. Vel. 

Disp. 0.0004 0.0003 0.6661 0.0000 0.0012 0.0437 

Drift 0.0031 0.0959 0.4580 0.0935 0.0312 0.0154 

B. shear 0.0008 0.1668 0.3934 0.0091 0.0385 0.0440 

20-story 

Target 
Scale 

Factor 
Duration 

Magni

tude 
Rjb Acc. Vel. 

Disp. 0.0000 0.0001 0.6769 0.0171 0.0020 0.0006 

Drift 0.0036 0.0010 0.5450 0.0018 0.0021 0.0502 

B. shear 0.0039 0.0009 0.4993 0.0004 0.0387 0.0097 

25-story 

Target 
Scale 

Factor 
Duration 

Magni

tude 
Rjb Acc. Vel. 

Disp. 0.0000 0.0004 0.6764 0.0056 0.0001 0.0007 

Drift 0.0016 0.0029 0.4438 0.0001 0.0003 0.0208 

B. shear 0.0049 0.0379 0.1698 0.0019 0.0092 0.1429 

30-story 

Target 
Scale 

Factor 
Duration 

Magni

tude 
Rjb Acc. Vel. 

Disp. 0 0 0.7268 0 0.0004 0.0016 

Drift 0.0002 0.0065 0.6074 0.0001 0.0008 0.0304 

B. shear 0.0004 0.0001 0.7296 0.0006 0.0153 0.0033 

 
 

5. CONCLUSIONS  
 
Reinforced concrete shear walls are used in high-rise 

buildings to resist earthquakes or wind loads. The need 

for an easy-to-use response estimation method for rapid 

damage assessment of the high-rise buildings after an 

earthquake leads to the study of existing simple 

regression methods and a hybrid technique, the Artificial 

Neural Network (ANN), and Simulated Annealing (SA) 

(ANN-SA model), for estimating the response of the 

structures in this study. In the initial part of this paper, 

four tall buildings were molded, and non-linear time-

history analyses were performed to generate an extensive 

database. The computer software OpenSees was used to 

simulate the buildings under 150 earthquakes and 

calculate the responses. The primary purpose was to 

compare regression models and a standard Artificial 

Neural Network in predicting the tall building's response.  

Analysis of results showed that if (1) during the 

earthquake, the maximum velocity created in the 

structure was stored (which can be done using the sensor) 

and (2) a database of the structure's responses to past 

earthquakes was produced (database) using existing 

software, the ANN-SA algorithm can use this 

information to estimate structural responses with 

acceptable accuracy.  

Besides, the efficiency of different regression models 

such as RANSAC, Huber, linear, Ridge, Lasso, and 

Elastic Net regressions was studied in terms of estimation 

of structures' response. The training set (Eighty percent 

of the data) was utilized to fit the models, and the 

performance of the models was evaluated through the 

remaining unknown data (the test set). The performance 

of the regression models was assessed using scores. In 

general, the Elastic Net and Huber regression had better 

performance compared to other regression methods. 

Also, by using Ridge, Lasso, and Elastic Net regressions, 

the various input variables' relative importance on the 

estimated responses was identified. From the further 

exploration of the Elastic Net regression, critical 

parameters in determining the responses were velocity, 

acceleration, magnitude, and 5-95-Duration.  

In order to evaluate the effect of non-linearity in the 

available data, the hybrid technique (ANN-SA 

algorithm) was utilized. The developed model had three-

layer structures (input, hidden layer, and output layer). A 

simulated annealing algorithm was utilized to determine 
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the optimal number of the Artificial Neural Network 

neurons and the percentage of data that should be used in 

the training, validation, and testing set. By comparing the 

results of the ANN-SA algorithm and regression models, 

it can be concluded that (1) the effect of the non-linear 

relationship between data is significant, and considering 

it increases the accuracy of the model in predicting the 

target variables, and (2) the Artificial Neural Network 

outperforms regression models.  

In addition, the sensitivity analysis was performed to 

examine how uncertainty in the target variables of a 

model could be apportioned to different sources of 

uncertainty in the model input parameters. The 

earthquake's magnitude was estimated as the most critical 

parameter, but the second important parameter varied 

according to the building and the type of target variable. 

Although the findings and conclusions are based on the 

case studies of four concrete shear wall buildings, the 

methodology has a wealth of applications in functional 

domains. 

According to the literature and the results obtained in 

this study, it is suggested that researchers follow the 

process of the current paper for 3D modeling of irregular 

buildings and investigate the efficiency of Artificial 

Neural Networks for predicting their responses. 

Furthermore, the investigation of the Soil-Structure 

Interaction (SSI) effect can complement this research. 

Besides, comparing the performance of finite element 

and Neural Network models with the empirical 

vulnerability model of the actual seismic damage 

investigation can be very helpful and practical. 
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APPENDIX A 
 

TABLE A1. Parameters of steel material 

Yield strength Initial elastic tangent Strain-hardening ratio 

420𝑀𝑃𝑎 200 𝐺𝑃𝑎 0.01 

 

 
TABLE A2. Parameters of concrete material 

Compressive strength (𝑀𝑃𝑎) 
Unconf. 55 

Confined 66 

Strain at the compressive strength 
Unconf. -0.002 

Confined -0.005 

Strain at the tensile strength 0.00008 

Tensile strength 1.9𝑀𝑃𝑎 

Concrete modulus of elasticity 37𝐺𝑃𝑎 

 
TABLE A3. The frame section of the buildings 

Building No. of story 
Thickness 

(cm) 

Long. 

Reinforcement 

20-story 

1-5 45 Ø25@15cm 

6-10 45 Ø20@20cm 

11-15 35 Ø20@25cm 
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16-20 35 Ø20@25cm 

25-story 

1-5 45 Ø25@15cm 

6-10 45 Ø20@20cm 

11-15 45 Ø20@25cm 

16-20 35 Ø20@25cm 

21-25 35 Ø20@25cm 

30-story 

1-5 45 Ø25@15cm 

6-10 45 Ø20@20cm 

11-15 45 Ø20@20cm 

16-20 35 Ø20@25cm 

21-25 35 Ø20@25cm 

26-30 35 Ø20@25cm 

 
 

TABLE A.4. List of ground motions 

ID(s) Name Year ID - Station Name 

1-2 "Imperial Valley-06" 1979 

1-"Brawley Airport" 

2-"El Centro Array 
#10" 

3-6 "Loma Prieta" 1989 
3- "Gilroy - Historic 

Bldg." 

 
4-"Gilroy Array #2"  |  5-"Gilroy Array #3"  |  6- 

"Saratoga - W Valley Coll."  | 

7 "Chi-Chi_ Taiwan" 1999 7-"CHY101" 

8 "Duzce_ Turkey" 1999 8-"Bolu" 

9 "Chuetsu-oki_ Japan" 2007 
9- "Joetsu 

Kakizakiku 
Kakizaki" 

10 
"Darfield_ New 

Zealand" 
2010 

10- "Riccarton High 

School " 

11-12 
"El Mayor-Cucapah_ 

Mexico" 
2010 

11- "El Centro 

Array #12" 

12- "Westside 
Elementary School" 

13 "Imperial Valley-06" 1979 
13- "El Centro 

Array #11" 

14 "Superstition Hills-02" 1987 
14- "Poe Road 

(temp)" 

15 "Superstition Hills-02" 1987 
15- "Westmorland 

Fire Sta" 

16 "Northridge-01" 1994 
16- "Beverly Hills - 

14145 Mulhol" 

17 "Kobe_ Japan" 1995 17- "Amagasaki" 

18 "Kocaeli_ Turkey" 1999 18- "Duzce" 

19 "Iwate_ Japan" 2008 19- "MYG005" 

20-23 
"El Mayor-Cucapah_ 

Mexico" 
2010 

20- "CERRO 

PRIETO 
GEOTHERMAL" 

 
21- "MICHOACAN DE OCAMPO"  |  22- "RIITO"  |  

23- "EJIDO SALTILLO"  | 

24 
"Darfield_ New 

Zealand" 
2010 24- "DFHS" 

25 
"Christchurch_ New 

Zealand" 
2011 

25- "Papanui High 

School " 

26 "Northern Calif-03" 1954 
26- "Ferndale City 

Hall" 

27 "Coalinga-01" 1983 
27- "Parkfield - 

Fault Zone 14" 

28 "Loma Prieta" 1989 

28- "Hollister - 

South & Pine" 

29- "Hollister City 
Hall" 

30 "Kobe_ Japan" 1995 
30-"Sakai" 

31- "Yae" 

32-35 "Chi-Chi_ Taiwan" 1999 32- "TCU038" 

 33-"TCU112"  |  34-"TCU117"  |  35-"TCU118"  | 

36 "St Elias_ Alaska" 1979 36- "Icy Bay" 

37 "Chi-Chi_ Taiwan-03" 1999 
37-"CHY025" 

38- "TCU065" 

39 "Chuetsu-oki_ Japan" 2007 39- "Joetsu City" 

40-42 "Iwate_ Japan" 2008 
40- "Nakashinden 

Town" 

 
41- "Semine Kurihara City"   |  42- "Yokote Masuda 

Tamati Masu"  | 

43-47 
"El Mayor-Cucapah_ 

Mexico" 
2010 

43- 

"TAMAULIPAS" 

 

44-"El Centro - Meloland Geot. Array"  |  45- "El 

Centro - Meloland Geotechnic"  |  46-"El Centro Array 

#7"  | 

47- "El Centro - Meadows Union School"  | 

48-50 
"Darfield_ New 

Zealand" 
2010 

48- "Hulverstone 

Drive Pumping 
Station" 

49- "NNBS North 
New Brighton 

School " 

50- "SPFS" 

51 "Northwest Calif-02" 1941 "Ferndale City Hall" 

52 "Northern Calif-01" 1941 "Ferndale City Hall" 

53 "Borrego" 1942 
"El Centro Array 

#9" 

54 "Kern County" 1952 
"Santa Barbara 

Courthouse" 

55 "Kern County" 1952 
"Taft Lincoln 

School" 

56 "Southern Calif" 1952 "San Luis Obispo" 

57 "Parkfield" 1966 "San Luis Obispo" 

58 "Borrego Mtn" 1968 
"El Centro Array 

#9" 

59-75 "San Fernando" 1971 

59- "2516 Via Tejon 

PV" 

60-"Carbon Canyon 
Dam" 
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61- "Cedar Springs Pumphouse"  |  62- "Cedar Springs_ 

Allen Ranch"  |  63- "Colton - So Cal Edison"  |  64-
"Fort Tejon"  | 

65-"Gormon - Oso Pump Plant"  |  66- "LB - Terminal 

Island"  |  67- "Pearblossom Pump"  |  68- "Port 

Hueneme"  |  69-"Puddingstone Dam (Abutment)"  |  
70- "Santa Anita Dam"  |  71- "Tehachapi Pump"  |  72-

"Upland - San Antonio Dam"  |  73- "Wheeler Ridge - 

Ground"  |  74- "Whittier Narrows Dam"  |  75-
"Wrightwood - 6074 Park Dr"  | 

76-78 "Friuli_ Italy-01" 1976 

76- "Barcis" 

77- "Codroipo" 

78-"Conegliano" 

79 "Tabas_ Iran" 1978 79-"Ferdows" 

80-83 "Imperial Valley-06" 1979 
80- "Coachella 

Canal #4" 

 
81- "Niland Fire Station"  |  82-"Plaster City"  |  83- 

"Victoria"  | 

84 "Victoria_ Mexico" 1980 
84- "SAHOP Casa 

Flores" 

85-87 "Trinidad" 1980 
85- "Rio Dell 

Overpass - FF" 

 
86- "Rio Dell Overpass_ E Ground"  |  87- "Rio Dell 

Overpass_ W Ground"  | 

88-91 "Irpinia_ Italy-01" 1980 88-"Arienzo" 

 
89-"Bovino"  |  90-"Torre Del Greco"  |  91-"Tricarico"  

| 

92-95 "Irpinia_ Italy-02" 1980 92- "Bovino" 

 
93-"Brienza"  |  94- "Mercato San Severino"  |  95- 

"Tricarico"  | 

96-97 "Coalinga-01" 1983 

96- "Parkfield - 

Cholame 12W" 

97-"Parkfield - 
Cholame 1E" 

98-126 "Coalinga-01" 1983 
98-"Parkfield - 
Cholame 2E" 

 

99- "Parkfield - Cholame 2WA"  |  100- "Parkfield - 

Cholame 3E"  |  101- "Parkfield - Cholame 3W"  |  102-
"Parkfield - Cholame 4AW"  |  103-"Parkfield - 

Cholame 4W"  |  104- "Parkfield - Cholame 5W"  |  

105- "Parkfield - Cholame 6W"  |  106- "Parkfield - 
Cholame 8W"  |  107- "Parkfield - Fault Zone 1"  |  108- 

"Parkfield - Fault Zone 10"  |  109- "Parkfield - Fault 

Zone 2"  |  110- "Parkfield - Fault Zone 3"  |  111- 
"Parkfield - Fault Zone 4"  |  112-"Parkfield - Fault 

Zone 6"  | 

113- "Parkfield - Fault Zone 9"  |  114- "Parkfield - 

Gold Hill 1W"  |  115-"Parkfield - Gold Hill 2E"  |  116- 

"Parkfield - Gold Hill 2W"  |  117-"Parkfield - Gold Hill 
3W"  |  118-"Parkfield - Gold Hill 4W"  |  119-

"Parkfield - Gold Hill 5W"  |  120- "Parkfield - Gold 

Hill 6W"  |  121-"Parkfield - Stone Corral 2E"  |  122- 
"Parkfield - Stone Corral 3E"  |  123-"Parkfield - Stone 

Corral 4E"  |  124- "Parkfield - Vineyard Cany 3W"  |  

125- "Parkfield - Vineyard Cany 4W"  |  126-"Parkfield 
- Vineyard Cany 6W"  | 

127 "Ierissos_ Greece" 1983 127- "Ierissos" 

128-
136 

"Taiwan 
SMART1(25)" 

1983 
128-"SMART1 

C00" 

 

129-"SMART1 E01"  |  130- "SMART1 E02"  |  131- 

"SMART1 I01"  |  132- "SMART1 I07"  |  133-

"SMART1 M01"  |  134-"SMART1 M06"  |  135-
"SMART1 O01"  | 

136- "SMART1 O07"  | 

137-

143 
"Borah Peak_ ID-01" 1983 

137- "CPP-601" 

138-"CPP-610" 

 

139- "PBF (second bsmt)"  |  140-"TAN-719"  |  141-

"TRA-642 ETR Reactor Bldg(Bsmt)"  |  142- "TRA-
670 ATR Reactor Bldg(Bsmt)"  | 

143-

150 
"Morgan Hill" 1984 

143- "APEEL 1E - 

Hayward" 

 

144- "Capitola"  |  145- "Foster City - APEEL 1"  |  

146-"Fremont - Mission San Jose"  |  147- "Hollister 

City Hall"  | 

148- "Los Banos"  |  149-"SF Intern. Airport"  |  150- 
"San Justo Dam (L Abut)"  | 

 
 
 
APPENDIX B 

 
TABLE B1. Comparison of𝛼 (Ridge Reg.) 

Ridge 

Reg. 
Displacement Drift Base shear Structure 

𝛼 0.001 0.022 0.022 15-stroy 

𝛼 0.001 0.278 0.278 20-story 

𝛼 0.001 0.022 0.022 25-story 

𝛼 0.001 0.002 0.001 30-story 

 

 
TABLE B2. Comparison of𝛼 (Elastic Net Reg.) 

Elastic 

Net Reg. 
Displacement Drift 

Base 

shear 
Structure 

𝛼 0.01326 0.00130 0.2222 15-stroy 

𝛼 0.02811 0.00010 0.2222 20-story 

𝛼 0.04941 0.00167 0.0193 25-story 

𝛼 0.01900 0.00115 0.1264 30-story 

 

 

 
TABLE B3. Comparison of𝛼 (Lasso Reg.) 

Lasso 

Reg. 
Displacement Drift Base shear Structure 

𝛼 0.00052 0.00010 1526.41 15-stroy 

𝛼 0.00168 0.00010 2223.00 20-story 

𝛼 0.00268 0.00010 3237.45 25-story 

𝛼 0.00066 0.00010 3237.46 30-story 
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Persian Abstract 

 چکیده 
  یی مطالعه توانا   ن یمهم است. ا  ار یبس  مقاوم سازی  یهاراهبرد  یریگ   میو تصم  یابی، ارزیدر طراح  نی زم  یحرکات قواثر  بتن آرمه تحت    یبرش  یوارهاید  یهاپاسخ   ی نیب  شیپ

 ی برش  یوارهایپاسخ د  ینیب  شیپ  یرا برا ،(SA)  شدهیسازه یشب  دیتبر  تمی( و الگورANN)  یمصنوع  ی(، شبکه عصبANN-SA)مدل    یبیروش ترک  کیو    ونیرگرس  یهامدل

و   هیمورد تجز OpenSeesدر  یبتن  یبرش یوارهایطبقه( با د 30و  25،  20،  15منظور، چهار ساختمان ) ن یا یکند. برای م یابیارز نیزم یقو یهاحرکت  ریبتن آرمه تحت تأث

. حداکثر شتاب، مورد استفاده قرار گرفته است)پاسخ ها(    ی( و خروجمشخصات )  ی داده جامع از ورود  گاهیپا  کی  دیتول  یبرا  ی رکورد لرزه ا  150  . ه استقرار گرفت  لیتحل

 ی هاپاسخ  ییدر شناسا ی ساده و روش ترکیبیها دقت مدل در این مطالعه .شده استاستفاده   )متغییرهای ورودی( کننده ینیب شیحداکثر سرعت و مشخصات زلزله به عنوان پ

  ش یدر پ  ی از دقت منطق  ANN-SAکه مدل    دهدنشان می   ج یشده است. نتا  ی بررس  یالرزه   یبه مدل تقاضا  یورود  یرهای متغ   تیحساسهمچنین    و  شده  سه یمقا  یبرش  یهاوارید

 برخوردار است.   ینیب
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A B S T R A C T  
 

 

Al-Najaf, one of Iraq's most important cities, is expected to grow in the coming years. Many buildings 

located on the slopes of Al-Najaf, which is near the shrine of Imam Ali, possess important economic 

and tourism values. This paper examines the stability of the city's slope under a variety of conditions, 
including slope geometry, neighbor structure loading, and earthquake magnitude. A computer-aided 

2D Finite Element Method is adopted in the analysis. A set of soil classification and identification tests 

were carried out in addition to the available required soil parameters in the constitutive modeling. The 
Mohr-Coulomb model is applied to define the failure state that began in the slope. The results show 

that the slope is stable due to its weight and geometry, with a minimum factor of safety of 2.6. While 

under footing loading, this factor of safety decreases to less than 1.8. The most hazardous condition is 
when the slope has been subjected to seismic loading and the factor of safety is less than unity, for all 

investigated cases and characteristics, where the slopes would collapse. 

doi: 10.5829/ije.2021.34.07a.05 

 

NOMENCLATURE 
A Footing area (m2) PI Plastic index 

B Strip footing width (m) qu Bearing capacity(kPa) 

Cc Coefficient of curvature X Distance from slope edge to the footing (m) 

Cu Coefficient of uniformity Greek Symbols  

C Cohesion (kPa) σ Normal stress(kPa) 

D Damping Ratio σ'm Mean stress(kPa) 
E Yong’s modulus ө Slope angle (degree) 

FS Factor of safety τf Failure shear stress (kPa)  

G Shear modulus(kPa) ϕ Internal friction Angle (degree) 
Gmax Maximum shear modulus(kPa) ɣdry Dry soil density (g/cm3) 

Gs Specific gravity ɣc Cyclic shear strain 

H Slope height (m) ω Natural Moistness content 

k Permeability (m/s.) ʋ Poisson's ratio 
P Aplied load (kN) ƹ Strain 

Pa Atmospheric pressure(kPa)   

 

 

1. INTRODUCTION* 
 

Flatland shortage and rapid development in hilly terrain 

with appealing sights are impacting construction on 

 

*
Corresponding Author Email: mohammedsh.alshakarchi@uokufa.edu.iq (M. 

Shakir Mahmood) 

hillsides, and so are many urban excavations in the 

vicinity of existing structures [1].   
Rainfall, earthquakes, erosion, geological 

characteristics, and construction events are the factors 

that can cause slope failure. The slope stability analyses 

are demonstrated on hypotheses, where the 
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configuration of the slope depends on practice and 

reliable inspection, (faults, stratification, etc.) [2].   

The forms of a slope failure can be classified as, fall, 

topple slide, spread, and flow [3]. 

The limit equilibrium methods are suitable for 

practical purposes where the equilibrium equations are 

less than the unknowns in slope stability problems, and 

with assumptions, the problem can be reformed from 

indeterminate to determinate [4]. 

The stabilization of footings adjacent to the slope 

and the slope is obligatory since both bearing capacity 

and slope stability need to be revealed [5, 6]. Plentiful 

standards and codes primarily focus on the footings’ 

design in flatlands, giving unsuitable guidelines for the 

constructions near the slope [5]. 

Enormous earthquakes are significant in slope 

collapse [7]. For seismic loading with a decreased soil 

bearing capacity and an increase in deformation, the 

security of structures should be assured in recently 

constructed [8, 9]. The input parameters include 

characteristics, the earthquake magnitude, frequency, 

intensity of ground motions, and period of a shake [10]. 

Iraq is positioned in a seismically active zone and, as 

a result, is an instability region that has undergone many 

powerful earthquakes in recent decades. Extreme events 

have taken numerous lives, damaged several towns, and 

caused extensive financial harm in this era. The last 

enormous seismic event was struck at Iran- Iraq frontier 

in November 2017 [11]. 

The challenge of a loaded slope with footing has 

been widely analyzed in a normal loading state, static 

load. Yet, the dynamic analysis of a loaded slope 

exposed to seismic force was not thoroughly explored. 

However, limit equilibrium analysis was employed to 

inspect the stability of dynamically loaded slope [12]. 

The soil’s shear strength can be enhanced by the 

long term soaking method [13]. The risk of collapse in 

all soil groups rises due to a drop in soil matric suction 

[14-16]. 

The Mohr-Coulomb model (elastic-perfectly plastic 

model) is the simplest method for representing soil 

failure in constitutive models, giving conservative 

values to all inspected parameters of the footing and 

dam soils when compared to the Modified Cam-Clay 

modeling (elastoplastic model) [17-19]. 

For several years, slope stability analysis that used 

the finite element approach has been commonly 

recognized in the literature. The major finite element 

slope stability approaches used today are the enhanced 

limit strength method and the strength reduction 

method. Similarities of the finite element and limit 

equilibrium approach analyses of slope stability 

demonstrate the benefits and drawbacks of these 

approaches for convenient technical challenges [20]. 

Even though many modern numerical approaches, 

including the finite element method, have been 

introduced over the last three decades; the traditional 

limit equilibrium procedure has remained the most 

effective in slope stability analysis. Moreover, because 

of the finite element method's numerous benefits over 

the limit equilibrium method, However, due to the 

numerous benefits of the finite element method above 

the limit equilibrium method, the finite element method 

now has an increase in applications for stability analysis 

[21]. 

The recent paper focuses on the stability analysis of 

Al-Najaf city's slope under different geometry and 

loading conditions. The assessment of the slope is 

important due to the attraction and it is the first 

numerical model be made for the slopes of Al-Najaf city 

for the effect of adjacent buildings, earthquakes and for 

its specific soil characteristics. 

 
 
2. RESEARCH METHODOLOGY 
 
2. 1. Materials             The study area is located within 

the slope that lay beside Al-Najaf old city and near to 

the shrine of Imam Ali in south-western of Iraq, as 

shown in Plate 1. between the longitude lines of 43o 00’ 

and 44o 30’ and latitudes of 30o 45’ and 32o 15’. This 

location has recently developed, and more development 

is expected as a result of the city's religious attraction. 

Construction is one of the development aspects, and 

there is a need to investigate the city's slope instability 

caused by the extra loading from neighboring 

construction, earthquakes and rainfall. 
The samples were collected from three different sites 

along the slope with symbols of S1, S2, and S3, as 

shown in Plate 2.  

A set of tests were conducted on the soil samples 

from the slope site according to ASTM procedures. 

Figure 1 illustrates the grain size distribution of the 

different soil samples and reveals that all soil samples 

are similar in gradation. For this reason, a standard 

Proctor test is performed for S2, as shown in Figure 2. 

Table 1  summarizes the results of soil identification 

and classification tests. The soil samples are classified 

according to the Unified Soil Classification System 

(USCS) as' ‘SP’. These data are important to select the 

soil density, angle of internal friction, permeability 

coefficient, and Yong's modulus. 

Many other soil properties are required for the 

selected constitutive model. Many site investigations 

and papers are published concerning the soil mechanical 

properties which are computed through experimental 

work. Table 2 illustrates the selected input soil 

properties. 
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Plate 1. The site of research area 

 
Figure 1. Grain size distribution of the soil samples 

 

 

 
Figure 2. Standard Proctor test results 

 
 
2. 2. Slope Geometry          Using the software titled 

"Google Earth", the height and angle of the slope are 

determined. Plate 2 shows the sections of the slope 

geometry measurements. The height of the slope is 

ranged between 16 m and 24 m where the slope angle is 

ranged between 4  ͦand 9  ͦas shown in Table 3. 
The slope safety is examined in this paper for the 

various geometry boundaries where the slope heights 

(H) are 15, 20 and 30 m and the slope angles () are 5, 

7, 10 and 15 degrees. 

 
2. 3. Loading           A static load represented by 

building with strip footing is covered in this study 

which had a constant applied stress equal to 85 kPa. The 

study investigates a different footing width (B) and 

distance from the slope edge (X), as shown in Figure 3. 
To investigate the effect of the most dangerous 

earthquake case that occurred in Iraq, Halabjah 

earthquake, 2017 returning quake on Kirkuk, North- 

South direction (with magnitude of 4.9) data 

(acceleration time history) was adopted from literature 

[22]. 

 

 
TABLE 1. The results of soil identification tests 

Soil identification S-1 S-2 S-3 

Sand, % 99.09 98.66 96.73 

Fine, % 0.34 0.33 2.65 

D10, mm 0.167 0.170 0.153 

D30, mm 0.208 0.229 0.207 

D60, mm 0.271 0.368 0.289 

Coefficient of uniformity (Cu)  1.623 2.167 1.891 

Coefficient of curvature (Cc)  0.961 0.836 0.973 

Soil Classification  (USCS) SP SP SP 

Natural Moistness content (w), % 3.14 3.51 5.05 

Maximum dry density(dry), g/cm3 - 18.06 - 

Optimum moisture content, % - 12.47 - 

Specific gravity (Gs) 2.623 2.622 2.633 

Gypsum content, % - 1.23 - 

 

 

TABLE 2. Additional necessary soil properties 

Soil properties Min. Max. Avg. 

Angle of internal friction (), deg. [23] 30 35 33 

Cohesion (C), kPa [23] 0 0 0 

Bearing capacity, kPa [23] 70 100 85 

Yong’s modulus (E), kPa [24] 20125 

Poisson's ratio (ʋ) [24] 0.35 

 

 

 
Plate 2. The investigation of slope geometry 
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TABLE 3. The geometry of the city's slopes 

Section  Slope height (H), m Slope angle (), deg. 

1 24 6.36 

2 21 4.92 

3 16 4.16 

4 29 9.02 

5 19 7.61 

6 24 7.10 

7 16 6.80 

8 21 7.72 

 

 

 
Figure 3. Sketch of slope’s investigated parameters 

 

 

2. 4. Constitutive Model           The Finite Element 

Method (FEM) is performed for numerical analysis. The 

analysis depended on the principle of limit equilibrium, 

which combines a finite element method that is 

advanced, especially for the stability and deformation of 

slopes and embankment structures [25] 
The case study in this study were modeled in two-

dimensional finite element of quads and triangle mesh 

with global elements size equal to 8 m and a 0.24m 

mesh size for the ground surface of the model. The 

integration order were 4 nodes for quadrilateral 

elements and 3 nodes for triangular elements in addition 

to secondary nodes on the boundary . 

The fundamentals of the soil modeling program, 

using the gathered parameters of the study area (Tables 

1 and 2), are explained as the following: The Mohr-

Coulomb formula, Equation (1), is applied to define the 

failure state that began on the slope [26]: 

 (1) 

The soil has an elastic, perfectly-plastic with regular 

stress-strain relationships. Stresses are directly 

proportional to strains until the yield point is reached. 

Past the yield point, the stress strain curve is faultlessly 

horizontal (behaves linearly), with two parameters from 

Hooke’s law: Young’s modulus (E=20125 kPa) and 

Poisson’s ratio (ν=0.35). As well as two parameters 

which describe the failure conditions: the internal 

friction angle (ϕ=35o) and cohesion (C=0) [27]  

The soil will be modeled using an equivalent linear 

method during the dynamic analysis. Equation (2) states 

the linear relationship between stress and strain using 

the proportionality factor of Young’s modulus. Yet, the 

variation is that the shear modulus is changed in 

response to strains. With the defined soil stiffness, 

identifying the maximum shear strains for each Gauss 

numerical integration point in each element. The shear 

modulus is then adjusted in accordance with a 

predetermined G reduction function, and the step was 

repeated. This iterative process is repeated until the 

required G adjustments are made according to shear 

strain. G is a constant when stepping via the earthquake 

record, which is an important behavior to understand. G 

can be changed by each pass via the record, but it 

always stays constant during a single pass [28] 

 (2) 

In this study, Equation (3) was provided to 

determinate shear modulus (G) during the analysis 

stages by inbuilt function. For medium dense sand (as it 

appear from seive analysis data and the value of internal 

friction angle ), K=50, where K is a parameter based 

on soil type found by Seed and Idriss [29], plastic index 

(PI)=0 and dry= 18 KN/m3 giving the Gmax function 

(Figure 4) for the slopes’ soil according to Equation (3). 

 (3) 

A dynamically stressed soil will be "softer" in 

contrast to cyclic shear stress. This softness is explained 

as a ratio of Gmax in the Equivalent Linear modeling. 

This is known as G-reduction function. For the 

calculation of new G values in each iteration, the 

determined shear strain along with the function and 

Gmax is used. Equations (4), (5) and (6) express a 

formula for calculating the G/Gmax ratio [28]  using 

plastic index (PI)=0 and dry= 18 kN/m3 gives the G-

reduction function (Figure 5) for the slopes’ soil 

according to Equation (4). 

 

 

 
Figure 4. Max. shear modulus (Gmax) function of the studied 

soil according to Equaction (3) 
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Figure 5. G-reduction function of the studied soil according to 

Equaction (4) 

 

 

                     (4) 

 
(5) 

 
(6) 

The damping ratio was also generated from a inbuilt 

function (Equation (7)) was developed by Kramer [30] 

using plastic index (PI)=0 and dry= 18 kN/m3 gives the 

Damping function (Figure 6) for the slopes’ soil 

according to Equation (7). 

 
(7) 

The validation of the numerical modeling of this 

research was not done using models for the study area 

soil and slope properties as this research is an original 

study, a verification is made by comparison of the 

results with published limit equilibrium calculations. 

Three modeles were exploit: 

1. A hand calculation based on limit equilibrium 

methods puplished by GEO-SLOPE International 

Ltd. (homogeneous soil, 2:1 slope H=10 m,  = 20 

kN/m3, C’=5 kPa and ’ = 30°). 

 

 

 
Figure 6. Damping ratio function of the studied soil according 

to Equaction (7) 

2. Verification problem#1in SLIDE verification 

manual (homogeneous soil, 2:1 slope H=10 m,  = 

20 kN/m3, C’=3 kPa and ’ = 19.6°). 

3. Verification problem#14 in SLIDE verification 

manual (homogeneous soil, 3:2 slope H=20 m,  = 

18.82 kN/m3, C’=41.65 kPa and ’ = 15°). 

The results gave a good agreement between the 

analysis for the inspected models (1 ≥ R2 > 0.97). 

 
 
3. RESULTS AND DISCUSSION 
 
3. 1. Effect of Slope Geometry         Figure 7 

illustrates an example of slope slip surface and factor of 

safety in the case of the highest values of slope height 

(H) and angle (). Figure 8 provides the factor of safety 

values for various investigated slope heights and angles. 

Noticeably, there is a strong impact from slope angle on 

the safety where the effect of the slope height is 

marginal within the investigated ranges (critical values 

of the city's slope). These results are matched with 

literature [31], and may be attributed to the significant 

effect of the slope angle on the force component that is 

parallel to the slip surface where the failure occurs when 

the shear force is larger than the shear strength of the 

soil [32]. 
 

 

 
Figure 7. Slope Dermation with Slope height (H) of 30m 

and Slope angle () of 15degree 

 

 

 
Figure 8. The effect of slope geometry on factor of safety 
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The minimum value of factor of safety is about 2.6, 

indicating that the slope in Al-Najaf is safe within the 

investigated geometry. 
 

3. 2. Effect of Neighbor Construction        The effect 

of strip footing width (B) and its distance from the slope 

edge (X) are investigated. For all cases with neighbor 

footing, a fixed applied stress of 85 kPa is given. Figure 

9, as an example, proves that the failure in the slope of 

the city due to the specific footing is locally, i.e., the 

slope is safe and the failure is due to pressure limit of 

the footing and it matched with findings of failure 

modes by Mofidi et. al. [5]. 
Generally, there is a decrease in the factor of safety 

(FS) due to the application of the footing with respect to 

the initial condition (before construction). Figure 10 

illustrates the effect of footing width on FS of the slope. 

There is a slight relationship between footing width and 

FS where this behavior is reflected in the increase of 

bearing capacity (qu) of the footing with the increase of 

its width. The rise in qu may be credited to the bigger 

interaction area between footing and subsoil [33]. 

Obviously, there is a local failure (due to footing 

pressure) where the footing is closer to the slope 

(X=1.8-2m). The maximum FS decreases with the 

existence of building footing to less than 1.8, yet, the 

distance between footing and slope crest effects FS with 

direct proportion.  

Figure 11 verifies the effect of footing distance ratio 

(X/B) on the factor of safety of the slope. The results 

indicate that the FS increases with increasing X/B. 

When the footing is moved away from the slope crest 

(X/B=4), there is a clear increase in FS (about 50%). 

Nevertheless, the rate of increase in FS decreases with 

increasing distance beyond X/B=4 where the failure due 

to bearing capacity is dominated.  

The influence of slope is lessened when the footing 

is sited at an edge distance above four times the width 

of the footing. This increase in FS with respect to slope 

crest distance could be return to ground passive 

resistance from the slope edge [33]. 

 

 

 
Figure 9. Slope failure with Footing of 0.8m in Width at a 

distance (X) of 0.8m for Slope of H=30m and =15 degreeo 

 
Figure 10. The effect of footing width on slope factor of 

safety for slope (H=30m and =15o) 

 

 

 
Figure 11. The relationship between factor of safety and X/B 

for slope (H=30m and =15o) 
 
 
3. 3. Effect of Seismic Load          To investigate the 

effect of the earthquake on the stability of the slope in 

Al-Najaf city, an earthquake of 4.9 magnitude is applied 

to the 30m height (H) and different inclination slope 

(=7o, 10o and 15o) the critical geometry of the city's 

slope. Figure 12 shows the variation of FS throughout 

the earthquake period.  
The factor of safety swayed with the variation of 

acceleration along seismic waves initiating instability 

and risky state on the slope, where the FS reaches a 

value less than unity. Figure 13 compares the FSs before 

and after the earthquake. The FS decreased more than 

81% from their original FS before the quake. The effect 

of earthquakes on slope stability can be understood as 

an equivalent increase in the inclination of joint failure 

plane [34]. The inspected slope within the study area 

failed after being exposed to the earthquake for the 

investigated parameters when it was not even severed 

from footing loads. 

To express the huge damage that the existing 

constructions in the studied area could suffer, the 

seismic loading impact was examined with a 

combination of footing. Figure 14 compares the FSs 

before and after the seismic event for different footing 

width (B). After the earthquake, the FSs dropped by 68-

78%, with larger B indicating a higher percentage drop.  
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Figure 12. FS change along earthquake period for  slope 

without footing, (H)=30m and ()=15 deg 

 

 

 
Figure 13. The effect of earthquake on factor of safety on 

slopes without footing (H=30m) 

 

 

 
Figure 14. The effect of earthquake on factor of safety on 

slopes with footing B=(0.8, 1.5 and 2)m for slope 

(H=30m,=15o) 

 
 
This reduction in FS is caused by the irritation effect of 

the dynamic load created on the superstructure 

generating extra forces which are transported to the 

footings, causing an additional decrease in the bearing 

capacity (qu). The results gave a minimum and 

maximum FS equal to 0.48 and 0.58 respectively. 
 
 
4. CONCLUSIONS 
 

The recent paper investigates the effect of neighboring 

footing and seismic forces on the stability of Al-Najaf 

city slopes numerically. The following conclusions can 

be drawn from the above research: 

• The smallest value of the factor of safety is around 

2.6, implying that the slope in Al-Najaf is safe in 

regards to the investigated slope characteristics 

without loading. 

• The slopes’ inclined angle () had the greatest 

influence on safety (in reverse proportion), while the 

height had only a minor effect under the scenarios of 

slope geometry and no loading. 

• The impact of footing on slope stability in the study 

area is local (due to bearing capacity failure) 

concerning the investigated footing width (B), 

distance (X), and stress (85kPa). As a maximum 

value, the FS is reduced to less than 1.8.  

• The factor of safety increases with the increasing of 

the footing distance ratio (X/B) until distance 

beyond (X/B=4) where the increase reduces as the 

bearing capacity of the footing on slope approaches 

that of a footing on level ground. 

• During the earthquake, the FS of the slope is less 

than unity with its own weight for all investigated 

slope geometry. The FSs values are reduced by 

approximately 81%. 

• When neighbour footing and seismic loads are 

applied, the FS of slope was reduced by about 68-

78% compared to the static footing state. 

• The current structures built on the slope of Al-Najaf 

are vulnerable to collapse and destruction in the 

event of an earthquake similar to the one used in the 

investigation modelling. 
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Persian Abstract 

 چکیده 
  ی است ، دارا  ی حرم امام عل  کیالنجف ، که نزد  ی واقع در دامنه ها  یاز ساختمانها  یار یعراق رشد کند. بس یشهرها  نی از مهمتر  ی کیالنجف ،    ندهیآ  یرود در سالها  ی انتظار م

ا  یمهم  یرو گردشگ  یاقتصاد  یارزشها ثبات ش   نیهستند. در  لرزه    نیزم   یو بزرگ  هیساختار همسا  یبارگذار ،    ب یش  از جمله هندسه  ی مختلف  طی شهر تحت شرا  بیمقاله 

را  2Dمحدود    یروش اجزا  کی  ل یو تحل  هیشود. در تجز  یم  یبررس ا  انهیبا کمک  بند  یها  شیاز آزما  یاستفاده شده است. مجموعه  بر    خاک علاوه  ییو شناسا  یطبقه 

 ی نشان م  جیشود. نتا  یآغاز شده استفاده م  بیکه از ش  یخراب  تیوضع   فیتعر  یراب  Mohr-Coulombشود. مدل    یسازه انجام م  یخاک در مدل ساز  ازیمورد ن  یرهاپارامت

کاهش    1.8به کمتر از    یمن یا  بیضر   نی، ا  دیریگ   یقرار م   یکه تحت بارگذار  یاست. در حال  2.6آن    یمن یا  بیاست و حداقل ضر  دار یوزن و هندسه پا  ل یبه دل  بیدهد که ش

 یبررس  ات یهمه موارد و خصوص  یباشد ، برا  ک واحدیکمتر از    یمنیا  بیقرار گرفته باشد و ضر  یلرزه ا  یدامنه تحت بارگذار  هاست ک  ی زمان  طیشرا  نی . خطرناکترابدی  یم

 . زندیر یکه دامنه ها فرو م ییشده ، جا
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A B S T R A C T  
 

 

In this study, the seismic performance of a 20-storey steel structure with a mat foundation located on 

layered soil is investigated under an array of strong ground excitations, which includes 6 far-fault and 6 
near-fault earthquakes. Eight different modes for soil layering have been considered in the numerical 

simulation. FLAC 2D nonlinear platform has been used to model the near-realistic behavior. To this end, 

hundred lines of codes and subroutines have been developed in this platform to perform the analysis. 
The results of the analyzes include the absolute displacement of the floors, the ratio of the relative 

displacement of the floors, the shear force, the axial force, and the bending moment of the columns. It 

was concluded that for a 20-story structure on a mat foundation under both far-field and near-field 
earthquakes, the most reliable type of soil is the dense sandy soil and the most critical case is the soft 

clay soil. It was also observed that the near-field strong ground motions have imposed more critical 

structural responses compared to far-field records. 

doi: 10.5829/ije.2021.34.07a.06 

 

 
1. INTRODUCTION1 
 
Due to the seismicity and the existence of active faults in 

many parts of the world, the study of the effect of 

foundation flexibility on the seismic behavior of 

buildings is of great importance, so extensive studies 

have been conducted in this field [1-4]. It has been 

observed that the performance levels of models with 

flexible foundations, especially in severe earthquakes, 

may change significantly compared to structures with 

rigid foundations. However, for moment-resisting frames 

on soft soils, flexible foundations have a significant 

effect on displacement and force responses. This 

indicates the need to pay more attention to the behavior 

of flexible foundations in modern design in order to 

achieve more economical and safer structures [5]. 

Choosing the right type of foundation can significantly 

affect the response of the structure and the foundation of 

the building [6]. Although seismic waves probably pass 

through tens of kilometers of rock and cross only less 
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than 100 meters of soil layer to reach the earth's surface, 

the greatest impact, and change in the characteristics of 

earth movements occur within the soil layer. Some 

limited studies have been conducted on the effect of 

foundation flexibility and soil types on the seismic 

performance of structures [7, 8]. The results showed that 

all types of soil amplify bedrock movements in the soil-

structure interface, but with different degrees that the 

amount of amplification is affected by many factors such 

as soil type and its characteristics, earthquake frequency 

content, and building characteristics [9]. Soil modulus 

has also a significant effect on the natural period of the 

system and the overall performance of structures [10]. 

Lateral displacement and internal forces of columns such 

as shear force, axial force, and moment in columns 

increase for all building frames when soil type changes 

from hard to medium and from medium to soft [11]. The 

dynamic response of the structure to earthquakes is 

significantly affected by the interaction of the structure 

and the foundation and the soil beneath the foundation. 
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Soil-structure interaction is important for heavy 

structures, especially for high-rise buildings located on 

soft soils [12]. Many studies have evaluated the effects of 

soil-foundation-structure interaction on the seismic 

response of buildings with different types of foundations 

on different soils [13, 14]. Interaction affects the 

amplitude of the displacement of the foundation and 

depends on the frequency of seismic waves [15]. The 

results show that the fundamental natural period and base 

shear of a structure considering the interaction is greater 

than the non-interaction state, and with increasing the soil 

shear modulus and the number of stories, the 

fundamental natural period, the base shear, the maximum 

lateral displacement, drift ratio and moments in structure 

would increase [16-18]. Hence, upper stories 

displacements are more affected with soil-foundation-

structure interaction (SFSI) than the lower stories [19]. 

Therefore, it is essential to consider the effects of SFSI in 

the seismic design of building frames, especially when 

located on soft soil [20]. 

According to the studies described above, various 

software such as ABAQUS, PLAXIS, SAP2000, 

ETABS, etc. has been used for modeling such the 

phenomenon. In this study, FLAC nonlinear platform 

was used for the simulation. A variety of behavioral 

models are defined in this program that allows 

researchers to model and analyze various problems under 

nonlinear analysis. One of the capabilities of this 

software is the ability to dynamically analyze 

geotechnical problems to model harmonic loads, 

earthquake loads, and explosions [21]. According to the 

subject of study and as this platform is more reliable 

especially in damping modeling, this software was used 

for numerical analysis. In this research, extensive 

investigations have been performed to study the seismic 

performance of a high-rise building with a mat 

foundation on different types of soil layers under various 

earthquake ground motions. Different engineering 

demand parameters (EDP) such as floor displacement, 

drift ratio, and internal forces of the columns have been 

investigated.  

 

 

2. MODELING PROCEDURE 
 
The nonlinear environment of FLAC software, which is 

a finite difference program, was used to model the near-

realistic behavior. First, a soil layer was modeled 

according to the Mohr-Coulomb nonlinear constitutive 

model using this platform [22]. The Mohr-Coulomb 

model is one of the most common models that well 

introduces shear failure in soil and rock. This model has 

been selected due to its simplicity and reputation 

compared to other available complicated models used to 

represent shear failure in soils and rocks. Many of the 

current research works in the field of SSI are using this 

model to simulate the failure phenomena in soil 

materials. Hence, the simulated models would be quite 

reliable. The general form of the Mohr-Coulomb failure 

criterion is shown in Figure 1. The failure path from point 

A to point B is introduced using the Mohr-Coulomb yield 

function. 

𝑓𝑠 =  𝜎 1 − 𝜎3𝑁𝜑 + 2𝑐√𝑁𝜑  (1) 

The tension yield function also occurs in path B to C 

using the following function. 

𝑓𝑡 = 𝜎𝑡 − 𝜎3  (2) 

In these relations φ is the angle of internal friction, c is 

the cohesion, σt is the tensile strength and Nφ  is: 

𝑁𝜑 =
1+𝑠𝑖𝑛𝜑

1−𝑠𝑖𝑛𝜑
  (3) 

According to Kuhlemeyer and Lysmer [23] to 

accurately represent the wave transmission through a 

model, the spatial element size, Δl, should be smaller 

than approximately one-tenth to one-eighth of the input 

wavelength associated with the highest frequency of the 

input wave.  

𝛥𝑙 ≤
𝜆 

10
  (4) 

To have a computationally efficient model, mesh 

sensitivity analysis has been conducted to find the 

optimal mesh size based on the above formulation 

removing frequency values greater than 10 Hz. 

After modeling the soil layers, the foundation and 

then the structure were modeled. Due to the fact that in 

this study, a high-rise structure is used and the 

superstructure loads are relatively large, and also 

different modes of soil layering are used, in some cases 

several types of soil are used and the subgrade is variable, 

and in some cases the subgrade is weak, so in order to 

minimize non-uniform settlements and deal with local 

complications and case weaknesses in the subgrade, mat 

foundation has been used for all cases. Different methods 

are common for the mat foundation analysis, the two 

main groups of which are rigid and nonrigid. In this 

 

 

 
Figure 1. Mohar-Coulomb failure criterion [21] 
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study, the rigid solution is used for the mat foundation, 

which is known as the conventional method of static 

equilibrium. In this method, it is assumed that the 

foundation is much stiffer and harder than the subgrade 

[24]. After completing the modeling steps, earthquake 

acceleration records were applied to the lowest soil layer. 

All the mentioned steps including modeling, dynamic 

analysis, etc. have been done by developing the codes and 

sub-routines in FLAC 2D. As the investigated models are 

symmetrical both in plan and elevation, 2D models 

provide satisfactory results and are reliable. On the other 

hand, 2D models have fewer degrees of freedom (DOF) 

compared to 3D models and are more computationally 

efficient. It should be noted that in this study, nonlinear 

properties of the soils and steel materials have been used 

and the stress-strain curves of steel and concrete are 

shown in Figures 2 and 3, respectively. 

 

2. 1. Modeling Approach Validation             To validate 

the numerical modeling approach used in the present 

study, a 4-storey building on a strip foundation on a soil 

layer was modeled and its seismic performance was 

investigated. FLAC 2D nonlinear environment was used 

to model the near-reality behavior. The results of 

modeling were compared with the simplified nonlinear 

model of Tahghighi and Rabiee's research results [5]. The 

modeling steps are as follows: first, the soil layers were 

modeled according to Mohr-Coulomb behavioral model 

 

 

 
Figure 2. Bilinear stress-strain curve used for steel material 

[5] 

 

 

 
Figure 3. Curvilinear stress-strain relationship for confined 

concrete material [25] 

using FLAC software, and then the strip foundation and 

the main structure were modeled. Finally, the obtained 

model is shown in Figure 4. After completing the 

modeling steps, the selected earthquakes were applied to 

the lowest layer of soil, which is the bedrock. All 

geotechnical, structural, and earthquake characteristics 

used are given in Tables 1-4. 
 

 

 
Figure 4. Building, soil layer and foundation modeled in 

FLAC software 

 
 

 
Figure 5. Plan and Elevation of the studied structure for 

verification [5] 

 
 

TABLE 1. Sections of beams and columns [5] 

Flange Web 

Section tag Thickness 

(cm) 

Width 

(cm) 

Thickness 

(cm) 

Depth 

(cm) 

3.33 39.88 2.11 31.96 C1 

2.62 37.34 1.64 32.10 C2 

1.70 30.48 1.09 27.84 B1 

1.54 30.48 0.99 27.65 B2 

 

 
TABLE 2. Details of soil parameters used [5] 

Vs(m/s) G(kgf/cm2) υ C (kg/cm2) Φ (degree) 

560 6707 0.35 0.15 30 

 

 
TABLE 3. Specifications of the foundation used [5] 

Ks 

(kgf/cm3) 

qall 

(kgf/cm2) 
H (m) L (m) B (m) 

Footing 

type 

2.40 2 0.65 19 1 strip 
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TABLE 4. Specifications of used earthquakes for verification [5] 

PGD 

(cm) 
PGV (cm/s) PGA (g) D (km) Mw Station Year Earthquake No. 

4.2 52.1 0.57 22.6 6.7 Old Ridge Route 1994 Northridge, USA 1 

18.6 42.1 0.55 18.5 7.1 Rio Dell Overpass 1992 Cape Mendocino, USA 2 

14.3 39.0 0.51 24.0 7.6 TCU045 1999 Chi-Chi, Taiwan 3 

6.3 28.6 0.36 12.0 6.9 Gilroy Gavilan 

Coll. 1989 Loma Prieta, USA 4 

1.6 17.0 0.37 20.3 6.6 Lake Hughes 1971 San Fernando, USA 5 

13.2 31.6 0.62 17.0 6.1 Cerro Prieto 1980 Victoria, Mexico 6 

1.8 21.0 0.39 22.5 6.0 LA-116th St 

School 1987 Whittier Narrows, USA 7 

 

 

After completing the dynamic analysis, the time 

history diagrams of the displacement of the floors in 

FLAC software were examined and were compared with 

the results of Tahghighi and Rabiee's research for DBE 

and MCE hazard levels in Figure 6. As can be seen, this 

comparison indicates that the results are almost identical 

to each other and the modeling approach in the current 

study is verified. The model proposed in the current study 

is more comprehensive compared to Tahghighi and 

Rabiee's research [5], as the soil-structure-interaction 

(SSI) have been implemented with more details and near 

the realistic behavior. The purpose has not been to 

develop a model for practical engineering application as 

it has been a scientific investigation considering as much 

complexity and uncertainties in models as possible. 

 
 

3. STRUCTURAL AND GEOTECHNICAL 
SPECIFICATIONS OF THE MODEL 
 

In this study, a 20-storey steel moment-resisting frame 

building located on 8 soil layering modes and a mat 

foundation has been investigated. This building model 

has a floor plan of 30.48× 36.58 m2 and its total height is 

80.77 m. The bays are 6.1 m, as shown in Figure 7. Floors 

are made of composite slabs and the building's lateral 

load-resisting system consists of steel perimeter moment- 

 

 

 
Figure 6. Model validation at two hazard levels [5] 

  

 
Figure 7. Specifications of the investigated 20-storey 

structure [22] 
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resisting frames (MRFs). The type of steel selected for 

the beams and columns of the structure is of St-37 type. 

The middle columns of the MRF are wide flange but the 

corner columns are BOX type. The typical heights from 

floor to floor are 3.96 m and only the height of the first 

floor is 5.49 m. The building has been selected from pre-

designed SAC project models [22]. The amount of live 

load is considered as 200 kg/m2, while the dead load is 

500 kg/m2, and the live load reduction coefficient is 

considered as 20%. The characteristics of the 

investigated structure and it٬s plan are shown in Figure 1.  

The complete characteristics of the soils used in this 

study are presented in Tables 5 and 6. The soils are 

layered and named in 8 different categories. 
 

 

TABLE 5. Specifications of soil layers used in this study [3,4,24] 

Soil type G (Pa) K (Pa) E (Pa) ν C (Pa) Φ (deg) γ (kg/m3) 

Soft clay 8.40×106 5.70×107 2.4×107 0.43 5×  104 20 1575 

Medium stiff clay 15.84 ×106 9.37×107 4.5×107 0.42 9×  104 24 1595 

Stiff clay 19.23 ×106 4.16×107 5.0×107 0.30 12×  104 26 1500 

Loose sand 23.08 ×106 5.00×107 6.0×107 0.30 0 28 1500 

Medium density sand 35.18 ×106 10.55×107 9.5×107 0.35 0 33 1900 

Dense sand 57.90 ×106 24.39 ××107 16.1×107 0.39 0 38 2000 

 

 

TABLE 6. Soil categories used in this study 

             Type 

Layer  

Number 

Soil 1 Soil 2 Soil 3 Soil 4 Soil 5 Soil 6 Soil 7 Soil 8 

1st Layer Loose sand 
Medium 

density sand 
Dense sand Loose sand 

Soft 

clay 

Medium stiff 

clay 

stiff 

clay 
Soft clay 

2nd Layer Loose sand 
Medium 

density sand 
Dense sand 

Medium 

density sand 

Soft 

clay 

Medium stiff 

clay 

stiff 

clay 

Medium stiff 

clay 

3rd Layer Loose sand 
Medium 

density sand 
Dense sand Dense sand 

Soft 

clay 

Medium stiff 

clay 

stiff 

clay 
stiff clay 

 

 

The concrete used in the design of the foundation has 

a modulus of elasticity Ec = 2.2×1010 (Pa) compressive 

strength fc = 2.1×107 (Pa), Poisson ratio υ = 0.2. The 

foundation is designed as a Mat foundation with the 

moment of inertia (I) of 1.302 m4 and the cross-section 

area (A) of 2.5 m2 for a unit width. The schematic 

presentation of the developed model in FALC is depicted 

in Figure 8. 

 

 

 
Figure 8. Building, soil layer and foundation modeled in 

FLAC nonlinear platform 

4. STRONG GROUND MOTIONS USED  
 

Twelve earthquake records were applied to the models, 6 

of which are far-fault earthquakes and the other 6 are 

near-fault earthquakes, and all are taken from the FAMA 

P695 database [26]. To make sure that the residual 

velocity or displacement will not affect the final 

outcome, baseline filtering has been applied to them [21]. 

To match the design response spectra, ASCE 7 procedure 

has been used for the scaling procedure. A 5% Rayleigh 

damping is considered as the inherent damping of the 

investigated structure. To get the most accurate results, 

the excitations have been applied to the bottom of the 

lowest layer, representing the bedrock. Earthquake 

records’ characteristics are given in Tables 7 and 8. 

 

 

5. RESULTS AND DISCUSSION 
 
In this part, the seismic performance of a SAC project 

high-rise steel structure on layered soils is investigated 

and the results are discussed. Nonlinear time history 

analyzes were performed using FLAC 2D software and 
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the results of various EDPs were obtained, which are 

compared and discussed below.  

 

5. 1. Time History Analysis         Nonlinear dynamic 

time history analyzes have been performed using strong 

ground motion records proposed in Tables 7 and 8. A 

total of 96 time-history analyzes were performed to study 

the seismic performance of this structure, as shown in 

Figures 9-17. Floor displacement, drift ratio, maximum 

axial force, shear, and moment in columns have been 

selected as the most important response parameters to 

estimate the seismic behavior of the structure in this 

study. 
 

5. 1. 1. Absolute Displacement           The maximum 

absolute displacements of all structural floors on eight 

soil types were obtained under all earthquake records. 

Finally, the average displacement of each floor in all soil 

types was calculated. Then, the diagrams of the average 

floor displacement for the investigated structure were 

obtained, which are shown in Figures 9 and 10. The 

horizontal axis shows the average displacement of the 

floors and the vertical axis shows the level of floors. As 

shown in Figures 9 and 10, the displacement of floors 

increases with increasing floor height, but the rate of 

increase in displacement in the lower floors is more 

significant than in the upper floors. Figure 9 shows the 

average displacement for all soil types under far-fault and 

near-fault earthquakes. As can be seen, the displacement 

of floors in the case of clay soils is more than the sandy 

soils, and the highest displacement is related to type 5 soil 

(soft clay), while the lowest displacement is related to 

type 3 soil (dense sand). As shown in Figure 9(a), the 

displacement range of the floors for the 20-story structure 

under far-field earthquakes is 0.025-0.371 m, whilst in 

Figure 9(b) the displacement range for near-field 

earthquakes is 0.045-0.706 m, which is much greater than 

that of the far-field case. 

Figure 10 shows the average floor displacement for 

all earthquakes in two categories. In Figure 10, the 

average floor displacement range for all far-fault 

earthquakes has been 0.023-0.482 m; while the range for 

the near-field earthquakes has been 0.025-0.944m. 

According to the mentioned ranges, the average floor 

displacement under near-fault records is significantly 

higher than the far-fault ones. Imperial Valley – 06 El 

Centro and San Fernando earthquakes in the far-fault 

category, and Imperial Valley - 06 El Centro and 

Superstition Hills - 02 earthquakes in the near-fault 

category have caused the highest storey displacements. 

Figure 11 shows the average displacement of floors 

for all types of soils under different earthquake 

categories. In Figure 11, the range of floor displacement 

for all soil types in all far-fault earthquakes has been 

0.032-0.325 m, while the range for the near-fault 

earthquakes has been 0.052-0.563 m. 

 

 

 

TABLE 7. Characteristics of selected far-field earthquakes [25] 

PGVmax (cm/s) PGAmax (g) Magnitude (MW) Station Name Earthquake Name Record Number 

19 0.21 6.6 LA-Hollywood Store FF San Fernando 1 

33 0.35 6.5 Delta  Imperial Valley-06 2 

42 0.38 6.5 El Centro Arrey #11 Imperial Valley - 06 3 

63 0.52 6.7 Beverly Hills-Mulhol Northridge - 01 4 

35 0.53 6.9 Capitola Loma Prieta 5 

42 0.42 7.3 Coolwater Landers 7 

 

 

 
TABLE 8. Characteristics of selected near-field earthquakes [25] 

PGVmax (cm/s) PGAmax (g) Magnitude (MW) Station Name Earthquake Name Record Number 

140.3 0.79 7.3 Lucerne Landers 26 

82.1 0.63 7.0 Petrolia Cape Mendocino 24 

167.3 0.87 6.7 Rinaldi Receiving Sta Northridge- 01 32 

111.9 0.44 6.5 El Centro Arrey 06 Imperial Valley - 06 8 

106.8 0.42 6.5 Parachute Test Site Superstition Hills - 02 14 

55.6 0.38 6.9 Saratoga – Alloha Ave Loma Prieta 20 
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(a) 

 
(b) 

Figure 9. Average displacement of the building under (a) 

far-fault, and (b) near-fault 

 

 

 

 
(a) 

 
(b) 

Figure 10. Average floor displacement for earthquakes: (a) 

far-fault, and (b) near-fault 

 

 

 
Figure 11. Average floor displacement in all earthquakes 

and all soils 

 

 

5. 1. 2. Drift Ratio             Drift Ratio is the most 

commonly used EDP to determine damage level in a 

structure. Figure 12 shows the average drift ratio of 

structural floors for all types of soils under near-fault and 

far-fault earthquakes. As shown in this figure, the drift 

ratios are higher in the first and last floors of the structure, 

and in these areas, the drift ratio has an increasing trend. 

The maximum drift ratio of floors for all soils under far-

fault earthquakes according to Figure 12(a) is related to 

dense sand soil and medium-density sand, which are 

1.5% and 1.48%, respectively. According to Figure 

12(b), the maximum drift ratio for all soils under near-

fault earthquakes is related to soft clay with a value of 

1.83%. Therefore, the maximum average ratio of 

structural floors of near-fault earthquakes is higher than 

the earthquakes far from faults.  
Figure 13 shows the graphs of the average floor drift 

ratio for all earthquakes in areas far from the fault and 
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near the fault. In Figure 13(a), the San Fernando 

earthquake has caused the highest floor drift ratio of 

1.6%. In Figure 13(b), the Imperial Valley-06 El Centro 

Earthquake has induced a drift ratio of 2.8, which has 

been the highest drift ratio.  

Figure 14 shows the average drift ratio of structural 

floors. As can be seen in this figure, the maximum 

average drift ratio has been 1.24% under earthquakes far 

from faults and the highest drift ratio has been about 

1.31% in near-fault earthquakes. According to the 

diagram, it can be seen that the drift ratio is higher in the 

first and last floors. 

 

5. 1. 3. Internal Forces            As shown in the diagrams 

above, the highest displacement and drift ratio is related 

to soft clay in the Imperial Valley-06 El Centro 

earthquake in the near-fault areas, which was determined  

 

 

 
(a) 

 
(b) 

Figure 12. Average ratio of relative displacement of 

structural floors: (a) far-fault, and (b) near-fault 

 
(a) 

 
(b) 

Figure 13. The average ratio of relative displacement of 

structural floors (a) far-fault, and (b) near-fault 

 

 

 
Figure 14. Average ratio of relative displacement of 

structural floors in all earthquakes and all soils 

 

 

as the most critical case. Thus, soft and stiff clay were 

selected under the Imperial Valley-06 El Centro 

earthquake in the area near the fault to make a 

comparison between the results of the internal forces of 

the columns in terms of soil stiffness. The internal forces 

of the columns include the shear force, bending moment, 

0

2

4

6

8

10

12

14

16

18

20

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

S
to

r
ey

 l
ev

e
l

Interstorey drift ratio (%)

soil1 soil2 soil3 soil4

soil5 soil6 soil7 soil8

0

2

4

6

8

10

12

14

16

18

20

0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9 2.1

S
to

r
ey

 l
ev

e
l

Interstorey drift ratio (%)

soil1 soil2 soil3 soil4

soil5 soil6 soil7 soil8



1619                                     R. Zomorodian et al. / IJE TRANSACTIONS A: Basics  Vol. 34, No. 7, (July 2021)   1611-1622                                              

and axial force of the middle and side columns. Figure 15 

shows the shear force of the middle and lateral columns 

of the structure vs. the structural floors for stiff and soft 

clay soils under Imperial Valley-06 El Centro 

earthquake. As can be seen, with increasing the number 

of floors and the height of the structure, the values of 

shear forces decrease, so the diagrams have a downward 

trend. According to the diagram, the shear force of the 

middle columns is more than the shear force of the side 

columns. Also, the amount of shear forces in soft clay is 

more than stiff clay. 
Figure 16 shows the bending moment values of the 

middle and lateral columns of the structure vs. the 

structural floors for soft and stiff clay soils in Imperial 

Valley-06 El Centro earthquake. As can be seen in the 

figure, the bending moment values decrease with the 

increasing number of floors and have a decreasing trend. 

The amount of bending moment for the middle columns 

is more than the side columns. Also, the shear forces for 

soft clay are more than for stiff clay. 

Figure 17 shows the axial force of the middle and 

lateral columns of the structure versus the number of  
 

 

 
Figure 15. Shear force of side and middle columns of the 

structure in the Imperial Valley-06 El Centro earthquake in 

the area near the fault for soft clay and stiff clay 

 

 

 
Figure 16. Bending moment of side and middle columns of 

the structure in the Imperial Valley-06 El Centro earthquake 

in the area near the fault for soft clay and stiff clay 

structural floors for soft and stiff clay soils in Imperial 

Valley-06 El Centro earthquake. According to the figure 

below, it can be seen that the axial force in the side 

columns is more than the middle columns and the values 

for soft clay are more than those for stiff clay, while in 

the middle columns the axial force values for these 

columns on soft clay are less than the stiff clay soil. Also, 

according to this diagram, it can be seen that the axial 

force of the columns decreases with the increasing 

number of floors and has a downward trend. 

 

5. 1.6. Maximum Principal Stress          The following 

relation is known as Mohr-Coulomb relation and the 

criterion of Mohr-Coulomb rupture is based on literature 

[27]. The circle of Mohr and rupture envelope is shown 

in Figure 18.  

𝜏𝑓 = 𝑐 + 𝜎𝑓 𝑡𝑎𝑛𝜑 (5) 

In the above formulation, σf depends on the load and 

is a variable of shear strength. The value of σ1 is increased 

by vertical loading until the Mohr circle touches the 

rupture line and the soil element is ruptured. In this case, 

σ1, for which the Mohr circle is tangent to the rupture 

line, is the minimum principal maximum stress that 

 

 

 
Figure 17. Axial force of side and middle columns of the 

structure in the Imperial Valley-06 El Centro earthquake in 

the area near the fault for soft clay and stiff clay 

 
 

 
Figure 18. Mohr circle and rupture envelope [28] 
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causes a rupture in the θ direction in the soil element. The 

value of the rupture plane angle with the principal stress 

plane is given in Equation (6) [27].  

𝜃 = 45 +
𝜑

2
 (6) 

Equation (7) shows the relationship between the principal 

stresses at the moment of rupture, which is called the 

rupture relationship of the principal stresses [27]. Due to 

the importance of the principal maximum stress value of 

the σ1 stress contour in the soil layers for more critical 

soils and earthquakes, it is shown in the following 

figures. Figure 19 shows the maximum principal stress in 

soft clay layers. Figure 20 shows the maximum principal 

stress for stiff clay layers. Figures 19 and 20 are related 

to the Imperial earthquake in the area near the fault. 

𝜎1 = 𝜎3 × 𝑡𝑎𝑛2 (45 +
𝜑

2
) + 2𝑐 × tan (45 +

𝜑

2
)  (7) 

Figure 21 shows the maximum principal stress of the 

soft clay layer in the Imperial Valley-06 El Centro 

earthquake far from the fault. For the sake of brevity, 

only these figures are presented for the case of stress 

conditions in the soil types, while the rest has shown a 

similar trend. 

 

 

 
Figure 19. maximum principal stress in soft clay layers in 

Imperial Valley-06 El Centro earthquake 
 

 

 
Figure 20. maximum principal stress in stiff clay layers in 

Imperial Valley-06 El Centro earthquake 

 
Figure 21. maximum principal stress in soft clay layers in 

Imperial Valley-06 El Centro earthquake 

 

 

6. CONCLUSION 
 
In this study, the seismic performance of a 20-story steel 

structure with a mat foundation on layered soils has been 

investigated. Nonlinear dynamics time-history analyzes 

were performed using strong ground motion records in 

FLAC platform. The results of the analysis include 

absolute floor displacement, floor drift ratio, the shear 

force, axial force, and bending moment of columns, 

which are described below: 

The displacement of layers in clay soils is more than 

sandy soils so that the highest displacement is related to 

soft clay and also the least displacement is related to 

dense sand, so the most suitable soil for a 20-storey 

structure on a mat foundation under far- and near-fault 

earthquakes is dense sand and the most critical soil type 

would be the soft clay. 

The results indicated that the maximum average drift 

ratio has been 1.24% under earthquakes far from faults 

and the highest drift ratio has been about 1.31% in near-

fault earthquakes. It was also observed that the drift ratio 

is higher in the first and last floors. 

The values of shear forces and bending moment in the 

middle columns are more than the side columns of the 

structure and the amount of shear forces and bending 

moment in soft clay is more than stiff clay, so the more 

flexible the soil, the higher the shear force and bending 

moment of columns. Internal forces decrease with 

increasing number of structural floors and have a 

downward trend. 
 
 

7. RECOMMENDATIONS  
 

The above results can be useful to help design and 

practicing engineers to consider the effects of soil and 

earthquake type on the seismic design of buildings. 

However, this study still needs to be extended for other 

types of structures with more floors with other structural 

systems. Other structural behavioral indicators, behavior 
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coefficient, ductility coefficient, and resistance reduction 

coefficient can be investigated in future studies. It is also 

suggested to use incremental and pushover dynamic 

analysis for future studies. In this study, the behavioral 

model of Mohr-Coulomb for soil has been used. It is 

suggested that other behavioral models be investigated as 

well. In this study, mat foundation is considered as rigid, 

which can be further investigated as semi-rigid or non-

rigid in future studies. 
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Persian Abstract 

 چکیده 
رکورد    6طبقه فلزی با فونداسیون گسترده روی خاک لایه ای تحت گروهی از شتاب نگاشت های حرکت شدید زمین شامل    20در این پژوهش، عملکرد لرزه ای سک ساختمان  

  FALC 2Dه شده است. نرم افزار غیرخطی  لایه بندی مختلف خاک برای شبیه سازی عددی در نظر گرفت  8رکورد حوزه نزدیک مورد مطالعه قرار گرفته است.    6حوزه دور و  

ایج مستخرج شامل جابجایی  به منظور مدلسازی نزدیک به واقعیت مد نظر قرار گرفته است. برای این منظور صدها خط کد نویسی جهت انجام تحلیل ها صورت گرفته است. نت

طبقه برروی فونداسیون گسترده تحت زلزله های حوزه    20جه گیری شد برای یک ساختمان  مطلق کف ها، جابجایی نسبی طبقات و تلاش های داخلی در ستونها بوده است. نتی

اهده گردید اثرات زلزله های حوزه  دور و نزدیک، خاک ماسه ای متراکم و خاک رسی نرم به ترتیب بیشترین و کمترین قابلیت اعتماد را برای سازه ایجاد می نمایند. همچنین مش

 تر از زلزله های حوزه دور بوده است. نزدیک به مراتب بحرانی 
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A B S T R A C T  
 

 

Discovery of alternative to the pozzolanic materials generated from industrial wastes was needed because 

of its unavailability when the industries was shutdown permanently. This paper deals the optimization 
of calcined bentonite clay utilization in cement mortar using response surface methodology (RSM). The 

variables were taken as three levels of calcination temperature (room temperature, 7000C and 8000C) and 

seven levels of calcined bentonite (0%, 5%, 10%, 15%, 20%, 25% and 30%). The compressive strength, 
workability, strength activity index and sorpitivity were taken as responses. The fresh and hardened 

properties of all determined for all mixes. Design Expert 11.0 version was utilized to carried out  

modelling and optimization using RSM. Workability was decreased upon increasing the calcination 
temperature and bentonite content in cement mortar. This attributed to high water absorption capacity of 

bentonite. The peak compressive strength was displayed by 20% replaced bentonite calcined at 8000C 

cement mortar after 28 days curing. Strength activity was improved upon increasing the percentage of 
bentonite calcined at 8000C. The sorpitivity of cement mortar was improved by incorporation of 

bentonite calcined at 8000C. The generated models from RSM were significance in all the factors 

considered. Optimum performance of the responses was observed at 15.25 % bentonite substitution 
calcined at 8000C 

doi: 10.5829/ije.2021.34.07a.07 
 

 

NOMENCLATURE 

Degree Celcius 0C  Mega Pascal MPa  

Kilo Newton  kN Analysis of Variance  ANOVA 

 
1. INTRODUCTION1 
 

Utilization of pozzolanic materials will enhance the fresh 

and hardened properties of cement mortar and concrete 

[1]. Presently, fly ash, GGBS, silica fume, metakaolin 

etc. are utilizing as a pozzolanic materials in concrete for 

better performance as well as reduction of CO2 emissions 

to the environment [2]. Fly ash is one of the discarded 

materials of thermal power plants. It is one of the widely 

using pozzolanic materials in construction industry [3]. 

The performance of fresh and hardened properties of 

concrete will enhance by incorporation of fly ash in 

concrete [4]. Fly ash will not be generated once the 

thermal power plants is permanently shutdown. So, the 

 
*Corresponding Author Institutional Email: 

achyuthakumar@kluniversity.in (M. Achyutha Kumar Reddy) 

discovery of alternative to the pozzolonic materials 

generated from industrial wastes was needed. 

Bentonite is a natural pozzolonic material, which can 

be used instead of industrial wastes in concrete [5, 6]. A 

few research was available on the evaluation of the 

properties of bentonite incorporated cement mortar [6-8] 

as well as concrete [9, 10]. The fresh and hardened 

properties of concrete was increased by incorporation of 

bentonite in concrete [11, 12]. Few examinations were 

done to assess the combination of bentonite and other 

pozzolonic materials [13, 14]. The ambiguity in the effect 

of bentonite was observed based on it’s source of 

collection and process of treatment [15, 16]. therefore, 

investigation on process of treatment of bentonite is 

needed to estimate the influence on bentonite. 

 

 

mailto:achyuthakumar@kluniversity.in


S. Sahith Reddy and M. Achyutha Kumar Reddy / IJE TRANSACTIONS A: Basics  Vol. 34, No. 7, (July 2021)   184-191                       1624 

Calcination is a method of heating a material under 

regulated temperature and in a monitored environment. 

A few investigations were made to evaluate the effect of 

calcined bentonite on strength and durability of cement 

mortar and concrete as well as self-compacting concrete 

which is available in Pakistan [17-19]. 

Mirza et. Al. [20] initiated the research on the effect 

of calcined bentonite on cement mortar and concrete by 

considering 1500C, 2500C, 5000C, 7500C and 9500C as 

calcination temperatures. Apart from the effect of 

bentonite calcined at 1500C on cement mortar and 

concrete, no results or discussion was made on the effect 

of the remaining calcination temperatures. The research 

on the same topic was extended by Ahmad et. al. [21]. 

They considered the calcination temperatures as 5000C 

and 9000C, evaluated the fresh and hardened properties 

of cement mortar and concrete. It was observed almost 

the same strength activity for raw bentonite and bentonite 

calcined at 5000C. The strength activity was drastically 

reduced by incorporation of bentonite calcined at 9000C. 

Moreover, no optimal solution was provided in terms of 

bentonite substitution or calcination temperature of 

bentonite [21]. 

Optimization included the utilization of Response 

Surface Methodology (RSM) employing theories of 

mathematical and statistical analysis techniques between 

variables and responses [22]. RSM was utilized for the 

optimization of the wanted set of objectives, either 

independent variables or responses, to implement multi-

objective optimization in different concrete materials 

[23, 24]. Mohammed et al. [25] performed multi-

objective optimization to accomplish a connection 

between variables and responses of the properties of 

roller-compacted concrete by keeping fly ash content as 

constant, considering the combined effect of both crumb 

rubber and nano-silica [26]. This research aimed at the 

optimization of calcined bentonite usage in cement 

mortar by using RSM. The bentonite substitution (0%, 

5%, 10%, 15%, 20%, 25% and 30%) and calcination 

temperatures (RT, 7000C and 8000C) were taken as 

variables. Compressive strength, workability, strength 

activity index and sorpitivity were considered as 

responses 

 
 
2. EXPERIMENTAL PROGRAM. 

 
2. 1. Materials           OPC 53 grade cement was used in 

experimental work, the properties are within the 

permissible limits as per the standard procedure IS12269. 

Stand sand was used in the determination of compressive 

strength, the properties are within the permissible limits 

as per the standard procedure IS650. Bentonite was 

collected form Tandur (17°14ʹ27ʺN and 77°35ʹ14ʺE), 

southern region of India.  The calcination of the bentonite 

was done with muffle furnace having maximum 

temperature of 15000C and working temperature of 

12000C. The chemical composition of bentonite was 

displayed in Table 1. The XRD analysis was performed 

by using X-Pert X-ray Diffractometer of PANalytical, 

model number: PW 3040/00. Five mineral crystalline 

structures was observed upon analysis, Figure 1 exhibits 

the different phases. Scanning electron microscopy 

(SEM) images were obtained by using Nova Nano SEM/ 

FEI for further pursuit. It was observed that the 

crystalline structure by studying the images displayed in 

Figure 2.  
 

2. 2. Testing of Specimens            Normal consistency, 

initial setting time and final setting time tests for all 

mixes was conducted as per the standard procedure 

IS4031. The workability of mixes was tested as per the 

standard procedure IS 4031 Part-7. 
 

 

TABLE 1. Chemical analysis of bentonite sample 

S. No. Component % Mass 

1 SiO2 51.11 

2 Al2O3 16.38 

3 CaO 7.12 

4 MgO 7.57 

6 Fe2O3 7.65 

7 K2O 1.34 

8 Na2O 0.29 

9 P2O5 0.29 

10 MnO 0.14 

11 V2O5 0.07 

12 TiO2 1.29 

13 LoI* 6.75 

* Loss on Ignition 
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Figure 1. XRD Analysis of Bentonite 
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A total number of 189 cement mortar cubes were cast 

and tested to failure after 3,7 and 28 days curing as per 

the standard procedure IS 4031 Part-6. Testing of all 

specimens was done with compression testing machine 

of maximum capacity 3000 kN and rate of loading 

as1kN/s. The strength activity index test was conducted 

as per the standard procedure ASTM C311. The 

sorpitivity test was conducted as per the standard 

procedure ASTM C1585 – 20. 

The sorpitivity test was conducted as per the standard 

procedure ASTM C1585 – 20. The proportions of all 

mixes were calculated as per the standard procedure IS 

4031 Part-6, displayed in Table 2 

 
 
3. RESULTS AND DISCUSSION 
 

Analysis was performed for the values taken after testing 

the specimens of all mixes as per the standards. 

 
3. 1. Normal Consistency, Initial & Final Setting      
The normal consistency of all mixes is shown in Figure 

3. Rise in the normal consistency was observed upon 

increasing calcined bentonite addition. Initial and final 

setting times of all mixes was displayed in Figures 4. and 

5. Increase in the initial and final setting times were 

observed by addition of bentonite. This attribute the high-

water absorption capacity of bentonite and removal of 

moisture in bentonite upon calcination. 

 

3. 2. Workability          The workability of calcined 

bentonite mortar was summarized, displayed in Figure 6. 

The workability was decreased upon increasing the 

percentage of calcined bentonite addition. This may be 

the result of high-water demand of bentonite, it will 

increase by calcination process. 
 
3. 3. Compressive Strength            The compressive 

strength of all mixes was calculated, the results were 

summarized in Figures 7, 8 and 9 for 3, 7 and 28 days of 

curing, respectively. Less compressive strength was 

noticed at 3 days curing calcined bentonite blended 

cement mortar mixes. Compressive strength was 

improved at 7 days curing for calcined bentonite at 8000C 

among all mixes. The cement mortar exhibits highest 

compressive strength for 20 % bentonite substitution and 

calcined at 8000C temperature. This attribute the pore 

filling effect between cement particles by bentonite 

addition, the particle size of calcined bentonite was less 

than cement. The secondary C-S-H gel formation at 

lateral ages of cement mortar because bentonite is a 

pozzolanic material. Calcination at 8000C eliminates the 

impurities of bentonite, leads to enhancement of 

compressive strength at lateral ages. 
 

 

 
Figure 3. SEM Analysis of Bentonite 

 

 

 
Figure 3. Normal Consistency setting time of all mixes 

 
Figure 4. Initial setting time of all mixes 
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Figure 5. Final setting time of all mixes 

 
 

3. 4. Strength Activity Index          Strength activity 

index of all specimens was calculated at 28 days curing. 

The summary of results was displayed in Figure 11. More 

strength activity index was seen for the cement mortar 

replaced by 20 % bentonite calcined at 8000C. This may 

be because of pozzolonic activity occurrence upon 

addition of calcined bentonite. 
 

3. 4. Strength Activity Index            Strength activity 

index of all specimens was calculated at 28 days curing. 

The summary of results was displayed in Figure 11. More 

strength activity index was seen for the cement mortar 

 

 

 
Figure 6. Workability of all mixes 

 

 

 
Figure 7. Compressive strength of calcined bentonite mixes 

after 3 days curing 

 
Figure 8. Compressive strength of calcined bentonite mixes 

after 7 days curing 

 

 

 
Figure 9. Compressive strength of calcined bentonite mixes 

after 28 days curing 

 

 

replaced by 20 % bentonite calcined at 8000C. This may 

be because of pozzolonic activity occurrence upon 

addition of calcined bentonite. 

 
3. 5. Sorpitivity            Figure 11 displays the sorpitivity 

for all mixes after 28 days curing. Drastic decrease in the 

sorpitivity was observed upon addition of bentonite as 

well as calcined bentonite. This may be as a result of 

high-water absorption capacity of bentonite and calcined 

bentonite. 
 

 

 
Figure 10. Strength Activity Index of calcined bentonite 

mixes after 28 days curing 
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Figure 11. Sorpitivity of calcined bentonite mixes 

 

 

4. RSM MODELLING 
 
4. 1. Development of Model            Various types of 

models are available like Central Composite, Box 

Behnken and optimal (custom) in a randomized design in 

RSM. Selecting a suitable model depends on the type of 

available data and levels for each factor.  The modelling 

and optimization were done after performance of 

laboratory experiments using central composite design 

method of RSM. CCC models are the unique form of the 

central composite design. The star points are at some α 

distance from the center based on the properties required 

for the design and the number of factors in the design. To 

maintain rotatability, the value of α depends on the 

number of trial runs in the factorial portion of the CCC. 

However, the factorial portion can also be a fractional 

factorial design of resolution V. The value of α also 

varies on whether the design is orthogonally blocked.  
 

4. 2. Mix Matrix Design              In this investigation, 

Design Expert 11.0 version was used. The design of 

experiments was created by a composite design 

technique based on two variables (calcination 

temperature and bentonite replacement). Three levels of 

calcination temperature (Room Temperature (RT), 

7000C and 8000C) and six levels % of bentonite 

replacement (0%, 5%, 10%, 15%, 20%, 25% and 30%) 

were used. 21 combinations of mixtures were developed 

in RSM. Table 3 represents the details of all combination 

of variables. The responses of calcined bentonite blended 

concrete (workability, compressive strength, strength 

activity index and sorpitivity) were determined for all 

mixtures, considered for RSM analysis and optimization.  
 

4. 3. Analysis of Variance             The summaries of 

ANOVA for the responses were analyzed, displayed in 

Tables 5-8. F-values are 9.60, 260.48, 7.10 and 155.56 

for workability, compressive strength, strength activity 

index and sorpitivity respectively, pointing all models to 

be significant. The quadratic model was used for 

workability, compressive strength and strength activity 

index. For sorpitivity, linear model was used. In models 

of workability and sorpitivity, all terms are significant. 

For compressive strength and strength activity index, AB 

and A2 and was the insignificant term and interaction in 

the quadratic model. The final models for workability, 

compressive strength, strength activity index and 

sorpitivity of all mixes consist of all the terms are given 

in Equations (1)-(4). 

Workability=+172.50305+ 0.020037A - 0.741675B- 

0.000129AB - 0.000027 A2 + 0.003651 B2 
(1) 

Compressive strength=+53.83245 - 0.006978A + 

0.331324B + 0.000030AB + 9.69751E-06 A2 –

0.011656 B2 
(2) 

Strength activity index=+98.80342 - 0.006795A + 

0.612087B + 0.000084AB + 0.000010 A2 –0.021419 

B2 
(3) 

Sorpitivity = +10.94914 - 0.000724A + 0.238712B (4) 

3-dimensional (3D) response surface plot was used to 

illustrate the relationship between responses and 

independent variables. Figures 12-15 show the 3D 

response surface plots illustrating the relationship 

between responses (workability, compressive strength, 

strength activity index and sorpitivity) and independent 

variables (RT, 7000C and 8000C) for all mixes. 

 
4. 4. Optimization            Optimization was employed 

with the aim of getting an optimized variable of all 

bentonite mixes. Optimization was performed by using 

Design Expert Software. Table 8 shows optimization 

results of bentonite mixes. The optimized mix was 

achieved at 15.25 % of substitution of bentonite calcined 

at 8000C. The optimum values of responses were 57.17 

MPa compressive strength, 159.01 mm workability, 

105.14 strength activity index and 14.03 sorpitivity.  The 

optimized performance was proposed by considering 

different performance indexes. 

 

 

 
Figure 12. 3D surface model for compressive strength 
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Figure 13. 3D surface model for 

workability 

Figure 14. 3Dsurface model for 

Strength activity Index 

Figure 15. 3D surface model for 

Sorpitivity 

 

 

 
TABLE 3. details of all combination of variables 

  F:1 F:2 R:1 R:2 R:3 R:4 

S. No 
Calcination 

Temparture 

Bentonite 

Percentage 

Compressive 

strength 
Workability Strength Activity Index Sorpitivity 

1 25 0 54.37 173 100 10.23 

2 25 5 54.77 169 100.73 12.54 

3 25 10 54.97 166 101.1 13.523 

4 25 15 55.57 163 102.2 14.208 

5 25 20 56.58 160 104.06 15.345 

6 25 25 54.57 157 100.36 17.619 

7 25 30 53.17 153 97.79 17.92 

8 700 0 54.37 173 100 10.23 

9 700 5 54.97 168 101.1 12.01 

10 700 10 55.17 164 101.47 13.45 

11 700 15 55.98 162 102.96 14.208 

12 700 20 57.18 158 105.16 14.208 

13 700 25 55.17 156 105.15 17.619 

14 700 30 53.57 152 98.52 17.965 

15 800 0 54.37 173 100 10.23 

16 800 5 55.57 166 102.2 11.98 

17 800 10 56.38 163 103.69 13.12 

18 800 15 57.58 159 105.9 13.64 

19 800 20 58.38 156 107.37 13.894 

20 800 25 55.77 152 102.57 16.482 

21 800 30 53.97 148 99.26 16.98 
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TABLE 4. ANOVA for quadratic model, R1: Compressive strength 

Source Sum of Squares df Mean Square F-value p-value  

Model 26.49 5 5.30 9.60 0.0003 significant 

A-Temperature 4.60 1 4.60 8.33 0.0113  

B-Bentonite 0.0652 1 0.0652 0.1181 0.7359  

AB 0.2306 1 0.2306 0.4177 0.5279  

A² 1.69 1 1.69 3.06 0.1006  

B² 21.40 1 21.40 38.76 < 0.0001  

Residual 8.28 15 0.5520    

Cor Total 34.77 20     

 

 

 
TABLE 5. ANOVA for quadratic model, R2: Workability 

Source Sum of Squares df Mean Square F-value p-value  

Model 1070.90 5 214.18 260.48 < 0.0001 significant 

A-Temperature 41.14 1 41.14 50.04 < 0.0001  

B-Bentonite 915.22 1 915.22 1113.07 < 0.0001  

AB 4.13 1 4.13 5.02 0.0406  

A² 13.40 1 13.40 16.29 0.0011  

B² 2.10 1 2.10 2.55 0.1309  

Residual 12.33 15 0.8222    

Cor Total 1083.24 20     

 

 

 
TABLE 6. ANOVA for quadratic model, R3: Strength Activity Index 

Source Sum of Squares df Mean Square F-value p-value  

Model 89.92 5 17.98 7.10 0.0014 significant 

A-Temperature 15.54 1 15.54 6.13 0.0256  

B-Bentonite 0.0341 1 0.0341 0.0135 0.9092  

AB 1.76 1 1.76 0.6937 0.4180  

A² 1.80 1 1.80 0.7098 0.4127  

B² 72.26 1 72.26 28.53 < 0.0001  

Residual 38.00 15 2.53    

Cor Total 127.92 20     

 

 

 
TABLE 7. ANOVA for linear model, R4: Compressive strength 

Source Sum of Squares df Mean Square F-value p-value  

Model 120.97 2 60.48 155.56 < 0.0001 significant 

A-Temperature 1.30 1 1.30 3.35 0.0838  

B-Bentonite 119.67 1 119.67 307.76 < 0.0001  

Residual 7.00 18 0.3888    

Cor Total 127.97 20     
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TABLE 8. Optimized calcined bentonite mixes 

Bentonite percentage Calcination temperature Compressive strength Workability Strength activity Index Sorpitivity 

15.26 800 57.17 159.01 105.14 14.03 

21.34 538.78 55.00 159.72 102.32 15.65 

19.37 792.08 56.90 156.26 104.80 15.00 

17.91 310.96 54.96 163.26 102.21 15.00 

29.11 800 54.93 149.55 101.39 17.31 

 
 
5. CONCLUSIONS 
 

The following conclusions were made based on 

experimental and statistical analysis,  

• Initial and final setting times were increased upon 

addition of calcined bentonite.  

• Workability was decreased by increasing the 

percentage of calcined bentonite addition. This 

attributed to the higher water absorption capacity of 

the bentonite 

• The maximum compressive strength was observed 

for 20 % bentonite substitution and calcined at 8000C 

temperature due to pore filling effect since the 

particle size of bentonite is lesser than cement.  

• Strength activity was improved; best strength activity 

was observed for the mix made with 20 % bentonite 

substitution calcined at 8000C because bentonite 

obeys pozzolanic properties. 

• The sorpitivity of cement mortar decreased 

significantly upon increasing the addition of calcined 

bentonite due to the lesser particle size of bentonite 

comparatively with cement. 

• The model was prepared, and optimization was done 

by using RSM. The optimized values of variables 

were determined as 15.25 % bentonite substitution 

and 8000C calcination temperature. 

• The optimum values of responses were 57.17 MPa 

compressive strength, 159.01 mm workability, 

105.14 strength activity index and 14.03 sorpitivity.  
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Persian Abstract 

 چکیده 
این مقاله بهینه سازی استفاده از   کشف جایگزین برای مواد پوزولانی تولید شده از ضایعات صنعتی به دلیل در دسترس نبودن آن هنگام خاموشی دائمی صنایع مورد نیاز بود. در

و C˚  800و     C700˚پرداخته شده است. متغیرها به عنوان سه سطح دمای کلسینه )دمای اتاق ،   (RSMاستفاده از روش سطح پاسخ )رس بنتونیت کلسینه در ملات سیمان با  

( گرفته شدند. مقاومت فشاری ، کارایی ، شاخص فعالیت قدرت و میزان جذب به عنوان پاسخ  ٪30و    ٪25،    ٪20،    ٪15،    ٪10،   ٪5،    ٪0هفت سطح بنتونیت کلسینه شده )

 Designاز نسخه    RSMدر نظر گرفته شد. خواص تازه و سخت شده همه برای همه مخلوط ها تعیین می شود. برای انجام مدل سازی و بهینه سازی با استفاده از  

Expert 11.0  یش دمای کلسیم و مقدار بنتونیت در ملات سیمان ، میزان کارایی آن کاهش یافت. این امر به ظرفیت جذب بالای بنتونیت نسبت  استفاده شده است. با افزا

ینه  نشان داده شد. با افزایش درصد بنتونیت کلس  C  800˚جایگزین شده بنتونیت کلسینه شده در ملات سیمان  ٪20روز پخت با    28می دهد. حداکثر مقاومت فشاری پس از  

در کلیه فاکتورهای    RSMبهبود یافت. مدلهای تولید شده از   C   800˚، فعالیت قدرت بهبود یافت. میزان جذب ملات سیمان با ترکیب بنتونیت کلسینه شده در    C  800˚شده در

 لسینه شده مشاهده گردید. درجه سانتیگراد ک 800درصد تعویض بنتونیت که در  25/15مورد بررسی اهمیت داشتند. عملکرد مطلوب پاسخها در 
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A B S T R A C T  
 

 

The performance of simultaneous application of steel cantilever damper and Shape Memory Alloy 

(SMA) rods in the reinforced concrete (RC) shear wall was investigated. In this regard, the critical 

numerical validation of three full-scale experimental models were distinctly performed and the results 
were analyzed. Various aspects of numerical modelling, including material modelling assumptions, 

behavioural models, elements, and solution methods were compared with experimental results. 

Specimens considering SMA rods as well as steel cantilever damper were numerically investigated. The 
results illustrated that with increasing the SMA rod angle, the maximum force was decreased, and the 

residual displacement and dissipated energy was improved. Also, comparing the specimen results 

without the SMA rods and the specimen with the SMA rods showed that despite the positive effect of 
the SMA rods, which leads to an increase in maximum force and reduction of residual displacement, the 

dissipated energy was decreased. 

doi: 10.5829/ije.2021.34.07a.08 
 

 
1. INTRODUCTION1 
 
The use of steel dampers is one of the passive control 

methods against earthquakes, which has expanded due to 

economic and production advantages. In this method, by 

damper inelastic behaviour, energy is dissipated, and by 

concentrating the damage in it, damage to other members 

is prevented. It is also easy to replace this type of damper 

[1]. In addition to structural damage that leads to the 

unusability of the structure, residual displacement also 

causes residents' insecurity. 
Due to shaped memory alloy features, researchers 

have studied their performance in the structure in recent 

years. The first known example of using a shaped 

memory alloy in a structure dates back to the repair of the 

bell tower of the Church of San Georgia in the Trignano 

region of Italy. The tower was damaged by a 4.8 

magnitude earthquake in 1996. To repair, four vertical 

prestressed steel bars with SMA were placed in the inner 

corners to increase the structure's flexural strength. SMA 

machine was made of 60 wires with a diameter of 1 mm 

and a length of 300 mm. In 2000, the structure was hit by 
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a 4.5 magnitude earthquake; observations showed that 
the structure was not damaged. In another similar project, 

Croci retrofit a building damaged by the 1997 earthquake 

in Assisi, Italy, with super-elastic SMAs [2]. DesRoches 

et al. [3] Studied the properties of wires and rods made of 

shape memory alloys composed of nickel and titanium 

alloys to determine the effects of rod size, loading 

history, and loading rate on the amount of energy 

dissipation, self-centering ability, and stress of shift 

phase. Sayyaadi and Zakerzadeh [4] also examined SMA 

wires. Kim et al. [5] suggested a type of steel damper to 

improve the seismic of existing structures. The damper 

was fixed at one end and free at another end, resulting in 

behaviour like a cantilever. Lu et al. [6] Examined three 

systems of structures resistant to lateral forces. They 

conducted their research on a self-centering concrete 

frame exposed to a vibrating table, quasi-static loading 

on a concrete shear wall equipped with self-centering 

coupler beams, and a concrete shear wall equipped with 

replaceable members at the foot of the wall. All three 

structural systems performed effectively against lateral 

force. Kim et al. [7] examined steel cantilever dampers 
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under different conditions. The results showed that the 

damper in a small displacement yielded, and the 
behaviour of stable hysteresis and the loops' shape is 

close to a parallelogram, which indicates its high energy 

dissipation capacity. Ahn et al. [8] tested a concrete shear 

wall equipped with a steel cantilever damper and an 

isolator under quasi-static loading. In this study, four 

specimens with different loading conditions were used. 

One of the specimens was drifted at 2%, and the other 

three specimens were loaded in two stages. The results 

showed that with increasing the initial load drift, the 

deformation of the steel cantilever damper plastic 

increases, and the total energy dissipation in the second 

stage is significantly reduced; however, no severe 

damage was observed in the wall. Naeem et al. [9] built 

a hybrid energy dissipator by combining a memory alloy 

rod with a slotted steel plate. The results showed that the 

maximum drift between the floor and the displacement of 

the roof of the model structure equipped with a bar made 

of memory alloy is significantly reduced. Puentes and 

Palermo [10] examined braced concrete shear walls with 

and without steel bracing and SMA. The results showed 

that in the shear wall model equipped with bracing, 

resistance, energy dissipation, and displacement recovery 

increased, stiffness and strength degradation decreased. 

Liu and Jiang [11] tried to focus possible damage on the 

replaceable members at the corners of the concrete shear 

wall. The results showed that lateral load-bearing 

capacity, ductility, and energy dissipation capacity 

increased. Liu and Jiang [12] modelled a concrete shear 

wall with replaceable members at the corners of the wall's 

foot with different compressive axial force ratios in 

ABAQUS software. The results showed that walls 

equipped with replaceable members with a larger axial 

load ratio, larger load capacity, and larger deformation. 

Chen et al. [13] Examined a concrete shear wall equipped 

with a coupler beam and replaceable members at the 

wall's foot using numerical modelling. In general, shear 

walls equipped with replaceable members have been 

shown to dissipate energy better. Puentes and Palermo 

[14] developed a bracing system consisting of a nickel-

titanium super-elastic memory alloy under tensile force 

to improve the fat shear concrete wall. This study focused 

on 1.3-scale walls representing concrete shear walls 

before the 1970s that are prone to shear slippage and 

oblique cracking. The results showed that walls equipped 

with shaped memory alloy bracing improved seismic 

performance, including lateral resistance capacity, 

ductility, energy dissipation, and displacement recovery. 

Wang and Zhu [15] explored the possibility of using 

super-elastic memory alloy bars to access the self-

centering reinforced concrete walls. In this study, 

modelling and nonlinear analysis were performed using 

the OpenSees finite element program and compared with 

laboratory results. The results show that although the 

self-centered reinforced concrete walls dissipation 

relatively less energy through hysteresis loops, almost no 

residual deformation remains after cyclic loading with a 
maximum drift of 2.5%. NourEldin et al. [16] used a 

slotted steel damper equipped with a shaped memory rod 

in a steel frame with eccentric bracing and analyzed the 

fragility and cost-effectiveness of the life cycle. The 

results showed that the frame equipped with a hybrid 

damper had a lower seismic response than the frame with 

a slotted damper due to the increase in seismic 

performance due to the extra stiffness, energy 

dissipation, and self-centering ability provided by the 

SMA rod. The results also showed that the life cycle cost 

of frames equipped with hybrid dampers was lower 

compared to frames without slotted dampers, although 

the initial costs of hybrid dampers were higher than those 

of slotted dampers. Wang et al. [17] investigated the 

connection of a beam to a steel column using a shaped 

memory alloy. It was observed that the hysteresis 

diagram is stable and has good ductility and energy 

dissipation. Falahian et al. [18] investigated the seismic 

performance of a steel frame equipped with a self-

centering damper. The results showed that the proposed 

damper limits the residual drifts. Issa and Alam [19] 

evaluate steel frames equipped with  Buckling Restrained 

Bracing (BRB), Piston Based Self Centering (PBSC) 

bracing, and Friction Spring Based Piston Bracing 

(SBPB). The results showed that frames equipped with 

SBPB and PBSC performed better than frames equipped 

with BRB. Bogdanovic et al. [20] evaluated steel 

structures with and without prestressed viscous dampers. 

The results showed that using this damper, the structural 

responses are reduced by 10 to 70% . Kamaludin et al. 

[21] evaluated three concrete frame structures equipped 

with three types of viscoelastic, friction, and BRB 

dampers. It was found that viscoelastic dampers perform 

better than the other two dampers. Alavi et al. [22] 

developed and presented a combined framework of 

control-structural optimization. Fathizadeh et al. [23] 

proposed a new system called " curved damper 

truss moment frame", and it was found that the 

proposed system satisfies the requirements of the FEMA 

P695 code. Aydin et al. [24] investigated the effect of 

soil-structure interaction on viscous dampers . 
Barkhordari and Tehranizadeh [25] evaluated the effect 

of tuned mass damper (TMD), viscous damper, friction 

damper, and lead core rubber bearing in damage control 

and seismic response of high-rise structures equipped 

with a concrete shear wall. Hosseinnejad et al. [26] 

studied the load-bearing capacity of the post-tensioned 

tapered steel beams by shaped memory alloy (SMA) 

tendons. Heydari and Gerami [27] investigated the 

approach of moment frames with conventional welded 

connections using a reversible system. Pourzangbar et al. 

[28]  investigated the effect of different viscous damper 

configurations on the performance of steel frames. 
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Shojaeifar et al. [1] evaluated the performance of 

triangular added damping  and stiffness (TADAS) 

dampers in combination with curved dampers (Curved-

TADAS damper) in moment resisting steel frame 

(MRSF).The combination of nickel and titanium shapes 

memory alloys with two unique behaviours: super-elastic 

and shape memory. This behaviour results in them being 

able to withstand large strains of about 8% without 

creating residual strains. Also, nitinol alloy has excellent 

corrosion and fatigue resistance, which means that it does 

not need to be replaced under cyclic loads such as 

earthquakes. 

In this study, due to the model's complexity, three 

reference papers [3, 7, 8] were utilized to evaluate the 

results of numerical modelling of SMA rods, steel 

dampers, and concrete shear walls equipped with steel 

dampers and isolator. Various numerical modelling, 

including material modelling, assume, behavioural 

models, elements used, and solution methods, different 

experimental results were discussed and interpreted with 

a numerical model. Also, the proposed system of design 

steel cantilever damper and SMA rod with different 

angles were examined. 
 
 
2. SHAPE MEMORY ALLOY AND CANTILEVER 
DAMPER 
 
Shaped-memory alloys are known as intelligent materials 

due to their unique properties. With the combination of 

different materials, this alloy can be produced that NiTi 

is one of the most widely used compounds due to its 

ability to withstand large strains of about 8%. The 

memory alloy is composed of two crystalline structures, 

austenite and martensite. The austenite phase is stable at 

high temperature, and low stress, which leads to super-

elastic behaviour, and the martensite phase is stable at 

low temperature and high stress, which produces a shape 

memory behaviour. Due to its ability to change from one 

phase to another by applying temperature and stress, this 

alloy can change the residual shapes to zero. 

Cantilever dampers are a type of slotted damper with 

one end fixed and the other end free. These dampers have 

deformation inside the plate and high elastic stiffness, 

and their geometry reduces the strain concentration due 

to the reduction of width to the free end. As shown in 

Figure 1, due to its optimized geometry, it is much more 

economical than other types of dampers [7]. 
 
 

3. NUMERICAL MODELLING AND 
INTERPRETATION OF RESULTS 
 
3. 1. Numerical Modelling of Sma Rods, Validation 
with Experimental Results          The experimental 

research of  DesRoches et al. [3] was selected for 

validation on the numerical modelling. For boundary 

conditions, all degrees of freedom of the two ends, except 

for the displacement in the axial direction for the left end, 

was restrained. The loading was applied in a cyclic 

pattern in the tensile direction. Also, mesh with 

dimensions of 1, 2, 3, and 4 mm (corresponds to 1-SMA, 

2-SMA, 3-SMA and 4-SMA numerical models)  was 

employed. Figures 2 show the loading protocol of the 

SMA rod for simulation. 

As shown in Figure 3, the SMA rod's stress decreases 

at the same strains for larger mesh models than for 

smaller mesh, although the results have converged in the 

3-SMA and 4-SMA models. Table 1 compares the 

maximum numerical stress of SMA rods with 

experimental. In addition to the closeness of results, the 

solution time is also an important issue. So, the 2-SMA 

model with 331 seconds of solving time was selected.  
 
3. 2. Numerical Modelling of Steel Damper, 
Verification with Experimental Results       
Experimental research of Kim et al. [7] was chosen to 

validate the performance of steel dampers. In the 

experimental specimen, the damper is connected to the 

rigid frame by two strong members on the left and right. 

For numerical modelling, boundary conditions were 

applied directly to the plates. Loading was applied to a 

reference point which restrained to the left plate by the 

coupling constraint. For the right plate, all degrees of 

freedom were fully constrained. Two types of isotropic  

 

 

 
Figure 1. Cantilever damper [7] 

 

 

 
Figure 2. SMA bar loading protocol [3] 
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Figure 3. Comparison of stress-strain diagram of SMA rod of the experimental specimen with numerical modelling 

 

 
TABLE 1. Comparison of experimental results and numerical modelling of SMA rod 

Specimen Experimental model 1-SMA 2-SMA 3-SMA 4-SMA 

Maximum 

stress(MPa) 

Drift(%2) 389 397 384 362 362 

Drift(%3) 405 409 396 373 373 

Drift(%4) 417 419 405 382 382 

Drift(%5) 436 430 416 392 392 

Drift(%6) 486 481 467 443 445 

Solving time(second) - 1650 331 117 123 

 
 

and combined hardening were employed for numerical 

modelling. The bolts at the damper's right end were 

neglected in modelling and attached to the tie plate. The 

pins were rigidly modelled for simplification. Figures 4 

and 5 show the boundary conditions and damper finite 

element mesh. 

As shown in Figure 6, in isotropic stiffening 

specimens, larger hysteresis loops have been formed than 

in the experimental specimen. In the inelastic region, 

specimens constrained in the Y direction, the force- 

displacement diagram has revealed a steeper slope than 

 

 

 
Figure 4. Steel damper boundary conditions [7] 

 
Figure 5. Damper finite element mesh 

 
 

 

the experimental model. Nevertheless, the model 

combine stiffening and accessible in the Y direction fits 

well with the experimental findings. In Table 2, the 

numerical results with combined stiffening and free in the 

Y direction have been compared with the experimental 

results. 

Figure 7 shows the Mises stress contours of the 

damper. In models released in the Y direction, stress 

concentration is observed at the bottom of the damper, 

indicating a rupture formed in this position. 
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Figure 6. Comparison of force-displacement diagram of steel damper, experimental via numerical results 

 

 
TABLE 2. Comparison of 1-Damper specimen with the experimental data 

Difference Experimental 1-Damper Specimen 

-4.94 2.63 2.5 Yield displacement (mm) 

-11.44 108.40 96 Yield force (kN) 

-6.84 41.22 38.4 Initial stiffness (kN/mm) 

-1.07 151.30 149.68 Second stiffness (kN) 

 

 

  
(b) 2-Damper (a) 1-Damper 

  
(d) 4-Damper (c) 3-Damper 

Figure 7. Mises stress contours in damper -54 mm displacement of (in MPa) 
 

 
 

3. 3. Numerical Modelling of Shear Wall Equipped 
with Steel Damper and Seismic Isolator, 
Verification with Experimental Results        
 

Experimental research of Ahn et al. [8] was selected to 

verify the numerical modelling of concrete shear wall 

equipped with an isolator and steel damper. Figure 8 

shows the configuration of the wall equipped with a 

damper and seismic separator. Isolator rubber with 

different values was modelled to validate the Poisson 

ratio. The concrete was modelled elastic. The effect of 

cracking on the stiffness of the structure was considered 

using a cracking coefficient of 0.5. Tables 3 and 4 show 

the specifications of concrete and rubber materials. 
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(a) Experimental modelling [8] (b) Numerical modelling 

Figure 8. configuration of the wall equipped with damping and seismic separator 
 

 
TABLE 3. Specifications of concrete materials 

2400   Density (kg/m3) 

30 Specified strength (MPa) 

26154 Modulus of elasticity (MPa) 

13077 Modulus of crack elasticity (MPa) 

0.15 poisson's ratio 

 

TABLE 4. Specifications of rubber materials 

D1 

(mm2/N) 

C10 

(N/mm2) 

K 

(N/mm2) 

G 

(N/mm2) 

KH 

(N/mm) 

Poisson's 

ratio 

0.0097 0.2062 206.0555 0.4124 58 0.4990 

0.0068 0.2062 294.4239 0.4124 58 0.4993 

0.0049 0.2062 412.2484 0.4124 58 0.4995 

As shown in Figure 9 and Table 5, the maximum force 

and dissipated energy decrease by decreasing the Poisson 

ratio, and the residual displacement increases. The model 

with Poisson's ratio of 0.4993 is in good agreement with 

the experimental results; therefore, Poisson's ratio of 

0.4993 was used to model the rubbers. 

Experimental diagrams were compared with the 

numerical model in Figures 10 to 13 as well as Tables 6 

to 8. The absence of the columns on both sides of the wall 

in the numerical model is responsible for differences in 

results of numerical models compared to experiments. 

There is also a distance between the hole and the pins 

connecting the column to the frame. Such detail has not 

been simulated in numerical modelling and causes the 

negligible pinching phenomenon in cyclic behaviour. 
 

 

 
Figure 9. Comparison of force-drift diagram, experimental result vs. numerical finding 
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TABLE 5. Comparison of  models with different Poisson ratios vs. the experimental results 

Residual displacement 

difference (%) 

Residual 

displacement (mm) 

Dissipated energy 

difference (%) 

Dissipated 

energy (kN.m) 

Maximum force 

difference (%) 

Maximum 

force (kN) 
Specimen 

0 -31.59 0 49 0 136 Experimental 

-7.28 -29.29 -15.45 41.43 -11 121 1-Wall 

-0.41 -31.46 -0.45 48.78 -1.47 134 2-Wall 

6.04 -33.5 16 56.84 9.5 149 3-Wall 

 

 

   
Figure 12. Wall's rigid body 

rotation diagram in 2-Wall 

specimen force-displacement 

diagram in 2-Wall specimen, 

Experimental via numerical results 

Figure 11. Wall force-displacement diagram 

in 2-Wall specimen, Experimental via 

numerical results force-displacement 

diagram in 2-Wall specimen, Experimental 

via numerical results 

Figure 10. Dampers force-displacement 

diagram in 2-Wall specimen, Experimental 

via numerical results 

 

 

 
Figure 13. Comparison of damper cumulative displacement-strain diagram with numerical results in 2-Wall specimen 

 

 
TABLE 6. Comparison of force-displacement results of 2-Wall specimen with the experimental model 

Left maximum 

displacement difference (%) 
Maximum displacement in 

left side (mm) 

Right maximum 

displacement difference (%)  
Maximum displacement in 

right side (mm)  Specimen 

0 -33 0 25 Experimental 

-6.06 -31 24 31 2-Wall 

 

 
TABLE 7. Comparison of 2-Wall specimen wall deformation results with the experimental model 

Left maximum displacement 

difference (%) 
Maximum displacement 

in left side (mm) 

Right maximum 

displacement difference (%)  
Maximum displacement 

in right side (mm) Specimen 

0 -7.38 0 6.62 Experimental 

38.35 -10.21 56.89 10.32 2-Wall 
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TABLE 8. Comparison of 2-Wall rigid body rotation result with the experimental model 

Left maximum displacement 

difference (%) 
Maximum displacement 

in left side (mm) 

Right maximum 

displacement difference (%)  
Maximum displacement 

in right side (mm) Specimen 

0 -13.40 0 14.90 Experimental 

-5.52 -12.66 -14.63 12.72 2-Wall 

 

 

Earthquake foreshock was taken into account in two 

stages. For the first step, 1%, 1.5%, and 2% of drift were 

applied to the specimens. 2%  of drift was considered for 

the second stage as the main earthquake. Force-drift 

diagrams are presented in Figures 14 to 16. 

The diagrams' difference is due to the seismic 

isolator's performance in the numerical model. However, 

the poor performance of the seismic isolator is maybe due 

to simplification in the simulation of elastic concrete 

behaviour and absence of columns in the numerical 

model; it has not been considered on both sides of the 

wall. Propagation of cracks in the concrete has caused 

pinching phenomena in cyclic response. There is also a 

difference between the hole and the pins connecting the 

column to the frame, which has led to differences in 

experimental results and numerical modelling. Figure 17 

shows the seismic isolator deformation for 2% drift. 

Figure 18 shows the damper deformation compared to the 

experimental results in different drifts. As can be seen, in 

drift 2%, numerical deformation matches the 

experimental specimen. However, with increasing drift, 

there is a difference between the deformation of 

numerical models and corresponding experimental 

results due to high seismic isolator deformation in the 

numerical model compared to the experimental. 

 

3. 4. Performance Evaluation of Shear Wall 
Equipped with a Damper, Seismic Isolator and 
Sma Rod          In this study, the effect of SMA rod with 

angles of 30, 45, and 60 degrees on the performance of 

concrete shear wall equipped with steel cantilever 

damper and seismic isolator was also evaluated. Due to 

the buckling in the slender members, the rod was attached 

to the damper so that it was only stretched. Figure 19 

reveals the SMA rod assembly with a 30-degree angle to 

the damper. 

Figure 20 presents the force-drift diagram. Table 9 

shows the comparison of the models. In the model with 2 

rods at an angle of 30 degrees, the displacement of 

residual has the most significant decrease, and in the 

model with 2 rods at an angle of 60 degrees, the 

dissipated energy has the highest increase. The results 

also prove that by increasing the angle of the rod, the 

maximum force decreases, and the dissipated energy as 

well as the residual displacement increases. 

 
 

   
Figure 16. Force-drift diagram of the 

experimental via numerical model - 2% 

and 2% drift 

Figure 15. Comparison of force-drift 

diagram -experimental via numerical 

model - 1.5% and 2% drift 

Figure 14. Comparison of force-drift 

diagram - experimental - via numerical model 

- 1% and 2% drift 
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Figure 17. Deformation of the seismic isolator in the 6-Wall specimen 

    
Figure 18. Comparison of experimental specimen deformation with numerical in 2% drift 

 

 

 
Figure 19. Specimen assembly 1-Wall-SMA 

 

 

   
(c) specimen 3-Wall-SMA (b) specimen 2-Wall-SMA (a) specimen 1-Wall-SMA 

Figure 20. Force-drift diagram of wall model equipped with steel plan damper, seismic isolator, and SMA rod 
 

 
TABLE 9. Comparison of specimens with SMA rods 

Residual 

displacement 

(mm) 

Dissipated 

energy 

(kN.m) 

Maximum 

force (kN) 
Specimen 

-29.28 46.57 143.853 1-Wall-SMA 

-29.67 47.06 142.342 2-Wall-SMA 

-30.22 47.68 139.921 3-Wall-SMA 

 

 

Figures 21 to 23 compare a specimen's results with 2 

SMA rods and a specimen without SMA rods. In the 

specimen with 2 SMA rods at an angle of 30 degrees 

compared to the specimen without SMA rods, the 

maximum force increases by 7.35%, the dissipated 

energy decreases by 4.53%, and the residual 

displacement decreases by 6.93%.  In the specimen with 

2 SMA rods at an angle of 45 degrees compared to the 

specimen without SMA rods, the maximum force 

increases by 6.23%, the dissipated energy decreases by 

3.53%, and the residual displacement decreases by 

5.69%. In the specimen with 2 SMA rods at an angle of 

60 degrees compared to the specimen without SMA rods, 

the maximum force increases by 4.42%, the dissipated 

energy decreases by 2.26%, and the residual 

displacement decreases by 3.94%. The results exhibit 

that despite the SMA rod's positive effect, which leads to 

an increase in maximum force and a decrease in residual 

displacement, the dissipated energy decreases. 

The effect of 4 SMA bars with an angle of 30 degrees 

on the structural system's behaviour was also examined. 

Figure 24 offers the assembly of 4 SMA bars with an 

angle of 30 degrees to the steel damper. Figure 25 

demonstrates the hysteresis diagram for the specimen 

with 4 SMA bars, and in Figure 26 to 28, the results of 

the model without SMA bars and with 2 and 4 SMA bars 

are compared. Based on the findings, the maximum force 
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in the specimen with 4 SMA rods compared to the 

specimen with 2 SMA rods and without SMA rods 

increases by 6.38% and 14.20%, respectively, and the 

dissipated energy by 4.4% and 8.73%, respectively, and 

the residual displacement by It decreases by 7.31% and 

13.73%. 
 

 

   
Figure 23. Comparison of residual 

displacement for the specimen with SMA 

rod and without SMA rod 

Figure 22. Comparison of dissipated 

energy for the specimen with SMA rod and 

without SMA rod 

Figure 21. Comparison of maximum 

force for the specimen with SMA rod 

and without SMA rod 
 

 

 
Figure 24. Specimen assembly 4-Wall-SMA 

 

 

  
Figure 25. Force-drift diagram - 4-Wall-SMA 

 

Figure 26. Comparison of maximum force for specimens with 2 

and 4 SMA bars and without SMA bars 

 

  
Figure 27. Comparison of residual displacements for 

specimens with 2 and 4 SMA bars and without SMA bars 
Figure 28. Comparison of dissipated energy for specimens with 

2 and 4 SMA rods and without SMA rods 
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4. CONCLUSION 
 

The most important findings of the present study are 

summarised as follows. 

1. Steel dampers were modelled with isotropic, 

combined hardness, restrain and free in Y coordinate, 

respectively. Models with isotropic hardening revealed 

larger hysteresis loops than the experimental specimen. 

Moreover, in the specimens restrained in the Y direction, 

the force-displacement diagram had a steeper slope in the 

inelastic region than the experimental specimen. The 

model with combined hardening and release in the Y 

direction fits well with the experimental data. 

2. Seismic isolator rubbers were modelled with 

Poisson's ratios of 0.4990, 0.4993, and 0.4995. The 

model with Poisson's ratio of 0.4993 compared well to 

the experimental specimen in maximum force and 

dissipated energy had a difference of -1.47 and -0.45%, 

respectively. 

3. The effect of earthquake foreshock loading was 

simulated in two stages, including 1%, 1.5%, and 2% 

drift for the first and 2% drift for the second stage. The 

results demonstrate that the proposed model could not 

simulate these types of loads due to the poor performance 

of the seismic separator. 

4. Three specimens were modelled with 30, 45, 

and 60-degree of SMA rod angles to investigate the SMA 

rod's efficiency. The results illustrated that with 

increasing rod angle, the maximum force decreases, and 

the dissipated energy and the residual displacement 

increased. 

5. Comparing the results of specimens with SMA 

rods and without SMA rods showed that despite the 

positive effect of SMA rods to increase in the maximum 

force and a decrease in residual displacement, the 

dissipated energy had been decreased. The results also 

showed that in the specimen with four SMA rods 

compared to the sample with two SMA rods and without 

SMA rods, the maximum force increases by 6.38 and 

14.20%, respectively, the dissipated energy by 4.4 and 

8.73%, respectively, and the residual displacement 

decrease by 7.31 and 13.73%, respectively. 
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Persian Abstract 

 چکیده

کرنش   یدار شکلحافظه  اژیبزرگ، آل یهاتا در کرنش  شودی رفتار باعث م  نی است؛ ا یمنحصر به فرد رفتار ابر کشسان و حافظه شکل  تیقابل یدارا ( SMA)یشکل دارفظهحا اژیآل

 یادیز  یاستهلاک انرژ  تیگونه دارد و قابل  پرچمدر رفتار ابرکشسان شکل    یدار شکلحافظه  اژیکرنش آل  -رفتار تنش  ت،یمز  نیدر حدود صفر داشته باشد. در کنار ا  یپسماند

  وار یدو عضو در د  نیحاضر عملکرد کاربرد هم زمان ا  ق یدر تحق  ،یفلز  یرهاراگیجبران ضعف ذکر شده در م  یباشد. برا  ینم  ی فلز  راگری شدن با م  نیگزینداشته و قابل جا

قرار گرفته    ینوآورانه مورد بررس  یالرزه  ستمیس   کی( به عنوان  SMA  لهیو م  یفولاد  یاطره   راگر ی)م  یب یترک  راگریقرار گرفته است و عملکرد م  یبتن مسلح مورد بررس  یبرش

پرداخته شده است. به منظور داشتن درک جامع از    ی شگاهیمدل آزما  3کامل    یخصوص به صحت سنج  ن یدر نرم افزار آباکوس انجام شده است. در ا  یعدد  یاست. مدلساز

مختلف سازه   یقسمت ها  یمکان ها  رییکرنشها و تغ   خچهیاکتفا نشده است وتار  رمکانیی تغ -رویرفتار ن  سهیتنها به مقا  ی، در قسمت صحت سنجی عدد  یمدلساز  جیصحت نتا

  ی هامدل  لح،مصا  یمدلساز  ات یاعم از فرض  یعدد  یگوناگون مدلساز  یهاجنبه   نیقرار گرفته است. همچن  یانتقاد  سهیمورد مقا  یبا مدل عدد  یشگاهیحاصل از مدل آزما

 ی روین  SMA  لهیم  هیزاو  شینشان دادند با افزا  جیقرار گرفته است. نتا  ریث و تفسمورد بح  یشگاهیآزما  جیبا نتا  سهیحل در مقا  یهامورد استفاده و روش  یهاالمان  ،یرفتار

  ر ینشان دادند برخلاف تاث  SMA  له یو نمونه با م  SMA  له ینمونه بدون م  ج ینتا  سهیمقا  ن،ی. علاوه براابدیی م  شیمستهلک شده افزا  ی پسماند و انرژ  ییجاحداکثر کاهش و جابه

 . ابدییمستهلک شده کاهش م یانرژ شود،یپسماند م ییجاحداکثر و کاهش جابه روین شیافزاکه منجر به  SMA لهیمثبت م
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A B S T R A C T  
 

 

The performance of simultaneous application of steel cantilever damper and Shape Memory Alloy 

(SMA) rods in the reinforced concrete (RC) shear wall was investigated. In this regard, the critical 

numerical validation of three full-scale experimental models were distinctly performed and the results 
were analyzed. Various aspects of numerical modelling, including material modelling assumptions, 

behavioural models, elements, and solution methods were compared with experimental results. 

Specimens considering SMA rods as well as steel cantilever damper were numerically investigated. The 
results illustrated that with increasing the SMA rod angle, the maximum force was decreased, and the 

residual displacement and dissipated energy was improved. Also, comparing the specimen results 

without the SMA rods and the specimen with the SMA rods showed that despite the positive effect of 
the SMA rods, which leads to an increase in maximum force and reduction of residual displacement, the 

dissipated energy was decreased. 

doi: 10.5829/ije.2021.34.07a.08 
 

 
1. INTRODUCTION1 
 
The use of steel dampers is one of the passive control 

methods against earthquakes, which has expanded due to 

economic and production advantages. In this method, by 

damper inelastic behaviour, energy is dissipated, and by 

concentrating the damage in it, damage to other members 

is prevented. It is also easy to replace this type of damper 

[1]. In addition to structural damage that leads to the 

unusability of the structure, residual displacement also 

causes residents' insecurity. 
Due to shaped memory alloy features, researchers 

have studied their performance in the structure in recent 

years. The first known example of using a shaped 

memory alloy in a structure dates back to the repair of the 

bell tower of the Church of San Georgia in the Trignano 

region of Italy. The tower was damaged by a 4.8 

magnitude earthquake in 1996. To repair, four vertical 

prestressed steel bars with SMA were placed in the inner 

corners to increase the structure's flexural strength. SMA 

machine was made of 60 wires with a diameter of 1 mm 

and a length of 300 mm. In 2000, the structure was hit by 
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a 4.5 magnitude earthquake; observations showed that 
the structure was not damaged. In another similar project, 

Croci retrofit a building damaged by the 1997 earthquake 

in Assisi, Italy, with super-elastic SMAs [2]. DesRoches 

et al. [3] Studied the properties of wires and rods made of 

shape memory alloys composed of nickel and titanium 

alloys to determine the effects of rod size, loading 

history, and loading rate on the amount of energy 

dissipation, self-centering ability, and stress of shift 

phase. Sayyaadi and Zakerzadeh [4] also examined SMA 

wires. Kim et al. [5] suggested a type of steel damper to 

improve the seismic of existing structures. The damper 

was fixed at one end and free at another end, resulting in 

behaviour like a cantilever. Lu et al. [6] Examined three 

systems of structures resistant to lateral forces. They 

conducted their research on a self-centering concrete 

frame exposed to a vibrating table, quasi-static loading 

on a concrete shear wall equipped with self-centering 

coupler beams, and a concrete shear wall equipped with 

replaceable members at the foot of the wall. All three 

structural systems performed effectively against lateral 

force. Kim et al. [7] examined steel cantilever dampers 
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under different conditions. The results showed that the 

damper in a small displacement yielded, and the 
behaviour of stable hysteresis and the loops' shape is 

close to a parallelogram, which indicates its high energy 

dissipation capacity. Ahn et al. [8] tested a concrete shear 

wall equipped with a steel cantilever damper and an 

isolator under quasi-static loading. In this study, four 

specimens with different loading conditions were used. 

One of the specimens was drifted at 2%, and the other 

three specimens were loaded in two stages. The results 

showed that with increasing the initial load drift, the 

deformation of the steel cantilever damper plastic 

increases, and the total energy dissipation in the second 

stage is significantly reduced; however, no severe 

damage was observed in the wall. Naeem et al. [9] built 

a hybrid energy dissipator by combining a memory alloy 

rod with a slotted steel plate. The results showed that the 

maximum drift between the floor and the displacement of 

the roof of the model structure equipped with a bar made 

of memory alloy is significantly reduced. Puentes and 

Palermo [10] examined braced concrete shear walls with 

and without steel bracing and SMA. The results showed 

that in the shear wall model equipped with bracing, 

resistance, energy dissipation, and displacement recovery 

increased, stiffness and strength degradation decreased. 

Liu and Jiang [11] tried to focus possible damage on the 

replaceable members at the corners of the concrete shear 

wall. The results showed that lateral load-bearing 

capacity, ductility, and energy dissipation capacity 

increased. Liu and Jiang [12] modelled a concrete shear 

wall with replaceable members at the corners of the wall's 

foot with different compressive axial force ratios in 

ABAQUS software. The results showed that walls 

equipped with replaceable members with a larger axial 

load ratio, larger load capacity, and larger deformation. 

Chen et al. [13] Examined a concrete shear wall equipped 

with a coupler beam and replaceable members at the 

wall's foot using numerical modelling. In general, shear 

walls equipped with replaceable members have been 

shown to dissipate energy better. Puentes and Palermo 

[14] developed a bracing system consisting of a nickel-

titanium super-elastic memory alloy under tensile force 

to improve the fat shear concrete wall. This study focused 

on 1.3-scale walls representing concrete shear walls 

before the 1970s that are prone to shear slippage and 

oblique cracking. The results showed that walls equipped 

with shaped memory alloy bracing improved seismic 

performance, including lateral resistance capacity, 

ductility, energy dissipation, and displacement recovery. 

Wang and Zhu [15] explored the possibility of using 

super-elastic memory alloy bars to access the self-

centering reinforced concrete walls. In this study, 

modelling and nonlinear analysis were performed using 

the OpenSees finite element program and compared with 

laboratory results. The results show that although the 

self-centered reinforced concrete walls dissipation 

relatively less energy through hysteresis loops, almost no 

residual deformation remains after cyclic loading with a 
maximum drift of 2.5%. NourEldin et al. [16] used a 

slotted steel damper equipped with a shaped memory rod 

in a steel frame with eccentric bracing and analyzed the 

fragility and cost-effectiveness of the life cycle. The 

results showed that the frame equipped with a hybrid 

damper had a lower seismic response than the frame with 

a slotted damper due to the increase in seismic 

performance due to the extra stiffness, energy 

dissipation, and self-centering ability provided by the 

SMA rod. The results also showed that the life cycle cost 

of frames equipped with hybrid dampers was lower 

compared to frames without slotted dampers, although 

the initial costs of hybrid dampers were higher than those 

of slotted dampers. Wang et al. [17] investigated the 

connection of a beam to a steel column using a shaped 

memory alloy. It was observed that the hysteresis 

diagram is stable and has good ductility and energy 

dissipation. Falahian et al. [18] investigated the seismic 

performance of a steel frame equipped with a self-

centering damper. The results showed that the proposed 

damper limits the residual drifts. Issa and Alam [19] 

evaluate steel frames equipped with  Buckling Restrained 

Bracing (BRB), Piston Based Self Centering (PBSC) 

bracing, and Friction Spring Based Piston Bracing 

(SBPB). The results showed that frames equipped with 

SBPB and PBSC performed better than frames equipped 

with BRB. Bogdanovic et al. [20] evaluated steel 

structures with and without prestressed viscous dampers. 

The results showed that using this damper, the structural 

responses are reduced by 10 to 70% . Kamaludin et al. 

[21] evaluated three concrete frame structures equipped 

with three types of viscoelastic, friction, and BRB 

dampers. It was found that viscoelastic dampers perform 

better than the other two dampers. Alavi et al. [22] 

developed and presented a combined framework of 

control-structural optimization. Fathizadeh et al. [23] 

proposed a new system called " curved damper 

truss moment frame", and it was found that the 

proposed system satisfies the requirements of the FEMA 

P695 code. Aydin et al. [24] investigated the effect of 

soil-structure interaction on viscous dampers . 
Barkhordari and Tehranizadeh [25] evaluated the effect 

of tuned mass damper (TMD), viscous damper, friction 

damper, and lead core rubber bearing in damage control 

and seismic response of high-rise structures equipped 

with a concrete shear wall. Hosseinnejad et al. [26] 

studied the load-bearing capacity of the post-tensioned 

tapered steel beams by shaped memory alloy (SMA) 

tendons. Heydari and Gerami [27] investigated the 

approach of moment frames with conventional welded 

connections using a reversible system. Pourzangbar et al. 

[28]  investigated the effect of different viscous damper 

configurations on the performance of steel frames. 
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Shojaeifar et al. [1] evaluated the performance of 

triangular added damping  and stiffness (TADAS) 

dampers in combination with curved dampers (Curved-

TADAS damper) in moment resisting steel frame 

(MRSF).The combination of nickel and titanium shapes 

memory alloys with two unique behaviours: super-elastic 

and shape memory. This behaviour results in them being 

able to withstand large strains of about 8% without 

creating residual strains. Also, nitinol alloy has excellent 

corrosion and fatigue resistance, which means that it does 

not need to be replaced under cyclic loads such as 

earthquakes. 

In this study, due to the model's complexity, three 

reference papers [3, 7, 8] were utilized to evaluate the 

results of numerical modelling of SMA rods, steel 

dampers, and concrete shear walls equipped with steel 

dampers and isolator. Various numerical modelling, 

including material modelling, assume, behavioural 

models, elements used, and solution methods, different 

experimental results were discussed and interpreted with 

a numerical model. Also, the proposed system of design 

steel cantilever damper and SMA rod with different 

angles were examined. 
 
 
2. SHAPE MEMORY ALLOY AND CANTILEVER 
DAMPER 
 
Shaped-memory alloys are known as intelligent materials 

due to their unique properties. With the combination of 

different materials, this alloy can be produced that NiTi 

is one of the most widely used compounds due to its 

ability to withstand large strains of about 8%. The 

memory alloy is composed of two crystalline structures, 

austenite and martensite. The austenite phase is stable at 

high temperature, and low stress, which leads to super-

elastic behaviour, and the martensite phase is stable at 

low temperature and high stress, which produces a shape 

memory behaviour. Due to its ability to change from one 

phase to another by applying temperature and stress, this 

alloy can change the residual shapes to zero. 

Cantilever dampers are a type of slotted damper with 

one end fixed and the other end free. These dampers have 

deformation inside the plate and high elastic stiffness, 

and their geometry reduces the strain concentration due 

to the reduction of width to the free end. As shown in 

Figure 1, due to its optimized geometry, it is much more 

economical than other types of dampers [7]. 
 
 

3. NUMERICAL MODELLING AND 
INTERPRETATION OF RESULTS 
 
3. 1. Numerical Modelling of Sma Rods, Validation 
with Experimental Results          The experimental 

research of  DesRoches et al. [3] was selected for 

validation on the numerical modelling. For boundary 

conditions, all degrees of freedom of the two ends, except 

for the displacement in the axial direction for the left end, 

was restrained. The loading was applied in a cyclic 

pattern in the tensile direction. Also, mesh with 

dimensions of 1, 2, 3, and 4 mm (corresponds to 1-SMA, 

2-SMA, 3-SMA and 4-SMA numerical models)  was 

employed. Figures 2 show the loading protocol of the 

SMA rod for simulation. 

As shown in Figure 3, the SMA rod's stress decreases 

at the same strains for larger mesh models than for 

smaller mesh, although the results have converged in the 

3-SMA and 4-SMA models. Table 1 compares the 

maximum numerical stress of SMA rods with 

experimental. In addition to the closeness of results, the 

solution time is also an important issue. So, the 2-SMA 

model with 331 seconds of solving time was selected.  
 
3. 2. Numerical Modelling of Steel Damper, 
Verification with Experimental Results       
Experimental research of Kim et al. [7] was chosen to 

validate the performance of steel dampers. In the 

experimental specimen, the damper is connected to the 

rigid frame by two strong members on the left and right. 

For numerical modelling, boundary conditions were 

applied directly to the plates. Loading was applied to a 

reference point which restrained to the left plate by the 

coupling constraint. For the right plate, all degrees of 

freedom were fully constrained. Two types of isotropic  

 

 

 
Figure 1. Cantilever damper [7] 

 

 

 
Figure 2. SMA bar loading protocol [3] 
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Figure 3. Comparison of stress-strain diagram of SMA rod of the experimental specimen with numerical modelling 

 

 
TABLE 1. Comparison of experimental results and numerical modelling of SMA rod 

Specimen Experimental model 1-SMA 2-SMA 3-SMA 4-SMA 

Maximum 

stress(MPa) 

Drift(%2) 389 397 384 362 362 

Drift(%3) 405 409 396 373 373 

Drift(%4) 417 419 405 382 382 

Drift(%5) 436 430 416 392 392 

Drift(%6) 486 481 467 443 445 

Solving time(second) - 1650 331 117 123 

 
 

and combined hardening were employed for numerical 

modelling. The bolts at the damper's right end were 

neglected in modelling and attached to the tie plate. The 

pins were rigidly modelled for simplification. Figures 4 

and 5 show the boundary conditions and damper finite 

element mesh. 

As shown in Figure 6, in isotropic stiffening 

specimens, larger hysteresis loops have been formed than 

in the experimental specimen. In the inelastic region, 

specimens constrained in the Y direction, the force- 

displacement diagram has revealed a steeper slope than 

 

 

 
Figure 4. Steel damper boundary conditions [7] 

 
Figure 5. Damper finite element mesh 

 
 

 

the experimental model. Nevertheless, the model 

combine stiffening and accessible in the Y direction fits 

well with the experimental findings. In Table 2, the 

numerical results with combined stiffening and free in the 

Y direction have been compared with the experimental 

results. 

Figure 7 shows the Mises stress contours of the 

damper. In models released in the Y direction, stress 

concentration is observed at the bottom of the damper, 

indicating a rupture formed in this position. 
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Figure 6. Comparison of force-displacement diagram of steel damper, experimental via numerical results 

 

 
TABLE 2. Comparison of 1-Damper specimen with the experimental data 

Difference Experimental 1-Damper Specimen 

-4.94 2.63 2.5 Yield displacement (mm) 

-11.44 108.40 96 Yield force (kN) 

-6.84 41.22 38.4 Initial stiffness (kN/mm) 

-1.07 151.30 149.68 Second stiffness (kN) 

 

 

  
(b) 2-Damper (a) 1-Damper 

  
(d) 4-Damper (c) 3-Damper 

Figure 7. Mises stress contours in damper -54 mm displacement of (in MPa) 
 

 
 

3. 3. Numerical Modelling of Shear Wall Equipped 
with Steel Damper and Seismic Isolator, 
Verification with Experimental Results        
 

Experimental research of Ahn et al. [8] was selected to 

verify the numerical modelling of concrete shear wall 

equipped with an isolator and steel damper. Figure 8 

shows the configuration of the wall equipped with a 

damper and seismic separator. Isolator rubber with 

different values was modelled to validate the Poisson 

ratio. The concrete was modelled elastic. The effect of 

cracking on the stiffness of the structure was considered 

using a cracking coefficient of 0.5. Tables 3 and 4 show 

the specifications of concrete and rubber materials. 
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(a) Experimental modelling [8] (b) Numerical modelling 

Figure 8. configuration of the wall equipped with damping and seismic separator 
 

 
TABLE 3. Specifications of concrete materials 

2400   Density (kg/m3) 

30 Specified strength (MPa) 

26154 Modulus of elasticity (MPa) 

13077 Modulus of crack elasticity (MPa) 

0.15 poisson's ratio 

 

TABLE 4. Specifications of rubber materials 

D1 

(mm2/N) 

C10 

(N/mm2) 

K 

(N/mm2) 

G 

(N/mm2) 

KH 

(N/mm) 

Poisson's 

ratio 

0.0097 0.2062 206.0555 0.4124 58 0.4990 

0.0068 0.2062 294.4239 0.4124 58 0.4993 

0.0049 0.2062 412.2484 0.4124 58 0.4995 

As shown in Figure 9 and Table 5, the maximum force 

and dissipated energy decrease by decreasing the Poisson 

ratio, and the residual displacement increases. The model 

with Poisson's ratio of 0.4993 is in good agreement with 

the experimental results; therefore, Poisson's ratio of 

0.4993 was used to model the rubbers. 

Experimental diagrams were compared with the 

numerical model in Figures 10 to 13 as well as Tables 6 

to 8. The absence of the columns on both sides of the wall 

in the numerical model is responsible for differences in 

results of numerical models compared to experiments. 

There is also a distance between the hole and the pins 

connecting the column to the frame. Such detail has not 

been simulated in numerical modelling and causes the 

negligible pinching phenomenon in cyclic behaviour. 
 

 

 
Figure 9. Comparison of force-drift diagram, experimental result vs. numerical finding 
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TABLE 5. Comparison of  models with different Poisson ratios vs. the experimental results 

Residual displacement 

difference (%) 

Residual 

displacement (mm) 

Dissipated energy 

difference (%) 

Dissipated 

energy (kN.m) 

Maximum force 

difference (%) 

Maximum 

force (kN) 
Specimen 

0 -31.59 0 49 0 136 Experimental 

-7.28 -29.29 -15.45 41.43 -11 121 1-Wall 

-0.41 -31.46 -0.45 48.78 -1.47 134 2-Wall 

6.04 -33.5 16 56.84 9.5 149 3-Wall 

 

 

   
Figure 12. Wall's rigid body 

rotation diagram in 2-Wall 

specimen force-displacement 

diagram in 2-Wall specimen, 

Experimental via numerical results 

Figure 11. Wall force-displacement diagram 

in 2-Wall specimen, Experimental via 

numerical results force-displacement 

diagram in 2-Wall specimen, Experimental 

via numerical results 

Figure 10. Dampers force-displacement 

diagram in 2-Wall specimen, Experimental 

via numerical results 

 

 

 
Figure 13. Comparison of damper cumulative displacement-strain diagram with numerical results in 2-Wall specimen 

 

 
TABLE 6. Comparison of force-displacement results of 2-Wall specimen with the experimental model 

Left maximum 

displacement difference (%) 
Maximum displacement in 

left side (mm) 

Right maximum 

displacement difference (%)  
Maximum displacement in 

right side (mm)  Specimen 

0 -33 0 25 Experimental 

-6.06 -31 24 31 2-Wall 

 

 
TABLE 7. Comparison of 2-Wall specimen wall deformation results with the experimental model 

Left maximum displacement 

difference (%) 
Maximum displacement 

in left side (mm) 

Right maximum 

displacement difference (%)  
Maximum displacement 

in right side (mm) Specimen 

0 -7.38 0 6.62 Experimental 

38.35 -10.21 56.89 10.32 2-Wall 
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TABLE 8. Comparison of 2-Wall rigid body rotation result with the experimental model 

Left maximum displacement 

difference (%) 
Maximum displacement 

in left side (mm) 

Right maximum 

displacement difference (%)  
Maximum displacement 

in right side (mm) Specimen 

0 -13.40 0 14.90 Experimental 

-5.52 -12.66 -14.63 12.72 2-Wall 

 

 

Earthquake foreshock was taken into account in two 

stages. For the first step, 1%, 1.5%, and 2% of drift were 

applied to the specimens. 2%  of drift was considered for 

the second stage as the main earthquake. Force-drift 

diagrams are presented in Figures 14 to 16. 

The diagrams' difference is due to the seismic 

isolator's performance in the numerical model. However, 

the poor performance of the seismic isolator is maybe due 

to simplification in the simulation of elastic concrete 

behaviour and absence of columns in the numerical 

model; it has not been considered on both sides of the 

wall. Propagation of cracks in the concrete has caused 

pinching phenomena in cyclic response. There is also a 

difference between the hole and the pins connecting the 

column to the frame, which has led to differences in 

experimental results and numerical modelling. Figure 17 

shows the seismic isolator deformation for 2% drift. 

Figure 18 shows the damper deformation compared to the 

experimental results in different drifts. As can be seen, in 

drift 2%, numerical deformation matches the 

experimental specimen. However, with increasing drift, 

there is a difference between the deformation of 

numerical models and corresponding experimental 

results due to high seismic isolator deformation in the 

numerical model compared to the experimental. 

 

3. 4. Performance Evaluation of Shear Wall 
Equipped with a Damper, Seismic Isolator and 
Sma Rod          In this study, the effect of SMA rod with 

angles of 30, 45, and 60 degrees on the performance of 

concrete shear wall equipped with steel cantilever 

damper and seismic isolator was also evaluated. Due to 

the buckling in the slender members, the rod was attached 

to the damper so that it was only stretched. Figure 19 

reveals the SMA rod assembly with a 30-degree angle to 

the damper. 

Figure 20 presents the force-drift diagram. Table 9 

shows the comparison of the models. In the model with 2 

rods at an angle of 30 degrees, the displacement of 

residual has the most significant decrease, and in the 

model with 2 rods at an angle of 60 degrees, the 

dissipated energy has the highest increase. The results 

also prove that by increasing the angle of the rod, the 

maximum force decreases, and the dissipated energy as 

well as the residual displacement increases. 

 
 

   
Figure 16. Force-drift diagram of the 

experimental via numerical model - 2% 

and 2% drift 

Figure 15. Comparison of force-drift 

diagram -experimental via numerical 

model - 1.5% and 2% drift 

Figure 14. Comparison of force-drift 

diagram - experimental - via numerical model 

- 1% and 2% drift 
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Figure 17. Deformation of the seismic isolator in the 6-Wall specimen 

    
Figure 18. Comparison of experimental specimen deformation with numerical in 2% drift 

 

 

 
Figure 19. Specimen assembly 1-Wall-SMA 

 

 

   
(c) specimen 3-Wall-SMA (b) specimen 2-Wall-SMA (a) specimen 1-Wall-SMA 

Figure 20. Force-drift diagram of wall model equipped with steel plan damper, seismic isolator, and SMA rod 
 

 
TABLE 9. Comparison of specimens with SMA rods 

Residual 

displacement 

(mm) 

Dissipated 

energy 

(kN.m) 

Maximum 

force (kN) 
Specimen 

-29.28 46.57 143.853 1-Wall-SMA 

-29.67 47.06 142.342 2-Wall-SMA 

-30.22 47.68 139.921 3-Wall-SMA 

 

 

Figures 21 to 23 compare a specimen's results with 2 

SMA rods and a specimen without SMA rods. In the 

specimen with 2 SMA rods at an angle of 30 degrees 

compared to the specimen without SMA rods, the 

maximum force increases by 7.35%, the dissipated 

energy decreases by 4.53%, and the residual 

displacement decreases by 6.93%.  In the specimen with 

2 SMA rods at an angle of 45 degrees compared to the 

specimen without SMA rods, the maximum force 

increases by 6.23%, the dissipated energy decreases by 

3.53%, and the residual displacement decreases by 

5.69%. In the specimen with 2 SMA rods at an angle of 

60 degrees compared to the specimen without SMA rods, 

the maximum force increases by 4.42%, the dissipated 

energy decreases by 2.26%, and the residual 

displacement decreases by 3.94%. The results exhibit 

that despite the SMA rod's positive effect, which leads to 

an increase in maximum force and a decrease in residual 

displacement, the dissipated energy decreases. 

The effect of 4 SMA bars with an angle of 30 degrees 

on the structural system's behaviour was also examined. 

Figure 24 offers the assembly of 4 SMA bars with an 

angle of 30 degrees to the steel damper. Figure 25 

demonstrates the hysteresis diagram for the specimen 

with 4 SMA bars, and in Figure 26 to 28, the results of 

the model without SMA bars and with 2 and 4 SMA bars 

are compared. Based on the findings, the maximum force 
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in the specimen with 4 SMA rods compared to the 

specimen with 2 SMA rods and without SMA rods 

increases by 6.38% and 14.20%, respectively, and the 

dissipated energy by 4.4% and 8.73%, respectively, and 

the residual displacement by It decreases by 7.31% and 

13.73%. 
 

 

   
Figure 23. Comparison of residual 

displacement for the specimen with SMA 

rod and without SMA rod 

Figure 22. Comparison of dissipated 

energy for the specimen with SMA rod and 

without SMA rod 

Figure 21. Comparison of maximum 

force for the specimen with SMA rod 

and without SMA rod 
 

 

 
Figure 24. Specimen assembly 4-Wall-SMA 

 

 

  
Figure 25. Force-drift diagram - 4-Wall-SMA 

 

Figure 26. Comparison of maximum force for specimens with 2 

and 4 SMA bars and without SMA bars 

 

  
Figure 27. Comparison of residual displacements for 

specimens with 2 and 4 SMA bars and without SMA bars 
Figure 28. Comparison of dissipated energy for specimens with 

2 and 4 SMA rods and without SMA rods 
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4. CONCLUSION 
 

The most important findings of the present study are 

summarised as follows. 

1. Steel dampers were modelled with isotropic, 

combined hardness, restrain and free in Y coordinate, 

respectively. Models with isotropic hardening revealed 

larger hysteresis loops than the experimental specimen. 

Moreover, in the specimens restrained in the Y direction, 

the force-displacement diagram had a steeper slope in the 

inelastic region than the experimental specimen. The 

model with combined hardening and release in the Y 

direction fits well with the experimental data. 

2. Seismic isolator rubbers were modelled with 

Poisson's ratios of 0.4990, 0.4993, and 0.4995. The 

model with Poisson's ratio of 0.4993 compared well to 

the experimental specimen in maximum force and 

dissipated energy had a difference of -1.47 and -0.45%, 

respectively. 

3. The effect of earthquake foreshock loading was 

simulated in two stages, including 1%, 1.5%, and 2% 

drift for the first and 2% drift for the second stage. The 

results demonstrate that the proposed model could not 

simulate these types of loads due to the poor performance 

of the seismic separator. 

4. Three specimens were modelled with 30, 45, 

and 60-degree of SMA rod angles to investigate the SMA 

rod's efficiency. The results illustrated that with 

increasing rod angle, the maximum force decreases, and 

the dissipated energy and the residual displacement 

increased. 

5. Comparing the results of specimens with SMA 

rods and without SMA rods showed that despite the 

positive effect of SMA rods to increase in the maximum 

force and a decrease in residual displacement, the 

dissipated energy had been decreased. The results also 

showed that in the specimen with four SMA rods 

compared to the sample with two SMA rods and without 

SMA rods, the maximum force increases by 6.38 and 

14.20%, respectively, the dissipated energy by 4.4 and 

8.73%, respectively, and the residual displacement 

decrease by 7.31 and 13.73%, respectively. 
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Persian Abstract 

 چکیده

کرنش   یدار شکلحافظه  اژیبزرگ، آل یهاتا در کرنش  شودی رفتار باعث م  نی است؛ ا یمنحصر به فرد رفتار ابر کشسان و حافظه شکل  تیقابل یدارا ( SMA)یشکل دارفظهحا اژیآل

 یادیز  یاستهلاک انرژ  تیگونه دارد و قابل  پرچمدر رفتار ابرکشسان شکل    یدار شکلحافظه  اژیکرنش آل  -رفتار تنش  ت،یمز  نیدر حدود صفر داشته باشد. در کنار ا  یپسماند

  وار یدو عضو در د  نیحاضر عملکرد کاربرد هم زمان ا  ق یدر تحق  ،یفلز  یرهاراگیجبران ضعف ذکر شده در م  یباشد. برا  ینم  ی فلز  راگری شدن با م  نیگزینداشته و قابل جا

قرار گرفته    ینوآورانه مورد بررس  یالرزه  ستمیس   کی( به عنوان  SMA  لهیو م  یفولاد  یاطره   راگر ی)م  یب یترک  راگریقرار گرفته است و عملکرد م  یبتن مسلح مورد بررس  یبرش

پرداخته شده است. به منظور داشتن درک جامع از    ی شگاهیمدل آزما  3کامل    یخصوص به صحت سنج  ن یدر نرم افزار آباکوس انجام شده است. در ا  یعدد  یاست. مدلساز

مختلف سازه   یقسمت ها  یمکان ها  رییکرنشها و تغ   خچهیاکتفا نشده است وتار  رمکانیی تغ -رویرفتار ن  سهیتنها به مقا  ی، در قسمت صحت سنجی عدد  یمدلساز  جیصحت نتا

  ی هامدل  لح،مصا  یمدلساز  ات یاعم از فرض  یعدد  یگوناگون مدلساز  یهاجنبه   نیقرار گرفته است. همچن  یانتقاد  سهیمورد مقا  یبا مدل عدد  یشگاهیحاصل از مدل آزما

 ی روین  SMA  لهیم  هیزاو  شینشان دادند با افزا  جیقرار گرفته است. نتا  ریث و تفسمورد بح  یشگاهیآزما  جیبا نتا  سهیحل در مقا  یهامورد استفاده و روش  یهاالمان  ،یرفتار

  ر ینشان دادند برخلاف تاث  SMA  له یو نمونه با م  SMA  له ینمونه بدون م  ج ینتا  سهیمقا  ن،ی. علاوه براابدیی م  شیمستهلک شده افزا  ی پسماند و انرژ  ییجاحداکثر کاهش و جابه

 . ابدییمستهلک شده کاهش م یانرژ شود،یپسماند م ییجاحداکثر و کاهش جابه روین شیافزاکه منجر به  SMA لهیمثبت م
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A B S T R A C T  

 

With the growth of population, shortage of water, and severe lack of water resources, optimization of 

reservoirs operation is a principal step in water resource planning and management. Therefore, in the 

present study, water was optimally allocated for a period from 2010 to 2020 using two simulation-
optimization models based on Grey Wolf Optimization algorithm (GWO) and Genetic Algorithm (GA) 

and WEAP model. System operational indices including volumetric reliability, temporal reliability, 

vulnerability, and sustainability were used to evaluated the perforemance of optimization algorithms as 
well as WEAP model. The objective function of resources allocation problem was minimizing sum of 

the squared relative deficiencies for each month and maximizing reliability over the entire 11-year 

period. The results showed that optimal allocation solution found by the GWO algorithm with volumetric 
reliability, vulnerability, and sustainability indices which were 86.93, 0.29, and 21.48%, respectively 

was better and more suitable than the optimal allocation solution found by GA algorithm (which were 

87.12, 0.41, and 21.34%, respectively). Finally, given an increase in the water demands , it is possible to 

obviate the needs of beneficiaries to an acceptable level and prevent severe draught in dry months 

through optimizing the use of available resources. According to the calculated indices for the WEAP 

model, in which volumetric reliability, vulnerability, and sustainability were equal to 87.46, 0.92, and 
1.03%, respectively. It can be concluded that the use of optimization algorithm in optimal operation of 

the dam is more reliable than WEAP model. 

doi: 10.5829/ije.2021.34.07a.09 
 

 
1. INTRODUCTION  

 

Currently, given growing needs for water resources as a 

result of population growth, industry, and agriculture, it 

is not possible to plan only with variable and uncertain 

water resources. Therefore, construction of reservoirs to 

obviate shortage of water is an inevitable and definite 

matter. The uncontrolled increase in consumption and 

limited water resources will cause crises in the country in 

the very near future. In addition,  Drought is an inevitable 

part of the world’s climate. It occurs in wet as well as in 

dry regions. Therefore, planning for drought and 

mitigating its impacts is essential [1]. As a result, in 
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addition to construction of the dam, operation of the 

reservoir dams should be done in such a way that the least 

deficiency occurs during operation period according to 

inflow to the dam, reservoir geometry, weather 

conditions, and type of consumption. Following 

construction of the dam, agricultural, industrial, and 

urban development programs and finally, structure of the 

basin water system will change. Changes in structure of 

the basin water system due to changes in the water supply 

system or water demand lead to changes in temporal and 

spatial conditions of the water system. Therefore, optimal 

operation of dam reservoirs is one of the essential issues 

in water resources management, especially surface water. 

Optimization allows for accurate mathematical modeling 

in a process, and as a result, we will be able to optimize 

our models using mathematical programming methods. 

Recently, approximation algorithms have shown 
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considerable ability to achieve optimal operation of dam 

reservoirs [2]. Sattari et al. [3] investigated efficiency of 

Alavian Dam reservoir system during three phases. They 

defined the objective function as maximizing the total 

water output required for agriculture usage. They showed 

that the calculated capacity was relatively correct during 

the preliminary studies and operation was relatively 

satisfactory during the study period. Lack of 

environmental flow of the river can be evaluated as a 

major weakness of this model  [3]. Kougias  and  

Theodossiou [4] investigated application of harmony 

search (HS) algorithm in planning of a four-reservoir 

dam system for irrigation and hydroelectric purposes. 

Their objective function was maximizing daily gain of 

the reservoir system for 2-hour period. They showed that 

the HS algorithm has the potential to optimize complex 

problems by comparing the results obtained from this 

method with other methods [4]. Mehta et al. [5] compared 

three scenarios including changing cultivation pattern 

according to economic factors, changing cultivation 

pattern for less water consumption and a combination of 

changes in the irrigation system, and changing cultivation 

pattern in the basin in California using water evaluation 

and planning (WEAP) model, to provide a solution for 

overcoming the effects of climate change. Guo [6] used 

the non-dominated sorting particle swarm optimizer 

(NSPSO) algorithm as a modified version of particle 

swarm optimization (PSO) to optimize utilization of 

multi-purpose reservoirs. They demonstrated good 

performance of the algorithm. 

Pradhan and Tripathy [7] developed a model for 

optimal multi-purpose operation of the hydraulic 

reservoir in India, based on GA. Comparing the results of 

GA with the current policy showed the ability and 

effectiveness of GA [7]. Garousi-Nejad et al. [8] 

examined the efficiency of the FA algorithm relative to 

GA in reservoir operation for agricultural water supply 

and hydropower generation. The results show that the 

convergence velocity in FA is better than GA to reach the 

global optimum point and the value of the objective 

function. Sonaliy and Suryanarayana [9] used the GA for 

optimal utilization of Ukai reservoir in India. They 

showed that GA can fully satisfy the needs of 

downstream irrigation and minimize release of water 

leading to significant savings of water. Jian-Xia et al. [10] 

used genetic algorithm (GA) for optimal allocation of 

water from the reservoir. They investigated probabilistic 

sensitivity of GA operators, such as intersection and 

mutation. The results of GA showed that it could act as a 

suitable option in optimization problems. Ghadami et al. 

[11] developed a plan for optimal use of the multi-

reservoir system in north of Khorasan for agricultural 

usage using GA. In this model, the most appropriate 

algorithm was determined for dam reservoir operation 

based on certain values of state variables including flow 

volume at the beginning of the year and river’s water 

during agricultural season. Hamlat et al. [12] in a study 

using WEAP model, they examined and analyzed the 

existing water balance and the expected scenarios of 

water resources management in the western Algerian 

watershed in the future and considered the various 

policies in place and the parameters that might affect 

future demand by 2030, and showed that the needs of the 

domestic sector could be met by considering the expected 

scenarios   Dehghan [13] in a study investigated allocation 

of water resources under management scenarios in the 

Gorganrood basin using the WEAP model. They showed 

that in the new planning of water resources allocation for 

the Gorganrood basin, the needs of Voshmgir Dams̓ 

margin industry can be met by 9.5 million cubic meters 

by accepting 5% reduction of system reliability. Asadi et 

al. [14] presented a method using a multi-objective 

structure and utilizing new formulations, in which, 

instead of meeting 100% of the needs in some months, 

regardless of dry months, some water of the high-water 

months or seasons is stored in the reservoir to be used in 

low-water months for adjusting the failure rate. For this 

purpose, the multi-objective particle swarm optimization 

(MOPSO) algorithm was connected to the WEAP 

simulator model. Finally, the results were evaluated in 

three scenarios: status quo, land development, and 

system optimization scenarios. In the status quo scenario, 

optimal situation was reported in the whole period except 

for several months. In the land development scenario, in 

many dry years and in all the last six years of planning in 

most uses, percentage of supply was zero in 3-8 

consecutive dry months and it was less than 5% in other 

low-water years. But, percentage of supply reached by 

28-60 % in these months through implementation of the 

optimizer model [14]. 

 
 

 

2. METHODOLOGY  
 
2. 1. Case Study               Taleghan Dam was built in 135 

km northwest of Tehran with a longitude of 50° 37ʹ to 51° 

10ʹ and a latitude of 36° 5ʹ to36° 25ʹ (Figure 1). It is 

located on Taleghan River in Sefidrud catchment. This 

earth dam is made of pebbles with clay core and a crown 

of 1,111 m long and 109 m high from the foundation and 

has a useful volume of 320 million cubic meters and a 

dead volume of 91 million cubic meters. Tables 1 and 2 

represent distribution of water inflow into the reservoir 

dam and downstream based on monthly needs, 

respectively. In this study, an 11-year period was used. 

For estimating volume of water evaporated from the lake 

as well as the volume of rainfall, the Equation (2) was 

used as follows [6]: 

𝐴𝑡 = 𝑎 × 𝑒
(𝑏×𝑆𝑡) + 𝑐 × 𝑒(𝑑×𝑆𝑡)  (2) 

Losst = At × (Evt − Rt)  (1) 
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where, A, S , Ev, and R are the lake area (km2) , the 

volume of water stored in the dam (MCM), evaporation 

in meters, and precipitation in meters respectively, and t 

denoted the simulation time step..a, b, c, and d are 

regression coeficients of volume-suface curve and equal 

to 8908000 and 10-10 × 8.79 and -8621000 and -9-10 × 

6.026, respectively. Equation (1) was used to estimate the 

evaporation from lake surface. In Equation 1, we need the 

surface of lake which is a variable parameter. Using 

Equation (2) we determined the lake surface as a function 

of lake volume. It is worth to mention that the lake 

volume was determined by water mass balance in the 

lake. The only question is that what is the relation 

between volume and surface of the lake. Using available 

volume-elevation-surface data and Matlab curve-fitting 

toolbox, we invetigate a variety of model. We used least-

square method to determine the coefficient of each 

regression model. The best model (minimm error) was 

found by the Equation (2). In other word, Equation (2) is 

a relationship between the the lake surface (as the 

dependent variable) and lake volume (as the independent 

variable).  

Based on Tables 1 and 2, sum of annual water 

demand for drinking, agriculture, artificial recharge, and 

environment is equal to 456. 49 MCM.  

 

2. 2. Grey Wolf Optimization Algorithm (GWO)           
GWO [15] was inspired by life of grey wolves. They have 

a special interest in social hierarchy. The leaders of males 

and females are called as alpha. Alpha is mainly 

responsible for deciding on hunting, where to sleep, when 

to wake up, and so on. Alphas̓ decisions are dictated to 

the rest of the community showing that organization and 

discipline in an association are more important 

thanpower. Beta is at the second level in the grey wolf 

hierarchy. Beta wolves are follower wolves helping the 

alpha in decision-making or other association activities. 

The lowest rank in grey wolves belongs to the omega 

grey wolf. The omega plays the role of a sacrificial sheep. 

The omega wolf must always serve other dominant 

wolves. They are the last wolves in the community that 

are allowed to eat. If the wolf is neither alpha, nor beta, 

and omega, so it is called as delta. They must serve the 

alpha and beta wolves. Social hierarchy in the group of 

grey wolves  is shown in Figure 2. The most important 

hunting phases in the grey wolves̓ association include the 

followings: 1. Pursuing 2. Reaching the hunt 3. 

Surrounding 4. Forming the attack position 5. Attacking 

for mathematically modeling this process, the Equations 

(3)-(6) are used as follow: 

�⃗�(𝑡+1) = 𝑋𝑝⃗⃗⃗⃗⃗⃗ (𝑡) − (𝐴 × 𝐷𝑡⃗⃗⃗⃗⃗) (3) 

where 𝑡 is the number of iterations, 𝐴 and �⃗⃗⃗� are the 

coefficient vectors, 𝑋𝑝⃗⃗⃗⃗⃗⃗  is the position of the prey, and �⃗� 

is the position of the gray wolves. 

�⃗⃗⃗� = |(𝐶 × 𝑋𝑝⃗⃗⃗⃗⃗⃗ 𝑡) − �⃗�𝑡|  (4) 

𝐴 = 𝑎(2𝑟1 − 1) (5) 

𝐶 = 2𝑟2 (6) 

 

 
 

 
Figure 1. Location of the Taleghan Dam 

 

 

TABLE 1. The average monthly water flow to Taleghan Dam (during 2010-2020) MCM 

Statisticial 

Summary 

of inflow 

April May June July August September October November December February January March 

Mean 76.80 102.10 73.62 29.50 13.71 9.89 8.66 16.25 13.05 11.49 13.73 30.17 

Standard 

Deviation 
25.10 35.46 37.58 12.42 4.75 4.36 1.86 8.28 5.11 3.70 4.59 9.56 

Min 41.11 64.10 32.22 15.74 6.94 4.01 3.91 7.68 5.81 4.12 8.30 20.33 

Max 129.21 178.81 174.41 57.48 21.41 18.94 10.82 33.92 22.14 16.53 23.96 46.19 



A. Davani Motlagh et al. / IJE TRANSACTIONS A: Basics  Vol. 34, No. 7, (July 2021)   1644-1652                                           1647 

TABLE 2. Water demand in different months in Taleghan Dam 

Demand April May June July August September October November December February January March 

Drinking 14.88 16.98 19.77 22.75 22.40 21.35 18.72 16.45 14.52 14.00 13.65 14.52 

Agriculture 7.5 28.3 27.5 24.8 23.3 14.1 23.1 1.4 0 0 0 0 

Artificial 

recharge 
1.1 0 0 0  0 0 0 4.7 5.6 4.3 4.3 

Environment 7.9 12 9.3 5.4 6.4 4.3 4.7 5.1 3.9 3.9 4.1 9 

Sum 31.38 57.78 56.57 52.95 52.1 39.75 46.52 22.95 23.12 23.5 22.05 27.82 

 

 

where, component "a" is linearly decreased from 2 to 0 

during the repetition period, and  r1 and 𝑟2 are the 

random vectors in the range of [0 and 1]. For 

mathematically modeling hunting behavior of the grey 

wolf, α (the best candidate solution), β (the second best 

candidate solution), and δ (the third best candidate 

solution) are used assuming that they have the best 

knowledge about prey position. So, the three best 

solutions obtained so far are kept and other search agents 

like omega are forced to update their position according 

to position of the best search agents. Equation (7) is used 

to update the position of the wolves: 

�⃗�(𝑡+1) =
𝑋1⃗⃗⃗⃗⃗⃗ 𝑡+𝑋2⃗⃗⃗⃗⃗⃗ 𝑡+𝑋3⃗⃗⃗⃗⃗⃗ 𝑡

3
  (7) 

Here, X is the position of any wolf at iteration t+1. 

X1 is the position of the alpha at iteration t, X2 is the 

position of the beta at iteration t, X3 is the position of the 

omega at iteration t 

where, 𝑋1⃗⃗⃗⃗⃗⃗ , 𝑋2⃗⃗⃗⃗⃗⃗ , and 𝑋3⃗⃗⃗⃗⃗⃗  were defined as follow: 

𝑋1⃗⃗⃗⃗⃗⃗ 𝑡 = |𝑋𝛼⃗⃗⃗⃗⃗⃗ 𝑡 − (𝐴1⃗⃗⃗⃗⃗⃗ × 𝐷𝛼⃗⃗⃗⃗ ⃗⃗ 𝑡)|  (8) 

𝑋2⃗⃗⃗⃗⃗⃗ 𝑡 = |𝑋𝛽⃗⃗⃗⃗⃗⃗ 𝑡 − (𝐴2⃗⃗⃗⃗⃗⃗ × 𝐷𝛽⃗⃗ ⃗⃗ ⃗⃗ 𝑡)|  (9) 

𝑋3⃗⃗⃗⃗⃗⃗ 𝑡 = |𝑋𝛿⃗⃗⃗⃗⃗⃗ 𝑡 − (𝐴3⃗⃗⃗⃗⃗⃗ × 𝐷𝛿⃗⃗⃗⃗⃗⃗ 𝑡)| (10) 

where, 𝑋𝛼⃗⃗⃗⃗⃗⃗  , 𝑋𝛽⃗⃗⃗⃗⃗⃗  , and 𝑋𝛿⃗⃗⃗⃗⃗⃗  are the positions of the first three 

best solutions initeration t. 𝐴1⃗⃗⃗⃗⃗⃗ , 𝐴2⃗⃗⃗⃗⃗⃗ , and 𝐴3⃗⃗⃗⃗⃗⃗  are introduced 

before (Equation (5)) and 𝐷𝛼⃗⃗⃗⃗ ⃗⃗  , 𝐷𝛽⃗⃗⃗⃗ ⃗⃗  and 𝐷𝛿⃗⃗⃗⃗⃗⃗  are defined as 

follow, respectively. 

𝐷𝛼⃗⃗⃗⃗ ⃗⃗ 𝑡 = |(𝐶1⃗⃗ ⃗⃗ ⃗ × 𝑋𝛼⃗⃗⃗⃗⃗⃗ ) − �⃗�|  (11) 

𝐷𝛽⃗⃗⃗⃗ ⃗⃗ 𝑡 = |(𝐶2⃗⃗ ⃗⃗ ⃗ × 𝑋𝛽⃗⃗⃗⃗⃗⃗ ) − �⃗�| (12) 

𝐷𝛿⃗⃗⃗⃗⃗⃗ 𝑡 = |(𝐶3⃗⃗ ⃗⃗ ⃗ × 𝑋𝛿⃗⃗⃗⃗⃗⃗ ) − �⃗�| (13) 

where 𝐶1⃗⃗ ⃗⃗⃗, 𝐶2⃗⃗ ⃗⃗⃗, and 𝐶3⃗⃗ ⃗⃗⃗ are introduced before (Equation 

(6)).  
 

2. 3. Genetic Algorithm (GA)           This algorithm was 

first proposed by Holland [16] and then, it was developed 

as a powerful optimization tool. This method is based on 

the Darwin's theory and conflict of survival, stating that 

always the creatures who are the most stable can survive. 

The GA starts from a set of initial random solutions 

called as population. Each population is made up of a set 

of chromosomes, each of which is a solution to the 

problem, and each chromosome is made up of a set of 

genes, or indeed problem-solving variables. Size of the 

population influences performance of GA so that, if the 

population is too small, due to not searching all the 

solution space, the algorithm may not converge to the 

desired solution, and if it is too large, although more 

space is searched, but convergence speed for optimal 

solution will be slow and execution time of the program 

will be longer. There are two types of operators in the 

GA: evolutionary operators, such as selection and genetic 

operators, such as crosses and mutations. Selection 

process is based on the degree of suitability of the 

objective functions corresponding to each chromosome 

in each generation, and the criterion for selecting 

chromosomes is based on their suitability. 

 
2. 4. WEAP Software          WEAP is a software tool 

used for integrated planning of water resources providing 

a comprehensive, flexible, and user-friendly framework 

for policy planning and analysis [17]. Many areas are 

exposed to heavy challenges of freshwater management. 

Allocation of the limited water resources has raised 

concerns about environmental quality, climate diversity 

planning, and uncertainty. In addition, the necessity for 

developing and implementing sustainable water usage 

strategies has increasingly imposed pressure on water 

resources̓ policy-makers. The need node in WEAP 

depends on issues, such as water consumption patterns, 

equipment efficiency, reuse strategy, costs, and water 

allocation schemes. Furthermore, the supply side refers 

to issues, such as surface runoff, groundwater resources, 

reservoirs, and water transfer. WEAP is distinguished 

from natural simulation (e.g., need for 

evapotranspiration; runoff, base flow) and engineering 

components of the water system (e.g., reservoirs, 

groundwater pumping) by a comprehensive approach. 

This allows the designer to have access on a more 

comprehensive view of the wide range of factors that 

must be considered in water resources management for 

the current and future usage. The results obtained from 
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Figure 2. Social hierarchy in the group of grey wolves 

 

 

WEAP are a very useful tool for assessing different 

options for water management and development. In this 

study, WEAP software was used to allocate the available 

water resource among different demand sites. In other 

words, the amount of supplied water to each demand site 

by SOP algorithm was calculated by WEAP software. 

Inputs data including river inflow, precipitation, 

evaporation, demands, and dam physical properties were 

collected and used as inputs of WEAP software. The time 

horizon of investigation was set to 2010-2020. The 

results of supplied water to each demand site were then 

exported to Excel and the reservoir performance 

indicators of SOP algorithm were calculated. 
 

2. 5. Indicators of Reservoir Performance            For 

checking performance of GA and GWO algorithms, 

indicators of reliability, vulnerability, and sustainability 

were used. The index of reliability offers the possibility 

that the system has normal operation (no failure) during 

its performance period. This index can be defined in two 

volume and time forms as follows:  
 

2. 6. Volumetric Reliability          Volumetric Reliability 

is referred to the ratio of volume of water released during 

the whole period t (Ret) to the amount of water needed in 

downstream of the reservoir (Det) and is obtained based 

on the Equation (14) as follows: 

𝛿𝑣 = 100 × (
𝑅𝑒𝑡

𝐷𝑒𝑡
)  (14) 

 

2. 7. Time Reliability          Time Reliability is referred 

to a percent of time, at which the reservoir is able to meet 

the demand (facing no failure) and calculated as follows 

(Equation (15)): 

𝛿𝑡 = 100 × [1 −
𝑁𝐷𝑒𝑓

𝑇
]  

𝑁𝐷𝑒𝑓 = 𝑁𝑢𝑚𝑏𝑒𝑟 (𝛼 × 𝐷𝑒𝑡 >  𝑅𝑒𝑡)  
(15) 

where, NDef and T are the number of periods facing the 

failure and the total operating periods, respectively. α is 

the confident coefficient indicating how much failure is 

acceptable in reliability calculation. In this study, α=0.9 

was used. It means all deficits lower than 10 percent are 

considered as full allocation. Generally, the confident 

coefficient for domestic use is 0.95, for environmental 

needs is 0.9, and for agriculture is 0.85. In this study, 

because we investigate the total allocation as a whole, we 

used α=0.9 which can be considered as an average value 

for α. 

 

2. 8. Vulnerability Index       Vulnerability Index 

represents the extent of system failures and is obtained 

using the Equation (16) as follows [18]: 

𝜂 = max
𝑡=1,2,…,𝑇

(
𝐷𝑒𝑡−𝑅𝑒𝑡

𝐷𝑒𝑡
)  (16) 

where, Det and Ret represent the required and released  

water volumes in t-th period, respectively and T shows 

the entire number of periods of operation. 

 
2. 9. Sustainability         Loucks [19] introduced 

sustainability index, φ, as follows (Equation (17)): 

𝛷 = 𝛿 𝛾 (1 −  𝜂) (17) 

where, δ, η, and γ are Reliability and Vulnerability, and 

Resilience, respectively. Resilience is calculated by the 

Equation (18) stated as follows: 

𝛾 = 1/𝑓/𝑓𝑠 (18) 

where, fs is the number of failure periods continually, and 

f is the number of entire time periods. 

 
2. 10. Mathematical Model of Optimal Operation 
of Reservoir               In this study, The objective function 

of resources allocation problem was minimizing sum of 

the squared relative deficiencies for each month 

(Modified vulnerability index( and maximizing 

reliability. 
the objective function and constraints are defined as 

follows:  

𝑚𝑖𝑛 𝐹 =
1

𝑇
∑ (

𝑅𝑡−𝐷𝑡

𝐷𝑡
)
2𝑇

𝑡=1
+

1

𝛿𝑡 
+  𝑃  (19) 

Subject to: 

𝑆𝑡+1 = 𝑆𝑡 +𝑄𝑡 + 𝐿𝑜𝑠𝑠𝑡 + 𝑅𝑒𝑡 + 𝑆𝑝𝑖𝑙𝑙𝑡  (20) 

𝑅𝑚𝑖𝑛 ≤ 𝑅𝑡 ≤ 𝑅𝑚𝑎𝑥  (21) 

𝑆𝑚𝑖𝑛 ≤ 𝑆𝑡 ≤ 𝑆𝑚𝑎𝑥  (22) 

𝑃 =

{
 

 ∑
𝑆𝑚𝑖𝑛−𝑆𝑡

𝑆𝑚𝑖𝑛
 

𝑇

𝑡=1
     𝑖𝑓 (𝑆𝑡 < 𝑆𝑚𝑖𝑛) 

  ∑
𝑆𝑡−𝑆𝑚𝑎𝑥

𝑆𝑚𝑎𝑥

𝑇

𝑡=1
   𝐼𝑓 (𝑆𝑡 < 𝑆𝑚𝑎𝑥)

  (23) 

where, Rt is the volume of the released water, Dt is the 

amount of the required water, 𝛿𝑡 is the time reliability, 

St+1 is the volume of the stored water in the reservoir in 

the next period, St is the volume of the stored water in the 

reservoir in the current period, and Rmin and Rmax 
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represent the minimum and maximum released water 

from reservoir, respectively. Smin and Smax are the 

minimum and maximum volumes of the stored water, 

respectively; P is the penalty function related to the 

reservoir volume, Qt is the volume of water inflow to the 

reservoir. Losst refers to the amount of reservoir loss. 

Spillt presents the volume  of water overflow, and t is the 

number of period. 
 

 

3. RESULTS AND DISCUSSION 
 

In order to obtain a reliable reults, two population size 

(number of wolves), were used to optimize the problem. 

Different performance indices were tested with 

population size of 200 - 500 with 2500 iterations. The 

results are shown in Tables 3 and 4. 

For considering different modes that can be used in 

GA operator of roulette wheel selection, gene mutation 

operator with probability between 0.2 - 0.3 and cross –

over operator with probability between 0.8-0.9 were 

evaluated in program execution.Values of the objective 

function and reservoir performance indicators are given 

in Table 4 for the whole operation period (132 months). 

Values of the objective function and reservoir 

performance indices are given in Table 5 for the whole 

statistical period (132 months) and the iteration of 2500.  
 

 

TABLE 3. Results of GWO algorithm 

GWO algorithm 

Objective function Iteration Population 

0.040879 2500 200 

0.03306 2500 500 

 

 

TABLE 4. The results of applying GA 

GA algorithm 

Number Objective 

function 
pc pm Iteration Population 

0.041035 0.8 0.2 2500 200 1 

0.040612 0.9 0.3 2500 200 2 

0.0392 0.8 0.2 2500 500 3 

0.03886 0.9 0.3 2500 500 4 

0.040641 0.8 0.3 2500 200 5 

0.039974 0.8 0.3 2500 500 6 

According to this table, the volumetric reliability of 

the best solution found by GWO with 86.93 is close to 

the best GA solution with 87.12 while GWO minimizes 

the objective function with 0.03306 better than GA with 

0.03886. According to the objective function (minimize 

vulnerability index and maximize time reliability index), 

the vulnerability index of the best solution found by 

GWO with 0.2903 is highly lower than best solution 

found by GA with 0.4131 which means GWO is highly 

better than GA.   In addition, time reliability of the best 

solution found by GWO with 68.93 is better than  the best 

solution found by GA with 66.66 which means GWO is 

better than GA. also sustainability index (which is an 

overall index, see Equation (17)) of GWO with 21.48 is 

higher than GA with 21.34 and confirms the better 

performance of the GWO. 

In Figure 3, as can be seen, although performance of 

both methods was acceptable and they were able to meet 

the required demand in downstream of dam with good 

accuracy, GWO has better performance than GA. As can 

be seen in Figure 3, the optimum solution found by GA, 

has more severe droughts than the optimum solution 

found by GWO. 

Figure 4 shows the average annual water shortage 

(demand minus release) of Taleghan Dam obtained from 

GWO and GA algorithms. According to Figure 4, 

severity of shortages in GA is higher than GWO. The 

maximum amount of dam volume shortage in GA and 

GWO is equal to 7.89 and 6.77 MCM, respectively. Low 

amount of shortages in GWO indicates good 

performance of this algorithm. According to Table 6, it 

can be concluded that although WEAP model has more 

suitable performance than GWO algorithm regarding its 

time reliability index, volumetric reliability index, and 

shortage, but higher value of the objective function and 

more vulnerability and less sustainability than GWO 

algorithm are reasons for poor performance of WEAP. 

Figure 5 shows the average monthly water release in 

two models. Results of applying models showed that 

during the 11-year period and according to the two 

models of WEAP and GWO, the reservoir can adjust 

399.14 and 391.64 million  meter cubic water annually for 

release on average. Based on Figure 5, the average 

release of water in April, May, June, and July is more in 

the WEAP model than GWO model. The condition is 

completely opposite in August, September, and October, 

revealing that the GWO model provides more supplies in  

 

 

TABLE 5. Objective function values and reservoir performance indices in operation of the Taleghan Dam reservoir using the GWO 

and GA algorithms 

Model 
Objective 

function 

Total Deficit 

(MCM) 

Volumetric 

reliability  )%(  

Time reliability  

)%(α =0.9 
Vulnerability   )%(  

Sustainability  

)%( 

GWO 0.03306 655.92 86.93 68.93 0.2903 21.48 

GA 0.03886 646.377 87.12 66.66 0.4131 21.34 
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Figure 3. Release value through GWO and GA algorithms 

 

 
Figure4. Mean values of annual water deficit obtained from GWO and GA algorithms for Taleghan Dam (2010-2020) 

 

 
TABLE 6. Objective function values and reservoir performance indices in operation of the Taleghan Dam reservoir using the GWO 

algorithm and WEAP model 

Model 
Objective 

function 

Shortage 

(MCM) 

Volumetric 

reliability   )%(  

Time reliability  

α=0.9  )%( 
Vulnerability   )%(  

Sustainabilit  

)%( 

GWO 0.03306 655.92 86.93 68.93 0.29 21.48 

WEAP 0.09 627.97 87.46 71.9 0.92 1.03 

 

 
Figure 5. Average monthly release in WEAP and GWO and monthly demand of the dam 
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August, September, and October by saving water in 

April, May, June, and July. Using the operating 

procedure of less release of water in these months, GWO 

causes more water reservation in the reservoir, which in 

turn causes uniform distribution of water deficit in these 

months and decreases severity of water deficit in the  

critical months. In WEAP model (SOP), the aim is to 

supply 100% of monthly demands. Based on this policy 

in dry periods, by consumption of the available water in 

the reservoir, the elevation of the reservoir decreases and 

as a result, the amount of evaporation is decreased in 

comparison by optimal solution found by GWO. 

Therefore, water deficit in WEAP model decreases in 

comparison by GWO, and consequently, the volumetric 

reliability obtained by WEAP model is better than the 

GWO’s. On the other hand, due to the less water 

available in the reservoir, the obtained vulnerability of 

the system in WEAP model is considerably more than 

GWO’s. 
 

 

4. CONCLUSION  
 

Meta-heuristic optimization algorithms have been 

extensively used by scientists and engineers to optimize 

water resource system during last two decades. In the 

present study, first, performance of the GWO algorithm 

was investigated in compared to the GA and the GWO 

algorithm was selected as appropriate method. Then, the 

GWO algorithm was compared with WEAP model and 

results showed that in the GWO algorithm, always a 

desirable amount of water would be stored in the 

reservoir and used in each period faces acceptable 

amount of water deficit and as a result, preventing severe 

shortages in drought events. The results of the present 

study are consistent with the results of other study. 

Vulnerability index was obtained as 0.29 and 0.92 in 

GWO algorithm and WEAP model, respectively. Also, 

sustainability of the system was higher in the GWO 

algorithm with 21.48 than the WEAP model with 1.03. 

Optimal usage of water in condition where the recent 

droughts have caused water deficit in the country 

naturally and also, irregular usage of underground waters 

has caused many worries; accordingly, it is suggested to 

use the water resources in the reservoirs scientifically.   
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Persian Abstract 

 چکیده 
منابع آب است. در مطالعه حاضر، با استفاده از    تیریو مد  یزیدر برنامه ر  یگام اصل  کیعملکرد مخازن    یساز  نهی، بهیمنابع آب  دی ، کمبود آب و کمبود شدتیجمع   شیبا افزا

از    یدوره آمار  کی  ی، منابع آب برا  WEAPو مدل  (   (GA  کینت ژ تمیو الگور(  GWO)  یگرگ خاکستر  ی ساز  نهیبه  تمیبر اساس الگور  یساز  هیشب   -  یساز  نهیدو مدل به

 تم یالگور  یابیارز  یبرا  یداریو پا  یریپذ  بی، آسیزمان  نانیاطم  تی، قابلیحجم  نانیاطم  تیشامل قابل  ستمیعملکرد س  یداده شد. از شاخص ها  صیتخص  2020تا سال    2010سال  

هر ماه و به حداکثر رساندن    یمربع برا  ینسب  یمنابع آب، به حداقل رساندن مجموع کمبودها  صیهدف مساله تخص  ع استفاده شد. تاب  WEAPمدل    ن یو همچن  ی ساز  نهیبه  یها

 ی داریو پا یریپذ بی، آس یحجم نانیاطم تیقابل ی با شاخص ها  GWO تمیتوسط الگور نهیبه صینشان داد که راه حل تخص جی ساله بود. نتا 11در کل دوره  نانیاطم تیقابل

 ی تقاضا  شی، با توجه به افزار نهایتدباشد.    یدرصد م  34/21و    41/0،    87.12با    GA  تمیتوسط الگور  نهیبه  صیبهتر از راه حل تخص  21.48، و    0.29،    86.93ب با  یبه ترت

کرد. با توجه   یریخشک جلوگ  یدر ماه ها  دیشد  ی الاستفاده از منابع موجود ، از خشکس  یساز  نهیبه  قی کاهش داد و از طر  یرا تا حد قابل قبول  نفعانی ذ  یازهایتوان ن  یآب، م

توان    یباشد، م  یدرصد م  03/1و    92/0،    46/87برابر با    بیبه ترت  یداریو پا  یریپذ  بی، آسیحجم  نانیاطم  تی، که در آن قابلWEAPمدل    یمحاسبه شده برا  یبه شاخص ها

 باشد. یم WEAPسد مناسب تر است از مدل  نهیدر عملکرد به یساز  نهی به تمیگرفت که استفاده از الگور جهینت
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A B S T R A C T  

 

The paper industry burns or buries a significant amount of waste paper sludge. This issue is not suitable 
from environmental and economic aspects. In this study, the mechanical and durability properties of 

high-strength concrete containing waste paper sludge ash (WPSA) were evaluated. The variables were 

WPSA (0, 5, 10, and 15% by weight of cement), silica nanoparticles (0 and 2.5 by weight of cement), 
and aluminum oxide nanoparticles (0 and 2.5 by weight of cement). Compressive strength, splitting 

tensile strength, flexural strength, and ultrasonic pulse velocity tests  were conducted to evaluate the 

mechanical properties. The durability properties were also investigated using water penetration depth, 
water absorption, and electrical resistivity tests. The microstructure of the specimens was analyzed by 

preparing electron microscopic images. The combined effect of WPSA and nanoparticles on improving 

the mechanical and durability properties of high-strength concrete are better than using each of them 
alone. WPSA and nanoparticles react with calcium hydroxide formed due to cement's hydration, and 

silica produces hydrated calcium, which is the hard material that makes concrete strength. Consumption 

of calcium hydroxide and production of more hydrated calcium silicate in the presence of nanoparticles 
and WPSA are among the reasons for water absorption reduction, increased electrical resistance, and 

water penetration depth reduction in concrete specimens. By replacing part of the cement with WPSA, 

silica nanoparticles, and aluminum oxide nanoparticles, the transition zone between the aggregates 
strengthens, and the tensile and flexural strengths increased. 

doi: 10.5829/ije.2021.34.07a.10 
 

 
1. INTRODUCTION 1 

 

Extensive research showed that some paper industry 

waste can be used as raw materials in the construction 

industry [1-4]. Paper waste is obtained from an initial 

mechanical separation process and turns ash when 

burned [5-8]. In other words, waste paper sludge ash 

(WPSA) is a waste produced by the paper industry. These 

materials are produced when ink and pulp are burned to 

reduce their volume and produce energy [9]. According 

to EU standards, the combustion process usually occurs 

on a molten bed at 850 to 1100 degrees Celsius. The UK 

has 125,000 tonnes of waste paper ash per year, 70% is 
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used for useless purposes such as spreading it on land to 

be recycled, and the remaining 30% is routinely 

transported to landfills [10]. Proper resource efficiency, 

reduced landfilling, and beneficial reuse are among the 

reasons why WPSA research has been promoted. WPSA 

has cement properties and reacts with water. However, 

due to its high porosity, it needs a lot of water. However, 

the combination of WPSA paper with pozzolanic 

materials can improve building materials' properties 

(including concrete). This combination can reduce 

harmful effects, such as reducing concrete strength [11, 

12]. 

Past research on WPSA has focused on hydraulic 
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properties, reactivity and their potential use as 

cementitious materials. For example, Pera and Amrouz 

[13] showed that WPSA could be converted to sticky 

calcareous at 700 to 750 ° C. Later, other studies 

confirmed such finding [11, 13]. Sutcu and Akkurt [14] 

investigated porous ceramics' production from a mixture 

of waste from the paper-making process and three 

different clays. The results showed that clay soils, 

aluminum silicate, alkaline clay, and refractory clay 

could produce refractory bricks [14]. Ismail et al. [15] 

investigated the manufacture of bricks from paper sludge 

and fuel oil ash. Although the strength of the prepared 

brick sample was slightly higher than the minimum 

required according to BS 6073, the brick sample density 

prepared from paper sludge and fuel oil ash showed a 

reduction of 26.10% compared to conventional bricks, 

which is an important issue [15]. 

Fava et al. [8] used WPSA as a supplement for 

cementitious materials and evaluated its application in 

concrete and building materials as adhesive materials 

along with cement. It was concluded that if WPSA is used 

in 10% of Portland cement, it will positively affect 

mortars' mechanical performance [8]. Martinez et al. [16] 

investigated bricks' production using two types of waste 

from the paper industry, including WPSA and waste from 

cleaning pulp. According to the results, increasing the 

porosity of the samples reduced the compressive strength 

[16]. Ahmad et al. [17] examined concrete containing 

WPSA as a substitute for cement. Mechanical properties, 

water absorption, and dry density at 28 days were 

examined. WPSA at a dose of 5% could be effective [17].  

Wong et al. [9] examined hydrophobic concrete 

containing WPSA. The results showed that using 12% 

WPSA instead of cement without harmful effects on 

strength, hydration, and concrete density reduces water 

absorption, water absorption rate, and concrete electrical 

conductivity by 84, 86, and 85%, respectively [9]. 

Pourazar et al. [18] investigated concretes' properties 

containing waste paper ash on concretes containing silica 

fume. The results showed that the ratio of compressive 

strength to the tensile strength of concretes containing 

waste paper ash is 13.55 to 17.79, which is approximately 

ten times the ratio of ordinary concrete [18]. 

Marvroulidou and Shah [19] investigated the combined 

use of WPSA and active alkaline cement in concrete. The 

dose of activators, processing conditions, and processing 

time was studied. The results showed that mixing with 

WPSA in the activating system causes early concrete 

strength at ambient temperature and sufficient strength 

[19]. 

Chemicals penetrate the steel through the concrete's 

pores, causing corrosion, cracking, and eventually 

concrete failure. Chemical reactions of concrete take 

place at the nanoscale. The nanostructure of concrete 

deserves more attention to make concrete with dense 

nanostructure, minimum size, and pores, which affects 

concrete durability [20-22]. Recently, nanotechnology is 

used to reduce the permeability and concrete seepage 

[23-25]. In this research, the effect of WPSA in 

combination with silica nanoparticles and aluminum 

oxide nanoparticles is investigated. 

Faez et al. [26] evaluated fresh and hardened self-

compacting concrete properties containing aluminum 

oxide nanoparticles and silica fume. The results showed 

that using 2.5% aluminum oxide nanoparticles as a 

substitute for cement increased the compressive strength 

of 90 days by 86% [26]. Ghanbari et al. [27] evaluated 

the effect of nanosilica on the attributes of lightweight 

concrete containing zeolite and glass fibers. The results 

showed that the combined use of silica nanoparticles and 

glass fibers significantly affects self-compacting 

lightweight concrete containing zeolite and scoria 

aggregates; Depending on the dose of glass fibers and 

silica nanoparticles, the tensile strength has increased 

from about 3 to 56% [27]. Heidarzad et al. [28] evaluated 

the effects of aluminum oxide nanoparticles on the 

performance of concrete  containing fibers. The results 

showed that the addition of aluminum oxide 

nanoparticles to specimens with and without glass fibers 

significantly increased the electrical resistance. 

Aluminum oxide nanoparticles prevented more ions in 

the concrete and reduced concrete corrosion by filling 

small cavities and increasing the concrete density [28]. 

Mostafa et al. [29] evaluated the effect of nano-silica and 

recycled nanomaterials (nano-glass waste, nano-rice 

husk ash, and nano-metakaolin) on the properties of high-

performance concrete. According to the results, the 

microstructure of concrete and compressive strength is 

among the parameters that can affect these concretes' 

resistance against corrosion [29]. Fahmy et al. [30] 

investigated nanoparticles' effect on the behavior of high-

strength concrete beams. Eight rectangular beams with 

the same geometric and steel specifications were made. 

The variables included type of nanomaterials (nanosilica, 

nano-titanium, and the combination of nanotitanium and 

nanosilica) and their doses. The dual-use of the hybrid 

mixture (nanosilica and nanotitanium) has significantly 

improved the compressive and tensile strength compared 

to using the same percentage of a single type of 

nanomaterials [30]. 

As mentioned above, WPSA and pozzolanic 

materials can protect the concrete against external 

degradation agents and prevent water penetration in 

concrete and reduce rebar corrosion. Water penetration 

prevention in concrete increases the efficiency of 

concrete structures. This prevents harmful substances 

from penetrating the concrete and steel.  One of the 

benefits of hydrophobic concretes made from WPSA, 

and pozzolanic materials are filling voids and cavities in 

the cement matrix. However, the results of studies 

showed that although WPSA can improve the durability 

properties of concrete, but has little effect on improving 
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the mechanical properties of concrete; Nanoparticles can 

overcome this weakness and improve the mechanical 

properties of concrete. The combined effect of WPSA 

and nanoparticles in high-strength concretes has not been 

evaluated in previous studies. Therefore, in the present 

study, the combined use of WPSA, silica nanoparticles, 

and aluminum oxide nanoparticles on high-strength 

concrete's mechanical and durability properties are 

investigated. 

 

 

2. LABORATORY PROGRAM 
 
Variables included WPSA (0, 5, 10, and 15% by weight 

of cement), type of nanoparticles (silica nanoparticles 

and aluminum oxide nanoparticles), and amount of 

nanoparticles (0 and 2.5% by weight of cement) 

respectively. The variables and the number of samples 

were selected according to the literature review 

experimental studies. The range of silica nanoparticles 

and aluminum oxide nanoparticles was considered based 

on studies about the use of nanoparticles. In most studies, 

the use of 2.5% nanoparticles was introduced as the 

optimal value [23-27]. The use of different amounts of 

nanoparticles can be considered as an important 

parameter. However, in this study, the main focus was on 

the mechanical properties, durability, and microstructure 

of high-strength concrete containing WPSA. The most 

important question that the authors sought to answer was 

whether the use of WPSA in combined with 

nanoparticles could improve engineering properties? 

Instead of using different amounts of nanoparticles, the 

authors increased the number of experiments to examine 

more specifications of these concretes. The experiments 

were conducted in four different sections. In the first part, 

the fresh properties of concrete were determined by 

slump test. In the second part, concrete's mechanical 

properties were evaluated using compressive strength, 

splitting tensile strength, flexural strength, and ultrasonic 

pulse velocity (UPV) tests. In the third part, the durability 

properties of concrete were assessed by performing water 

absorption, water penetration depth, and electrical 

resistivity. In the fourth section, the microstructure of 

concrete using scanning electron microscope (SEM) 

imaging was evaluated. According to the variables and 

experiments, 324 specimens were made according to 

Table 1. A flowchart of the study process is shown in 

Figure 1.  

 

2. 1. Materials      The used materials included coarse 

aggregates (gravel), fine aggregates (sand), cement, 

water, superplasticizer, WPSA, silica nanoparticles, and 

aluminum oxide nanoparticles. 

 

2. 1. 1. Aggregates         Aggregates in concrete make up 

about 75% of its volume, so their quality is important. In 

addition to being effective in concrete strength, 

aggregates are also effective in concrete durability and 

stability. Aggregates used in concrete include coarse 

aggregates about 63 to 73% of the total aggregates 

(maximum size is 23 mm), and fine aggregates are about 

33 to 43% of the total aggregates (ranging in size from 3 

to 76 mm). In this research, sand produced in Joban mine 

(Roudbar, Iran) has been used. The specific weight of 

sand and gravel is 2600 and 2650 kg/m3. Grading of sand 

and gravel is in accordance with ASTM C330 [31] and is 

shown in Figure 2. The coarse and fine aggregates are in 

the range of ASTM C330. The dimensions of aggregates 

are selected in such a way that they are between the upper 

and lower boundaries of ASTM C330, so the standard 

requirements for the materials have been observed. 

 

2. 1. 2. Cement          Cement in concrete plays the role 

of bonding the components together. Portland type II 

cement was used as the primary adhesive in all samples 

and was prepared from the Hegmatan cement factory. 

This cement's chemical and physical characteristics 

based on ASTM C150 [32] are presented in Table 2. 

Specific gravity and pH of cement are 1.95 g/cm3 and 9, 

respectively. 

 

2. 1. 3. Silica Nanoparticles        Silica nanoparticles 

are synthetic materials composed of very fine SiO2 

particles like cement and have high pozzolanic 

properties. The powder of this material is 99.9% silica, 

and its density is 0.2 g/cm3. The specific surface area of 

silica nanoparticles is 50 to 100 m2/g. Its solid particle 

diameter is about 50 to 100 nanometers. The 

 

 
TABLE 1. Number of total specimens 

Test 

Number 

of mixture 

design 

Number of 

specimens 

for each 

mixture 

Age 

(days) 

Number 

of total 

specimens 

Compressive 

strength 
12 3 

7, 28 

and, 90 
108 

Splitting 

tensile 

strength 

12 3 28 36 

Flexural 

strength 
12 3 28 36 

UPV 12 3 28 36 

Water 

absorption 
12 3 28 36 

Water 

penetration 

depth 

12 3 28 36 

Electrical 

resistivity 
12 3 28 36 

Total 324 
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characteristics of silica nanoparticles are presented in 

Table 2. 

 

2. 1. 4. Aluminum Oxide Nanoparticles       These 

materials are white synthetic material composed of very 

small Al2O3 particles. They are used to improve ceramics' 

properties, solve their brittleness problem, increase the 

erosion resistance of coatings, and increase heat 

resistance [33]. The alumina in the nano-aluminum 

powder used in this research is more than 99%, its density 

is 3.89 g/cm3, and the specific surface area of these 

nanoparticles is more than 138 m2/g. Its solid particle 

diameter is about 20 nanometers. 

 

 

 
Figure 1. Geometric properties and steel reinforcement 

arrangement of original beams 

 

 

 
Figure 2. Garding curves of sand and gravel 

2. 1. 5. WPSA         The pulp production process begins 

with converting wood or lignocellulosic raw materials 

into flexible fibers suitable for making paper.  During 

converting wood into pulp and paper, some wood 

particles and cellulose fibers enter the wastewater 

treatment system of factories. These cellulosic wastes, 

along with some minerals, are separated from the effluent 

treatment unit in the form of dry sludge and buried in the 

pits around the factories.  One of the problems faced by 

the paper industry's production units is the significant 

volume of the waste remaining from the production 

process.  These companies now bury all the sludge 

produced, and this is costly process. 

In this study investigates the effect of addition of 

paper WPSA in the production of high-strength 

concretes. Waste paper sludge of Chouka Plulp & Paper 

factory (Rezvan-Shar, Iran) was used to make the 

specimens. A lot of waste paper sludge from the paper 

production process is accumulated in this factory in 

recent decades, the ashes of which can be used to produce 

concrete. The waste received from the factory was stored 

in the open air for seven days and then burned at 700 ° C. 

The chemical composition and mineral oxides in WPSA 

were evaluated using X-ray fluorescence (XRF) 

Spectrometer (Table 2). The paper sludge of Chuka 

factory was a solid waste consisting of fiber and ash 

residues produced by the paper-making and pulping 

process. This sludge was prepared, and its ash was used 

as a substitute for a part of cement. The potential of this 

 

 
TABLE 2. Chemical characteristics of the binder materials 

WPSA SNPs AlNPs Cement  Components 

6.83 - 99  % ≤  4.95 % Al2O3 

25.43 - 25ppm    ≥  62.95 % CaO 

10.79  99.98 ≤ - 21.27 % SiO2 

0.46 - 80ppm    ≥  4.03 % Fe2O3 

0.87 - - 1.55 % MgO 

0.32 - - 2.26 % SiO3 

0.22 - - 0.65 % K2O 

0.15 - 70ppm    ≥  0.49 % Na2O 

- - 3ppm   ≥  - MnO2 

- - 4ppm   ≥  - Cr 

- - 2ppm   ≥  - Co 

54.34 1.00  ≥ - - LOI 

2.81 0.5 3.89 0.75 
Specific gravity 

(g/cm3) 

168 200 138 326 
Specific surface 

area (m2/g) 
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recycled material for concrete production was evaluated 

based on the concept of biorefining. The used binder 

materials are presented in Figure 3.  

 
2. 1. 6. Superplasticizer        Excellent concrete water 

reducer, suitable for producing super-smooth concrete 

and self-compacting without additional water and 

aggregates separation and compatible with various types 

of cement are the main features of this superplasticizer. 

This product is manufactured in accordance with ASTM 

C494 [34]. The specific weight of this superplasticizer is 

1.1 g/cm2. 

 
2. 1. 7. Water            Tap water was used to make concrete 

specimens. According to ASTM C1602 [35], drinking 

water is suitable for concrete and does not need to be 

tested [36].  The  water's pH was 7.5, the total hardness is 

241 mg/l, the amount of chloride is 21.6 mg/l, and the 

amount of sulfate is 84.75 mg/l, which are within the 

permissible values mentioned. 

 

2. 2. Experimental Tests            Slump test was 

conducted to measure the workability of concrete in 

accordance with ASTM C143 [37]. 

The compressive strength test was performed 

according to ASTM C39 [38]. This test is one of the most 

important factors in the quality control of concrete and 

expresses the sample's tolerance in compressive strength. 

Cube molds with dimensions of 150×150×150 mm were 

used to make the specimens. The molds were kept in the 

open air for 24 hours after filling. After this period, the 

molds were opened, and the specimens were placed in the 

water tank and tested at the desired ages (7, 28, and 90 

days). 

The splitting tensile strength test was performed 

according to ASTM C496 [39]. In this experiment, 

standard cylinders of 150×300 mm were used. The 

 

 

 
Figure 3. Photo images of binder materials used 

conditions for preparing and storing the samples were the 

same as for compressive strength specimens. Specimens 

were placed horizontally in the machine. The load 

gradually increased, and due to the pressure in the 

direction perpendicular to the pressure, tension was 

created, and the specimen was broken. The load increase 

was uniform and loaded at a rate of 0.8 to 1.2 MPa per 

minute until the specimen was broken. The maximum 

load was read and recorded by the device. Splitting 

tensile strength was obtained by Equation (1). In this 

regard, T is the splitting tensile strength, P is the fracture 

load, L is the sample length, and D is the sample 

diameter. Failure of specimens in splitting tensile 

strength test was performed at 28 days of age. 

T =
2p

πLd
  (1) 

The flexural strength test was performed according to 

ASTM C293 [40]. The specimens had dimensions of 

100×100×500 mm and were placed symmetrically on 

two simple supports. They were then loaded evenly and 

without sudden changes. Flexural strength was calculated 

by Equation (2). In this experiment, specimens were 

broken at 28 days of age. 

Sf =  
3pl

2bh2  (2) 

In this equation, Sf is the flexural strength, p is the 

applied force in the middle of the span, b is the width of 

the section, h is the section's height, and l is the distance 

between the two supports. 

The ultrasonic pulse velocity test was performed 

according to ASTM C597 [41]. The ultrasonic pulse 

velocity method involves measuring the travel time of an 

ultrasonic pulse passing through a concrete specimen. An 

ultrasonic device consists of an electronic circuit to 

generate a pulse and a transmitter to transmit these 

electronic pulses to mechanical energy, which have 

vibrational frequencies in the range of 15 to 50 kHz. The 

travel time between pulses is measured electronically. 

The pulse propagation's average velocity is obtained by 

dividing the path length between the transmitters by 

travel time. There are three methods for measuring pulse 

velocity in concrete: direct transfer, indirect transfer, and 

surface transfer. In the present study, the direct method is 

used by placing the transmitters between two surfaces in 

front of concrete samples. Pulse velocity is affected by 

several factors without taking into account the properties 

of concrete, including the smoothness of the contact 

surface of the specimen under test, the effect of path 

length on pulse velocity, test temperature, concrete 

moisture conditions, the presence of steel rebars, pulse 

velocity methods for evaluating concrete structures. 

Attempts have been made to correlate pulse velocity with 

strength and other properties of concrete. UPV test was 

performed at 28 days of age. 

The initial (30 minutes) and final (72 hours) 
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volumetric water absorption test was performed 

according to ASTM C642 [42]. Equation (3) was used to 

determine the water absorption percentage. 

Water absorption percentage= 
𝑚−𝑚0

𝑚0
×100  (3) 

m is the wet weight of the specimen, and m0 is the dry 

weight of the specimen. 

The test for determining the water penetration depth 

in concrete was performed according to DIN1048 [43]. 

This experiment aims to assess the penetration of 

pressurized water in hardened concrete that has been 

treated in water. In this way, water is applied by pressure 

to the surface of hardened concrete, and then the 

specimen is divided into two halves, and the penetration 

depth related to water advancement is measured. 

150×150×150 mm cube specimens were used. The 

sample was placed in the machine, and water pressure of 

450 to 550 kPa was applied for 72 hours. During the test, 

the surfaces of the specimens that are not exposed to 

water pressure are continuously checked so that water 

does not leak. After applying pressure for a specified 

period of time, the sample is removed from the device, 

and excess surface water droplets are removed from the 

sample on which water pressure is applied. The sample is 

then split in half perpendicular to the surface exposed to 

water pressure. When the sample was divided into halves, 

the halved sample's surface exposed to water pressure 

was placed down, and the leading water sample was 

marked on it as soon as it was broken. The progress of 

water penetration is clearly visible on the surface. The 

maximum penetration depth was measured and recorded 

in millimeters. 

Corrosion is an electrochemical phenomenon in 

which rebars act as anodes and concrete as cathodes, 

creating an electric current between the rebars and the 

concrete surface. In this case, the mobility of ions is 

visible. The more and easier this movement is, the lower 

the resistance to ion mobility and the greater the 

concrete's electrical conductivity. Therefore, one of the 

simplest ways to test concrete durability is to determine 

its electrical resistance. Moisture reduces electrical 

resistance. The presence of small cracks that fill with 

water also reduces electrical resistance. A concrete 

electrical resistance measuring device was used to 

determining the electrical resistivity. Specimens were 

tested at 28 days of age. An average of three readings was 

reported for each mixture. Two copper plates were placed 

in complete contact with two concrete surfaces. Equation 

(4) was used for determining the electrical resistivity.  

𝜌 =
𝑅.𝐿

𝐴
  (4) 

where ρ is the specific electrical resistance of concrete in 

ohm-meters, R is the electrical resistance read by the 

device in ohms-meters. A is the area on concrete in 

square meters, and L is the distance between the positive 

and negative poles in meters. The estimation of corrosion 

probability of reinforcements buried in concrete based on 

electrical resistance is presented in Table 3. 

 

2. 3. Mixture Design           The ratios of the concrete 

mix components were determined using the absolute 

volume method in accordance with ACI 211 [47]. The 

water to cement ratio was considered 0.45 after reducing 

the aggregate moisture. The materials for one cubic meter 

of concrete are presented in Table 4. WPSA in the 

amount of 0, 5, 10, and 15% by weight of cement, silica 

nanoparticles at 0 and 2.5% by weight of cement, and 

aluminum oxide nanoparticles at 0 and 2.5% by weight 

of cement were used. The reason for choosing 2.5% 

nanoparticles is that this value has been introduced as the 

optimal value in many studies [26-28]. On the other hand, 

the main variable studied in the present study is WPSA, 

and four different values were considered for it.  

The combined use of WPSA and two different types 

of nanoparticles in high-strength concrete is one of the  

 

 
TABLE 3. Estimation of corrosion probability of buried rebars 

in concrete based on electrical resistivity [45, 46] 

Estimation of corrosion 

probability 
Electrical resistivity (kΩ-cm) 

Very high Less than 50 

High Between 50 and 100 

Low Between 100 and 200 

Very low More than 200 

 

 
TABLE 4. Mixture design 

Mix 

code 
Cement WPSAa SNb AlNc Sand Geavel SPd 

P0 550 0 0 0 705 1075 3.85 

P0S 536.25 0 13.75 0 705 1075 3.98 

P0AL 536.25 0 0 13.75 705 1075 4.10 

P5 522.5 27.5 0 0 705 1075 4.85 

P5S 508.75 27.5 13.75 0 705 1075 5.10 

P5AL 508.75 27.5 0 13.75 705 1075 5.21 

P10 495 55 0 0 705 1075 5.36 

P10S 481.25 55 13.75 0 705 1075 5.46 

P10AL 481.25 55 0 13.75 705 1075 589 

P15 467.5 82.5 0 0 705 1075 6.21 

P15S 453.75 82.5 13.75 0 705 1075 6.43 

P15AL 453.75 82.5 0 13.75 705 1075 6.81 

WPSA: Waste paper slag ash 

SN: Silica nanoparticles 

AlN: Aluminium oxide nanoparticles 

SP: Superplasticizer 
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most important objectives of the present study. Concrete 

mixing using a mixer was initially done dry; The 

aggregates were mixed dry with cement and stirred in a 

mixer for 60 seconds. Then WPSA and nanoparticles 

were added to them, and the stirring operation was 

continued for another 45 seconds.  Finally, water and 

superplasticizer were added to the mixture, and the 

mixing process was performed for another three minutes. 

 

2. 4. Curing         The samples' storage and curing 

conditions according to each series of specimens' 

condition were as follows: in the first 24 hours in the 

mold and then kept wet and transferred to the water tank, 

and stored in accordance with ASTM C192 [48]. 

 

 

3. RESULTS AND DISCUSSION 
 
3. 1. Slump       The workability depends on the slump 

and consistency of the concrete. The specimens' 

workability was evaluated using the slump test, and the 

results are presented in Figure 1. The slump of specimens 

containing 0, 5, 10, and 15% WPSA was 46, 51, 68, and 

76 mm, respectively. The slump of specimens containing 

0, 5, 10, and 15% WPSA in which 2.5% silica 

nanoparticles were used was 47, 54, 73, and 79 mm, 

respectively. The slump of specimens containing 0, 5, 10, 

and 15% WPSA in which 2.5% aluminum oxide 

nanoparticles were used was 56, 65, 78, and 81 mm, 

respectively. ACI 318-99 [47] proposed an allowable 

slump range for different RC building members (25 to 

100 mm). All slump values obtained are in the mentioned 

range. Also, according to Figure 4, addition of 5 to 15% 

WPSA to the specimens with and without nanoparticles 

reduced the concrete slump from 11 to 76%, depending 

on the amount of nanoparticles compared to the control 

sample. The addition of nanoparticles and WPSA reduces 

slump and increases the possibility of locking. By adding 

superplasticizer to concrete specimens containing WPSA 

and nanoparticles, good workability can be achieved. By  

 

 

 
Figure 4. Slump value of concrete specimens containing 

different amounts of WPSA and nanoparticles 

using appropriate amounts of WPSA, silica 

nanoparticles, and aluminum oxide nanoparticles along 

with suitable superplasticizer, operational mixing 

schemes used in projects can be achieved. 
 

3. 2. Compressive Strength          The mean 

compressive strength of the specimens at the ages of 7, 

28, and 90 days is shown in Figure 5. The compressive 

strength of 7 days of specimens containing 0, 5, 10, and 

15% WPSA were 38.9, 39.1, 40.3, and 37.1 MPa. The 

compressive strength of 7 days of specimens containing 

0, 5, 10, and 15% WPSA in which 2.5% silica 

nanoparticles were used were 46.3, 47.6, 49.3, and 46.3 

MPa, respectively. Also, the compressive strength of 7 

days of specimens containing 0, 5, 10, and 15% WPSA 

in which 2.5% aluminum oxide nanoparticles were used 

were 44.6, 46.3, 48.7, and 45.2 MPa, respectively. 

According to the mentioned values, it is observed that 

adding WPSA to concrete samples without nanoparticles 

increased the 7-day compressive strength by about 1 to 

4%, and addition of WPSA to concrete specimens 

containing nanoparticles increased the 7-day 

compressive strength about 14 to 27%. 

Also, the 28-day compressive strength of P0, P5, P10, 

and P15 specimens were 57.1, 58.9, 60.3, and 55.6 MPa, 

respectively. By addition of 2.5% silica nanoparticles to 

the mentioned specimens caused their 28-day 

compressive strength to be 66.1, 67.2, 72.1, and 65.7 

MPa, respectively. Also, the 28-day compressive 

strength of P0Al, P5Al, P10Al, and P15Al specimens 

were 65.3, 66.5, 70.2, and 65.5 MPa, respectively. 

Addition of 5 to 15% WPSA to specimens containing 

nanoparticles increased the 28-day compressive strength 

of the specimens by about 15 to 26%, depending on the 

amount of nanoparticles. 

Using a combination of WPSA and nanoparticles was 

much better than using each one individually. For 

example, the 28-day compressive strength of a specimen 

using 10% WPSA and 2.5% silica nanoparticles was 26% 

higher than that of the control sample. The compressive 

 

 

 
Figure 5. Compressive strength of specimens at 7, 28, and 

90 days 
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strength of a specimen using 10% WPSA increased by 

only 4%, and the compressive strength of a specimen 

using only 2.5% silica nanoparticles was 16% higher than 

the control sample.  

As the age of concrete increases, the compressive 

strength of the specimen increases. The 90-day 

compressive strength of concrete specimens containing 

nanoparticles and WPSA increased by about 10 to 22% 

compared to the control specimen, depending on the 

amount of nanoparticles and WPSA. Also, the highest 

90-day compressive strength was obtained in the samples 

in which 10% WPSA and 2.5% silica nanoparticles were 

used, and its value was 97.3 MPa. 

The use of silica nanoparticles and aluminum oxide 

nanoparticles in combination of WPSA has increased the 

compressive strength compared to the control sample. 

Excess silica is mixed with cement compounds to form 

C-S-H gels, and compressive strength was achieved by 

filling pores in concrete. 

As the WPSA increased to more than 10%, the 

compressive strength decreased with a greater slope. The 

reason for this is that when the amount of WPSA in 

concrete exceeds a certain limit, WPSA is dehydrated 

due to the high intensity of the reaction. The use of 

superplasticizers up to a certain percentage of 

nanoparticles compensates for this deficiency, but due to 

the limited use of superplasticizers in higher percentages 

of WPSA, this problem persists, resulting in some 

porosity of the concrete, which results in decreases of the 

compressive strength. 

Another point is that WPSA increases the 

compressive strength in a short time due to its specific 

surface area and high reaction intensity. WPSA reacts 

with calcium hydroxide formed due to cement curing and 

hydrates the production of calcium silica, the hard 

material that makes concrete strength. As shown in 

Figure 1, in the 7-day specimen, the upward trend and in 

the 28- and 90-day specimen, the growth has decreased. 

The reason for this behavior is probably that the 7-day 

samples did not suffer from water deficiency due to the 

intensity of the reaction at the time of the test. As a result, 

internal porosity has not yet formed in the concrete, but 

this has happened in the case of 28 and 90-days concrete. 

 

3. 3. Splitting Tensile Strength             The 28-day 

splitting tensile strength of specimens and the percentage 

of changes compared to the control specimen are shown 

in Figure 6. Single-use of WPSA in specimens does not 

play a significant role in splitting tensile strength of 

specimens and, in some cases, has even reduced the 

splitting tensile strength of specimens (P10 and P15). The 

combined use of 2.5% silica nanoparticles and 0, 5, 10, 

and 15% WPSA increased the splitting tensile strength 

by 14.8, 14.6, 15.6, and 12.8%, respectively. Also, the 

combined use of 2.5% aluminum oxide nanoparticles and 

0, 5, 10, and 15% WPSA increased the splitting tensile 

strength by 7.7, 10.5, 9.2, and 6.9%, respectively. As with 

compressive strength results, the combined use of 

nanoparticles and WPSA has a more effective role in 

increasing splitting tensile strength than their single-use. 

The splitting tensile strength largely depends on the area 

of transition between the aggregate and the cement paste. 

By replacing part of the cement with WPSA, silica 

nanoparticles, and aluminum oxide nanoparticles, the 

transition zone between the aggregates is strengthened, 

and thus the tensile strength is increased. 

Figure 7 shows the relationship between splitting 

tensile strength and compressive strength of specimens 

containing WPSA and nanoparticles at 28 days of age. 

The compressive strengths presented in this figure are the 

compressive strengths of cylindrical specimens. For this 

purpose, all 28-day compressive strengths of concrete 

cubic specimens were converted to cylindrical equivalent 

compressive strength using conversion coefficients. This 

diagram also presents the relationships between tensile 

strength and compressive strength proposed by ACI 

318R-95 [49] and CEB-FIP [50]. 

The range of compressive and tensile strengths 

obtained is within the range of values of the mentioned 

 

 

 
Figure 6. Splitting tensile strength and the percentage of 

changes compared to the control sample 

 

 

 
Figure 7. Relationship between splitting tensile strength and 

compressive strength and comparison with regulations and 

other studies 
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standards. Figure 7 shows the range of compressive and 

tensile strengths of some similar studies. Pourazar et al. 

[18] investigated the effect of WPSA and silica fume on 

concrete specimens. As can be seen, the range of 

compressive and tensile strengths obtained in the present 

study is in a higher range than concretes containing 

WPSA and silica fume. This result showed that the use 

of nanosilica in combination with WPSA has a much 

better performance compared to the use of silica fume. 

Nanoparticles have a more effective role in improving the 

mechanical properties of concrete due to higher filling. 

Also, the results reported by Faez et al. [26] and 

Heidarzad et al. [28] are shown in Figure 7, which used 

silica nanoparticles and aluminum nanoparticles to make 

concrete samples, respectively. The purpose of this chart 

is to ensure the accuracy of the results. The difference in 

the present study's values can be due to the water to 

cement ratio, quality of materials, type of additives, and 

the curing type.   

 

3. 4. Flexural Strength         The flexural strength of the 

specimens at the age of 28 days and their percentage 

change compared to the control specimen are shown in 

Figure 8. The use of 5 and 10% WPSA has increased the 

flexural strength by about 1.1 and 2%, respectively. But 

the use of 15% WPSA has reduced the flexural strength 

by about 1.5%. The use of nanoparticles in combination 

with WPSA has led to an increase in the specimens' 

flexural strength. The highest increase in flexural 

strength was obtained in the P10S specimen and the 

flexural strength of this specimen increased by 14.3% 

compared to the control sample. Comparing flexural 

strengths of specimens containing silica nanoparticles 

and aluminum oxide nanoparticles showed that the 

combined use of silica and WPSA nanoparticles has a 

more influential role in increasing the flexural strength of 

concrete specimens than specimens containing aluminum 

oxide and WPSA. 

 
3. 5. Ultrasonic Pulse Velocity (UPV)        Among the 

non-destructive methods available, the use of UPV, in  

 

 

 
Figure 8. Flexural strength and percentage of changes 

compared to the control specimen 

addition to making it possible to measure hardness on the 

actual structure, can also reveal some defects of concrete 

[52]. UPV test can be used for determining the concrete 

uniformity, concrete strength, the modulus of elasticity, 

properties of concrete over time, the degree of hydration 

of cement, the durability of concrete, damaged layer 

action in concrete, and crack depth [53]. Figure 9 shows 

the UPV of the specimens in different states. This 

diagram also provides details on the classification of 

concrete types in terms of quality. This classification was 

proposed by Whitehurst [54], and concrete is divided into 

four categories in terms of quality: excellent, good, 

medium, and doubtful. The results showed that the 

specimens' UPV is in the range of 3.5 to 4.5 km/h and has 

good quality. Adding WPSA to the specimen increased 

the UPV. The highest increase of UPV was obtained in 

samples in which 10% WPSA was used in combination 

with 2.5% nanoparticles (silica and aluminum oxide). 

 

3. 6. Water Absorption         CEB divides concrete [55] 

into three categories based on initial water absorption: 

poor quality (5 to 6%), medium (between 3% and 5%), 

and good (less than 3%). According to the CEB 

classification, the control sample is in the middle 

category. Figure 10 shows the initial and final water 

absorption of the specimens in different states. Single-use 

of WPSA and nanoparticles and their combined use have 

reduced the water absorption percentage of the 

specimens. The initial water absorption percentage of 

concrete specimens containing WPSA is in the range of 

2.25 to 3.67%. According to the mentioned classification, 

it can be stated that all the concrete specimens examined, 

in which WPSA, silica nanoparticles, and aluminum 

nanoparticles were used, are in the good quality category. 

The combined use of nanoparticles and WPSA in all 

mixing designs have reduced the water absorption 

percentage of concrete. For example, the use of 10% 

WPSA and 2.5% silica nanoparticles reduced the initial 

and final water absorption of concrete by 28% and 29%, 

respectively. The combined use of nanoparticles and 

WPSA causes the concrete pores to fill more and 

decrease water absorption. Consumption of calcium 

 

 

 
Figure 9. UPV of specimens 
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Figure 10. Percentage of initial and final water absorption 

of specimens in different states 

 

 

hydroxide and production of more hydrated calcium 

silicate in the presence of nanoparticles and WPSA are 

other reasons for the decrease in concrete water 

absorption. 

 

3. 7. Water Penetration Depth          Figure 11 shows 

a graph of water penetration versus WPSA for specimens 

with and without nanoparticles. By replacing WPSA or 

silica nanoparticles and aluminum oxide nanoparticles, 

the water penetration depth index is improved. The P15S 

mixture, in which 15% WPSA and 2.5% silica 

nanoparticles were substituted for Portland cement, 

showed the lowest penetration depth, which is 3.76 mm. 

The use of WPSA alone in the specimens showed less 

effectiveness in improving the water penetration depth 

than the mixture containing WPSA and nanoparticles, 

which in this case can also be attributed to the lower 

pozzolanic activity of WPSA compared to the 

combination of WPSA and nanoparticles. 

The use of 5, 10, and 15% WPSA reduced the water 

penetration depth by 16, 22, and 25%, respectively, 

compared to the control sample. Replacement of WPSA 

with cement has a greater contribution and effect on 

improving the absorption properties and permeability of  

 

 

 
Figure 11. The water penetration depth of specimens in 

different conditions 

concrete than the strength properties of concrete. The use 

of 5, 10, and 15% WPSA in specimens containing 2.5% 

silica nanoparticles reduced the water penetration depth 

by 22, 26, and 30%, respectively, compared to the control 

sample. Also, the use of 5, 10, and 15% WPSA in 

specimens containing 2.5% aluminum oxide 

nanoparticles reduced the water penetration depth by 21, 

25, and 29%, respectively. The combined use of silica 

nanoparticles, aluminum oxide nanoparticles, and WPSA 

in high-strength concrete improved the microstructure 

and reduces the pores' size, leading to reduced 

permeability and increased resistance to aggressive 

materials as chlorine ions and the risk of carbonation.  
 

3. 8. Electrical Resistivity        Due to the fact that the 

corrosion process of steel rebars in concrete is an 

electrochemical process, so the electrical resistivity of 

concrete has a significant role in corrosion, and it can be 

expected that concretes with higher electrical resistivity 

showed better performance in reducing corrosion of steel 

rebars. Figure 12 shows the electrical resistivity of the 

specimens in different states. The use of WPSA has 

increased the electrical resistivity of concrete. With 

increasing WPSA value, the electrical resistivity of 

concrete specimens has increased more. P5, P10, P15 

mixtures' electrical resistivity were 10, 19, and 29% 

higher than the control specimen (P0), respectively. 

Elkey and Sellevold [45] and Ong and Saraswathy [46] 

divided concrete specimens into four categories based on 

electrical resistivity and corrosion probability (Figure 

12). Accordingly, specimens containing WPSA and 

nanoparticles are less likely to corrosion. The combined 

use of nanoparticles and WPSA has increased the 

electrical resistance by about 18 to 67 percent. A 

significant increase in electrical resistivity of specimens 

containing WPSA, silica nanoparticles, and aluminum 

oxide nanoparticles was due to pozzolanic reactions and 

reduced porosity of concrete pores. Examining these 

results, it is clear that the degree of permeability for all 

projects containing WPSA has been associated with a 

decrease. 

 

 

 
Figure 12. The electrical resistivity of specimens in different 

states 
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3. 9. Scanning Electron Microscope (SEM) Imaging       
The results of experiments performed on concrete 

specimens containing nanoparticles and WPSA showed 

that 10% WPSA combined with 2.5 nanoparticles (silica 

and aluminum oxide) has an effective role in improving 

the mechanical properties and durability of concrete. 

Therefore, specimens P0, P10, P10S, and P10Al were 

selected to study the microstructure, and their SEM 

images were prepared. Figure 13 shows the SEM images 

of P0, P10, P10S, and P10Al. In the control sample (P0), 

there is no continuous continuity between the concrete 

components, and the components do not have an 

acceptable consistency. By creating C-H- S gel, nano-

silica increases the compressive strength and adhesion of 

concrete components.  

WPSA increases the durability of concrete by closing 

cavities. Comparison of SEM images of the control 

sample (without nanoparticles and WPSA) and the rest of 

the images containing nanoparticles and WPSA shows 

that the control sample has more component rupture and 

has more cavities. Nanoparticles reduce these cavities, 

resulting in increased compressive and tensile strengths 

and reduced water permeability. 

In the microstructure of ordinary cement paste, it is 

observed that a large amount of needle-shaped hydrates 

surrounds the C-S-H gel. Comparison of this image and 

the image of cement paste made with 10% WPSA and 

2.5% nanoparticles (silica and aluminum oxide) showed 

the better effect of this proposed compound on the 

microscopic structure of cement paste. However, in some 

parts of the figure, local growth of hydrated crystals was 

observed, which added to their non-uniformity. 

Also, microscopic pores on a more or less uneven 

surface can be seen in these images. This image shows 

the effect of nanosilica on reducing the size of large 

crystals. It is also observed that WPSA and nanoparticles 

by filling the gel's pores reduce the size and number of 

microstructural cavities of the samples compared to 

samples without nanomaterials, resulting in greater 

coherence and integration for these specimens. As can be 

seen from the pictures, the results of the experiments are 

consistent with the photographs taken of the 

microstructure of the cement paste. 

 

 

4. SUMMARY AND CONCLUSION 
 

In this paper, the mechanical properties, durability, and 

microstructure of high-strength concrete containing 

WPSA and nanoparticles were investigated. The effect of 

WPSA on improving the mentioned characteristics was 

one of the main objectives of the present study. For this 

purpose, compressive strength, splitting tensile strength, 

flexural strength, UPV, water absorption, water 

penetration depth, and Electrical resistivity tests were 

performed. Also, the microstructure of concrete 

specimens containing WPSA and nanoparticles was 

evaluated using SEM images. This section summarizes 

the most important results: 
 

 

 

 
P0 

 
P10 

 
P10Al 

 
P10S 

Figure 13. SEM images of specimens 
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- The combined use of WPSA and nanoparticles is 

better than the single-use of each. For example, the 

28-day compressive strength of the specimen 

containing 10% WPSA and 2.5% silica nanoparticles 

was 26% higher than that of the control specimen. 

The compressive strength of the specimen containing 

10% WPSA increased by only 4%, and the 

compressive strength of the specimen containing only 

2.5% silica nanoparticles was 16% higher than that of 

the sample.  

- The use of silica nanoparticles and aluminum oxide 

nanoparticles in combination with WPSA has 

increased the compressive strength compared to the 

control specimen. This is because of the excess silica 

mixes with the cement compounds to form the C-S-H 

gel. Increasing the strength is done by filling the pores 

of the concrete. 

- WPSA increases compressive strength in a short time 

due to its specific surface area and high reaction 

intensity. WPSA reacts with calcium hydroxide 

formed due to cement curing and hydrates the 

production of calcium silica, which is the hard 

material that makes concrete strength. 

- In 7-days specimens, an increase in compressive 

strength growth was observed, and, in 28 and 90-day 

specimens, a decrease in compressive strength growth 

was observed. The reason for this behavior is 

probably that the 7-day specimens did not suffer from 

water deficiency due to the intensity of the reaction at 

the time of the test. As a result, internal porosity has 

not yet formed in the concrete, but this has happened 

with 28 and 90-day-old concretes. 

- Single-use of WPSA in specimens does not play a 

significant role in the splitting tensile strength of 

specimens and, in some cases, has even reduced the 

tensile strength of specimens. The combined use of 

nanoparticles and WPSA has a more effective role in 

increasing splitting tensile strength than their single-

use. The amount of tensile strength of concrete 

depends to a large extent on the transition area 

between the aggregate and the cement paste. By 

replacing part of the cement with WPSA, silica 

nanoparticles, and aluminum oxide nanoparticles, the 

transition zone between the aggregates is 

strengthened, and thus the tensile strength has 

increased. 

- The highest increase in flexural strength was obtained 

in the P10S specimen and the flexural strength of this 

specimen increased by 14.3% compared to the control 

specimen. Comparison of flexural strengths of 

specimen containing silica and aluminum oxide 

nanoparticles shows that the combined use of silica 

and WPSA nanoparticles has a more effective role in 

increasing the flexural strength of concrete specimens 

than specimen containing aluminum oxide and 

WPSA. 

- The combined use of silica nanoparticles, aluminum 

oxide nanoparticles, and WPSA in high-strength 

concretes improves the microstructure and reduces 

porosity, leading to reduced permeability and 

increased resistance to aggressive materials such as 

chlorine ions and the risk of carbonation.  

- The combined use of nanoparticles and WPSA has 

increased the electrical resistance by about 18 to 67 

percent. A significant increase in electrical resistance 

of specimens containing WPSA, silica nanoparticles, 

and aluminum oxide nanoparticles was due to 

pozzolanic reactions and reduced porosity of concrete 

pores. Examining these results, it is clear that the 

degree of permeability for all projects containing 

WPSA has been associated with a decrease. 

- WPSA and nanoparticles by filling the gel's pores 

reduce the size and number of microstructural cavities 

of the specimens compared to samples without 

nanomaterials, resulted in greater coherence and 

integration for these samples. 

The paper industries use two common incineration 

and landfill methods to dispose of their waste, which is a 

matter of exorbitant costs. Hazardous compounds in this 

type of waste cause environmental pollution and 

endanger human health. According to the results, the use 

of WPSA in the production of concrete is more 

economical and environmental due to less use of cement. 

The use of WPSA from paper mills in the production of 

concrete leads to economic and ecological benefits. The 

present study results that were about the management of 

WPSA and their use in the concrete showed that these 

materials can be used as a substitute for a part of cement 

(up to 10%) and reduce the percentage of water 

absorption and strength of concrete. In this study, an 

attempt was made to overcome the strength reduction 

weakness by using silica nanoparticles and aluminum 

oxide nanoparticles. In these cases, higher percentages of 

waste paper waste can be used. In addition, the proposed 

concrete can be used to repair the piers of bridges and 

hydraulic structures. 
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Persian Abstract 

 چکیده 
مناسب    یو اقتصاد  یطیمح  ستیز  یهاموضوع از جنبه   نیکنند. ا  یدفن م  ایکاغذ را سوزانده و    ماندهیاز پسماند باق  یاحجم قابل توجه  یکاغذساز  عیصنا  یدیتول  یواحد ها

شده است.    ارزیابی با مقاومت بالا    یهاو دوام بتن  یک یمکان  ات یو نانو مواد بر خصوص(  WPSA)کاغذ    عات یضا  لجن   از خاکستر  ی ب یاستفاده ترک  اثرباشد. در مطالعه حاضر  ینم

WPSA  (0  ،5  ،10    نانومانیس  ی درصد وزن  15و ،)  مورد    یرهای( متغ مانیس   یدرصد وزن  2.5و    0)  ومینیآلوم  دی( و نانودرات اکسمانیس  یدرصد وزن   2.5و    0)  سیلیذرات س

 یی هاشیدوام بتن با انجام آزما  نیشد. همچن  ارزیابیو سرعت امواج فراصوت    یخمش  ،ی شکافتکشش  ،یفشارهای  های مقاومتا آزمایشب  یکیمکان  ات یبودند. خصوص  یبررس

و نانوذرات بر بهبود   WPSA ی بیشد. اثر ترک  لی تحل ی الکترونی کروسکپیم ریتصاو هی با ته اهنمونه زساختار ی. ردیانجام گرد ی کیمقاومت الکتر وعمق نفوذ آب، جذب آب  ر ینظ

نانو  WPSA.  باشدیام از آنها ماز هر کد  یِبا مقاومت بالا، بهتر از استفاده تک  یها( و دوام بتنیو خمش  یکشش  ،یفشار  یها)مقاومت   یکیخواص مکان   م یذرات با کلس  و 

سخت عامل مقاومت بتن است. مصرف شدن   یکه همان ماده  کندیم  دیتول  دراتهیه  میکلس  کایلیو س  دهدیواکنش م  شود،یم   لیتشک  مان یس  هیدراتاسیون  لیکه به دل  یدیدروکسیه

و کاهش عمق نفوذ    یکیمقاومت الکتر   شیکاهش جذب آب، افزا  لیدلا  ملهاز ج  WPSAدر حضور نانو ذرات و    شتر یب  یدراتهیه میکلس  کات یلی س  دیو تول  میکلس  دیدروکسیه

و   شودی م   تیتقو  یسنگ  یهادانه   ن یانتقال ب  یهیناح  وم،ینیآلوم  دیو نانوذرات اکس  سی لی، نانوذرات سWPSAبا    مانیاز س  یبخش  ی ن یگزی. با جاباشدی م  ی بتن  یهاآب در نمونه

 . ابدییم شیافزا یو خمش یکشش یهامقاومت  بی ترت نیبد
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A B S T R A C T  
 

 

With the modern invention of high-quality sensors and smart chips with high computational power, smart 

devices like smartphones and smart wearable devices are becoming primary computing sources for 
routine life. These devices, collectively, might possess an enormous amount of valuable data but due to 

privacy concerns and privacy laws like General Data Protection Regulation (GDPR), this enormous 

amount of very valuable data is not available to train models for more accurate and efficient AI 
applications. Federated Learning (FL) has emerged as a very prominent collaborative learning technique 

to learn from such decentralized private data while reasonably satisfying the privacy constraints. To learn 

from such decentralized and massively distributed data, federated learning needs to overcome some 
unique challenges like system heterogeneity, statistical heterogeneity, communication, model 

heterogeneity, privacy, and security. In this article, to begin with, we explain some fundamentals of 

federated learning along with the definition and applications of FL. Subsequently, we further explain the 
unique challenges of FL while critically covering recently proposed approaches to handle them. 

Furthermore, this paper also discusses some relatively novel challenges for federated learning. To 

conclude, we discuss some future research directions in the domain of federated learning. 

doi: 10.5829/ije.2021.34.07a.11 

 

 
1. INTRODUCTION1 
 

Recently, deep learning has gained an incredibly high 

peak of acceptance in artificial intelligence and machine 

learning research community. It has the ability to 

automatically extract and learn high-level complex 

features by the composition of low-level features. One of 

the most prominent features of deep learning, which 

typically makes it more attractive than traditional 

machine learning, is its remarkable ability to extract and 

sufficiently learn these complex features automatically. 

Where there is no need for hard-coded rules or domain 

expert knowledge or more intermediate steps to solve a 

problem. Deep learning has already outperformed the 

numerous traditional approaches in many fields including 

face detection, image recognition, speech recognition, 

health care, stock market prediction, and in many other 

fields [1-9]. The optimal performance of deep learning 

models greatly depends upon the availability of a 

significantly enormous amount of valuable data and the 

 

availability of high computational resources. So, to get a 

robust and efficient deep learning model, we typically 

need a large amount of valuable data and ample 

computational resources. 
As smart devices (including smart mobile phones, 

tablets, and wearable devices) are being empowered with 
high computational resources including large memory 
storage and incredibly powerful sensors; people are 
rapidly switching their primary computing source from 
laptops and conventional desktop computers to these 
smart devices [10]. Particularly, the invention of Artificial 
Intelligence (AI) based smart-chips [11] have more 
significantly boosted this trend where companies’ goal is 
to add the neural network power in smart devices. These 
devices are generating an enormous amount of valuable 
data including their location history, pictures, typing 
patterns, medical history, lifelogging data, etc. So, there is 
a lot of valuable real-world data, but in a decentralized 
fashion, which can be used to train deep learning models 
to get more accurate and intelligent applications. 
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Though these smart devices, collectively, possess a 
large amount of valuable data. However, usually, the 
nature of this data is highly sensitive. Therefore, due to 
different constraints including privacy concerns and 
privacy laws like GDPR [12], China’s cybersecurity law 
[13], and California’s privacy right act [14], it has become 
almost impossible for companies to collect, transfer, use 
or integrate users’ data without their consent for any 
specific purpose. 

Traditionally in distributed learning environment, to 
train a model, we typically accumulate all data at a central 
location, properly distribute it to separate parties for 
processing. But now, due to more privacy concerns of 
people and extremely strict privacy laws, it is almost 
impossible to collect updated real-time users’ private data 
at the central location. 

In such scenarios, it is intuitive to smartly leverage the 
private data of users stored locally and perform the 
necessary computation (model training) on these devices. 
Thus, ensuring the privacy guarantee of users’ personal 
data and, on the other hand, also utilizing the 
computational resources of client devices. Different 
collaborative learning techniques [15-17] have been 
proposed to train deep learning models where different 
clients collaborate with each other to update their models 
by leveraging the learned knowledge of other clients 
rather than their private data. Specifically, a very 
promising decentralized learning technique called 
federated learning [16, 17] has been coined which has 
instantly attracted a large research community in Machine 
learning towards this research direction i.e. rather than 
transferring data to code (computing), we move the code 
to data. 

FL has many advantages as compared to traditional 
distributed machine learning approaches [18-21] like 
privacy, where devices don’t have to share their private 
data with other devices including a centralized server. 
Low latency, as devices would have updated model 
locally, so they do not need to wait for inferencing from 
cloud-server. Huge computational resources, as usually 
hundreds of devices, could participate in FL so a lot of 
computational resources would be available to train the 
model. Similarly, FL can help to more efficiently utilize 
the network bandwidth as, now, there is no need to 
transmit raw data to cloud-server rather just need to share 
the trained model parameters. 

Though FL has emerged as a remarkably effective 
decentralized learning framework to leverage the 
massively distributed, highly unbalanced, and Non- 
independent and Identical Distribution (IID) private data 
of smart devices. Nevertheless, it comes with many 
(unique) challenges related to data, model architecture, 
communication, and privacy. Like, here, data is typically 
expected to be massively distributed, Non-IID, 
unbalanced, and inaccessible by other devices or 
centralized server due to privacy constraints. Similarly, 
Communication cost could be much higher as compared 
to computation cost and could experience challenges of 
limited and inconsistent bandwidth for various devices 

and of passive sampling. Furthermore, participating 
devices may naturally require specialized or more 
personalized models based on their specific requirements. 
Likewise, privacy is one of the primary foci of 
decentralized learning so local data of devices would be 
inaccessible to any other party. Key challenges of 
federated learning have been addressed thoroughly in 
section 2. 

Extensive works [22-34] have been performed which 
more or less covered different aspects of FL effectively. 
However, most of them usually discussed FL in some 
particular context or discussed the core challenges of FL 
in a limited way like Yang et al. [22] put their major focus 
on different categories of FL based on a different 
distribution of data. Kulkarni et al. [23] put their primary 
focus on model personalization techniques for FL but do 
not discuss the other issues of FL. Xia [24] draws a 
comparison of FL with deep learning while putting the 
main focus on applying watermarking on deep neural 
networks in FL. Lyu et al. [25] put their main focus of 
discussion to the potential threats to FL. Similarly, Li et 
al. [26] provide a comprehensive survey on FL systems 
but they mostly discuss the design aspects of FL. Aledhari 
et al. [32] present a comprehensive survey of FL while 
focusing on protocols, applications, and use cases of FL 
in detail. Another comprehensive survey is performed by 
Li et al [33] but they do not adequately address the 
personalization issues where local clients may contain 
diverse model architectures. Similarly, these studies [25, 
34] effectively cover the privacy and security aspects of 
FL but do not adequately cover the other challenges of FL. 
Furthermore, many authors [27-32] have explained FL in 
a particular context or some potential solutions in that 
particular context. 

To put it concisely, there are many surveys on FL. 

However, most of them are tutorial-based or 

comprehensive in a particular context. Thus it stimulates 

us to perform a concise and comprehensive survey on FL 

adequately covering its key issues with possible solutions 

and future research directions. 
The rest of the paper is divided into the following 

sections. Sections 1.1, 1.2, 1.3, and 1.4 present the basic 
flow, different frameworks, mathematical definition of 
FL, and applications of FL, respectively. In section 2, this 
paper comprehensively discusses the key challenges of 
FL including a critical overview of recent approaches to 
address those challenges. Section 3 discusses some open 
research areas and finally, the conclusion is presented in 
section 4. 

 

 

1. 1. Basic Flow of Federated Learning      Figure 1 
illustrates the basic flow of FL. Here we typically assume 
that some clients want to collaborate for training a global 
model to perform some specific tasks. All participating 
devices collaborate with each other through a centralized 
server (aggregation server). In the first place, the 
centralized server forwards the copy of the global model 
to all active participants (active devices), then these 
devices train their copy of the global model on their 
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Figure 1. The basic architecture of Federated Learning 

 
 
private data and send this updated model back to the 
server. After receiving all model updates from clients, a 
centralized server typically performs weighted 
aggregation on these local models’ updates 
(parameters/gradients) to update the primary global 
model. Subsequently, the centralized server again sends 
this updated global model to all active clients, so active 
clients retrain this model. This process typically continues 
until the global model is converged. 
 

1. 2. Different Frameworks         To evaluate properly 

the performance of novel proposed solutions in federated 

learning, typically, a simulated environment is manually 

designed. For instance, datasets are manually split into 

different subsets in such a way these subsets mimic the 

behavior of Non-IID and unbalanced datasets. However, 

recently, different frameworks and benchmarks [35-44] 
have also been proposed for federated learning. Some of 

these frameworks also provide the federated datasets 

which fulfill the requirements of federated learning 

settings like distributed, unbalanced and Non-IID 

datasets. Similarly, some of these frameworks also 

provide the feature to compare different FL algorithms 

using different evaluation metrics. Though these datasets 

do not exactly mimic the real-world FL scenario still 

researchers can simulate their FL work using these 

datasets to mimic the behavior of near to real-world FL 

scenarios. A summary of these FL frameworks is given 

in Table 1. 

 

1. 3. Definition of Federated Learning         Suppose, 

𝐾 number of devices are participating in the federated 

learning process so dataset 𝐷 is distributed among 𝐾 

devices as 𝐷 = {𝐷1, 𝐷2, 𝐷3, . . , 𝐷𝑘} where each user 𝑖 has 

a dataset 𝐷𝑖(𝑖 ≤ 𝑘), having 𝑛 number of samples 

{(𝑋1
𝑖 , 𝑌1

𝑖), (𝑋2
𝑖 , 𝑌2

𝑖), (𝑋3
𝑖 , 𝑌3

𝑖), … , (𝑋𝑛
𝑖 , 𝑌𝑛

𝑖)}. Here each𝑋𝑖
𝑘 ∈

𝑋𝑖. Typically, the objective of federated learning is to 

minimize this objective function:  

min
𝑤

𝐹(𝑤)    𝑤ℎ𝑒𝑟𝑒   𝐹(𝑤) = ∑𝐾
𝑘=1

𝑛𝑘

𝑛
𝐹𝑘(𝑤)  (1) 

 
 
 

TABLE 1. Some frameworks for federated learning Simulation 

Approaches Reference Key Idea 

TensorFlow 
Federated [35]  An open-source framework that provides a platform for research experiments and large-scale simulation in FL. 

Additionally, it provides various federated datasets. 

LEAF [36] Provide many datasets for benchmarking federated learning, MTL and Meta-Learning 

PySyft [37] An open-source framework that combines FL and differential privacy, and integrates with deep learning frameworks 

like Keras, Tensorflow, or PyTorch to provide secure and private computations. 

FATE [38] An open-source project which provides a secure computing framework 

PaddleFL [39] 
Open-source framework based on PaddlePaddle which facilitates the researchers to compare different FL algorithms 

and deploy the FL system easily in large-scale distributed clusters. 

NVIDIA 
Clara 

[40] A healthcare application framework but also provides full-stack GPU-accelerated libraries and SDKs to support FL. 

OWKIN [41] 
Building a very large collaborative research network in health based on FL. They have also partially open-sourced 

their code for collaboration with other researchers and organizations. 

Fedeval [42] 
It supports FedSGD and FedAvg algorithms. Use different evaluation features like accuracy, communication, time 

consumption, privacy, and robustness (ACTPR). 

Fedml [43] 
Provide support for many machine-learning and FL algorithms. It supports mobile on-device training, distributed 

training, and standalone simulation. 

OARF [44] Try to imitate real-world data distribution by collecting public datasets from distinct sources. 
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𝑤ℎ𝑒𝑟𝑒   𝐹𝑘  (𝑤) =
1

𝑛𝑘
  ∑𝑖∈|𝑛𝑘| 𝑓𝑖(𝑤)  

Here 𝑛 is the total number of samples in 𝐷 while 𝑛𝑘 is 

the total number of training samples in 𝐷𝑘 on device 𝑘 ∈
 𝐾. Here 𝑓𝑖(𝑤) represents the local objective function of 

each client 𝑘 at a sample 𝑖 ∈ |𝑛𝑘|. 
 

1. 4. Applications of Federated Learning        Though 
the primary focus of federated learning is to learn from 
smart devices (cross-device) including smartphones, 
smart glasses, smartwatches, etc. where devices might 
have immensely valuable data but due to privacy 
concern. This enormous amount of valuable data is 
unavailable to train models for more accurate and 
efficient AI applications. But federated learning concept 
could be further extended to various organizations (cross-
silo) like banks, hospitals which can collaborate with 
each other while preserving the confidentiality of users’ 
data. For example, hospitals can securely collaborate 
with other hospitals or smart devices, containing health-
related data, to train a shared global model for diagnosis 
or treatment of various medical disorders. Similarly, 
banks can also collaborate with each other, preserving the 
privacy of users’ data, to train a shared global model for 
detecting the scam or fraudulent transactions. 

There are many potential application areas [45-58] for 
federated learning including healthcare, sentiment 
analysis, recommendation systems, voice recognition, 
face detection, next-word prediction, predicting users’ 
activities, autonomous vehicles, etc. 

 
 

2. KEY CHALLENGES OF FEDERATED LEARNING 
 

Federated learning has many unique challenges which 

typically make it different from traditional distribution 

optimization. These key challenges typically include 

model heterogeneity, statistical heterogeneity, 

communication (including system heterogeneity), and 

privacy. The following subsections concisely yet 

comprehensively explain these challenges with a critical 

review of recent approaches to handle these challenges. 

 
2. 1. Statistical Heterogeneity       In decentralized 

settings we typically assume, there is no centralized 

server to properly manage the distribution of data. Thus, 

it is very likely that clients would have highly unbalanced 

and Non-IID data as each device or user may have 

distinct preferences. For instance, let suppose there are 

two devices that want to collaborate in the federated 

learning scenario to train a unique global model (e.g., 

image classifier for fruit categories) while preserving the 

privacy of their data. Suppose the first device contains 50 

samples of each of two classes (say apple and banana) 

while the second device contains 100 samples of each 

two classes (say orange and mango) so here these devices 

have unbalanced (varied number of samples for each 

class) and Non-IID (samples of distinct classes) data. 

Figure 2 presents an example of statistical heterogeneity. 

FedAvg [17], a state of art algorithm based on SGD, 

shows that it can handle a certain amount of Non-IID data  

 

 
Figure 2. An example of Non-IID data. Suppose there are two devices, a laptop, and smart glasses, having their private data and a 

local model. The laptop has samples of orange and apple while smart glasses have samples of banana and mango. Here, they have 
Non-IID data distribution as they have samples of different classes. Now, suppose we are training a classifier to predict the fruit 
category. These local models would be well-trained to predict about classes for which they have training samples but not otherwise. 
For instance, if a sample of apple is provided to laptop-model then it would be reasonably confident that it is apple but if the same 
sample would be provided to the smart glasses model, then it would wrongly classify it like banana or mango. Now, the server needs 
to perform aggregation (as required in FL) but as you can see the server cannot take simple aggregation, rather it would like to give 

more preference to laptop output. But How? This is a simple example of a Non-IID problem in the context of FL. 
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TABLE 2. Some approaches addressing statistical heterogeneity 

 

 

but Smith et al. [61] have shown empirically that for high 

skewed Non-IID data, the performance of the 

convolutional neural network, trained using FedAvg can 

drop reasonably by 51% on CIFAR-10, 11% on MNIST 

and 55% for keyword spotting datasets. Therefore, 

FedAvg does not effectively handle the skewed Non-IID 

data which is natural and expected data distribution in the 

federated learning setting. 

Some researchers proposed the idea to share some of 

the local data of devices or share some proxy data to 

handle the statistical heterogeneity [59, 60] to make the 

data distributions of devices as IID. Like, Zhao et al. [60] 

show that accuracy reduction, in the case of Non-IID 

data, could be attributed to weight divergence when two 

different training processes having the same weight 

initialization get different weights. They propose that if 

we can leverage the globally shared data (having uniform 

distribution over all classes) by distributing it to all 

clients, then it can reduce the weight divergence between 

distribution on the different devices. This weight 

divergence could be quantified using EMD (Earth 

Moving Distance) and in return, it would increase the 

accuracy of the model. Their approach does not look 

much practical as arranging and communicating uniform 

distribution of data over all classes could be challenging 

and can create overhead for communication. 

Jeong et al. [59] proposed FAug (Federated 

Augmentation) that uses the concept of conditional 

Generative Adversarial Network (GAN) to produce the 

missing label samples on client devices by data 

augmentation. Where each client is required to identify 

and upload the missing target labels, in its distribution, to 

the server. Server oversamples these target labels to train 

the conditional GAN. 

Finally, all devices download this trained GAN to 

produce missing target labels in their distribution. As 

target labels of each device may reveal some private and 

sensitive information with the server or with other 

devices (which have GAN, trained on all devices’ data 

and that could be used to infer the other’s target labels), 

therefore it requires all devices to additionally upload the 

redundant samples, other than target labels, on the server 

to handle the privacy issue at the cost of extra 

communication overhead. However, this method works 

Some researchers [62-65] have shown that the 

natural way to address the statistical challenge (Non-IID) 

of data is Multitask Learning (MTL) where the goal is to 

learn from each node, having separate but related models, 

simultaneously. Here, each node represents a task that 

possesses their private data and the goal is to learn from 

these related but different tasks. Like Smith et al. [62] 

used the MTL in the federated learning setting. In MTL, 

an additional term is included in the loss function to 

model the relationship among tasks. They used the 

correlation matrix to measure the client similarity and 

trained separate but related models for each device (task) 

using a shared representation on the server. However, 

their method only works for convex optimization 

problems and is not scalable to a large population. 

Furthermore, Lim et al. [66] argue that this approach is 

not much suitable in federated learning scenarios when a 

specific task (model) doesn’t possess its local data or may 

have very few training samples. 

Corinzia et al. [63] employ the concept of a Bayesian 

network to connect all clients with the server and perform 

variational inference during learning. Their method can 

properly handle the non-convex problem, but it is much 

costly to scale it to a vast federated network as it refines 

the client models sequentially. 

Duan et al. [61] revealed that model performance 

could also deteriorate due to global imbalance (when 

local distributions of data across all clients have class 

imbalance). It first removes the global imbalance by data 

augmentation where all devices first share their data 

distribution with the centralized server. Then, before 

performing local model training, each device first 

performs data augmentation on imbalance classes to 

make a balanced distribution. Subsequently, it employs 

the concept of mediators to combine training samples of 

relevant devices (selection is performed by calculating 

KL divergence between local and uniform distribution) 

based on their distributions to make it a uniform 

distribution. So, finally, this combined training (model) 

is shared with the global server for federated aggregation. 

Approaches Reference Key Idea 

Sharing some data 

[59] 
Using the conditional GAN to produce the missing label samples on devices by leveraging the private data of 

devices. 

[60] Reducing the weight divergence b/w different distributions by leveraging the globally shared data 

[61] Devices remove their distribution imbalance by data augmentation before local training. 

Multitask Learning 
[62] Proposed MOCHA and show that MTL is a natural way to handle the statistical challenge. 

[63] Employ the concept of Bayesian network and perform variational inference during learning. 

with the assumption that client devices would agree to 

share their private data with the server. This seems an 

almost impractical solution and violates the key idea of 

FL i.e., privacy. 
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Recently, some researchers [67-71] have identified 

the limitations of the standard FedAvg algorithm, 

particularly, when clients have statistical heterogeneity. 

Lim et al. [66] questioned the performance of the 

standard FedAvg algorithm and suggested that standard 

aggregation is probably not the best aggregation way. By 

using the Mutual Information (MI) and different distance 

metrics, they demonstrate that with the increase in the 

number of iterations, correlation (MI) increases but in 

parallel, the distance of parameters also increases. 

Similarly, Xiao et al. [67] mention the three limitations 

of FedAvg i.e. 1) it cannot be applied on non-

differentiable methods, 2) it usually requires many 

communications rounds, and 3) it is primarily designed 

for the cross-device setting. While addressing these 

limitations, they propose FedKT for cross-silo scenarios 

which can learn from both differentiable and non-

differentiable models. Li et al. [68] explain that due to 

permutation invariance of NN, simple model parameter 

aggregation (FedAvg) may have a very negative impact 

so they propose PFNM, a probabilistic Federated Neural 

Matching algorithm that performs the matching among 

clients’ NN neurons before averaging them. Yurochkin 

et al. [69] further extend this approach and propose a 

layer-wise matching approach (FedMA) and apply this 

approach to modern CNNs and LSTMs. Wang et al. [70] 

try to reduce Aggregation Error (AE) by constructing a 

definitely convex global posterior using a Gaussian 

product method to obtain the global expectation and co-

variance by multiplying local posteriors. On the client-

side, they proposed a new Federated Online Laplace 

Approximation (FOLA) method to obtain online local 

posterior probabilistic parameters which can directly be 

leveraged in the FL framework. Table 2 shows some 

recent approaches addressing statistical heterogeneity. 

 

2. 2. Model Heterogeneity/Personalization      As 

shown in Figure 3, typically, system heterogeneity is 

defined as where devices possess varied computational 

resources like different memory, processor, battery limit, 

active time, etc. More specifically, in model 

heterogeneity cases, due to varied computational 

resources and different business needs (trade-off between 

speed and accuracy), it is intuitive that devices may have 

the varying size of deep networks (different no. of layers) 

or may have completely different network architectures 

like some devices may be using CNN, some device may 

be using ResNet while some devices may opt for 

Inception. 

Having the same model architecture would not only 

overburden the communication (already facing high 

communication challenges in federated learning) but 

would also increase the computation complexity for 

devices where low resourced devices may result in the 

form of stragglers or staled data. Probably, some devices 

might possess immensely valuable data but unable to 

train the same complex model. Therefore, it is intuitive 

that models should possess the proper number of nodes 

in their output layer to avoid unnecessary computation 

and communication overhead. 

In this section, we focus on model heterogeneity, and 

regarding system (hardware) heterogeneity, the 

comprehensive discussion is performed in section 2.3. 

Table 3 presents some recent works to address model 

heterogeneity. 

 

 

 
Figure 3. This illustrates the difference between (a) standard federated learning where all devices are required to have the same 

model architecture and (b) a More practical scenario of federated learning where different users might have different model 

architectures based on their computational resources and business needs 



1673                               Z. Iqbal and H. Y Chan/ IJE TRANSACTIONS A: Basics  Vol. 34, No. 7, (July 2021)       1667-1683                                                   

Approaches Reference Key Idea 

Retraining global model [72] Retrain global model on client’s private data. 

Transfer Learning [73-75] Model personalization using transfer learning. 

Meta Learning [76-79] Typically, the model is made adaptive by training it on multiple tasks. 

Multitask Learning [63] Employs Bayesian Network and performs variational inference during learning. 

 [62] Extends MTL and uses a modified loss to represent relationships. 

Knowledge Distillation [80] Allows the model heterogeneity. 

 [81] Address the model heterogeneity with Non-iid data. 

 

 

We can divide the model heterogeneity into two 

general categories 1) where different models need to be 

personalized based on different geographical or personal 

preferences like in the case of next word predication, for 

a sentence “I love to visit ….”, there would be 

customized predictions for different users living in 

separate geographical location or with distinct 

preferences. 2) where various models might have diverse 

architecture due to varied computational resources or 

different business needs. For instance, one might be using 

CNN with 5 layers, the second is using CNN with 10 

layers, the other is using Random Forest, etc. 

The primary goal of federated learning is to train a 

unique global model by leveraging the multiple clients’ 

private data and their computational resources. In FL, it 

is assumed that all devices would be able to train the same 

copy of local solver (same model architecture) on their 

private data, and then these model’s updates are sent to 

the aggregating server which further aggregates these 

updates. 

Moreover, standard FL works with the assumption 

that all clients would possess reasonable computational 

and communicational resources to train the same model 

architecture. However, in the real scenario, this key 

assumption of FL does not seem logical as more complex 

deep learning models are being developed to achieve 

more accurate performance on real-world tasks. 

Furthermore, intuitively, all devices cannot be capable to 

train the same complex model. This incapability of 

models could be due to limited computational resources 

of devices or due to varying business needs (trade-off 

between accuracy and speed) or to reduce the 

computational and communication overhead. 

Due, to such primary assumption of FL, most of the 

work has been performed with the same assumption of 

homogeneous models and most of the work has been 

performed for category 1 of model heterogeneity (model 

personalization based on personal preferences or distinct 

geographical locations) and very few works have 

addressed this potential problem of category 2 of model 

heterogeneity (clients contain diverse model 

architecture) and in a significantly limited fashion. To 

make a global model personalized, most personalization 

techniques suggest retraining the (collaboratively 

trained) global model on the users’ local private data 

[72]. Some researchers have proposed model 

personalization approaches using transfer learning [73-

75]. In transfer learning, usually, the last layers of a 

trained model are replaced with new layers to leverage 

the learned knowledge of the trained model on some new 

tasks. Some researchers suggest freezing the initial layers 

of a trained global model and retrained only the last few 

layers on local private data of individual clients. 
Recently, some researchers [76-79] have also 

leveraged meta-learning to solve the personalization 
problem. Meta-learning is generally defined as “Learning 
to Learn” where a model is made adaptive by training it 
on multiple tasks in such a way that it can learn new tasks 
by providing very few examples of new tasks. 

Multitask learning [82] has also been widely used by 

different researchers [62-65, 83, 84] to address the model 

personalization challenge. They leverage the distributed 

Multitask Learning to train separate but related models. 

They tried to train a personalized model for each 

distribution (as in FL, we assume the Non-IID 

distribution). Like, Smith et al. [62] extended the MTL in 

the federated learning setting. To model the relationship 

among tasks, they include an additional term in the loss 

function. They use the correlation matrix to measure the 

client similarity and train separate but related models for 

each device (task) using a shared representation on the 

server. However, their method only works for convex 

optimization problems and is not scalable to a massive 

population. Similarly, Corinzia et al. [63] employ the 

concept of a Bayesian network to connect all clients with 

the server and performs variational inference during 

learning. Their method can handle the non-convex 

problem, but it is much costly to scale it to a large 

federated network as it refines the client models 

sequentially. In addition to limitations of scalability and 

feasibility, these approaches do not address the other 

model heterogeneity scenarios like models having 

entirely diverse architectures and having different output 

layers. 

TABLE 3. Some approaches addressing model personalization/heterogenity 
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Knowledge distillation [85] is a technique to distill 

the knowledge from a pre-trained cumbersome (teacher) 

model into a small (student) model so that the student 

model can also mimic the behavior of the teacher model. 

Li et al. [80] leverage the knowledge distillation to allow 

clients to use customized local models having a different 

number of layers. Therefore, it allows the clients to use 

diverse model architecture while collaborating in 

Federating Learning. But they have not evaluated their 

method with totally different model architectures. 

Recently, Ma et al. [81] have proposed a very 

effective adaptive distillation approach where they 

address the model heterogeneity problem using Non-iid 

data. More specifically, they trained the local model 

using their own private labeled data whilst trained the 

global model using unlabeled Non-iid public data. 

 

2. 3. Communication          One of the primary 

challenges of federated learning is the Communication 

overhead of downloading the global model’s parameters 

(or gradients) from the centralized server and then 

uploading the trained model’s parameters (or gradients) 

back to the server in each round of communication. This 

communication overhead is proportional to the model 

size means for large-scale models; the number of model 

parameters could be in millions. More specifically, it 

becomes more challenging and extremely costly for 

devices having limited bandwidth and intermittent 

network connections. Because, intuitively, smart devices 

might possess good computational capabilities. 

However, these devices are likely to have different 

network bandwidth like some devices may support 

significantly efficient networks say 4G, 5G, or Wi-Fi, 

and some devices may only support significantly poor 

network connections. Similarly, some devices may bear 

good and stable connections whilst mostly mobile 

devices may bear unstable and intermittent limited 

connections in the real scenario. These network 

limitations including unpredictable network interruption 

could also result in the form of stragglers and passive 

sampling. 
Researchers of naïve federated learning approach 

[16] have shown that the size of the update (parameters) 
would be independent of local training data of individual 
devices and the global model can be trained in few 
communication rounds. Therefore, as compared to 
sharing training datasets of all active devices with the 
centralized server, FL reduces the communication cost by 
order of magnitude. However, due to unpredictable 
network limitations of participating devices in FL, it is 
still an open challenge to reduce the communication cost 
during each round of communication with the centralized 
server. They have also proposed different methods like 
sketched updates to reduce the communication cost in the 
order of magnitude as compared to sharing data. 

Usually, in centralized learning approach, there is 
less communication cost as compared to computation 

cost but, on the contrary, in decentralized learning 
approach, communication cost becomes more challenge 
as compared to computation cost because modern smart 
devices, generally, have more high processing power 
while having very less training data (as a fraction of total 
dataset) to be trained [86]. Therefore, we might, loosely, 
say that computation almost becomes free as compared 
to communication for many model types. 

Intuitively, there are two straightforward approaches 
to reduce this communication cost; one is to add more 
parallelism by including more clients in each round of 
communication. The second approach is to add more 
complex computation on each device like perform many 
gradient steps on each client, instead of one, in each 
communication round. McMahan et al. [17] have 
empirically shown that adding more clients results in 
diminishing return after a particular limit but, in contrast, 
adding more complex computation produces more 
promising results. 

Many works have been performed to reduce this 
communication cost of transferring the large weight 
matrices of deep networks, to handle unexpected 
interruption or dropout of participating devices, and 
synchronization latency caused by the computing power 
and network connectivity constraints. Asynchronous 
SGD [18, 87-93] also tries to handle this communication 
bottleneck. It accelerates the training process by updating 
the parameters immediately after a computing node has 
sent its gradients (asynchronous communication) instead 
of waiting for all computing nodes to send their gradients 
before updating parameters. Albeit it speeds up the 
training process and handles the stragglers' problem, but 
it comes with the staled gradient problem which could 
also affect the accuracy of the model. Some work has 
been performed to address the issues of active sampling 
where in each round of communication, clients fulfilling 
a particular criterion is selected rather than passive 
sampling where there are no criteria to select the effective 
clients like Nishio et al. [103] proposed a resource-based 
active device sampling technique for heterogeneous 
clients where the FL server first sends the resource 
request to maximum clients to get information about their 
available resources. 

Subsequently, only those clients are selected who can 
complete the training process within a specified 
threshold. By selecting the maximum number of clients 
in each round, it assists the global model to attain high 
accuracy. But they do not address the data distribution 
issue like some devices, having high computational 
resources, might not have much data. 

To reduce communication bandwidth, model 
compression schemes [95, 96] are also being used to 
reduce the model size, for communication, using 
different techniques. But most of the compression 
schemes work in the data center environment and system 
challenges of federated learning like participation of 
devices could be low, Non-IID data and local update 
schemes introduce new challenges for these techniques. 
Some researchers have proposed gradient quantization 
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methods [16, 98, 99], where gradients are quantized to 
low precision values to force the updating model to be 
sparse and low rank. Some of these approaches [98] 
could be difficult to extend to federated learning as errors 
accumulated locally may become staled if devices could 
not participate frequently in communication rounds. 
Some researchers have also proposed the gradient 
sparsification methods [100] where all gradients are not 
sent to the server rather only those gradients larger than 
a predefined specific threshold are sent to the server. As 
it could be much challenging to choose a correct 
threshold so some other techniques in gradient 
sparsification are also proposed like gradient dropping 
[101] to drop gradients after a particular absolute value 
or automatically tuning the compression rate based on the 
activity of local gradients [104]. Lin et al. [102] proposed 
a Deep Gradient Compression; a gradient compressing 
technique that employs various methods like momentum 
correction, local gradient clipping, momentum factor 
masking, and warm-up training to reduce the 
communication bandwidth (which could also result in the 
staleness problem) by two-order of magnitude without 
compromising the accuracy of the model. The author 
discussed the scenario of federated learning in his paper, 
so this technique could be extended in the federated 
learning setting. 

Some researchers have leveraged distributed multi-
task learning [62, 64, 83, 94, 105, 106] for 
communication efficient learning in the distributed 
environment but most of them do not mitigate the system 
challenges of the federated learning environment. Like 
Baytas et al. [94] allows for asynchronous updates to 
handle stragglers but doesn’t address the fault-tolerance 
problem and it gives the convergence guarantee on the 
assumption of bounded delay which is not possible in 

federated learning setting where devices may experience 
significant delays or drop out completely due to sudden 
network interruption. Liu et al. [83], extend the 
distributed framework COCOA [107] to learn the 
relationship among distributed tasks along with the 
predictive models for each task but they do not explore 
the federated settings and make the assumption that data 
distribution is balanced means each device would 
perform a similar amount of work. 

Smith et al. [62] have proposed an alternative of 
FedAvg (standard federated learning algorithm), called 
MOCHA for federated multitask learning setting. They 
more significantly extend the communication efficient 
algorithm COCOA to address the problems of fault 
tolerance and stragglers in the federated learning setting. 
But the effectiveness of their problem is limited to only 
convex problems. 

Jeong et al. [59], have employed the concept of online 
distillation in federated learning. Online distillation is a 
simple model compression technique, called 
Codistillation [108] to reduce the communication 
overhead by many orders of magnitude. In this approach, 
communication overhead does not depend upon the 
model size or dataset size rather it depends upon the 
output dimension of the model. It shows that they have 
reduced the communication overhead around 26x as 
compared to the standard Federated Averaging [17] 
approach where parameters or gradients of models are 
shared with the parameter server. Similarly, Guha et al. 
[97] proposed one-shot federated learning. They 
additionally use the concept of ensemble learning and 
knowledge distillation to reduce the communication for 
the convex optimization problem. Table 4 presents some 
recent works to address communication challenge. 

 
 

TABLE 4. Some approaches addressing communication challenges 

Challenge Approaches Reference Key Idea Target 

Fault tolerance, 
Stragglers 

Asynchronous 
SGD 

[18] 
Perform the aggregation immediately after 

receiving data from any device 
Synchronization latency due to low 

resourced devices, stragglers 

MTL 
approaches 

[94] Asynchronous distributed MTL Stragglers 

[62] Proposed MOCHA, generalizing the COCOA 
Communication cost, stragglers, 

fault tolerance 

[64] 
Extend the communication efficient algorithm 

COCOA. 
Fault tolerance, stragglers 

Communication 
overhead 

Model 
compression 

schemes 

[95, 96] Model compression schemes Reduce communication overhead 

[59] Co-distillation, a model compression scheme Reduce communication overhead 

[97] 
Proposed one-shot federated learning using 

ensemble learning. 
Reduce communication overhead 

Gradient 
compression 

schemes 

[16, 98, 99] Gradients are quantized to low precision values Reduce communication overhead 

[100] 
Gradient sparsification; only gradients larger than a 

particular threshold are sent to the server. 
Reduce communication overhead 

[101] 
Gradient dropping; drop gradients after specific 

threshold value. 
Reduce communication overhead 

[102] 
Employ various gradient compression schemes like 

momentum correction, local gradient clipping, 
momentum factor masking, and warm-up training. 

Reduce communication overhead 
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2. 4. Privacy/Security        It is the primary motivation 
behind federated learning, where we want to learn from 
user’s data while securing the privacy of users’ data. 
Typically, we can categorize privacy issues in three 
subproblems [15] as privacy of input data, the privacy of 
the trained model, and privacy of the model’s output. 
Federated learning naturally ensures the privacy of input 
data as it only works on learned parameters from the 
private data rather than the original raw data. Though FL, 
try to secure the private data of clients by sharing only 
the trained parameters; however, recent studies [109, 
110] have revealed that valuable information about 
client’s training data could be reasonably inferred from 
its trained model update (learned parameters) with very 
high accuracy of up to 90%. It clearly explains that 
despite not utilizing private data in FL, still, private 
information of clients is vulnerable. Therefore, many 
solutions have been proposed to address various kinds of 
vulnerabilities. 

which clients are participating in this round. so would not 
be able to infer the information from shared parameters 
of the global model. Differential privacy comes with the 
cost of a reduction in the accuracy. There exists a tradeoff 
between model accuracy and differential privacy because 
when we include more noise to ensure more privacy, it 
results in the reduction of model accuracy significantly. 
In the same way, we also need to consider the tradeoff 
between device performance and DP as system 
computing resources would be required for applying DP. 

Another effective approach for privacy-preserving of 
distributed datasets is Secure Multiparty Computation 
(SMC) [118-123] where multiple parties collaboratively 
compute a function using their inputs without revealing 
their private inputs to other parties. This additionally 
requires extra computation and communication 
overhead. In addition, in this approach, typically, a 
minimum portion of users’ data must be shared. 

Similarly, fully homomorphic encryption and its 
variants [52, 123-127] are also being employed to 
improve the security of trained models. In this method, 
participating clients can only see the encrypted data and 
they need to perform some computation on this encrypted 
data. Results are sent to the owner and usually, only the 
owner has a private key to decrypt the data. Usually, 
homomorphic encryption can be divided into three 
categorized based on the number of operations allowed 
to perform on encrypted data. 1) Partially homomorphic 
encryption (PHE) 2) Somewhat homomorphic 
encryption (SWHE) and 3) Fully homomorphic 
encryption (FHE). Acar et al. [128], the authors have 
presented a comprehensive survey on homomorphic 
encryption schemes. 

Bonawitz et al. [122] proposed a secure, failure-

robust, and communication efficient protocol. The goal is 

to learn from a significant number of mobile devices by 

aggregating their contribution in a secured manner to 

prevent identifying the individual’s contribution in 

collaborative learning. Though they proposed their work 

as a general secure communication protocol, however, 

they suggest that their method could be employed in 

federated learning settings where clients share their 

model rather than their private data, and these models 

need to be aggregated securely. 

Another potential approach to address the privacy 

issue of FL is proposed by Mandal et al. [123] where 

authors guarantee the model and data privacy for user and 

server using homomorphic encryption. In addition, Xu et 

al. [129] proposed VerifyNet, which primarily addresses 

two problems 1) How to protect user's privacy during the 

training process and 2) How to trust the results from the 

server i.e. verification of aggregated results from the 

server. In their proposed approach, the server is supposed 

to provide the proof of correctness to all clients and there 

is almost no possibility of forging proof as the adversary 

needs to solve the adopted NP-hard problem to create a 

forging proof. 

Typically, we can categorize security issues into three 
general categories including data poisoning, model 
poisoning, and evasion attacks. In a data poisoning 
attack, some adversary clients may intentionally use the 
malicious data samples to mislead the global model by 
providing their local models trained on malicious data. In 
a model poisoning attack, adversaries' target is to 
misguide the machine learning models to produce 
malicious results [111]. Model poisoning attacks can 
further be divided into two categories. targeted and un-
targeted adversarial attacks. Targeted attacks, also called 
backdoor attacks, usually do not compromise the overall 
accuracy of the global model rather just focus on some 
specific classes or examples. On the other hand, un-
targeted attacks try to mislead the whole global model 
[112, 113]. In evasion attacks, also called inference-time 
attacks, adversaries puzzle the deployed machine 
learning model by providing such misleading and 
modified samples which seemingly look like original test 
samples [114].  

To preserve the information from other clients, one of the 
most commonly applied privacy-preserving techniques is 
Differential Privacy (DP) [15, 115-117] due to its simple 
algorithm and relatively low communication overhead. 
In this technique, some noise is added in trained 
parameters of the model before uploading them to the 
aggregation server to make it impossible for the third 
party to distinguish the individuals. Abadi et al. [115] 
proposed a technique for deep learning algorithms where 
it includes a noise to trained parameters, before 
forwarding them to the server, using a Gaussian 
distribution. Similarly, Geyer et al. [116] further 
enhanced this method by introducing two steps; in the 
first step, the server selects some random clients to 
participate in a communication round, and then only 
those randomly selected clients would include noise in 
their trained parameters using Gaussian distribution 
before forwarding them to server. Hence, in this way, 
other participating clients would be unable to know 
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Chen et al. [52] proposed FedOpt to address the 
privacy and communication efficiency challenges of FL. 
They also design a Sparse Compression Algorithm 
(SCA) for communication efficiency and then integrate 
the additively homomorphic encryption with differential 
privacy to prevent data from being leaked. An overview 
of some recent approaches is given in Table 5. 

 
 
3. FUTURE DIRECTIONS/OPEN CHALLENGES 
 

In recent years, federated learning has emerged as an 

extremely promising domain to collaboratively learn 

from highly unbalanced, massively distributed Non-IID 

data. A lot of research work has been performed to 

address the numerous challenges of federated learning. 

However as critically discussed in section 2, there are 

many open research problems to be considered for more 

practical scenarios of federated learning. Some of them 

are discussed below. 

 

3. 1. Supervised/Unsupervised Training        Most 

of the work done in the field of FL is based on supervised 

learning where it is assumed that all devices have correct 

labels against their training samples. However, in a real 

scenario, some devices might contain unlabeled data or 

might bear incorrect labels against their data. Similarly, 

some devices might consist of missing classes in their 

training data. Therefore, it would be challenging for the 

global model to learn effectively or indicate similar 

confidence to all participating clients.  

Recently, some researchers [130, 131] have leveraged 

semi-supervised and unsupervised learning in FL. In 

semi-supervised learning, it is supposed that very few 

label data are available, so a model is trained on both 

(available) labeled data and (public) unlabeled data. 

While in unsupervised learning, it is supposed that no 

label data is available to train the model, so the model is 

trained solely on unlabeled data. Recently, contrastive 

learning [132-135] has become a hot research direction 

to learn the representations of unlabeled data by training 

the model on the unlabeled data. Contrastive learning 

(also referred to as self-learning) is a pre-training process 

where the model tries to learn similar and distinct data 

samples in an unlabeled data distribution. Recently, Chen 

et al. [134] present an effective contrastive learning 

framework (simCLR) that outperforms the other state-of-

the-art algorithms [132, 136, 137]. Very few works have 

been carried out to apply the FL with semi-supervised 

and unsupervised data. Therefore, it is still an open 

research area to be explored in FL settings. 

 

3. 2. Synchronous/Asynchronous FL         Typically, 

the most standard approach in current FL work is 

synchronous FL where the aggregation server waits for 

local updates from all participating devices. Then server 

performs aggregation on all these updates. However, it 

can result in a straggler effect where some devices might 

be significantly slower due to their local capacities like 

limited computational resources, limited power, or low 

bandwidth internet. Another potential direction is to use 

FL in the asynchronous mode [87-93] where the 

aggregation server would perform aggregation as it 

receives updates from participating devices. Though it 

could handle the straggler effects and could provide the 

flexibility to devices to join the FL process in halfway; 

however, it could result in the form of staled updates; 

where some devices with low capabilities might send the 

outdated outputs to the server which can affect the 

convergence of the global model. This asynchronous 

scheme has been applied successfully in centralized 

distributed computing where the bounded delay is 

expected. However, in the practical scenario of FL, it 

could be almost impossible to set a fixed bounded delay 

because, in FL settings, the delay could be up to a couple 

of hours or days.  
Furthermore, as discussed above, that practical FL 

also experiences the challenges of system heterogeneity 
due to varied computational resources, memory, network 
infrastructure. Therefore, there are strong possibilities 
that some devices might drop during the FL process. 

 

 
TABLE 5. Some approaches addressing privacy/security challenge 

Approaches Reference Key Idea 

Differential 

privacy 

[115] Include noise to trained parameters before aggregation. 

[116] Two-fold protection, noise is added to random clients before aggregation. 

[52] Integrate the additively homomorphic encryption with differential privacy. 

Secure 

Multiparty 

Computation  

[118-121] Multiple parties compute collaboratively compute a function using their inputs. 

[122] Proposed MOCHA and show that MTL is a natural way to handle the statistical challenge. 

[123] Train their models based on an additive homomorphic encryption (HE) scheme and an aggregation protocol. 

Homomorphic 

encryption 

[52, 123-

127] 

Clients are required to perform some computations on encrypted data and only the owner can decrypt the data 

using the private key. 
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Therefore, FL systems should be capable to consider 

fault tolerance. Some researchers suggest permanently 

dropping such devices from the training process. 

However, it may result in the form of biased model 

training due to the loss of data samples possessing some 

specific characteristics. This drop-out (stateless) problem 

also led to other challenges of privacy and security where 

proposed solutions for privacy/security require stateful 

clients for validation and verification of trusted clients. 

Like, it could be more challenging for secure aggregation 

to work effectively if a significant number of clients 

suddenly leave the training process. Recently, some 

works have tried to address this issue like Wu et al. [89] 

proposed a semi-asynchronous learning client selection 

algorithm and a lag-tolerant mechanism to overcome 

different challenges like stragglers and model staleness 

in FL. Li et al. [93] introduce asynchronous updater to 

actively receive the unsynchronized local weights from 

stragglers. However, new algorithms and methods are 

required to address these challenges more effectively. 

 

3. 3. Privacy/Security         Privacy is the fundamental 
issue in FL and a lot of work has been done to address 
this issue but most of those approaches are not effectively 
applicable in real-world scenarios due to the limitation of 
computational and network resources including the 
availability of all devices in each round of 
communication (as discussed in section 2.3). For 
instance, secure aggregation is an effective approach to 
ensure privacy. Nevertheless, it has become a hurdle for 
other defense approaches to implement because the 
server can merely examine the aggregated outputs and 
usually unable to differentiate the outputs of clients. 

As mentioned in section 2.4, there are many security 
challenges for FL including data poisoning, evasion 
attacks, and model poisoning [111-114]. Similarly, there 
are many other methods to target the FL system like some 
devices might work as free-rider [138]; where devices do 
not have relevant training samples but indeed want to get 
benefit from other devices. In such a way, it would 
equally compel other devices to provide more 
computational resources for the FL process. Contrary to 
centralized learning, it is challenging to figure out the 
trust mechanism for participating clients to identify 
whether clients are trustworthy or not. Though some 
approaches [139] have been proposed to address some of 
these issues, however, it usually requires a trade-off 
between performance and security of the FL system so 
still, there is a need for more robust and effective methods 
to address these challenges. 

 
3. 4. Model Heterogeneity       This paper also 
discusses some relatively new challenges for practical FL 
as discussed in section 2.2. Though model 
personalization is not a new research area, and some 
research works [62-65, 73-79, 83, 84] have been done in 
this area but very few works [80, 81] have been done to 

address the model heterogeneity challenge where devices 
might have entirely different model architectures based 
on their computational resources or business needs. This 
scenario becomes more challenging if we combine the 
missing classes problem with model heterogeneity. 
 
3. 5. Different Federated Aggregation Algorithms     
As discussed in section 2.1, recently, some researchers 
have identified a relatively new challenge in FL where 
they demonstrate that the standard FL aggregation 
algorithm (FedAvg) is not the most effective method for 
clients’ model aggregation particularly when clients have 
different data distributions. In the same way, FedAvg has 
many limitations including its applicability limitation to 
non-differentiable methods and its computation and 
communication overhead. Although many works have 
been, recently proposed to address the limitations of 
FedAvg including many alternatives of FedAvg like 
FedProx [28], FedMA [70], Scaffold [140]. Nevertheless, 
they still experience some limitations and can only be 
applied with some strong assumptions. Therefore, there 
is a need for some more robust approaches to address 
such challenges. 
 
 

4. CONCLUSION 
 

Federated learning has emerged as the de facto 

decentralized learning framework in privacy-preserving 

scenarios where the training data is not directly 

accessible. In federated learning, some devices train a 

statistical model on their private data and share only this 

trained model with centralized/aggregation server for 

collaborative learning. Though, federated learning is 

proven to be immensely beneficial in various domains 

including cross-device and cross-silo. But it equally has 

many challenges including system heterogeneity, 

statistical heterogeneity, communication, security, 

privacy, and model heterogeneity/personalization. This 

article briefly provides an overview of federated learning 

including its potential application areas. Subsequently, it 

comprehensively discusses its unique key challenges and 

a critical review of recent approaches to address these key 

challenges. Some relatively new challenges, like model 

heterogeneity and (global model) aggregation error, are 

also discussed in detail with potential approaches to 

address these issues. Furthermore, deriving from the key 

challenges’ discussion, some open research areas are also 

discussed, in section 3, to be explored by the federated 

learning research community. 
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Persian Abstract 

 چکیده 
گاه های پوشیدنی هوشمند در حال با اختراع مدرن حسگرهای با کیفیت بالا و تراشه های هوشمند با توان محاسباتی بالا ، دستگاه های هوشمند مانند تلفن های هوشمند و دست

قدار زیادی داده ارزشمند باشند ، اما به دلیل نگرانی درباره  تبدیل شدن به منابع محاسباتی اصلی برای زندگی روزمره هستند. این دستگاه ها ، در مجموع ، ممکن است دارای م

مقررات عمومی حفاظت از داده ها، این مقدار عظیم داده های بسیار ارزشمند برای آموزش مدل ها برای کاربردهای   GDPRحریم خصوصی و قوانین حریم خصوصی مانند  

به عنوان یک روش یادگیری مشارکتی بسیار برجسته برای یادگیری از چنین داده های خصوصی   (FL)دقیق تر و کارآمد هوش مصنوعی در دسترس نیست. . آموزش فدراسیون  

ترده ، یادگیری  ز ظهور کرده و در عین حال محدودیت های حریم خصوصی را نیز برآورده می کند. برای یادگیری از چنین داده های غیرمتمرکز و توزیع شده گسغیرمتمرک

امنیت غلبه کند. در این مقاله ، برای   فدرال باید بر برخی چالش های منحصر به فرد مانند ناهمگنی سیستم ، ناهمگنی آماری ، ارتباطات ، ناهمگنی مدل ، حریم خصوصی و

را بیشتر توضیح می دهیم در   FLرا توضیح می دهیم. پس از آن ، ما چالش های منحصر به فرد   FLشروع ، برخی از اصول یادگیری فدراسیون به همراه تعریف و کاربردهای 

وشش می دهیم. علاوه بر این ، این مقاله همچنین برخی از چالش های نسبتاً جدید برای یادگیری  حالی که رویکردهای اخیراً پیشنهادی برای کنترل آنها را به طور انتقادی پ

 کنیم.  فدراسیون را مورد بحث قرار می دهد. برای نتیجه گیری ، ما در مورد برخی از مسیرهای تحقیقاتی آینده در حوزه یادگیری فدراسیون بحث می
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A B S T R A C T  
 

 

Finger-Knuckle-Print (FKP) is an accurate and reliable biometric in compare to other hand-based 

biometrics like fingerprint because of the finger's dorsal region is not exposed to surfaces. In this paper, 
a simple end-to-end method based on Convolutional Neural Network (CNN) is proposed for FKP 

recognition. The proposed model is composed only of three convolutional layers and two fully connected 

layers. The number of trainable parameters hereby has significantly reduced. Additionally, a 
straightforward method is utilized for data augmentation in this paper. The performance of the proposed 

network is evaluated on Poly-U FKP dataset based on 10-fold cross-validation. The best recognition 

accuracy, mean accuracy and standard deviation are 99.83%, 99.18%, and 0.76, respectively. 
Experimental results show that the proposed method outperforms the state-of-the-arts in terms of 

recognition accuracy and the number of trainable parameters. Also, in compare to four fine-tuned CNN 

models including AlexNet, VGG16, ResNet34, and GoogleNet, the proposed simple method achieved 
higher performance in terms of recognition accuracy and the numbers of trainable parameters and 

training time. 

doi: 10.5829/ije.2021.34.07a.12 

 

 
1. INTRODUCTION1 
 
Using a reliable recognition method is a critical challenge 

in both academic and industrial contexts [1]. Biometrics 

can be defined as unique behavioral or physical 

characteristics of humans. Given the convenience and 

accuracy of biometric-based methods, they have huge 

potentials in diverse applications such as e-marketing, 

security, access control, e-banking, etc. [1]. In the past 

decades, many studies have investigated the advantages 

of some biometric characteristics, including face [2], iris 

[3], fingerprint [4], palm-print [5], hand geometry [6], 

finger-vein [7], and Finger Knuckle Print (FKP) [8]. 

Compared to different types of biometrics, hand-based 

biometrics has received significant attention in recent 

years [1]. 

Recent studies show that skin wrinkles on the outer 

area of finger knuckle have a unique pattern. Due to the 

unique features of FKP, it can be used as a discriminative  
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biometric method [9]. FKP has several advantages over 

other hand-based biometrics. For example, people tend to 

grasp stuff by the inner side of their hands, so the FKP 

surface is not damaged or abraded. Since the data 

collection process in the FKP is contactless, it is usually 

more popular among users [10]. In this article, attempts 

have been made to design a simple method based on 

Convolutional Neural Network (CNN) for FKP 

recognition.  

To the best of our knowledge, despite the excellent 

performance of CNN in different computer vision 

applications, the use of CNN models for the recognition 

of FKP image has received scant scholarly attention. 

Therefore, this study uses a novel CNN model to 

recognize FKP image. The main points of this work are 

as follows: 

1. To the best of our knowledge, this is the first work 

that focuses on the effectiveness of CNN model for 

FKP recognition. 
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2. A simple end-to-end learning method is proposed 

without the need of handcrafted feature extraction 

for recognizing FKP images. 

3. A straightforward  data augmentation approach is 

utilized to  collect appropriate data for training 

proposed CNN model. 

4. As an investigation, four well-known CNN 

architectures including VGG16 [11], Google-Net 

[12], and ResNet34 [13], and AlexNet [14] are fine-

tuned for FKP recognition. 

The rest of this article is formed as follows. Section 

2 reviews the major works in FKP recognition. Section 3 

describes the proposed methodology. The details of 

experimental results are presented in section 4. 

Discussion and comparison are explained in section 5. 

Finally, conclusions and future works are explained in 

section 6. 

 

 

2. LITERATURE REVIEW  
 
Due to the importance of FKP in user recognition, many 

researchers have conducted extensive studies on the FKP 

recognition. To the best of our knowledge, all state-of-

the-art in FKP recognition can be assigned to two main 

categories: classic and deep-based approaches. As shown 

in Figure 1, studies in both categories comprise almost 

two parts feature extraction and classification. As the 

features are extracted manually in the classic works, 

deep-based methods extract appropriate features 

automatically. In the following, the most seminal works 

in both categories are reviewed. 
Woodard and Flynn [15], one of the first researchers 

to investigate the surface of finger knuckle as a biometric 

identifier, designed a dataset contain 3D finger back 

knuckle surface with the Minolta 900/910 sensor. Then, 

they used a curvature-based shape indicator for 

extracting desired features. Kumar and Ravikanth [10] 

presented a person identification system based on a 2D 

finger-back surface. They applied several approaches 

like PCA, LDA, and ICA to extract feature. Kumar and 

Zhou [16] applied the Robust Line Orientation Code to 

the FKP images for extracting the local orientation 

information as feature vectors. Zhang et al. [17] applied 
 
 

 
Figure 1. General diagram for the FKP recognition 

the Gabor filter for extracting the magnitude and 

orientation information of FKP images. Zhang et al. [18] 

have applied the Fourier Transform (FT) to the FKP 

images, and the FT coefficient was considered as a 

feature representation. Morales et al. [19] utilized the 

Gabor filter for enhancing the FKP lines, adopting SIFT 

descriptor for the feature extraction. Zhu [20] utilized 

SURF descriptor to extract features and then matching. 

Badrinath et al. [21] combined SURF and SIFT to 

enhance the FKP texture images, and FKP recognition. 

The reflectance and illumination were extracted from 

each FKP image [22]. Then they used serial feature 

fusion to create a huge vector of feature for each 

individual. The Gabor filter was utilized for extracting 

desired features [8]. They also used Hamming distance 

along with Support Vector Machine (SVM) for reducing 

False Acceptance Rate (FAR). Vidhyapriya and Lovelyn 

Rose [23] used the Gabor filter and Expectation-

Maximization (EM) to extract texture patterns. They also 

utilized SIFT descriptor to create a feature vector. Heidari 

and Chalechale [24] have extracted the features by a 

pattern histogram based on entropy and some statistical 

texture features. Then, the genetic algorithm was used to 

extract the optimized sub-features. Attia et al. [25] used 

Multilayer Deep Rule Based (DRB) method for FKP 

recognition. First, two types of features including 

Binarized Statistical Image feature and Gabor Filter bank 

are extracted from input images. These features are then 

fed to fuzzy rule based DRB classifier for person 

authentication. Chlaoua et al. [26] used PCA-Net beside 

SVM for FKP recognition. They applied PCA to extract 

two feature banks and SVM for classification. Even 

though these works were impressive, but the features are 

extracted manually. Unlike classical works, features are 

extracted automatically in deep-based methods. CNN is 

the most significant models in deep-based works. Thus, 

in the second category, the CNN models were used for 

FKP recognition. 

LeCun and Bengio [27] were the first to propose CNN 

architecture. CNN models have been the subject of 

considerable attention in most computer vision 

applications [28-31]. These families of neural networks, 

which combine feature extraction and classification 

roles, are intended to recognize images based on their 

scale, shift, and distortions. Generally, CNNs contain 

input and output layers as well as several sequentially-

connected convolutional layers that are followed by a 

fully connected layer(s). In each convolutional layer, 

inputs of the previous layer are convolved with trainable 

filters. Relu used as an usual activation function in CNN 

layers [32]. To diminish data size and reduce the over-

fitting phenomena [33], the pooling operation was 

performed for the output of the current layer. Irrespective 

of the great performance of CNN models in diverse 

computer visions, the utilization of CNN models for the 

recognition of FKP images has been largely overlooked. 
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As far as we are concerned there are studies [34, 35]  that 

utilized CNN models for recognizing FKP images. In this 

paper, we address the FKP recognition issue and attempt 

to develop a new design for the recognition of the FKP 

image. 

 
 
3. PROPOSED METHODOLOGY  
 
Despite the excellent performance of CNN in different 

applications in computer vision community, the use of 

CNN models to recognize FKP image has been a low 

research priority. Therefore, this paper aims to propose 

FKP recognition by CNN models. In the following 

subsections, Transfer Learning (TL) and the proposed 

CNN architecture are reviewed for the FKP recognition. 

 
3. 1. Transfer Learning         Providing adequate labeled 

training data with a distribution similar to the test data is 

the best scenario for machine learning [36]. However, 

collecting sufficient training samples is time-consuming, 

expensive, or even impossible in some cases [36]. TL is 

a research problem in machine learning that retains 

knowledge obtained from the solution of a problem 

(source domain) to be applied to different but relatively 

similar problems (target domain). TL has been the most 

popular approach in CNN models in recent years [37, 

38]. In fact, few people train an entire CNN models from 

scratch (with random initialization), since it is usually 

uncommon to have a database of adequate size. Instead, 

it is customary to pre-train a CNN on a large dataset, e.g. 

Image-Net [14], and then utilize the CNN either as a 

feature extractor or an initialization for the desired task. 

Fine-tuning is the most common approach in the TL 

scenarios. In this approach, some earlier layers are frozen 

(due to over-fitting concerns), and the network is re-

trained by further layers. This is inspired by the 

observation that the CNN’s earlier features include more 

typical features (e.g. edge detectors), which are common 

features in numerous tasks; however, further layers 

become gradually more specific to the details of the 

classes contained in the original dataset. 
 

3. 2. Proposed CNN Model For Recognizing FKP 
Images          As shown in Figure 2, the source and target 

domains are entirely different in FKP recognition. 

Therefore, TL-based methods may not be the best choice 

for FKP recognition. In this article, we presented a CNN 

model for FKP recognition. The proposed CNN 

architecture is depicted in Figure 3. As can be seen, the 

proposed architecture consists of  one input layer, data 

augmentation block, three convolutional layers with two 

corresponding max-pooling (L1 and L2) and one average-

pooling layers (L3) for feature extraction, two fully-

connected layers (L4, and L5) for classification, and 

finally one output layer. According to Figure 3, feature 

extraction and classification were conducted 

automatically. In the training phase, first each input 

image is augmented and then the CNN’s trainable 

parameters are updated with respect to its label by 

specific learning algorithm. Then, in a network with 

adjusted parameters a feature is extracted from the input 

image in the test phase and in the forward path the label 

is predicted after classification.  In the test phase, there is 

no data augmentation for the input image. The main goal 

of this model design is to achieve best performance with 

the adequate number of layers and weights. 

 

 

4. EXPERIMENTAL RESULTS  
 

The aim goal of this article is to propose a simple CNN 

architecture for recognizing FKP images. All 

experiments were utilized by a machine with these 

features: Intel® core i3 - 6300 CPU @3:70GHz, 48GB 

RAM, and NVidia® 1060Ti 6GB GPU. The experiments 

were conducted using the PyTorch® framework installed 

on Microsoft® Windows10.   

 

4. 1. Detail of Simulation         There are several 

important parameters to design the proposed CNN model 

such as: the kernel size, number of filters, strides, and etc. 

that are summarized in Table 1. Also, the proposed CNN 

architecture requires some hyper-parameters such as: 

batch sizes, initial learning rate, regularization, and 

number of epochs that are shown in Table 2.  It should be 

noted all parameter values in Table 1 and also the hyper-

parameter values in Table 2 have been set 

experimentally. Finally The back-propagation algorithm 

beside the Adam[39] optimizer is utilized for training the 

proposed CNN architecture. 
 

4. 2. Database          For evaluating the proposed personal 

recognition system, the Poly-U FKP database [17] was 

utilized. This database was collected from 165 

participants. In the data collection process, 12 samples 

were taken from each finger knuckle in two distinct 
 

 

 
Figure 2. Some image samples in the source and target 

domains. As can be seen, the source and target domains are 

different in terms of texture, semantics, etc. 

https://en.wikipedia.org/wiki/Machine_learning
https://data-flair.training/blogs/deep-learning/
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Figure 3. Proposed CNN model for recognizing FKP images. This architecture contains five layers (L1, L2, L3, L4, and L5) for 

extracting feature and classification 

 

 
TABLE 1. The details of the proposed CNN architecture depicted in Figure 3 

Layer Name Layer Type 
No. of 

Filters 

Kernel 

Size 
Stride 

Input 

Features 

Output 

Features 

No. of 

Parameters 

L1 

Convolution (Conv1) 16 (3×3) (1×1) (1,220,110) (16,218,108) 448 

Batch Normalization --- --- --- (16,218,108) (16,218,108) 32 

RELU --- --- --- (16,218,108) (16,218,108) 0 

Max Pooling (Maxpool1) --- (4×4) (4×4) (16,218,108) (16,54,27) 0 

L2 

Convolution (Conv2) 32 (3×3) (1×1) (16,54,27) (32,52,25) 4,640 

Batch Normalization --- --- --- (32,52,25) (32,52,25) 64 

RELU --- --- --- (32,52,25) (32,52,25) 0 

Max Pooling (Maxpool2) --- (2×2) (2×2) (32,52,25) (32,26,12) 0 

L3 

Convolution (Conv3) 64 (3×3) (1×1) (32,26,12) (64,24,10) 18,496 

Batch Normalization --- --- --- (64,24,10) (64,24,10) 128 

RELU --- --- --- (64,24,10) (64,24,10) 0 

Average Pooling (Avgpool1) --- (2×2) (2×2) (64,24,10) (64,2,2) 0 

L4 
Fully Connected (FC1) --- --- --- 256 256 65,792 

RELU --- --- --- 256 256 0 

L5 Fully Connected (FC2) --- --- --- 256 148 38,036 

Totally = 127,636 

 

 

TABLE 2. Hyper-parameter setting of the proposed CNN 

model 

Hyper-parameter value 

Batch size 8 

Number of epochs  100 

Initial learning rate  0.001 

L2regularization 0.001 

 

 

sessions (six samples per session). In each session, the 

images of a participant's Right Index (RI), Right Middle 

(RM), Left Middle (LM), and Index (LI), fingers were 

collected, respectively. A total of 7,104 samples from 

592 distinct fingers were public available from 148 

participants which used in this work. After data 

collection, the region of interest was extracted from each 

finger in the preprocessing. Finally, 7,104 samples (size: 

220×110) were obtained. Figure 4 shows some samples 

from the Poly-U FKP database. 

The existence of many trainable parameters is one of 

challenges in CNN models [36]. Thus, sufficient data is 

required to avoid over-fitting in training CNN models. In 

many real-life applications, appropriate data is not 

available. There are several approaches for data 

augmentation [40]. In this paper, two data augmentation  
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Figure 4. Some samples of Poly-U FKP database. Upper row, from left to right, LI, LM, RI, and RM fingers of the same person, 

respectively. Lower row, from left to right, four different LI fingers of different persons 
 

 

methods have been employed. First, as described by 

Bloice et al. [41], we attempted to augment data by 

different zooming scales, different rotation angles and 

elastic distortions. In this augmenting process, 50% of 

data are chosen for testing in each class and remaining 

50% is initially augmented by Bloice et al. [41] and then 

saved for the training set. Moreover, the data in each class 

will quadruple after the augmentation. The second 

approach includes simple transformations such as 

sharpening and flipping on the input finger image. As 

shown Figure 5, the Gaussian low-pass filter with four 

different parameter values was used for image 

sharpening. Image flipping was performed by flipping 

original the image horizontally and vertically. All of 

these transformations were conducted in MATLAB® 

2020 after which each image sample was augmented into 

six new image samples. The K-fold cross validation is 

one of standard methods for training models, especially 

when limited label data are available. Thus, for first time, 

this paper uses 10-fold cross validation for training CNN 

model. In the second augmentation process, the principal 

10% of data was chosen for the testing set, and remaining 

data (=90% of all data) was first augmented with the 

proposed augmentation method and then saved for the 

training set. 

 

4. 3. Experiment and Evaluation           In the first, the 

four well-known CNN models, AlexNet, VGG16, 

ResNet34, and GoogleNet, which trained on Image-Net 

dataset, were fine-tuned for FKP recognition. To do so, 

the three last layers of the VGG16 and AlexNet and the 

last layer of two other CNNs were re-trained on the 

augmented FKP dataset. The recognition accuracy of the 

training set and the training loss of these CNN models are 

shown in Figure 6. As can be seen, VGG16 and AlexNet 

outperformed other CNN models.  

As noted in the TL section, when the target and source 

domains have different distributions, the TL approach 

will be ineffective. Thus, we seek to train the proposed 

CNN architecture on dataset that is augmented by two 

approaches separately. The results of the experiment are 

presented in Table 3. The first augmentation method 

employs a number of transformations like elastic 

distortion, which may deform the structure of FKP 

images. In contrast, the second augmentation method 

effectively retains the structure of images. Hence, as 
 

 

 
Figure 5. Data augmentation includes: a) flipping, b) 

sharpening 
 

 

 
Figure 6. a: Training loss, b: recognition accuracy of FKP 

recognition by fine-tuning the four conventional CNN 

models 
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shown in Table 3, compared to the above two 

augmentation methods, the proposed CNN model with 

the second augmentation has higher recognition 

accuracy. Also, Table 3 compares the efficiency of the 

proposed approach with four conventional CNN 

architectures in terms of the number of trainable, training 

time, and recognition accuracy. As shown in this table, 

the proposed CNN not only has fewer parameters but also 

demonstrates a higher performance. Finally, the 

experimental result of proposed method with second 

augmentation in 10-fold cross validation shown in Figure 

7. Receiver Operating Characteristic (ROC) curves is 

great tools for evaluating the performance of a biometric 

system. This diagram can be plotted by drawing True 

Positive Rate (TPR) versus False Positive Rate (FPR) for 

all thresholds [24]. Figure 8 depicted the ROC of the 

presented approach compared to the four CNN models. 

As can be seen, this diagram confirms the effectiveness 

of the presented CNN model with second augmentation 

compare to four fine-tuned CNN models. 
 

 

TABLE 3. Comparing the performance of four CNN models with the proposed  

Method #Trainable parameters Recognition Accuracy (%) Training Time(GPU) 

ResNet34 75,924 79.02 167m 

VGG-16 120,152,212 97.29 546m 

GoggleNet 151,700 83.08 124m 

AlexNet 55,140,500 97.12 200m 

Proposed CNN + first Augmentation method [41] 127,636 96.50 286m 

*: The average recognition accuracy in 10-fold cross-validation 

†: The best recognition accuracy in 10-fold cross-validation 

 

 

 
Figure 7. The recognition accuracy of the proposed CNN 

architecture in 10-fold cross validation 
 

 

Based on two augmentation methods, Table 4 depicted 

the performance of proposed model for different fingers. 

As can be see, the proposed CNN architecture with the 

second augmentation method has higher recognition 

 

 
Figure 8. The ROC of the proposed CNN architecture and four 

conventional CNN models 

 

 

accuracy. In the last step of this experiment, the 

performance of the presented approach with the second 

augmentation was assessed for different fingers in 10-

fold cross validation, as depicted in Figure 9. 

 

TABLE 4. The performance of the presented approach with respect to various fingers in two different augmentation process 

Method 
Recognition accuracy of each finger (%) 

LI LM RI RM 

Proposed CNN + first Augmentation method [41]   95.4 95.6 94.4 96.6 

Proposed CNN+ second Augmentation method   99.6†/99.3* 100.0†/99.8* 100.0†/99.5* 100.0†/99.5* 

*:  The average recognition accuracy in 10-fold cross-validation 

† : The best recognition accuracy in 10-fold cross-validation 

Proposed CNN + second Augmentation method   127,636 99.83†/98.18* 157m 
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Figure 9. The performance of the proposed approach (with 

second augmentation) with respect to different fingers 

(Right Index (RI), Right Middle (RM), Left Middle (LM), 

and Index (LI)) in 10-fold cross validation 

 

 

5. DISCUSSION AND COMPARISON  
 

This section draws a comparison between our study and 

the most recent state-of-the-art works. The literature 

review suggests that the research on FKP recognition can 

be split into two groups, classic and deep-based methods. 

Unlike all classic methods in which appropriate features 

are extracted manually, in this paper, the feature 

extraction and classification are conducted automatically. 

As depicted in Table 5, the proposed model outperforms 

the classic works in term of recognition accuracy. 

One of the essential challenges in the CNN model is 

the number of trainable parameters, which makes these 

models inapplicable for low-computing devices such as 

mobile phones. This paper, for the first time, investigated 

the effectiveness of CNN model for FKP recognition and 

strived to propose a simple end-to-end architecture for 

recognizing FKP images. In addition, in this paper, a 

straightforward method was utilized for data 

augmentation. In this regard, Table 6 compares the 

proposed model with the latest single finger-based works.  

As it is evident, our proposed method is superior to 

other classic works. As shown in Table 5, compared to 

other works in the deep-based methods the proposed 

CNN structure not only demonstrates competitive 

performance in term of recognition accuracy but also the 

trainable parameters reduced significantly. In fact, 

compared to the deep-based methods, our proposed 

method offers several advantages such as fewer trainable 

parameters, simplicity, and efficient data augmentation.  

 
 
6. CONCLUSION AND FUTURE WORKS  
 

Given that behaviors and attributes are unique features, 

human biometrics (e.g. palm-print, finger vein, hand 

geometry, fingerprint, and Finger Knuckle Print), can be 

used to improve personal validation. In this paper, 

attempts were made to recognize FKP using a new CNN 

model. In the experiments, first four CNN models, 

including AlexNet, VGG16, ResNet34, and GoogleNet, 

were fine-tuned for FKP recognition. Then, a new CNN 

model was developed in the second set of experiments. 

 

 

TABLE 5. Comparing the performance of the presented approach (with second augmentation) with the state-of-the-art methods 

Category Ref. Method 
#Trainable 

Parameters 

Database: Poly-U FKP Recognition 

Accuracy (%) (Train%,Test%) # of Class 

Classic 

[42] Log-Gabor + Gray Level Intensity ---- (50, 50) 165 96.56 

[43] DFB + LDA + Norm ---- (50, 50) 165 99.29 

[44] Differential box-counting + fractal dimension ---- N/A 165 97.29 

[45] Gabor filter + fractal dimension ---- (50, 50) 165 93.73 

[8] Gabor features + Support Vector Machine ---- N/A 165 89.33 

[23] Gabor features + Expectation Maximization + SIFT ---- N/A 165 98.00 

[24] Entropy pattern histogram + texture features ---- (60,40) 165 94.91 

[25] Multilayer Deep Rule Based (DRB) ---- N/A 165 99.65 

[26] PCANet + Support Vector Machine ---- N/A 165 100 

Deep 

[34] Siamese convolutional neural network model 253,000 (90, 10) 150 99.28 

---- Proposed CNN + first Augmentation method[45] 127,636 (50,50) 145 96.50 

---- Proposed CNN + second Augmentation method 127,636 10-fold 145 99.83†/99.18* 

*: The average recognition accuracy in 10-fold cross-validation 
†: The best recognition accuracy in 10-fold cross-validation 
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TABLE 6. Comparing the performance of the presented approach (with second augmentation) with respect to different fingers (RI: 

Right Index, and RM: Right Middle, LI: Left Index, LM: Left Middle) 

Category Ref. 
#Trainable 

Parameters 

Database: Poly-U FKP Recognition accuracy of each finger (%) 

(Train%, Test%) # of Class LI LM RI RM 

Classic 

[42] ---- (50, 50) 165 89.9 88.5 88.4 89.4 

[43] ---- (50, 50) 165 90.3 88.6 89.7 89.7 

[22] ---- N/A 165 91.0 94.8 91.4 91.8 

[8] ---- N/A 165 97.4 97.5 94.2 99.1 

[25] ---- N/A 165 93.5 94.3 93.9 94.1 

[35] 6,985,812 (50, 50) 165 99.1 98.90 99.4 98.3 

Deep 

Proposed CNN + first 

Augmentation method [41] 
127, 636 (50,50) 145 95.4 95.6 94.4 96.6 

Proposed CNN + second 

Augmentation method 
127, 636 10-fold 145 99.6†/99.3* 100.0†/99.8* 100.0†/99.5* 100.0†/99.5* 

*: The average recognition accuracy in 10-fold cross-validation 

† : The best recognition accuracy in 10-fold cross-validation 

 

 

The open-source Poly-U FKP dataset was used for 

training and testing. Due to limited data, straightforward 

methods were adopted for data augmentation, which 

compared to other data augmentation, can effectively 

keep the structure of FKP images. In the TL approach, 

VGG16 surpasses the other three CNN models. In the 

subsequent experiment, the proposed CNN model 

outperformed four conventional CNN in terms of 

recognition accuracy, quantity of trainable parameters, 

and training time. In the last part of the experiment, the 

proposed CNN was compared with the latest works, with 

the results indicating its higher performance in term of 

recognition accuracy. In a future study, we intend to 

expand TL learning in two parallel domains. For this 

purpose, we will consider the fingerprint dataset as the 

source domain and the FKP dataset as the target domain. 

The proposed CNN will be trained on the fingerprint 

dataset and the obtained knowledge will be used for FKP. 
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Persian Abstract 

 چکیده 
با سطوح قرار نمی انگشت در معرض تماس  ناحیه پشتی  اینکه  مبتنی بردست،  به دلیل  بایومتریک ها  با سایر  یک    Finger-Knuckle-Print (FKP)گیرد، در مقایسه 

پیشنهاد شده است. روش پیشنهادی تنها از سه    FKPباشد. در این مقاله یک روش ساده بر اساس شبکه های عصبی عمیق برای تشخیص  بایومتریک دقیق و قابل اعتماد می

سرراست برای افزودن    لایه کانوولوشنی و دو لایه کاملا متصل تشکیل شده است. به همین دلیل تعداد وزن های قابل آموزش به شدت کاسته شده است. همچنین یک روش

  fold cross-validation-10و براساس  Poly-U FKPار روش پیشنهادی روی پایگاه داده   داده در این مقاله پیشنهاد شده است. بهترین دقت، دقت متوسط و انحراف معی

روش های  قابل آموزش، از    یو تعداد پارامترها  صیاز لحاظ دقت تشخ  یشنهادیدهد که روش پ   ینشان م  پیاده سازی  جینتامی باشد.    0.76و    %9918،    %99.83به ترتیب  

 fine-tuneاصلاحا     FKPکه برای تشخیص    GoogleNetو  AlexNet  ،VGG16  ،ResNet34قایسه با شبکه های عصبی مانند  همچنین در م  کند.یبهتر عمل م  موجود

 .دهدارائه میرا به  یقابل آموزش و زمان آموزش عملکرد بالاتر یو تعداد پارامترها صیاز نظر دقت تشخ یشنهادیروش ساده پاند شده
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A B S T R A C T  
 

 

In this paper, the load frequency control (LFC) problem of microgrids in islanded operation mode is 
tackled using Fuzzy Feedforward PI (FFPI) controller. To this end, a feedforward loop is considered in 

the control structure of the microgrid in addition to the classical feedback controller wherein a 

proportional integrator controller is used. The disturbance signal, which can be load variations or 
renewable energy resources uncertainties, is estimated using a disturbance observer. The understudy 

microgrid includes wind turbine and solar cells as renewable sources, a diesel generator and loads. A 
fuzzy controller is also used for pitch angle control of the wind turbine, which may smooth out the 

generated power and improve the frequency control of microgrid. To show the capability of the proposed 

strategy, two different scenarios are considered and the obtained simulation results easily approve the 
efficiency of the proposed structure for LFC of microgrid in islanded operation mode.  

doi: 10.5829/ije.2021.34.07a.13 
 

 
1. INTRODUCTION1 
 
Electrical energy transmission cost in power systems 

leads to pay much attention to new technologies such as 

microgrid, which results in some other benefits such as 

more reliability and power quality improvement. On the 

other hand, fossil fuel sources are substantially reduced 

in these years, which causes to much attention to 

renewable energy sources such as wind energy and solar 

cells. These renewable sources have unpredictable nature 

due to change in wind speed or solar irradiance. The 

variations in produced power or load in a power system 

leads to frequency deviations, which is an unfavorable 

phenomenon and must be compensated by the controller 

as fast as possible. 

Microgrids operation mode is defined as the grid-

connected and islanded one. In the islanded operation of 

a microgrid, a local controller is needed to control the 

frequency deviations due to change in produced power or 
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load. In this regard, various control strategies and 

controllers are studied in the literature. 

Fuzzy logic sets were the beginning of a new 

worldview into mathematics and a novel step into real 

world problems solution in a realistic manner. The fuzzy 

logic provides the more practical and understandable 

concept for understudy process with linguistic variables 

as if-then rules, which further provides more efficient 

control of the system. A fuzzy controller includes 

fuzzifier, inference mechanism, knowledge base and de-

fuzzifier [1]. Fuzzy logic finds its path into different 

applications such as modeling, control [2], and fault 

diagnosis [3]. 

Diverse control strategies towards frequency, voltage, 

current and power control of microgrids have been 

considered. Conventional feedback structure, 

computational intelligence based controllers, 

decentralized and hierarchical control strategies [4, 5], 

and cascade control structure [6] are used for the 
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microgrids. Due to importance of frequency control of 

the microgrids in islanded operation, various control 

strategies have been proposed in the literatures. In order 

to deal with the control challenges of islanded 

microgrids, an efficient control strategy is required. 

Toward this end, a Central Management Agent which 

maintains the stability of the microgrid by controlling an 

Energy Storage System and a Central Synchronous 

Generator is presented by Farzinfar  et al. [7].  

Adaptive controller [8], sliding mode controllers [9], 

fractional order controllers [10], model predictive 

controllers (MPC) [11], and multi agent approach [12] 

are studied for LFC of microgrids. Robust control 

strategy also noticed for LFC of microgrids in order to 

make the control system robust to model uncertainties 

and disturbances [13,14]. Quantitative feedback theory is 

another robust control method, which consists of a 

feedback compensator and a pre-filter, and is designed by 

shaping the frequency responses of the system to satisfy 

some design constraints [15]. A nonlinear controller for 

a distribution static compensator of a microgrid based on 

partial feedback linearization theory and PID controller 

is proposed by Ara et al. [16], which uses a combination 

of a fuzzy system and Galaxy-based Search Algorithm to 

optimize the parameters of the PID controllers. Optimal 

PI-settings for first-order with delay systems to achieve a 

specific level of robustness was presented by Grimholt 

and Skogestad [17] and the results were compared with 

the simple SIMC-rule. Some surveys on the modeling 

and control of microgrids, and their control strategies 

have been published recently [18,19].  

On the other hand, computational intelligence based 

methods have received much attention due to their 

benefits in modeling and control design of microgrids. 

Boutabba et al. [20] presented a modeling and 

implementation of new control schemes for an isolated 

photovoltaic using a fuzzy logic controller. The proposed 

fuzzy logic controller provides the appropriate duty cycle 

to the DC-DC converter for the PV system to achieve 

Maximum Power Point Tracking in PV. Mahmoud et al. 

[21] have achieved the LFC of microgrid using neural 

networks controller. Different metaheuristic methods 

such as GA, PSO and HSA are used to optimize the 

controller for LFC of microgrids [22-24]. a fractional 

order fuzzy PID controller is designed for LFC of a 

microgrid in isolated mode [25]. LFC of isolated 

microgrids in a ship power system is considered by 

Khooban et al. [26], which is based on a new optimal 

fractional order fuzzy PD+I controller. An adaptive 

multi-objective fractional-order fuzzy PID controller for 

frequency control of an islanded microgrid including 

Electric Vehicles is presented by Khooban et al. [27].  

The feedback control strategy for frequency deviation 

control of microgrid is based upon the effects of 

disturbance, which leads to frequency deviation. The 

feedforward controller acts in a different manner and 

change the input of the system according to the 

disturbance signal or its estimation. In fact, prior to have 

the effects of disturbances on the system outputs, the 

controller takes the necessary action by properly setting 

the system input. In this paper, based on a disturbance 

observer the disturbance signal, which is defined as the 

power variations due to load or renewable sources, is 

estimated in the islanded microgrid. The fuzzy logic 

controller is used in the feedforward controller of the 

microgrid wherein the disturbance and its variations are 

used to change the parameters of the controller. 

Succinctly, the salient contribution of this paper is 

stated as follows:  

- Presenting a new control structure including Fuzzy 

Feedforward PI controller for LFC of an islanded 

microgrid using disturbance observer.  

Moreover, a fuzzy logic controller is used to pitch 

angle control of wind turbine for more smoothing out the 

power of wind turbine, and consequently possessing a 

better frequency control of the microgrid. 

The rest of the paper is organized as follows. In 

section 2, the structure of the microgrid and mathematical 

model for different parts of the microgrid are presented. 

The proposed LFC strategy for the islanded operation of 

microgrid is presented in section 3. Section 4 gives the 

simulation results of the proposed method, which is 

followed by a conclusion in section 5. 

 

2. PROBLEM FORMULATION and PRELIMINARIES 
 

Due to various sources of energy, different structures of 

the microgrid may be presented. The considered 

microgrid in this paper is shown in Figure 1, which 

includes both renewable energy resources and diesel 

generator as the deterministic source of energy. 

In Figure 1, the generated power of wind turbine, 

solar cells and diesel generator are represented as 𝑃𝑊, 𝑃𝑆 

and 𝑃𝐷𝐺 . The power of the load is also shown as 𝑃𝐿 . The 

considered mathematical models for the above 

mentioned parts are given as follows. 

 

 

 
Figure 1. Structure of the microgrid  
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2. 1. Wind Turbine            The mathematical model of a 

wind turbine is generally involved the mathematical 

model of wind, generator, aerodynamics and mechanical 

drive train. Wind model is defined by the wind speed, 

which is given in Equation (1):  

𝑣 = 𝑣𝑚 + 𝑣𝑡(𝑡)  (1) 

𝑣𝑚 is the constant part of wind model with slow variation 

rate, which shows the mean value of wind speed. 𝑣𝑡 is the 

turbulent part of wind speed with fast variation rate. More 

details about the turbulent part may be found in literature 

[28]. The kinetic energy of wind as stated in Equation (2) 

defines the aerodynamic part of the wind turbine. 

𝑃 =
1

2
�̇�𝑣2 =

1

2
𝜌𝜋𝑅2𝑣3  (2) 

in which 𝜌 is defined as air density and 𝑅 is the radius of 

the rotor. The part of the kinetic energy that converts to 

mechanical energy is defined by power coefficient (𝐶𝑝) 

as (3) as given by Burkart et al. [29].  

𝑃𝑟 = 𝐶𝑝. 𝑃 (3) 

Equation (4) represents 𝐶𝑝, which is dependent on the 

tip speed ratio (𝜆) and pitch angle (𝛽).  

𝐶𝑝 = 0.5176(
116

𝜆𝑖
− 0.4𝛽 − 5)𝑒

−21

𝜆𝑖 + 0.0068𝜆  (4) 

where  

1

𝜆𝑖
=

1

𝜆+0.08𝛽
−

0.035

𝛽3+1
  (5) 

The maximum value of 𝐶𝑝 is given as 0.59 based on 

Albert Betz’s law. This value is 0.49 for the understudy 

wind turbine (𝑉47/660𝑘𝑊), operating in the Manjil site 

[30,31]. 

The generator of the understudy wind turbine is an 

induction one. Although the induction generator has a 

nonlinear mathematical model, the steady state 

mathematical model due to the much faster dynamics of 

the generator in comparison to the mechanical parts is 

assumed here [32]. 

𝑇𝑔(𝜔𝑖) =
𝜌𝑅2𝐿𝑚

2 𝑉𝑒
2𝜔𝑖

[𝑅1𝑅2−𝜔𝑎𝜔𝑖(𝐿1𝐿𝑚−𝐿𝑚
2 )]2+(𝜔𝑎𝑅2𝐿1+𝜔𝑖𝑅1𝐿2)

2
  (6) 

The root mean square value of the supply voltage, 

frequency of supply voltage, rotor frequency, number of 

pole pairs, mutual inductance, resistance of stator and 

rotor, stator inductance and rotor inductance are 

represented by 𝑉𝑒, 𝜔𝑎, 𝜔𝑖, 𝑝, 𝐿𝑚, 𝑅1, 𝑅2, 𝐿1 and 𝐿2, 

respectively [32]. 

The considered one-mass model of the mechanical 

drive train is given in Equation (7) [33]:  

𝐽
𝑑𝜔𝑟𝑜𝑡

𝑑𝑡
= 𝑇𝑟𝑜𝑡 − 𝑛𝑇𝑔, 𝜔𝑟𝑜𝑡 =

𝜔𝑔

𝑛
  (7) 

where 𝐽 is the inertia, 𝜔𝑟𝑜𝑡 is the speed of rotor, 𝜔𝑔 the 

speed of generator, 𝑛 is the gearbox ratio, 𝑇𝑟𝑜𝑡  is rotor 

torque and 𝑇𝑔 is generator torque. 

2. 2. PV Cells Model         Solar cells convert sun 

irradiance into electrical energy. The considered 

microgrid includes PV cells as a renewable source of 

energy, which its power is dependent on the 

environmental temperature as well. Generally, the 

mathematical model of PV cells is obtained using the 

equivalent electrical circuit, which is assumed as a 

nonlinear current source [34]. Equation (8) is achieved 

based on KCL law for the equivalent one-diode model of 

PV cell [34]. 

𝐼 = 𝐼𝑝ℎ − 𝐼𝑅𝑝 − 𝐼𝑑 (8) 

Assuming 𝑁𝑠 cells in series and 𝑁𝑝 cells in parallel, 

the relation between 𝐼 and 𝑉 for a PV array is given by 

following equations.  

𝐼 = 𝑁𝑝𝐼𝑃ℎ − 𝑁𝑃𝐼0[𝑒

𝑞[
𝑉
𝑁𝑠

+
𝐼𝑅𝑠
𝑁𝑝

]

𝑛𝑘𝑇 − 1] −
[
𝑁𝑃𝑉

𝑁𝑠
+𝐼𝑅𝑠]

𝑅𝑠ℎ
  (9) 

𝐼𝑃ℎ = [𝐼𝑠𝑐𝑟 + 𝐾𝑖(𝑇 − 𝑇𝑟)]
𝑠

100
  (10) 

 where 𝐼𝑝ℎ, 𝐼0 and 𝐼 stand for insulation current, reverse 

saturation current and cell current, respectively. The 

series and parallel resistance, thermal voltage, irradiance, 

the temperature of PV array, reference temperature and 

the short circuit current are depicted as 𝑅𝑠, 𝑅𝑝, 𝑆, 𝑇, 𝑇𝑟 

and 𝐼𝑠𝑐𝑟 , respectively 
 

2. 3. Diesel Generator          A controllable and 

deterministic source of power is required for better 

control of a microgrid and to compensate the 

unpredictable conditions of available renewable energies 

in the microgrid. To this end, a diesel generator is 

considered here. The mathematical model of the power 

system is as follows [9]: 

Δ𝑓̇(𝑡) = −
1

𝑇𝑝
Δ𝑓(𝑡) +

𝐾𝑝

𝑇𝑝
Δ𝑃𝑑(𝑡) −

𝐾𝑝

𝑇𝑝
Δ𝑃𝐿(𝑡)  (11) 

Δ�̇�𝑑(𝑡) = −
1

𝑇𝑡
Δ𝑃𝑑(𝑡) +

1

𝑇𝑡
Δ𝑋𝑔(𝑡)  (12) 

Δ�̇�𝑔(𝑡) = −
1

𝑅𝑇𝑔
Δ𝑓(𝑡) −

1

𝑇𝑔
Δ𝑋𝑔(𝑡) −

1

𝑇𝑔
Δ𝐸(𝑡) +

1

𝑇𝑔
𝑢(𝑡)  

(13) 

Δ�̇� = 𝐾𝑒Δ𝑓(𝑡)  (14) 

where frequency deviation Δ𝑓(𝑡), diesel generator power 

changes Δ𝑃𝑑(𝑡), load deviation Δ𝑋𝑔(𝑡) and incremental 

change in governor position Δ𝐸 are considered as the 

states of the system. The definitions and values of other 

parameters are tabulated in Table 1. 
 

 

3. CONTROLLER DESIGN 
 

The proposed structure for LFC of the microgrid is 

depicted in Figure 2. 
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TABLE 1. Parameters of power system and their values [9] 

Parameter Definition Value 

𝑇𝑝  Time constant of plant 20 

𝐾𝑝  Plant gain 120 

𝑇𝑡  Time constant of turbine 0.3 

𝑇𝑔  Governor time constant 0.08 

𝑅  Speed regulation 2.4 

𝐾𝑒  Integral gain 0.1 

 

 

 
Figure 2. Structure of the proposed fuzzy feedforward 

control  

 

 

This structure includes a FFPI controller and a 

disturbance observer in addition to the conventional 

feedback controller. The disturbance observer is used to 

estimate the disturbance from the input data and 

frequency deviation at each moment. In the proposed 

control strategy, the disturbance is defined as the 

deviation in produced power and load. The disturbance 

observer, fuzzy feedforward controller and fuzzy pitch 

angle controller are given in the following subsections. 

 

3. 1. Disturbance Observer            Unlike the feedback 

control strategy that acts based upon the effects of 

disturbances on the outputs, the feedforward control acts 

based on the known disturbances prior to affect on the 

system. In other words, we need the value of disturbance 

to use the feedforward controller. As the considered 

disturbance in the microgrid is unknown, a disturbance 

observer is utilized to estimate the value of the 

disturbance. The estimated disturbance is given to the 

fuzzy feedforward controller, which produces an 

appropriate control signal. 
The disturbance observer is a modified version of the 

given one by wang et al. [9]. As discussed by Wang et al. 

[9], by augmentation the disturbance as one state of the 

system, the augmented state space representation form 

may be given as follows: 

[
�̇�
�̇�
] = [

𝐴 𝐼
0 0

] [
𝑥
𝑊
] + [

𝐵
0
] 𝑢 + [

0
�̇�
]  (15) 

The observer for the augmented system, which 

simultaneously estimates the states and disturbances, has 

the following form:  

[
�̇̂�

�̇̂�
] = [

𝐴 𝐼
0 0

] [
�̂�
�̂�
] + [

𝐵
0
] 𝑢 − [

𝐿1
𝐿2
] (�̂� − 𝑦)  (16) 

�̂� = 𝐶�̂� (17) 

where �̂� and �̂� are the state and output estimation of the 

observer, respectively. The two-part gain of the observer 

is considered as 𝐿1 and 𝐿2. Equation (17) may be written 

as Equation (18):  

[
�̇̂�

�̇̂�
] = [

𝐴 𝐼
0 0

] [
�̂�
�̂�
] + [

𝐵
0
] 𝑢 − [

𝐿1. 𝐶
𝐿2. 𝐶

] �̃� (18) 

where �̃� is defined as the state estimation error of the 

observer as Equation (19). 

�̃� = �̂� − 𝑥 (19) 

The state estimation error of the observer can be 

calculated as follows:  

[
�̇̂�

�̇̂�
] = �̂� [

�̂�
�̂�
] − [

0
�̇�
]  (20) 

 where  

�̃� = �̂� −𝑊 (21) 

�̂� = [
𝐴 − 𝐿1𝐶 𝐼
−𝐿2𝐶 0

]  (22) 

The lemma by Wang et al. [9] is used to calculate the 

gain of the disturbance observer. 

Lemma [9]: For the given 𝐿1 and 𝐿2 as Equations 

(23) and (24), the state estimation error of the disturbance 

observer Equation (18) is asymptotically stable.  

𝐿1 = 𝐴 + 2Λ (23) 

𝐿2 = Λ2𝐼 (24) 

wherein 

Λ = 𝑑𝑖𝑎𝑔{𝜆1, … , 𝜆𝑛}, 𝜆𝑖 > 0, 𝑖 = 1,2, … , 𝑛 (25) 

Using the above-mentioned lemma, the values for 𝐿1 

and 𝐿2 are obtained as follows for Λ = {50,50,100,100}.  

𝐿1 = [
87.5 0 −5.2 5.2
0 1.65 87.5 10

]
𝑇

,  

𝐿2 = 1e3 [
2.5 0 0 0
0 0 5 5

]
𝑇

  

 
3. 2. Pitch Angle Fuzzy Controller          In order to 

obtain a smooth power from the wind turbine in its third 
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operation mode in the microgrid, a fuzzy logic controller 

is used in this paper. The structure of the fuzzy pitch 

angle controller is shown in Figure 3. 

The input of the controller is the variation in 

rotational speed and the output is considered as the pitch 

angle variation. The input and output membership 

functions are given in Figures 4 and 5, respectively. 

Fuzzy rules of the controller are given in Table 2. The 

Mamdani inference and center of gravity de-fuzzifier 

method is used in the fuzzy controller. 
 

3. 3. Feedforward Fuzzy Controller           Feedforward 

control is used to reduce the effect of disturbances in the 

system, while the main functions of feedback control are 

stability and the reference signal tracking. Having a fixed 

feedforward controller may lead to unfavorable results in 

some conditions due to the nonlinear dynamics of the 

system and their limitations. In this paper, a fixed 

structure feedforward controller is regarded in which the 

parameters are updated based upon a fuzzy rule. The 

fuzzy rule structure for updating of the feedforward 

controller parameters is shown in Figure 6, which leads 

to better performance of LFC. 

 
 

Fuzzy Pitch 

Angle 

Controller

ΔβWref

W

+

-

β*

+

-

Rate 

Limiter


1

s

1

βmax

βmin

 
Figure 3. Structure of the fuzzy controller 

 

 

 
Figure 4. Input membership function for pitch angle control 

 

 

 
Figure 5. Output membership function for pitch angle 

control 

 

 
TABLE 2. Fuzzy rules for pitch angle control. 

𝚫𝑾  NB NM NS Z PS PM PB 

𝚫𝜷  NB NM NS Z PS PM PB 

 
Figure 6. Fuzzy rules for feedforward controller design 

 

 

A Proportional-Integral (PI) controller is used in the 

feedforward controller wherein their parameters 

including 𝐾𝑝 and 𝐾𝐼  are tuned based on the fuzzy logic. 

The normalized fuzzy rules for these two parameters are 

given in Tables 3 and 4. 

The membership functions of the input and output of 

the fuzzy system are depicted in Figures 7 and 8, 

respectively. 
 

 

TABLE 3. Fuzzy rules for 𝐾𝑝 of the FFPI controller 

Disturbance  NB NM Z PM PB 

Disturbance 

Variation 

NB S S S S S 

NM M M S S S 

Z S S S S S 

PM M M M B B 

PB B B B B B 

 

 

TABLE 4. Fuzzy rules for 𝐾𝐼  of the FFPI controller 

Disturbance  NB NS Z PS PB 

Disturbance 

Variation 

NB B B M S Z 

NM B B M Z S 

Z M M Z M M 

PM M M M B B 

PB Z S M B B 

 

 

 
Figure 7. Input membership function of FFPI controller 

 

 

 
Figure 8. Output membership function of FFPI controller 
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The Mamdani inference mechanism and center of 

gravity de-fuzzifier method is used in the feedforward 

fuzzy controller as well. 

 

 

4. SIMULATION RESULTS 
 

The efficacy of our proposed feedforward fuzzy 

controller for LFC purpose is shown through some 

simulation studies for the considered microgrid. In the 

following, two scenarios including high integrations of 

wind power, solar power and load disturbance case and 

sudden load change case are considered. These two 

scenarios are studied by Khooban et al. [8]. 

 
4. 1. Scenario 1: High Integrations of Wind Power, 
Solar Power and Load Disturbance        In this 

scenario, the performance of the proposed controller is 

verified in the presence of high integration of wind, solar 

and load power. The load model in this scenario is 

assumed as follows as shown in Figure 9. The wind speed 

and solar irradiation are also depicted in Figures 10 and 

11, respectively. 
The power variation of the wind turbine with the 

fuzzy pitch angle controller is shown in Figure 12. 

As it can be seen from the figure, the fuzzy pitch angle 

controller leads to more smooth power in the wind 

turbine. Therefore, a better LFC may be achieved by the 

 

 

 
Figure 9. Load model in the microgrid 

 

 

 
Figure 10. Wind speed 

 
Figure 11. Solar irradiation 

 

 

 
Figure 12. WT power with fuzzy pitch angle controller 

 

 

main controller of the microgrid. The obtained power 

from PV array considering given solar radiation is shown 

in Figure 13.  

The estimation of disturbance signal and its real 

values is shown in Figure 14. 

The disturbance observer efficiently estimates the 

disturbance signal in the microgrid. This estimated signal 

is given to the fuzzy feedforward controller, which 

further changes the diesel generator power to alleviate the 

unfavorable frequency deviation. The frequency 

deviation of the proposed FFPI control strategy 

compared to the conventional PID controller is given in 

Figure 15. 

 

 

   
Figure 13. PV array power 
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Figure 14. Estimated disturbance signal and its real value 

 

 

 
Figure 15. Frequency deviation for the first scenario 

 

 

The proposed fuzzy feedforward controller and fuzzy 

pitch angle controller lead to great efficiency in the 

frequency deviation of the microgrid. For better 

comparison between the FFPI controller and the 

conventional PID controller, some criteria of the 

frequency deviation are given in Table 5, which are 

nominated as IAFD (Integral Absolute Frequency 

Deviation), ITAFD (Integral Time Absolute Frequency 

Deviation) and ITSFD (Integral Time Sqaure Frequency 

Deviation). The conventional PID control strategy is 

tunned using modified Harmony Search (HS) algorithm 

as presented by Shivaie et al. [35]. In the FFPI controller 

case, we simultaneously have both conventional PID 

feedback controller and feedforward fuzzy PI controller, 

while the second case is the PID feedback controller 

without feedforward controller. 

 
4. 2. Scenario 2: Sudden Load Change          In this 

case, the performance of the controller is studied with 
 

 

TABLE 5. Frequency deviation criteria of the first scenario for 

different control strategies of microgrid 

Criterion vs. control 

method 
FFPI controller PID controller 

𝐼𝐴𝐹𝐷  0.4851 1.103 

𝐼𝑇𝐴𝐹𝐷  6.302 12.72 

𝐼𝑇𝑆𝐹𝐷  0.0910 0.4182 

Maximum deviation 

(Absolute value) 
0.211 0.309 

series step change in the load profile. The wind and solar 

power fluctuations are not considered in the simulation. 

In other words, it is assumed that the wind and PV powers 

are equal to the average wind power and irradiation 

power in the considered period, respectively. The wind 

turbine power and PV power are assumed as 0.6 and 0.1 

p.u., respectively. The disturbance signal and its 

estimation are given in Figure 16, which shows the great 

performance of the disturbance observer. 

The frequency deviation of the proposed FFPI control 

strategy compared to conventional PID controller for the 

second scenario is given in Figure 17. 

As it can be seen from the figure, the proposed 

method shows much better performance compared with 

conventional PID controller. The frequency deviation 

criteria of microgrid for the second scenario are also 

given in Table 6. 
 
 

 
Figure 16. Estimation of disturbance in the second scenario 

 

 

 
Figure 17. Frequency deviation for the second scenario 

 

 

TABLE 6. Frequency deviation criteria of the first scenario for 

different control strategies of microgrid 

Criterion vs. control 

method 
FFPI controller PID controller 

𝐼𝐴𝐹𝐷  0.2102 0.2535 

𝐼𝑇𝐴𝐹𝐷  3.902 4.077 

𝐼𝑇𝑆𝐹𝐷  0.046 0.068 

Maximum deviation 

(Absolute Value) 
0.081 0.1198 

Settling time (s) (first 

peak) 
2.44 4.99 
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As it can be seen from the values of the tables, the 

proposed fuzzy feedforward controller with the fuzzy 

pitch angle controller has a much better performance 

compared to the conventional PID controller.  
 

 

5. CONCLUSION 
 
A novel control strategy including fuzzy logic 

feedforward controller based on disturbance observer and 

wind turbine fuzzy logic pitch angle controller for load 

frequency control of microgrid in its islanded operation 

mode has been presented. The difference between the 

renewable sources and load has been assumed as the 

disturbance in the system. The disturbance has been 

represented as disturbance term in the microgrid model, 

which has been estimated by the modified disturbance 

observer. The understudy microgrid contains load, wind 

turbine, solar cells and diesel generator. The considered 

fuzzy pitch angle control in wind turbine leads to more 

smooth power of wind turbine. Two diverse scenarios 

including high integration of different power sources and 

sudden load change have been studied to show the 

efficacy of both the observer and FFPI controller. The 

proposed FFPI control strategy has been shown to have a 

great impact on the performance on the frequency 

deviation control of the microgrid. Simulation results and 

numerical values of different criteria of frequency 

deviations for the proposed controller compared to those 

of the conventional form easily confirm the 

outperformance of the method presented in the paper. 

The design and performance of the proposed control 

strategy for converter-based or over modulation cases 

can be considered as future work 
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Persian Abstract 

 چکیده 

ک فرکانس ریزشبکه در مود جزیره ای با استفاده از کنترل کننده پیش سوی فازی پرداخته شده است. به این منظور علاوه بر کنترل کننده فیدب – در این مقاله به مساله کنترل بار 

تواند تغییرات بار یا عدم قطعیت ناشی از منابع تولید پراکنده باشد معمول از یک کنترل کننده پیش سو در ساختار کنترلی ریزشبکه بهره برده شده است. سیگنال اغتشاش که می  

یک کنترل کننده فازی    توسط یک مشاهده گر اغتشاش تخمین زده می شود. ریزشبکه مورد مطالعه شامل توربین بادی، سلول خورشیدی، دیزل ژنراتور و بار است. همچنین 

ست که از تغییرات زیاد توان تولیدی توسط توربین جلوگیری کرده و کنترل فرکانس ریزشبکه را بهبود می دهد. نتایج شبیه  برای کنترل زاویه پیچ توربین در نظر گرفته شده ا

  فرکانس ریزشبکه در مود جزیره ای است. –سازی بخوبی نشان دهنده کارایی روش پیشنهادی برای کنترل بار  
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A B S T R A C T  
 

 

Disabled people find their movements extremely difficult with their current gadgets. Although there are 

numerous devices and instruments accessible to empower their mobility, they require fine and precise 
control, which may be impractical in instances of higher disability. The haptic innovations are very 

beneficial, but demands a user-friendly environment too. The number of strategies, designs and 

frameworks in this field are more in number, which depends on Joystick. But this can prove to be 
uneconomical. Therefore, the aim of this paper is to control a wheelchair through a utility that is budget-

sensitive and practical to use. A flex sensor-based wheelchair is presented in this paper, which is user 

friendly within a low budget. The proposed system is also accompanied by a movement monitoring 
system that can help the user’s kin to observe his/her movement. The aim is to provide such features 

which is affordable to the society and can be used with ease. 

doi: 10.5829/ije.2021.34.07a.14 
 

 

NOMENCLATURE 
Rflex Flex Resistance VIn Input Voltage 

VCC Voltage common collector Rconst Constant resistance 

V0 Output Voltage   

 
1. INTRODUCTION1 
 

The wheelchair is one of the most utilized equipment to 

improve movement and enhance personal satisfaction for 

individuals, who experience issues in walking. This may 

be due to spinal line wounds bringing about paraplegia or 

quadriplegia, cerebrovascular accident, or a stroke, 

leading to impaired movement. Thus, people may suffer 

from various kinds of disabilities and this percentage 

cannot be neglected. A wheelchair provides comfort, 

improves mobility and provides a solution for an 

impaired person to partake in social activities, access 

organizations, human administrations and reliance on 

himself improving self-confidence. A properly assisted 

wheelchair benefits the physical well-being and personal 

satisfaction of the clients. Regardless of quick, 

innovative, and logical advancement in gadgets for 

people with disabilities, there has been practically little 

headway in the wheelchair plan in the course of the most 

recent years but still, efforts are being made [1]. In 1932, 

Harry Jennings, an engineer, fabricated the principal 

 

*Corresponding author email: divya27pant@gmail.com (D. Pant)   

collapsing, cylindrical steel wheelchair. Then came the 

first motorized wheelchair, which was operated by 

turning the wheels of the seat physically. In the event 

where a patient could not do this, someone else would 

need to push the wheelchair and the patient from behind. 

A motorized or force/power wheelchair is one where a 

little engine drives the wheels to spin.  Thereafter, the 

electric wheelchair was designed by the Canadian 

innovator, George Klein and his group of associates. 

These wheelchairs got progressively significant as 

assistive innovation and the number of clients soared. For 

instance, improving the suspension performances of an 

electric wheelchair [2]. Along these lines, a programmed 

wheelchair [3] was created to take care of the issue for 

route and safe development in the ideal course. Diverse 

information techniques can be utilized to perform this 

task. This human-machine interface includes eye-gaze 

following technique, voice recognition, joystick-

controlled, and so on. But utilization of these techniques 

can prove to be a tough task for people with a physical 

disability as they may find it tough to operate it around. 
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Some shortcomings for instance, in an eye following 

wheelchair [4], the user is not allowed to envision the 

adjoining environmental factors when the framework is 

dynamic, and a voice acknowledgment-based wheelchair 

cannot work appropriately in background noise 

conditions. Furthermore, a traditional joystick controller 

requires much strength which is more than the strength 

of seriously crippled individuals. Even if this situation is 

ignored, it is as yet a very troublesome assignment for 

physically incapacitated individuals to get authority over 

the proper utilization of a joystick. This implies that 

although these methods are available to the disabled, 

however, satisfaction and command control of the 

wheelchair is impaired in certain circumstances. Motion 

capture Systems using flex sensors in robotics has also 

helped in human locomotion [5]. This paper throws light 

on the usage of a Flex sensor [6] in a wheelchair to make 

the functional capacity as near normal as possible. Here 

flex sensors will be the spine of the wheelchair. A flex 

sensor or bending sensor can be put to use for navigating 

the wheelchair in numerous directions [7]. The proposed 

wheelchair objective is to provide the largest possible 

satisfaction to the individuals who are crippled/amputees. 

This motion-controlled wheelchair is partitioned into two 

segments, (i) Transmitter: Flex sensor and (ii) Receiver: 

Wheelchair.  Furthermore, the data now gathered from 

this setup can be used to keep a tab on the position and 

the motion of the wheelchair. This is accomplished by 

uploading the generated information/data to ThingSpeak 

via NodeMCU. Section 1 explains the introduction and 

background. Section 2 emphasizes the technical stack of 

the proposed model. Section 3 exhibits the execution 

(equipment and programming) of the venture and section 

4 explains the planning of our proposed model. Section 6 

concludes the paper. 

 

 

2. TECHNICAL STACK 
 

The proposed mechanism will consist of a flex sensor, a 

Microcontroller and DC Motors. A flex sensor controls 

the motors, which will in turn control the wheels of the 

wheelchair. The aim is to blend hardware as well as a 

software interface to achieve this. ThingSpeak acts as a 

cloud to store the transmitted data via Hypertext Transfer 

Protocol, with the help of RESTful API. For constructing 

a monitoring system of the wheelchair, the data received 

from the flex sensor is used to analyze the movement of 

the wheelchair remotely. To access the data, ThingSpeak 

is chosen which eases the process of accessing the data 

remotely. 

 

2. 1. Flex Sensor            A Flex sensor is a thin, 

lightweight, and flexible strip where the resistance is 

proportional to the amount it is bent. It can operate from 

0° to 180°. A flex sensor produces an analog signal. The 

carbon surface is engineered on a strip with the working 

voltage varying from 0 V to 5V and working temperature 

ranges from -45ºC to +80ºC. The scope of curve 

opposition is from 45 K to 125 K with a resilience 

obstruction of ±30%. The flex sensor works whenever the 

plastic strip is bent. Table 1 shows the value of the flex 

sensor at 0° and 90°. The resistance increases/escalates 

as the strip is bend from 0° to 90°. 
This adjustment in obstruction relies on surface 

linearity, which implies that the resistance of this sensor 

would be diverse at different points. A Proper Filter can 

significantly improve the smoothness of fingers which 

will ease the movement of the wheelchair [8].  
 

2. 2. Arduino            Arduino is an open-source platform 

that can be utilized to develop certain objects by 

interacting with an assortment of physical entities. 

Arduino is chosen as a microcontroller for the proposed 

mechanism because it is highly compatible with a large 

no of sensors, has 13 GPIO pins and 5 analog pins 

making it expandable with many sensor modules.  
 

2. 3. Nodemcu           NodeMCU is chosen for the 

proposed mechanism as a result of its modest cost and the 

degree of network support. It can also be modified using 

Arduino IDE so it can run the libraries utilized by 

Arduino [9]. This tool is particularly helpful for IoT 

applications, because of its compact nature and inherent 

WiFi support. The connections of a flex sensor to a 

NodeMcu are akin to that of Arduino and flex sensor.  
 

2. 4. L293D Motor Driver IC          L293D is a (motor 

driver) IC that lets the DC motor drive on both routes. 

This 16-pin IC can manage a hard and fast of two DC 

motors concurrently in any course. 36V can be the 

maximum voltage supply. L293D consists of 4 inputs; 

2,7 for the left motor and pin 15,10 for the right one. The 

benefit of utilizing the motor driver is that it can turn 

around the polarity of applied voltage without readjusting 

the circuit and can provide us current in both directions 

up to 600mA.  
 

 

3. PROPOSED IMPLEMENTATION  
 
3. 1. Control System            To command the wheelchair 

to move in different directions just by bending the 

fingers, a control system is proposed. Detailed 

implementation of this process is discussed in further 

sections. 
 

 

TABLE 1. Values of resistance at 0°and 90° 

Angle Values Resistance (ohm) 

0° 40910.20 

90° 93697.67 
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3. 1. 1. Interfacing the Flex Sensor with Arduino             
To interface Arduino with flex sensor a voltage divider 

circuit is implemented to analyze the change in resistance 

of the flex sensor generated by bending of fingers, which 

produces different values of angles. The Flex sensor is 

interfaced with Arduino as shown in the pin 

configuration of the Flex sensor in Figure 1. One of the 

pins is connected to Arduino ’s power supply pin, VCC. 

The next pin is connected to Arduino’s GPIO pin i.e the 

analog pin. Since there are five analog pins, it can be 

connected to any one of them because it generates an 

output in analog. As the aim is to create a voltage divider 

circuit, a resistor measuring 33k ohms is connected at A0 

with a flex sensor. 
Analog values received from the flex sensor via pin 

A0 are the output voltages obtained but these values need 

to be converted into discrete volts and then the flex 

resistance will be obtained by the formula as expressed 

in Equation (1): 

  V0 = Vin ∗ (
Rconst

Rconst+Rflex
)  (1) 

The above equation can also be rewritten as shown in 

Equation (2): 

  Rflex = (
Vin

V0
− 1) ∗ Rconst  (2) 

The obtained resistance is then fed to an inbuilt function 

called map(). This function helps in converting the 

obtained resistance value to the exact angle which 

actuates the motors further. Table 2 shows the values of 

angles for different values of resistance. 
 

3. 1. 2. Interfacing Arduino with Motor Driver           

As mentioned under the technology stack, the L293D IC 

can control 2 motors simultaneously. Thus, its objective 

is to actuate the motors according to the command sent 

by Arduino to the motor driver. 

For the hardware implementation of the motor driver 

(L293D) with Arduino, the output pins for each motor 

present in the motor driver are connected to Arduino 

 

 

 
Figure 1. Pinout configuration of flex sensor 

TABLE 2. Values of resistance and angle 

Resistance (ohm) Angle 

74389 57° 

88128 81° 

107739.7 114° 

108342.9 115° 

150011.2 185° 

134178.5 158° 

44463.06 7° 

40719.46 1° 

40397.46 0° 

36744.19 -5° 

32286.95 -13° 

29393.96 -17° 

 
  
GPIO pins. As shown in Figure 2, the ground and VCC 

of the motor driver are connected to Arduino’s ground 

and VCC pin, respectively [10] To actuate the motors, an 

effective power source is required as their expected 

power input is much more than the maximum power 

supplied by Arduino. Hence the motor driver will be 

connected to an external power supply as well. 

For the software implementation of the motor driver 

in Arduino IDE, the connected GPIO pins are set in 

output mode to actuate the motors. Now the decision-

making part is analyzed. First, three functions in Arduino 

IDE are formed that are the stop ( ), forward ( ) and 

backward( ). The whole actuation process depends on the 

values of the angle generated by the map ( ) function. For 

the decision-making part, the flow of the program is 

controlled by using the if-else statement. For instance, if 

the angle is less than -10°, the backward () function is 

called and the motors start moving in the reverse 

direction hence making the wheelchair move backwards. 

 

 

 
Figure 2. L293D Motor Driver IC with DC Motors and 

Arduino 



D. Pant et al. / IJE TRANSACTIONS A: Basics  Vol. 34, No. 7, (July 2021)   1703-1709                                                        1706 

3. 1. 3 Interfacing Motors with Motor Driver        To 

drive the motors according to the bending of the finger, 

the motor driver will receive a request from Arduino to 

perform a particular function i.e. forward, backward, 

stop, etcetera. As L293D is an H-bridge, so motors can 

rotate clockwise and anti-clockwise according to the 

discrete signal sent by Arduino to the input pin of L293D. 

After the input is received, L293D will generate output 

according to the input signals. For instance, consider the 

case of a stop function. When both values are sent high 

or low, then the circuit remains open which stops the 

motors. Similarly, outputs of different functions can be 

generated. 

 
3. 1. 4. Compilation of Control System of 
Wheelchair           All the implementations covered 

above are compiled together in this section. Figure 3 is a 

flowchart depicting the flow of the process. The flex 

sensor is connected to the Arduino, along with the 

voltage divider circuit. Then the motor driver, L293D, is 

connected to the Arduino with a nine-volt battery. After 

these connections are established, a pair of motors are 

connected to the motor driver. This completes the 

hardware compilation and it is ready for the software 

simulation. The code written in Arduino IDE is uploaded 

and is executed by the sequence of commands written in 

embedded C. The compilation starts with the setup in 

Arduino IDE. All the GPIO pins are set to 

INPUT/OUTPUT mode. The value of the constant 

resistor (33k ohms) and the resistance of the flex sensor 

at 0° and 90° are set which is measured by the multimeter. 

Finally, the board rate is set at 9600 to print the data on 

Serial Monitor for the Arduino board. After execution of 

the loop, the first value generated from the flex sensor is 

retrieved which is then converted to a discrete value as 

flex voltage. The resistance of the flex sensor when the 

finger is bent is calculated by Equation (2). This value is 

then sent to the map function which will generate the 

angle created by bending the flex sensor. After the angle 

is generated, it is sent to perform a logical operation, 

which compares the generated value of the angle with 

predefined ranges, to execute the particular function. If a 

proper match is found, then that function is executed, 

which will send the request to the motor driver to drive 

the motors. Now the compiler will again return to the start 

of the loop and repeat the procedure i.e a value is received 

and then it will execute another function. By this 

procedure, the aim to control the wheelchair by bending 

the fingers is achieved successfully.   

 
3. 2. Movement Monitoring System           To monitor 

the movement of the person sitting in the wheelchair, a 

monitoring system is framed. The concept of the Internet 

of Things is implemented to achieve this. The monitoring 

system aims to send real-time data to the guardian of the 

person sitting in the wheelchair. This data will signify 
 

 
Figure 3. Flowchart 

 
 
whether the person is moving or not. It will reveal if it is 

moving forward, backward, left or right. So, with the help 

of this data, the guardian will be able to keep track of the 

person. 

 

3. 2. 1. Implementation of Monitoring System          
To implement the movement monitoring system, the 

NodeMCU board is interfaced with the flex sensor. The 

NodeMCU receives data from the flex sensor and sends 

the data to the ThingSpeak server. Once the data is 

posted, a graph is plotted. With the help of the graph, the 

guardian can track the movement of the patient in real 

time. Detailed implementation of this process is 

discussed in further sections. 
 

3. 2. 2. Hardware Implementation of NodeMCU 
with Flex Sensor           The power pin of the flex sensor 

will be connected to NodeMCU’s power supply pin, 

VCC (3.3 volts). The other pin will be connected to 

NodeMCU’s GPIO pin i.e the analog pin. It is connected 

to A0 since it has only one analog pin. This connection is 

made because the flex sensor generates output in analog. 

Both the Arduino and the NodeMCU will be connected 

with the same voltage divider circuit as mentioned 

before. 
 

3. 2. 3. Software Implementation of NodeMCU with 
Flex Sensor            The data generated from the flex 

sensor is required to be sent to the cloud with the help of 

the map () function to reveal the movement of the 

wheelchair. For instance, a wheelchair moves backward 

when the angle is less than -10°.This data from the flex 

sensor is received by NodeMCU. The aim is to post the 

data to the ThingSpeak website. This is achieved by using 
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the RESTfull API and HTTP. To write data to 

ThingSpeak, the write API Key is included in the code. 

As NodeMCU acts as a client and ThingSpeak acts as a 

server, the client will send a request to write the data by 

using the API Key. Flex sensor data needs to be sent to 

the selected field. The channel id needs to be specified in 

the code as well so that the data is sent to the right channel 

id created. To accomplish all this, the wifi module is 

connected to the internet network to send a request to 

access the ThingSpeak website and post data into it. This 

is performed by the function “WiFiClient”. Then the 

compiler will check the status of the wifi whether it is 

connected or not and will repeat till the ESP8266 wifi 

module gets connected to the network. Furthermore, the 

ThingSpeak.begin( ) function will help in initializing 

ThingSpeak libraries. The main function of posting the 

data starts when setField( ) is called, where field specified 

is set as a parameter of this function along with data to be 

posted. Finally, the writeField( ) function along with the 

channel number and the write API Key calls the setField 

function to post the data to ThingSpeak. 

 

3. 2. 4. Final Compilation of Monitoring System          
After Node MCU is connected with the Flex sensor and 

the power supply, the data of the Flex sensor is ready to 

be posted to the ThingSpeak cloud. The graph obtained 

will help in monitoring the movement of the wheelchair. 

When the data is around the x-axis, it will signify that the 

wheelchair is not moving. When the data is 

approximately 10 units below the x-axis, this will imply 

that the wheelchair is moving in a backward direction. If 

the data is around 20 units above the x-axis, this will 

mean that the wheelchair is moving in a forward direction 

and whenever the data is about 90 units above the x-axis, 

this will signify that the wheelchair is moving in the right 

direction. Finally, if the data is around 135 units above 

the x-axis, this will denote that the wheelchair is moving 

in the left direction. The data is posted in the intervals of 

approximately 17 seconds which is revealed in Table 3 

and simultaneously the graph is plotted as shown in 

Figure 4. 

 

 
TABLE 3. Angles uploaded to thingspeak 

Time (s) Angle Values 

0 -17° 

17 62° 

34 -19° 

51 62° 

68 92° 

85 78° 

102 74° 

 

 
Figure 4. Graph for Thingspeak 

 
 
4. DESIGNING OF THE WHEELCHAIR  
 

To demonstrate the working of the wheelchair a 

prototype is assembled as shown in Figure 5. The 

prototype comprises of a flat chassis with the DC motors 

attached to it. Furthermore, wheels are appended to the 

motors. For the assembly of the prototype, a breadboard, 

Arduino, and NodeMCU are placed at the top of the 

chassis but for the actual wheelchair, all the components 

will be present inside a box named processing module 

and that will be placed below it for a steady flow. Only 

flex sensor is present at the grip of the user who is sitting 

on the wheelchair. The systems that are controlling and 

monitoring the framework will simultaneously update the 

data. Figure 6 shows the actual block diagram for the 

same. 

 
 

 

 
Figure 5. Prototype 
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Figure 6. Block Diagram for Wheelchair Using Flex Sensor 

 
 
5. COMPARISON WITH EXISTING MODELS   
 

The point of our exploration is to structure and improvise 

the existing scenario for individuals with higher in-

adaptability by the means of the flex sensor. The existing 

wheelchairs are mostly based on a joystick that controls 

the direction as per the user's wishes. But this framework 

is susceptible to internal faults and hence requires fault 

diagnosis and fault-tolerant control [11]. Other works 

include a camera-based and voice-based controlled 

wheelchair. The restriction with camera-based structure 

is that they require the client to keep up the head in a fixed 

position and a voice-based framework does not fare well 

in noisy conditions [12].  

This proposed framework intends to improve the lives 

of physically disabled people at an affordable range.  The 

most critical piece of this wheelchair is that it can be 

easily controlled by the movement of the user/patient 

fingers. This won’t just assist the patient, but will also 

benefit the specialist and their family members who are 

in contact with the patient through the monitoring 

system. Hence, this system will provide better execution 

than the previously mentioned ongoing applications. 

Moreover, the direction can be very easily controlled 

with lesser strength as compared to existing wheelchair 

systems. 

 

 

6. CONCLUSION AND FUTURE SCOPES  
 

In this paper, a method has been proposed to interface the 

flex sensor and the processing module with the existing 

wheelchair. The control of the wheelchair has been 

achieved by bending the flex sensor and actuating the 

motors. Furthermore, a monitoring system has been 

successfully implemented by sending the data generated 

from the flex sensor to the cloud which would help the 

guardian to track the movement of the person sitting in 

the wheelchair. The future scopes may include 

implementation of a health monitoring system that can 

provide numerous provisions such as blood pressure, 

temperature, heart rate monitoring and many more. To 

extend the movement monitoring system, GPS can be 

installed to give real time location of the user. 
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Persian Abstract 

 چکیده 
برای توانمندسازی تحرک آنها در دسترس است ، اما آنها به  افراد معلول با وسایل فعلی خود حرکات خود را بسیار دشوار می دانند. اگرچه دستگاه ها و ابزارهای بی شماری  

اربر پسند را نیز می طلبد. تعداد کنترل دقیق نیاز دارند ، که ممکن است در موارد معلولیت بالاتر غیر عملی باشد. نوآوری های لپ تاپ بسیار سودمند است ، اما یک محیط ک

تعداد بیشتری دارد که به جوی استیک بستگی دارد. اما این می تواند غیر اقتصادی باشد. بنابراین ، هدف این مقاله کنترل    استراتژی ها ، طرح ها و چارچوب ها در این زمینه

پسند است.  با بودجه کم کاربر ویلچر از طریق ابزاری است که از نظر بودجه حساس و کاربردی باشد. صندلی چرخدار مبتنی بر سنسور فلکس در این مقاله ارائه شده است که 

چنین ویژگی هایی است   سیستم پیشنهادی همچنین با یک سیستم نظارت بر حرکت همراه است که می تواند به خویشاوندان کاربر در مشاهده حرکت او کمک کند. هدف تهیه

 که برای جامعه مقرون به صرفه باشد و بتوان از آن به راحتی استفاده کرد.
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A B S T R A C T  
 

 

The process of reducing dimensions in CMOS technology and also making digital devices more portable, 
faces serious challenges such as increasing frequency and reducing power consumption. For this reason, 

scientists are looking for a solution such as replacing CMOS technology with other technologies 

including Quantum-dot Cellular Automata (QCA) technology and many researches have designed digital 
circuits by using QCA technology. Flip-flops are one of the main blocks in most digital circuits.  In this 

paper, a D-type flip-flop (D-FF) is presented in QCA technology that a majority gate has been used in 

its feedback path to reset. The D-FF is designed by the proposed D Latch which is based on Nand-Nor-
Inverter (NNI) and a new inverter gate that the proposed D latch has 24 cells and 0.5 clock cycle latency 

and 0.02 μm2 area. The new inverter gate of the D-FF has output signal with high polarization level and 

lower area than previous inverters and the NNI gate of the D-FF is a universal gate. One of the 

applications of D-FFs with reset pin is the use in Phase-frequency detector (PFD). In the proposed 
scheme, a reset feature has been added to D-FF since the PFD structure can be designed. All of the 

proposed schemes are evaluated by the QCADesigner software and energy consumption simulations are 

estimated using QCAPro software for all proposed circuits. 

doi: 10.5829/ije.2021.34.07a.15 
 

 
1. INTRODUCTION1 
 
CMOS technology is faced with serious challenges such 

as short-channel effects, cut-off leakage, and high power 

consumption. Hence, the researchers have proposed 

alternatives to replace CMOS technology. One of these 

technologies is QCA technology [1]. The circuits 

designed in QCA technology use a square cell with size 

of a molecule or an atom. These QCA circuits can operate 

at around the terahertz frequencies because of not 

containing any output capacitors. Since there is no 

current in QCA circuits, their power consumption  is  less 

than CMOS circuits [2, 3]. 

Today, many digital systems include storage 

elements, sequential logic circuits and combinational 

logic circuits. The storage elements have capable of 

storing binary information. Fip-flop as a storage element  

has ability of storing one bit. The flip-flops are based on 

latches which operate with signal levels [4]. Flip-flops 
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are used in  phase/frequency detector (PFD) of  a Phase-

Locked Loop (PLL) and a Delay-Locked Loop (DLL). 

For an example, the convensional PFD is designed by 

using D flip-flops [5-8]. 

Different D latches and D-FFs have been designed in 

QCA technology [9-16]. In QCA technology, digital 

circuits such as latches are compared in terms of area, 

latency and number of cells. Some of these circuits are 

suitable and capable of using in large circuits, but some 

other are not. By latency we mean number of clocks 

needed for generating the valid output signal. 

Dehkordi, and Sadeghi [9], have designed D latch 

with 43 cells and a 1.25 clock cycle latency. This D latch 

design has a NOT gate with larger number of cells and 

area than the convetional NOT gate. Also, this D latch 

has high latency compared to current work. Hashemi and 

Navi [10] have proposed the D latch which has large 

number of cells, occupying massive area and high latency 

compared to current works. Also, a NOT gate uses as in 

 

 

a Faculty of Electrical and Computer Engineering, Babol Noshirvani University of Technology, Babol, Iran 
b Department of Electrical Engineering, Faculty of Engineering and Technology, University of Mazandaran, Babolsar, Iran

 

mailto:m.gholami@umz.ac.ir


H. Alamdar et al. / IJE TRANSACTIONS A: Basics  Vol. 34, No. 7, (July 2021)   1710-1717                                                    1711 

the previous work [9]. Abutaleb [11], has proposed a 

design for D latch with 28 cells and 0.02 μm2 area and 0.5 

clock cycle latency, but it  does not follow the basic 

design rules of QCA well. Sasamal et al. [12] have 

designed D latch with rotated majority gate, however, 

this design is less stable than other designs existing in 

literature. A D latch is designed with a 2-input 

multiplexer gate in literature [13] that reduces cell 

number and stability compared to the previous design but 

increases the latency. Zoka and Gholami [14] have 

designed D-FF with reset pin that has a large number of 

cells and high latency, and also in order to become 

resetting, the input associated with resetting must be 

constantly active leading to high energy dissipation. D-

FF with reset terminal in literature [15], has reduced 

latency while number of cells and area are large, 

however, the D-FF  uses coplanar crossovers. Binaei and 

Gholami [16] have designed D-FF with reset pin has only 

reduced number of cells when comparing to our work.  

In this work,  first, a universal gate, called NNI gate, 

is used in D-latch and D flip-flop. Second, a method for 

creating D flip-flop with reset pin is introduced in which 

the D flip-flop resets by interrupting the feedback path. 

Third, a new PFD is designed in QCA Technology. The 

NNI gates used in the D latch hass low latency. The D 

flip-flop designed based on the D-latch is sensitive with 

rising edges of the clock.  

The next section describes the QCA structure. In 

section 3, the proposed structures for D latch, D-FFs and 

PFD will be explained. Section 4 is about simulation and 

the results.  

 

 

2. THE BASIC PRINCIPLES OF QCA 
 
In QCA technology, logic circuits are designed based on 

a square cell. This cell has 4 quantum holes or dots in its 

four corners where two of the dots are charged with two 

electrons. The electrons have moving ability among these 

dots by tunneling between them. The logical state is 

determined by the arrangement of electrons of within this 

cell. Due to repulsive force of the same charges, these 

electrons have two stable situations that the two stable 

situations are considered as ZERO and ONE logical in 

digital circuits. There are two forms of arrangement for 

these cells, 45° and 90° [17, 18]. 

According to coulomb repulsion force law, the 

electrons within dots of adjacent cells act on each other. 

So, in this way the data is transferred from one cell to its 

adjacent cell. Thus a wire can be implemented by putting  

a row of cells together. Because of the arrangement of 

cells in the two forms of 90° and 45°, there are two 

models of wire alignment [13]. To generate different 

signals in wire crossings, there are two crossover options 

in QCA technology: coplanar crossings [19] and 

multilayer crossover [20]. 

Two basic gates known in QCA technology are 

majority gate and inverter. By using the colony force and 

mutual interaction between cells, these basic gates can be 

made in QCA technology. 

To have a synchronous circuits in QCA technology, 

in addition to control data flow in the wire to the same as 

that  in a pipeline, a clock zone method is used. To 

operate correctly, Functional QCA circuits need clock 

[13, 21]. The cells also operate on clock. Clocking has 

two roles in QCA. It controls data flow and serves as 

power supply [3]. Although mapping conventional logic 

functions to majority logic can be done easily, the clock 

scheme in QCA makes directly conversion of a CMOS 

architecture into QCA counterpart difficult. The main 

unit of such designs is majority gate while this gate isn’t 

a universal gate and cannot realize the logical NOT 

operation. The designers must consider a separate costly 

QCA cell arrangements for realization of the logical 

NOT. By combining these functions with inverters, these 

logical components are used to implement other logical 

functions. Therefore, a universal gate structure called the 

Nand-Nor-Inverter (NNI) has been introduced by Sen 

and Sikdar [22] which can be used as  a logical element 

for QCA-based designs. This gate implements the 

function of F = NNI(A, B, C) = maj(A′, B, C′) = A′B +
BC′ + C′A′. 

 

 

 

3. THE PROPOSED STRUCTURE 
 
In this section, a D latch and a D-FF are proposed by 

using the NNI gate [22]. Then, a PFD is designed using 

the proposed D-FF along with adding a reset pin to 

demonstrate applicability and usability in larger circuits.   

The block diagram of proposed D latch and the design 

of its structure in QCA technology are shown in Figures 

1 and 2, respectively. The proposed D latch has 24 cells 

and 0.5 clock cycle latency and 0.02 μm2 area. As shown 

in Figure 1, a 2:1 multiplexer is designed by using basic 

gates of QCA technology, and it is converted to D latch 

by applying feedback path  which is shown with dashed 

line in Figure 1. This proposed D latch is designed with 

NNI gate [22] and the new inverter gate introduced by 

Zahmatkesh  et al. [23].  

Then, the proposed D latch is converted to a D-FF by 

adding a level-to-edge converter on the clock input. The 

D-FF is shown in Figure 3. The level-to-edge converter 

is a logic circuit that converts level to falling, rising or 

dual edge. The level-to-rising edge converter used in the 

proposed D-FF is shown by dashed rectangle in Figure 3. 

The NNI gate is used in this converter to reduce number 

of cell, area, and also the complexity of the circuit. 

Function of rising edge converter is CLKnew(t) =

CLK(t). CLK(t − 1)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  [13]. The proposed D-FF of Figure 3 

has 43 cells and 1 clock cycle latency and 0.04 μm2 area. 
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Figure 1. block diagram of proposed D latch 

 

 

 
Figure 2. proposed D latch in QCA technology 

 

 

 
Figure 3. Proposed D-FF in QCA technology 

 

 

As shown in Figure 4, the proposed D-FF (Figure 3) 

can be easily converted to a D-FF with reset pin by 

inserting a 3-input majority gate (Maj2) and changing 

this majority gate to 2-input AND gate. To reset the D-

FF, a logical ONE is applied to one of the inputs of this 

AND gate (Maj2) while reset pin is set to logic ZERO 

(because an inverter is used on reset path). Due to this 

work, applying any value to another inputs of Maj2, same 

value is resulted in output of Maj2. If reset pin is set to 

logical ONE, logical ZERO is applied to one of the Maj2 

and output of Maj2 becomes logical ZERO and this  

shows how resetting of the proposed D-FF is reset with 

the reset pin. The block diagram for the proposed D-FF 

with reset pin and its circuit in QCA technology are 

shown in Figures 4 and 5, respectively.  

The proposed D-FF with reset pin consists of 54 cells, 

1.25 clock cycle latency and 0.047 μm2 area. Finally, the 

proposed PFD structure can be designed by using two the 

proposed D-FFs with reset pin and an AND gate. If the 

PFD circuit is designed based on conventional block 

diagram [5], the outputs of PFD will have no correct 

values due to the pipeline feature of QCA circuits. 

Therefore, the PFD circuit in QCA technology is 

designed based on block diagram shown in Figure 6 in 

which  a subtraction operation is performed at the end of 

the proposed PFD circuit illustrated in this figure by 

dashed rectangle. The proposed PFD in QCA technology 

is depicted in Figure 7. As it can be seen in this figure,  in 

the proposed PFD, the outputs of two D-FFs with reset 

pin are connected to the AND gate. Theoutput of the 

AND gate is connected to the reset pins of the D-FFs. As 

both D-FFs become high output simultaneously, the reset 

operation is completed by the AND gate,  this implies that 

the PFD has calculated phase and frequency difference. 

According to Figure 6, the subtraction operation is as 

follows. Output of D-FF1 with reverse of output of D- 

FF2 are connected to the inputs of AND gate (1). The 

 

 

 
Figure 4. Block diagram of proposed D-FF with reset pin 

 

 

 
Figure 5. Proposed D-FF with reset pin in QCA technology 
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Figure 6. Block diagram of proposed PFD 

 

 

 
Figure 7. Proposed PFD circuit in QCA technology 

 

 

output of AND gate (1) is correct UP output of the PFD. 

Then, the output of D-FF2 with reverse of output of D-

FF1 are connected to the inputs of another AND gate (2), 

and the output of this AND gate (2) is DOWN output of 

the PFD. By doing this, latency does not affect outputs of 

the PFD. In this design the AND gates are designed based 

on NNI gate. This helps omitting inverter gate on the 

paths that where inputs are required to be reversed. So, 

this acting reduces the complexity and area of the circuit. 

The proposed PFD consists of 161 cells, 2 clock cycle 

latency and 0.175 μm2 area. 
 

 

4. SIMULATIONS AND RESULTS 
 

In this section, the results of simulations and the energy 

dissipation for the proposed circuits are expressed. The 

simulations of the circuits’ schemes has been done by 

QCADesigner software version 2.0.3 [24]. For better 

performance of QCA circuit analysis, all proposed QCA 

schemes were investigated using both coherence vector 

and bistable approximation simulation engines with 

default parameters.  

First, the simulation results for the proposed D latch 

of Figure 2 can be seen in Figure 8 that the output 

depends on logical ONE level of the clock input. When 

the input of the clock becomes logical ONE level, the D 

input is sampled. This means that it responds to logical 

ONE level of the clock pulse. On the other hand, when 

the level becomes logical ZERO, the proposed D latch is 

stored the last value of its output. All of these actions are 

marked with arrows. The state of a latch or flip-flop is 

switched when a change in the control input occurs. This 

momentary  change is called a trigger, and the transition 

caused by it is called  flip-flop triggering. This means that 

clock input of the latch is sensitive to level, but clock 

input of the flip-flop is sensitive to edge and latch is 

converted  to flip-flop by placing a level-to-edge 

converter at the clock input of latch. This flip-flop can be 

sensitive to falling, rising or dual edge. The simulation 

results for proposed D-FF with reset pin is illustrated in 

Figure 9. As shown in Figure 9 is marked with arrows, 

this D flip-flop is sensitive to rising edge. At any 

 

 

 
Figure 8. Simulation results of proposed D-latch 

 

 

 
Figure 9. Simulation results of proposed D-FF with reset pin 
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moments that the clock input sense rising edges, value of 

D input is transferred to the output. When the reset input 

is set to logical ONE, output of D-FF with reset pin 

reaches logical ZERO. Tables 1 and 2 show the 

comparison of proposed D latch and D-FF with related 

designs. As it can be seen in these the proposed D-FF has 

the best delay performance while it contains few number 

of cells, and also energy dissipation of the proposed D-

FF has improved.  

Finally, the simulation results of the proposed PFD 

are shown in Figures 10, 11 and 12. The PFD can detect 

phase and frequency differences of its input signals. For 

this purpose, simulations of Figures 10 and 11 is 

performed, two signals are shown with the same 

frequency and different phases in Figure 10 and the 

proposed PFD detects phase difference of these two 

signals. Two signals with different frequencies are 

applied to inputs of the proposed PFD and the results are 

shown in Figure 11. In Figure 12, two different inputs are 

applied to inputs of proposed PFD, in order to test its 

detecting ability of phase differences for both inputs. 

Table 3 is listed comparison of the proposed PFD with 

other related works. As shown in Table 3, structure of the 

proposed PFD has improved in terms of cells, area, 

latency and energy dissipations.  

 

 

TABLE 1. Comparison of the proposed D latch with other related works 

Structure Cells count Area (𝝁𝒎𝟐) Latency 
Average switching energy 

dissipation (meV) 𝟎. 𝟓𝑬𝒌 

Average leakage energy 

dissipation (meV) 𝟎. 𝟓𝑬𝒌 

D latch in [9] 43 0.04 1.25 - - 

D latch in [10] 48 0.05 1 - - 

D latch in [11] 28 0.02 0.5 31.50 8.49 

D latch in [12] 23 0.02 0.5 - - 

D latch in [13] 19 0.02 0.75 0.00467 0.03033 

Proposed D latch in figure 2 24 0.02 0.5 0.01689 0.01041 

 

 

TABLE 2. Comparison of the proposed D-FF with reset pin with other related works 

Structure Cells count Area (𝝁𝒎𝟐) Latency 
Average switching energy 

dissipation (meV), 𝟎. 𝟓𝑬𝒌 

Average leakage energy 

dissipation (meV), 𝟎. 𝟓𝑬𝒌 

D-FF in [14] 82 0.11 2 - - 

D-FF in [15] 95 0.11 1 - - 

asynchronous D-FF in [16] 73 0.11 3 0.05643 0.02574 

synchronous  D-FF in [16] 73 0.1 2.5 0.04319 0.02656 

Proposed D-FF in fig. 5 54 0.047 1.25 0.04414 0.02205 

 

 

 
Figure 10. Detect different phases 

 
Figure 11. Detect different frequencies 
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Figure 12. Correct examination two input of proposed PFD 

Power consumption analysis of proposed designs is 

done by QCAPro software that the software uses a fast 

approximation method to estimate the most erroneous 

cells in the QCA circuit design [25]. Power dissipation 

maps for the proposed circuits of Figures 2, 5, and 7 with 

0.5𝐸𝑘 are illustrated in Figures 13 to 15, respectively. 

QCA logic gates are thought to be ideal, so there is no 

charge transfer between cells and current does not flow. 

Also, the electric charges do not leave any cell, no current 

is released. These gates cause energy dissipation and we 

compare the energy consumption of conventional QCA 

logic gates in electrostatic and thermodynamic 

approaches. The results show that by increasing the 

number of inputs, the geometry concentration and the 

unbalanced numbers of "0" and "1" output modes in the 

gate truth table will add to the energy dissipation of a 

QCA gate. We believe that electron transfer between  

 

 

TABLE 3. Comparison of the proposed PFD with other related works 

Structure Cells count Area (𝝁𝒎𝟐) Latency 
Average switching energy 

dissipation (meV), 𝟎. 𝟓𝑬𝒌 

Average leakage energy 

dissipation (meV), 𝟎. 𝟓𝑬𝒌 

PFD in [26] 199 0.22 2 0.09642 0.06169 

PFD in [27] 170 0.26 2.75 0.08667 0.06530 

PFD in [28] 159 0.2 2.25 0.03771 0.05370 

PFD in [29] 141 0.17 2 0.08679 0.05061 

Proposed PFD in figure 7 161 0.175 2 0.05555 0.06202 

 

 

 
Figure 13. Power dissipation maps for proposed D latch 

with 0.5𝐸𝑘 
 

 

 
Figure 14. Power dissipation maps for proposed D-FF with 

reset pin with 0.5𝐸𝑘 

 
Figure 15. Power dissipation maps for proposed PFD with 

0.5𝐸𝑘 
 

 

points is a wasteful phenomenon, though the net current 

is zero. Figures 13, 14 and 15 show that there are 

dissipations [29]. Darker points define points with more 

energy dissipation in these figures. The vectors of 

Figures 8 to 10 are employed for power dissipation maps 

in Figures 13 to 15, respectively. In Table 4, average for 

switching energy dissipation and leakage energy 

dissipation have been listed for the proposed structures 

and for the power dissipation maps in Figures 13 to 15. 
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TABLE 4. Power analysis results 

 Average switching energy dissipation (meV) Average leakage energy dissipation (meV) 

 𝟎. 𝟓𝑬𝒌 𝟏𝑬𝒌 𝟏. 𝟓𝑬𝒌 𝟎. 𝟓𝑬𝒌 𝟏𝑬𝒌 𝟏. 𝟓𝑬𝒌 

Proposed D latch in figure 2 0.01689 0.01358 0.01101 0.01041 0.02637 0.04328 

Proposed D-FF with reset pin in figure 5 0.04414 0.03510 0.02819 0.02205 0.05909 0.09869 

Proposed PFD in figure 7 0.05555 0.04347 0.03464 0.06202 0.17174 0.29340 

 

 

5. CONCLUSION 
 

In this paper  a novel D-latch has been designed based on 

QCA nanotechnology. The proposed D-latch uses NNI 

gate. The proposed D-latch has only 24 QCA cells, 

0.02µm2 and delay of 0.5 cycle of QCA clock. These 

parameters indicate that the proposed D-latch has 

improved compared to previous work, and this D-latch 

improves the design of larger circuits. Then, the  

proposed D-latch is used to have a new D-FF in QCA 

nanotechnology. Reset ability is added to proposed D-

FF since this pin is needed in many applications of D-

FFs such as counter, shift register and PFD. To show the 

correct performance of the proposed D-FF with reset 

ability, it is used in PFD structure. Also, PFD can be 

used in PLL and DLL. power simulations for all of the 

proposed designs have been reported. 
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Persian Abstract 

 چکیده 

از جمله افزایش فرکانس و کاهش توان مصرفی روبرو است.  های جدی  و همچنین قابل حمل تر شدن دستگاه های دیجیتال، با چالش  CMOS روند کاهش ابعاد در فناوری

است و بساری از   (QCA)کوانتومی  -با فناوری دیگری از جمله فناوری آتاماتای سلولی دات CMOS حلی مانند جایگزینی فناوریبه همین دلیل دانشمندان به دنبال راه

فلاپ  دراین مقاله، یک فلیپهای اصلی در اکثر مدارهای دیجیتالی هستند.  ها یکی از بلوکفلاپ اند. فلیپطراحی کرده  QCAمحققان مدارهای دیجیتالی با استفاده از فناوری  

بر گیت  پیشنهادی مبتنی  Dتوسط لچ    Dفلاپ  ی استفاده شده است. فلیپشود که از یک گیت اکثریت در مسیر فیدبک آن جهت بازنشانارائه می  QCAدر تکنولوژی    Dنوع  

Nand-Nor-Inverter (NNI)    و گیت وارونگر جدید طراحی شده که لچD    0.02دوره چرخش کلاک تاخیر و مساحت    5/0سلول و    24پیشنهادی μm2   دارد. گیت

باشد. یکی از گیتی یونیورسال می  Dفلاپ  فلیپ  NNIتر نسبت به وارونگرهای گذشته دارد و گیت  سیگنال خروجی با سطح قطبیت زیاد و مساحت کم  Dفلاپ  وارونگر فلیپ

را بتوان طراحی  PFDاضافه شده تا ساختار  Dفلاپ است. در طرح پیشنهادی ویژگی بازنشانی به فلیپ (PFD)فرکانس -استفاده در آشکارساز فاز Dفلاپ کاربردهای فلیپ

 اند. سنجیده شده QCAProافزار سازی انرژی مصرفی برای همه مدارات پیشنهادی با استفاده از نرمو شبیه QCADesignerافزار های پیشنهادی توسط نرمکرد. تمام طرح
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A B S T R A C T  
 

 

 
This paper presents a one-dimensional analytical model for calculating gate capacitance in Gate-All-

Around Carbon Nanotube Field Effect Transistor (GAA-CNFET) using electrostatic approach. The 

proposed model is inspired by the fact that quantum capacitance appears for the Carbon Nanotube (CNT) 
which has a low density of states. The gate capacitance is a series combination of dielectric capacitance 

and quantum capacitance. The model so obtained depends on the density of states (DOS), surface 

potential of CNT, gate voltage and diameter of CNT. The quantum capacitance obtained using developed 
analytical model is 2.84 pF/cm for (19, 0) CNT, which is very close to the reported value 2.54 pF/cm. 

While, the gate capacitance comes out to be 24.3×10-2 pF/cm. Further, the effects of dielectric thickness 
and diameter of CNT on the gate capacitance are also analysed. It was found that as we reduce the 

thickness of dielectric layer, the gate capacitance increases very marginally which provides better gate 

control upon the channel. The close match between the calculated and simulated results confirms the 
validity of the proposed model. 

doi: 10.5829/ije.2021.34.07a.16 
 

 

NOMENCLATURE 

C gate capacitance Greek Symbols 

tins thickness of insulator εr relative permittivity of gate dielectrical material 
Ccen centroid capacitance ε0 the permittivity of free space 

Cq quantum capacitance ψs surface potential (eV) 

QCNT linear charge density VCNT surface voltage (V) 

Eg energy band gap Subscripts  

U fermi energy s source 

DP(E) density of state at pth subband d drain 

  g gate 

 
1. INTRODUCTION1 
 

Due to scaling, the Complementary Metal-Oxide 

Semiconductor (CMOS) technology is facing lot of 

challenges which motivated researchers to look into 

different materials and structures for fabricating FET. 

Actually, the scaling of CMOS devices mainly degrades 

the performance of device due to increase in leakage 

current. This leakage current increases [1] further due to 
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various short channel effects [2] including source/drain 

charge sharing, drain-induced barrier lowering (DIBL), 

subsurface punch through and velocity saturation. Due to 

limitations of MOSFET, conventional nano-scale SOI 

MOSFET which uses novel configuration gives better 

electrical performance but the complexity of these 

devices pushes the need to find out an alternative of FET 

devices [3]. In order to reduce these effects and enhance 

the device performance, carbon allotropes i.e. Carbon 
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Nanotubes (CNTs) [4] are very promising material, due 

to their small size and remarkable electromechanical and 

thermal properties. Carbon nanotube field effect 

transistors (CNFETs) are better alternative to replace the 

Si-MOSFETs [5] due to better control of short channel 

effects, less propagation delay, high on-off current ratio 

and less power consumption [6-11] in nanometer (nm) 

dimension for the use in future computing system. 

In CNFET devices, CNTs are channels between 

source and drain and the channel current through CNT is 

controlled by gate terminal. The CNFET has two 

geometrical structures: planar structure and Gate-All-

Around (GAA) structure. The planar device performance 

is affected by fringing effect whereas the GAA structure 

is free from such effect due to its geometry hence, GAA 

structure is expected to be ideal geometry which 

maximizes the electrostatic gate control in FETs [12, 13].  

Apart from various advantages, the major concern 

with CNFET is the effect of quantum capacitance on the 

performance of device. This is due to the fact that when 

the device has nanometer dimension, the quantum 

capacitance is comparable with electrostatic dielectric 

capacitance. In Si-MOSFET, it has been observed that 

quantum capacitance increases with increase in gate 

voltage [14]. The quantum capacitance is introduced in 

device when density of state (DOS) is very low or the 

energy level separation between states is very high [15]. 

So, it is important to investigate quantum capacitance of 

CNFET. 

For CNFET, gate capacitance is a function of 

quantum capacitance and dielectric capacitance. The 

quantum capacitance for semiconducting single wall 

CNT (SWNT) (16, 8) has been already measured 

experimentally [16]. In past, various analytical models 

for gate capacitance have been proposed. Most of the 

proposed models are for planar structure only.  Ahmed et 

al. [17] developed an analytical model for aligned CNT 

based FET with screening effects. This conformal 

mapping-based model is limited to the planar structure of 

CNFET. Singh [18] proposed an analytical expression for 

quantum capacitance.  This analytical expression is based 

on the total charge density and analyzed that leakage 

current reduces for lower quantum capacitance but this 

expression is validated only for planar CNFET. Deyasi 

and Sarkar [19] developed a model for GAA-CNFET 

using Non-Equilibrium Green’s Function (NEGF) 

method. They considered armchair (metallic) nanotube 

for CNFET but CNFET has semiconductor channel 

between source and drain. The novelty of the work lies in 

the choice the device structure with single CNT as 

channel which was further considered for modeling 

quantum capacitance for GAA-CNFET. 

In this work, Gate-All-Around (GAA) structure is 

considered with single wall CNT as a channel. It has been 

assumed that conduction occurs in first sub-band and that 

there are no fringing effect and screening effect, due to 

single wall CNT between source and drain and the 

structure is free from sharp edges. 

This paper is organized in four sections. Section 2 

describes the theory and model of quantum capacitance 

for channel (CNT). Section 3 explains the result and 

discussion obtained from analytical model and 

simulations and finally the conclusion of this study is 

given in section 4. 

 

 

2. THEORY AND MODEL 
 
Figure 1 shows the schematic view of GAA- CNFET 

considered for gate capacitance modeling. The gate 

capacitance (Ctotal) in CNFET is a series combination of 

dielectric capacitance (Cins) and inversion layer 

capacitance (Cinv) which is given as follows: 

C ×C
ins invC =

total C +C
ins inv

 (1) 

where Cins for gate-all-around structure is given by: 

 
  
 

2πε εr0C =ins
r + tinsCNTln

rCNT

 

(2) 

where ε0 is the permittivity of free space, εr is the relative 

permittivity of gate dielectric material, rCNT is the radius 

of CNT and tins is the dielectric thickness. 

Further, the inversion layer capacitance (Cinv) is a 

series combination of centroid capacitance (Ccen) and 

quantum capacitance (Cq) [15]: 

C ×Ccen qC =
inv C +Ccen q

 (3) 

Ccen can be ignored because we assume all changes to be 

located at the same position in the CNT layer. So: 
 

 

 
Figure 1. Schematic view of CNFET for modelling gate 

capacitance (a) front view (b) side view 

(a)  

(b) 
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C =Cqinv
 

(3-a) 

Equation (1) and (3-a), shows that the gate capacitance is 

a series combination of Cins and Cq, which is given as: 

C ×CqinsC =
total C +Cqins

 
(4) 

Quantum capacitance can be calculated by measuring the 

change in the linear charge density with surface potential 

[20]. 

d(Q )d(linear charge density) CNTC = =q
d(surface potential) d(ψ )S

 
(5) 

ψ = qV
S CNT  (6) 

so, Equation (5) can be rewritten as: 

d(Q )1 CNTC = ×q
q d(V )CNT

 (7) 

Linear charge density is the sum of charge density at 

source and drain terminals. The charge densities are 

different because Vgs and Vds are independent and 

different. The total charge density (QCNT) on CNT surface 

is given as; 

s dQ = Q + QCNT  (8)
 

where Qs and Qd are the charge densities at the source end 

and drain end of the channel, respectively. 

QCNT is a function of Fermi-Dirac distribution and 

density of state (DOS). Hence, the total QCNT can be 

written as [21]; 

     
     

    

D(E) D(E)
Q = F(E -U ) + F(E -U ) dEsCNT d2 2E

C

 
(9) 

D(E) is density of state which is a function of E, Us and 

Ud are the fermi energy of source and drain, respectively. 

There are n subbands, so the total charge for pth 

subband is given as:  



  
  
  
  
  
   

D (E)P F(E - E - U ) +sCP2
Q = dECNTP E D (E)CP P F(E - E - U )CP d2

∞  
(10) 

where ECP is the conduction band minimum of pth 

subband. The conduction band minima is the difference 

of pth band energy (Δp) and surface potential (ψs) i.e: 

E = Δ - qVPCP CNT
 (11) 

For one-dimensional structure, the general equation 

for density of state is given by [22]: 

 
 
 

D E0D(E) =
2

E g2
E -

2

 

(12) 

where 

8 9 -1 -1
D = = 2×10 m eV

0 3πV aπ c-c     
ac-c= Carbon-carbon length = 1.42 Å  

Vπ= carbon-carbon bonding energy=3.0 eV 

The DOS of pth subband is given by: 

D (E + Δ )
P0D (E) =

P 2 2
(E + Δ ) - (Δ )

P P

 
(13) 

Charge density at source is given by: 

s

D (E)PQ = F(E - E - U )s CP2E
CP




 

(14) 

By using Equations (11) and (13), charge density of 

source becomes: 


 
 






−  + − 
    

CP

P CNT s

D (E + Δ )
P0Q = ×s

2 2E 2 (E + Δ ) -(Δ )
P P

1
                dE

E qV U
1+exp 

kT

 

(15) 

Similarly charge density at drain can be written as: 




− + − 
 
 

d

P CNT d
CP

D (E + Δ ) 1P0Q = × dE
E qV U2 2E 2 (E + Δ ) -(Δ ) 1+expP P kT

 

(16) 

Equations (8), (15) and (16), give the total charge 

density: 

 
 
 
 
 











 
   
 










D (E+Δ )0 PQ =
CNT 2 2E 2 (E+Δ ) -(Δ )CP P P

11
+ dE

E-Δ +qV -UE-Δ +qV -UP s P CNTCNT d
kTkT1+e

1+ e

 

(17) 

where; Us = qVgs; Ud = qVds  
For SWCNT, as we considered 1st subband, so Δp=Δ1 

which is equal to the corresponding energy level minima 

(E) (i.e. Δ1=E). So, from Equation (17): 

( ) ( )

20

2 3
   
   
   
   
   

=   +

 
 
 
 
 
 
 

D 1 1
Q

CNT V -VV -Vgs CNTCNT ds
V V

T T
1+ e 1+ e

 
(18) 
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In CNFET, two types of electric field exist: horizontal 

and vertical. Horizontal electric field is due to Vds, which 

is responsible for the flow of current in the channel while 

the vertical electric field is due to Vgs, which is 

responsible to generate the charge carriers in channel. In 

this study for the calculation of total charge carriers on 

CNT, it was assumed that Vds=0 and Vgs=Vg. So, 

Equation (18), can be written as follows: 

0

3

 
 
 = 
 −   
    
     

CNT

CNT g CNT

T T

D 1 1
Q +

V V V
1+exp 1+exp

V V

 

(19) 

where, (Vg –VCNT) can be calculated by [23]: 





g,CNT

0                    for V < Δg 1
V =V -V =g CNT α(V - Δ )    for V > Δg g1 1

 
(20) 

where α is slope of curve (Vg versus ψs), which is a 

function of device parameter, d (diameter of CNT). 

From Equations (5) and (19), the quantum 

capacitance for SWCNT with first subband is as follows: 

0

3

 
 
 = = 
 −   
    
     

CNT
q

CNT gCNT CNTCNT

T T

Q D 1 1
C +

V VqV VqV
1+exp 1+exp

V V

 

(21) 

Quantum capacitance also depends on the chirality and 

diameter of CNT. As we increase the diameter of CNT, 

the energy bandgap and first sub-band minima also 

reduces and VCNT increases.  

 

 

3. RESULTS AND DISCUSSION 
 
Quantum capacitance (Cq) is calculated using Equation 

(19) and further analyzed. In this study, CNT (19, 0) has 

been assumed for which the diameter is calculated using 

QuantumWise Atomistix Tool Kit (ATK) 

(QuantumATK O-2018.06) which comes out to be 

1.49nm as illustrated in Figure 2. The thickness of 

dielectric layer and the channel length are considered as 

8nm and 30nm, respectively which is feasible dimension 

for a practical GAA-CNFET [24]. The parameters 

considered for calculation used in Equation (19), are 

shown in Table 1. 

In our previous work, it was demonstrated that La2O3 

is the best gate dielectric material followed by HfO2 and 

ZrO2 [25, 26]. So, we used La2O3 (εr =30) as a dielectric 

layer in CNFET. The surface potential of CNT is 

calculated for different values of gate voltage (Vg). The 

value corresponding to 1.49nm diameter CNT for Vg and 

VCNT are listed in Table 2 and Vg,CNT calculated using 

Equation (20). For first sub-band energy minima of CNT, 

the value is calculated using simulation which comes out 

to be 0.281eV. Figure 3 shows the plot of quantum  
 

 
Figure 2. Illustration of diameter calculation for (19, 0) 

CNT simulated using QuantumWise Atomistix Tool Kit 

(ATK) 

 

 

TABLE 1. Parameters for quantum capacitance 

S. No. Parameters Values 

1. CNT Zigzag (19,0) 

2. Diameter of CNT 1.49nm 

3. Dielectric material La2O3 (εr=30) 

4. Channel length 30nm 

5. Source to Drain Voltage (Vds) 0V 

 

 
TABLE 2. Surface potential of CNT for different value of Vg 

[27] 

Vg (volt) VCNT (volt) Vg,CNT (volt) 

0 0 0 

0.05 0.5 0 

0.1 0.1 0 

0.15 0.15 0 

0.2 0.2 0 

0.25 0.25 0 

0.3 0.3 0 

0.35 0.3276 0 

0.4 0.3490 0.06305 

0.45 0.3629 0.0871 

0.5 0.3727 0.1261 

0.55 0.3801 0.1699 

0.6 0.3861 0.18915 

0.65 0.3910 0.2590 

0.7 0.3952 0.2522 

 

 

capacitance (Cq) as a function of gate voltage. It is 

observed that initially Cq increases sharply with increase 

in Vg upto 0.4 Volt thereafter the slope of curve decreases 



1722                                      A. Dixit and N. Gupta / IJE TRANSACTIONS A: Basics  Vol. 34, No. 7, (July 2021)   1718-1724                                                

and peak is observed at Vg= 0.5V and after that it 

gradually decreases with increase in Vg. The peak value 

of Cq obtained at Vg of 0.5V is 2.84pF/cm. The value 

obtained from this analytical work is compared with 

published results, which is listed in Table 3. 

The gate capacitance of CNFET is calculated using 

Equation (1) for which Cins is calculated with the help of 

Equation (2). By this analysis, the gate capacitance of 

CNFET comes out to be 24.3×10-2 pF/cm. In order to 

validate finding of this work, analytical work is 

compared with simulations [29]. Figure 4 shows the 

simulated results of gate capacitance versus gate voltage, 

which gives the Ctotal as 22.5×10-2 pF/cm at Vg of 0.5V. 

Figure 5 shows the variation of gate capacitance with 

gate voltage for different dielectric layer thickness (tox= 

 

 

 
Figure 3. Variation of quantum capacitance versus gate 

voltage for (19, 0) CNT 
 

 

TABLE 3. Comparative analysis of quantum capacitance at Vg 

= 0.5V 

Research Group Quantum capacitance (Cq) (pF/cm) 

Mozahid and Ali [28] 3 

Deyasi and Sarkar [19] 2.54 

Proposed work 2.84 

 

 

 
Figure 4. Simulation plot of gate capacitance versus gate 

voltage for CNFET 

5nm, 7nm, 8nm and 9nm). This graph shows that as the 

dielectric thickness increases, gate capacitance decreases 

very marginally. This is inconsistent with the work 

presented by Deyasi and Sarkar [19], in which they have 

observed that quantum capacitance is not much affected 

by the thickness of dielectric layer. Table 4 shows the 

comparative analysis of analytical and simulated gate 

capacitance for the different thickness of dielectric layer. 

The close match between the two conform the validity of 

our proposed analytical model for gate capacitance of 

CNFET. 

Figure 6 shows the variation of gate capacitance with 

gate voltage for different diameter of CNTs  
 

 

 
Figure 5. Simulation plot of gate capacitance versus gate 

voltage for CNFET with different gate dielectric thickness 
 

 

TABLE 4. Comparison between analytical and simulated 

results for different thickness of dielectric layer 

Thickness of 

dielectric layer (tox) 

Gate Capacitance (×10-14 F/cm) 

Analytical Work Simulated Work 

5nm 25.44 24.06 

7nm 25.06 23.05 

8nm 24.91 22.66 

9nm 24.78 22.23 

 

 
Figure 6. Simulation plot of gate capacitance versus gate 

voltage for CNFET with different diameter of CNT 
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 (d(13,0)=1.0182nm, d(16,0)=1.2532nm and 

d(19,0)=1.488nm). The total gate capacitance for CNT 

(19,0) is higher than CNT (13,0) and CNT (16,0) at Vgs 

of 0.25V but it is increases marginally after Vgs of 0.35V. 

 

 

4. CONCLUSION 
 
A new analytical model of gate capacitance for ballistic 

GAA-CNFET with SWCNT has been proposed and 

successfully investigated. To verify this model we used 

zigzag semiconductive CNT (19, 0) with the channel 

length of 30 nm. For La2O3 (εr=30) gate dielectric 

material, we obtained the quantum capacitance of 2.84 

pF/cm and gate capacitance of 22.5×10-2 pF/cm at gate 

voltage of 0.5V. In order to verify the validity of 

proposed model, the results obtained were compared with 

experimental work available in literature. The close 

match between the calculated and experimental results 

confirms the validity of the proposed model. Further, the 

effect of gate dielectric thickness (5nm, 7nm, 8nm and 

9nm) and diameter of CNT (1.0182nm, 1.2532nm and 

1.488nm), on gate capacitance is also studied. It has been 

analysed that gate capacitance marginally decreases with 

increase in the thickness of gate dielectric layer, while 

increases with the  rise in the diameter of CNT. 

Moreover, this model can be very well used to interpret 

the response of the CNFET towards variation of other 

dependent physical parameters. The results were 

compared with simulation results, and close match 

between the two, shows the validity of the proposed 

model for gate capacitance and also shows that the 

outcome of the performance of the device would remain 

consistent.  
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Persian Abstract 

 چکیده 
با استفاده از روش الکترواستاتیک ارائه    GAA-CNFET)در این مقاله یک مدل تحلیلی یک بعدی برای محاسبه ظرفیت گیت در ترانزیستور اثر میدان نانولوله کربن گیت )

ظاهر می شود که دارای تراکم کم حالت است. ظرفیت گیت  CNT)می شود. مدل پیشنهادی از این واقعیت الهام گرفته شده است که ظرفیت کوانتومی برای نانولوله کربنی )

بستگی دارد. ظرفیت   CNT، ولتاژ گیت و قطر    CNT، پتانسیل سطح    DOS)لی حالتها )ترکیبی از ظرفیت دی الکتریک و ظرفیت کوانتومی است. مدل بدست آمده به چگا

است. در   pF / cm  2.54است که بسیار نزدیک به مقدار گزارش شده    CNT(  019/0برای )  pF / cm  2.84کوانتومی به دست آمده با استفاده از مدل تحلیلی توسعه یافته  

بیرون می آید. علاوه بر این ، اثرات ضخامت و قطر دی الکتریک در ظرفیت گیت نیز مورد تجزیه و تحلیل قرار می گیرد.    pF / cm  2-10×    24.3حالی که ، ظرفیت گیت  

دیک  م می کند. تطابق نزمشخص شد که هرچه ضخامت لایه دی الکتریک را کاهش می دهیم ، ظرفیت گیت بسیار کم افزایش می یابد که کنترل بهتر گیت روی کانال را فراه

 .بین نتایج محاسبه شده و شبیه سازی شده ، اعتبار مدل پیشنهادی را تأیید می کند
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A B S T R A C T  
 

 

This paper proposes a novel distributed adaptive secondary controller for microgrids (MGs) in islanded 

operation. To enhance the dynamic behaviour of a microgrid considering uncertainties and disturbances, 

the proposed controller uses a consensus-based adaptive control structure. A novel consensus protocol 
is proposed to restore the frequency and voltage (f &V) of a microgrid to their rated values. A Lyapunov 

function is presented to assure the asymptotic stability of the controller and the ultimate boundedness of 

the global neighborhood consensus error. The nonlinear nature of MGs has been also considered in the 
algorithm. Unlike other methods in this field that require complete  information of distributed generators 

(DGs), the proposed controller requires only power droop coefficients and is independent of DGs 

parameters. Different simulations are conducted in MATLAB/SimPower Toolbox on a typical microgrid 
and under various disturbances to judge the performance of the adaptive controller. The simulation 

results show the effect of the proposed controller on increasing the resilience of an MG.  

doi: 10.5829/ije.2021.34.07a.17 
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1. INTRODUCTION 
 
Currently, renewable energy sources have a significant 

share of modern power networks [1]. MG is a cluster of 

small power networks made of several renewable energy 

sources (photovoltaics, wind turbines, micro-turbines, 

etc.), energy storage units and, electrical loads [1-2]. 

MGs can operate in both grid-connected and islanded 

operating modes. In grid-connected mode, the main grid 

directly control the frequency and voltage (f & V) of MG, 

whereas, in islanded mode, all DGs are responsible to 

maintain these quantities within pre-specified limits [2, 

3]. Proper control of microgrid is a prerequisite for stable 

and economically efficient operation [4,5]. To maximize 

the use of resources and improve the effectiveness of 

DGs, a modern control approach is required to increase 

the microgrid reliability and to provide global stability 

for the system [6, 7].   

In general, the MGs control ststem is carried out at 

three levels of hierarchy including primary, secondary, 

and tertiary control levels [7]. The primary control level 

is related to the local control loops along with droop 

control of the DGs without requirements for the 

communication infrastructure. It stabilizes the microgrid 

f & V and shares the active and reactive power between 

individual DG units using local current, voltage, and, 

droop power control loops [8, 9]. The main drawback of 

this control scheme is the steady-state f & V deviations 

from their reference values. The secondary control layer 

(SCL) is utilized to overcome this drawback and 

compensate for f & V deviations result from the droop 

control method. The SCL can be implemented in three 

manners: centralized [10-12], decentralized [13, 14], and 

distributed [15-21]. The centralized control method 

employs a central control module and a communication 

grid between each DG and the central controller. 

Therefore, it demands extensive communication system 

to collect and process the massive information of all DGs. 

As a result, this control method suffers from the 

drawbacks of the presence of a single point of failure and 

low reliability [10].  The decentralized control strategy is 

not usually employed in the secondary control due to the 

lack of sufficient information to coordinate and 

harmonize all available MGs resources [13, 14]. To 

overcome the centralized and decentralized controls 

problems, inspired by the idea of multi-agent systems, 

distributed control methods using sparse communication 

networks have been recently presented [15-21].  In the 

distributed control scheme, each agent only 

communicates with the neighboring agents employing a 

sparse communication grid. The control method reduces 

the communication grid complexity and is needless of a 

central controller, and consequently enhance the overall 

microgrid reliability [22-26]. The third and highest level 

of control system structure is the tertiary control and 

essentially deals with economic dispatch and optimal 
 

power flow [27]. 

So far, different types of distributed secondary 

control (DSC) algorithms have been developed [22-25].  

Thanks to the graph theory, consensus protocol is the 

base of the great number of these algorithms [20,21]. In 

multi-agent systems, reaching an agreement on a certain 

amount that depends on the status of all agents is called 

consensus. When each DG is considered as an agent, 

returning f & V to the reference values (synchronization 

process) can be a matter of consensus. Distributed 
synchronization process necessitates that each agent 
(i.e., each DG) exchange information with other 
agents by a consensus protocol. A DSC scheme for 

islanded microgrids is presented by Dehkordi et al. [25]. 

Two individual f & V controllers are separately designed 

and examined. A distributed finite-time approach is first 

proposed to ensure the finite time restoration of voltage 

magnitude. The frequency restoration algorithm is then 

presented so that correct real power sharing is achieved. 

A two-layer DSC prorocol is proposed by Bidram et al. 

[28],. Voltage source inverters (VSIs) are utilized in the 

first layer for maintaining f & V of the microgrid.  The 

second layer which consists of current source inverters 

(CSIs) shares the reactive and active powers among DGs 

in a appropriate manner. The effects of delays and noises 

in communication channels among DGs have been 

discussed by Shahab et al. [29] thorough stochastic 

and/or distributed time-delay control methods. 

Moreover, detail discussion about communication 

delays’ effect on the control of an islanded MG has been 

investigated by a small-signal model in literature [10,18]. 

A distributed voltage averaging method was proposed by 

Amoateng et al. [22] to provide a simple compromise 

between the incompatible objectives of bus voltages 

regulating and good reactive power sharing. 

A novel DSC approach is proposed by Bidram et al. 

[30] .  The proposed approach is fully distributed and its 

structure needs a sparse communication grid. To 

transform the secondary voltage control to a linear 

synchronization problem, input–output feedback 

linearization technique was employed. Anyway, the 

control method is so complex and heavily depends on 

DGs parameters and network dynamics. Multi-functional 

DSC structure was proposed by Li et al. [31] with 

individual frequency, voltage and active power regulator 

modules. The method, however, needs normalized power 

information of all DGs. 

Microgrid along with its control system is an 

unknown nonlinear and time-variable system and always 

prone to uncertainties which are caused by internal 

disturbances such as parametric variations and 

unmodeled dynamics or external disturbances such as 

load changes and DG tripping events [29-32]. Currently 

to face these challenges, the development of model-free 

distributed adaptive controllers has become the focus of 

researchers. Bidram and Davoudi [33] proposed an 
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adaptive secondary voltage control scheme for 

microgrids in islanded mode. The paper has used the 

input output feedback linearization technique like [29] to 

achieve a linear dynamic system. The fault tolerant 

consensus-based control of multi agent systems, when 

the faults and disturbances coexist, have recently been 

presented in the literature to control multi-agent systems 

[34]. Anyway, the control method is very complex and 

heavily depends on DGs parameters and network 

dynamics. A new cooperative adaptive distributed 

consensus protocol was presented in the presence of 

unmodated dynamics by Amoateng et al. [22]. To 

achieve this goal, a smart secondary adaptive control 

protocol is proposed which uses two neural networks 

based identifier and controllers. High computational 

complexity, knowing DGs information for training 

neural networks and, need for a specially designed 

switching scheme between the two controllers are the 

three disadvantages of this method. Dehkordi et al. [27] 

proposed a fully DSC to restore f & V, irrespective of 

parametric uncertainties. However, the paper still needs 

DGs parameters. 

In this paper, a new adaptive fully DSC is proposed. 

The MG system is considered as an unknown nonlinear 

dynamic system. A Novel control scheme as a consensus 

problem is introduced and a Lyapunov proof is presented 

to assure the asymptotic stability of the control system. 

The upper bound of the consensus error is also explicitly 

derived. The proposed controller covers the uncertain 

dynamics and nonlinear nature of MGs and requires only 

active and reactive droop coefficients. The followings are 

the main novelty of the paper : 

a. The proposed adaptive protocol is fully distributed 

and ensures MG asymptotic stability. 

b. The goal of any controller design is to maintain 

system performance despite of inaccuracies and 

model changes. The proposed adaptive protocol is 

less dependent on system parameters and DGs than 

existing distributed adaptive control methods. 

c. The proposed secondary controller is adaptive and 

robust and it can easily respond to severe 

uncertainties such as communication link failures 

and DG outages.  

The reminder of this paper is structured as follows: 

section 2 presents the modeling approach. The 

proposed Algorithm is presented in section 3. In 

section 4, simulation results are discussed and 

finally, conclusions are summarized in sections 5.  

 

 
2. MODELING  APPROACH 
 
2. 1. Preliminaries of Graph Theory               A rooted-

out branching (directed tree) topology is commonly 

assigned as a sparse communication network for 

microgrid systems. In this topology (Figure 1), DGs are 

considered as the nodes of the communication digraph 

and the edges denote the communication links. Each edge 

establishes a connection between a pair of nodes, and 

each node receives information, only from one node 

(except the root node). In fact, the information exchange 

among DGs is done on a directed graph 𝐺 = (𝜐, 𝜀, 𝐴) that 

consists of 𝑁 nodes called 𝜐 = (1,2, . . . , 𝑁), a set of 

links𝜀, and its associated adjacent matrix 𝐴(𝑁 × 𝑁). ija

is the weight of edge (𝑣𝑗  , 𝑣𝑖). For 1ija = , th
i  node 

receives information from th
j  node, otherwise 0ija = . 

The Laplacian matrix 𝐿 is assigned as 
1

N
ii ijjL ==  and 

ij ijaL = − . The eigenvalues of 𝐿 has one zero entry 
1( 0) =  

with all other have positive real parts, i.e., 

2 30 ... N       [25].  

It is noteworthy that in the proposed control strategy, 

any type of directed graph (digraph) can be employed and 

the only necessary condition for the selected digraph is to 

have a spanning tree. If there is a directed path between 

the root node and any other node in a digraph, the digraph 

will actually have a spanning tree. 
 

2. 2. Modeling of MGs          Figure 2 shows an islanded 

MG depicting its power network, communication grid, 

and control layers. The power network interconnects the 

primary DC source to the voltage source converter (VSC) 

including power, voltage, and current control loops. VSC 

is connected to the network thorough an LCL filter. The 

primary control loops regulate the desired outputs of the 

inverter bridge. D–q reference frame is utilized to 

formulate the nonlinear dynamics of the system [30].  

Frequency and voltage values must be readjusted 

after any disruption. The local droop method is adopted 

to balance the generation and consumption of active and 

reactive power. A relationship between the active power 

and frequency and the voltage amplitude and reactive 

power is assigned by the power controller block as 

follows: 

𝜔𝑖 = 𝜛𝑖 − 𝐷𝑃𝑖𝑃𝑖           (1) 

𝑣𝑜𝑑𝑖 = 𝔗𝑖 − 𝐷𝑄𝑖𝑄𝑖  , 𝑣𝑜𝑞𝑖 = 0 (2) 

where iP  and 
iQ  are the measured real and reactive 

power at DG output, respectively. iT and i are the set 

points and PiD  and QiD are the droop coefficients.  

A microgrid has a nonlinear nature and resembles a 

multiagent system. In distributed control structure, each 
 

 

 
Figure 1. Topology of the communication graph 
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DG communicates with its neighbor units through a 

communication grid. The nonlinear dynamics of the 𝑖𝑡ℎ 

DG can be written as Equation (3) in state equations 

form: 

 (3) 

Details of DG and its components equations are given in 

literature [33]. 
iD  is considered as an uncertainty.  

i iiu =   T  is the output of secondary controllers. They 

are assigned such that f & V of all DGs regulated to the 

reference values. if , ik , 
ig  and ih  are nonlinear 

functions.  

So far, two types of methods have been proposed to 

design an adaptive secondary control for a microgrid 

modeled with nonlinear Equation (3). In the first type, 

neural networks are used instead of nonlinear model. In 

order to train these networks, the microgrid information 

must be available. In the second type, input–output 

feedback linearization technique is utilized to transform 

the nonlinear dynamics into the linear form. This 

technique needs ,  and their derivative to 

for the design and implementation of the distributed 

secondary controller. Hence, they have high dependence 

on the system and DGs parameters. 
In this paper, the modelling of the MG system is 

performed in the form of an unknown nonlinear dynamic 

system. However, having active and reactive droop 

coefficients of DGs is sufficient to ensure the 

synchronization process. The controller protocol only 

requires the measured output signals of the DGs and there 

is no need to modify the controller parameters if there 

exists inaccuracies or changes in the power network 
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Figure 2. Schematic diagram of a MG including inverter-

based DGs with their primary and secondary controllers 

parameters. The set point for primary control is provided 

by secondary controller. The secondary control also 

restores the outputs of individual DG units to a reference 

value by the communication network that shares 

information among DGs.  

 

 

3. PROPOSED ALGORITHM 
 
3. 1. Distributed Adaptive Voltage Controller 
(DAVC)       This section aims to develop a novel 

consensus based DAVC for microgrids in islanded mode. 

DAVC is responsible for elimination of the voltage 

deviations caused by primary droop mechanism. The 

compact form of secondary voltage control equations can 

be written as Equation (2).  Differentiating these equation 

yields: 

�̇�𝑜𝑑𝑖 = �̇�𝑖 − 𝐷𝑄𝑖�̇�𝑖 ≡ 𝑍𝑣𝑖  (4) 

DAVC should guarantee that the DG output voltage 

magnitudes all synchronises with refV . The proposed 

adaptive control law is as follows: 

𝑍𝑣𝑖 = −(𝑑𝑣𝑖 + 𝜌𝑣𝑖)𝜉𝑣𝑖 

�̇�𝑣𝑖 = 𝜉𝑣𝑖
𝑇 𝜉𝑣𝑖  ,  𝜌𝑣𝑖 = 𝜉𝑣𝑖

𝑇 𝜉𝑣𝑖 
(5) 

where vi is the local neighborhood consensus error:  

 

(6) 

𝐺 is a diagonal matrix and called the pinning matrix. The 

pinning gain (the diagonal element of the pinning matrix) 

is nonzero only for the nodes that are directly connected 

to the root (leader) node. The nodes for which the pinning 

gain is nonzero are referred to as the pinned or controlled 

nodes. 

In matrix form, Equation (6) may be given as: 

𝜉𝑣 = (𝐿 + 𝐺)𝜀𝑣 = �̃�𝜀𝑣  (7) 

It is easy to prove that [35]: 

min
( )

v

v

L





  (8) 

min ( )L  depicts the minimum singular value of matrix 
�̃�

. 

In multi-agent systems the main problem is the definition 

of a consensus protocol. The protocol describes the rules 

by witch each agent interacts with its neighboring agents 

so that all agents can reach the desired state.  
Figure 3 shows a rooted-tree graph with 6 nodes used 

in this paper. Each node (except the root node) takes 

information from its neighbor and sends it to the next 

node. The numbers shown on the links are the 

contribution of the state of each node to the next node. 

( ) ( ) ( ) 
 

( )                               i=0,...,N

i i i i i i i i i

i i i

x f x k x D g x u

y h x

= + +


=

( )
i i

f x ( )
i i

g x i
x
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As the root node is the only pinned node in Figure 3, all 

elements of G are zero except the first element which is 

one. Therefore, �̃� is as follows: 

L̃ =

[
 
 
 
 
1 0 0 0 ⋯ 0 0
-1 1 0 0 ⋯ 0 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮
0 0 0 ⋯ -1 1 0
0 0 0 ⋯ 0 -1 1]

 
 
 
 

      (9) 

From Equation (6), we have: 

𝜉�̇�𝑖 =  �̃�𝜀�̇�𝑖 = �̃��̇�𝑜𝑑𝑖 = �̃�𝑍𝑣𝑖  (10) 

Let the Lyapunov function candidate is  [36]: 

𝑉 = ∑
1

2

𝑁
𝑖=1 𝑚𝑖(2𝑑𝑣𝑖 + 𝜌𝑣𝑖)𝜌𝑣𝑖 + ∑

1

2

𝑁
𝑖=1 𝑚𝑖(𝑑𝑣𝑖 −

𝛽)2   
(11) 

where 
0im 

are the diagonal elements of a diagonal 

matrix 𝑀.  The derivative of Lyapunov function is: 

1 1

1

( ) ( )

( ) ( )     

N N

i vi vi i vi vi i vi vi i vi vi
i i

N

i vi vi vi i vi vi vi
i

V m d m d m m d d

m d m d d

    

   

= =

=

= + + + −

= + + + −

 



 (12) 

The matrix form of Equation (12) can be written as: 

�̇� = (𝐷 + 𝜌)𝑀�̇� + (𝐷 + 𝜌 − 𝛽)𝑀�̇�    (13) 

By substituting Equation (5) into Equation (13), we have: 

�̇� = 2(𝐷 + 𝜌)𝑀𝜉𝑣
𝑇𝜉�̇� + (𝐷 + 𝜌 − 𝛽)𝑀𝜉𝑣

𝑇𝜉𝑣 

= 2𝜉𝑣
𝑇(𝐷 + 𝜌)𝑀𝜉�̇� + 𝜉𝑣

𝑇(𝐷 + 𝜌 − 𝛽)𝑀𝜉𝑣     
(14) 

Placing 𝜉̇from Equation (10) into Equation (14) yields:  

�̇� = 2𝜉𝑣
𝑇[−(𝐷 + 𝜌)2𝑀�̃�]𝜉𝑣 + 𝜉𝑣

𝑇[(𝐷 + 𝜌 −

𝛽)𝑀]𝜉𝑣        (15)𝑀�̃� can be written as 
1

2
(𝑀�̃� +

�̃�𝑇𝑀)[37, 38]. Then: 

�̇� = 𝜉𝑣
𝑇[−(𝐷 + 𝜌)2(𝑀�̃� + �̃�𝑇𝑀) + (𝐷 + 𝜌 −

𝛽)𝑀]𝜉𝑣 �̇� ≤ 𝜉𝑣
𝑇[−𝜆0(𝐷 + 𝜌)2 + (𝐷 + 𝜌)𝑀 −

𝛽𝑀]𝜉𝑣 

(16) 

where λ0 is the minimum eigenvalue of (𝑀�̃� + �̃�𝑇𝑀).  

Lemma 1 [39]: If  𝑎 and 𝑏are nonnegative real number 

and 𝑝and 𝑞 are positive numbers such that 
1

𝑃
+

1

𝑞
= 1, 

then 

P q

ab
p q

a b +

.  

By applying Lemma 1 and assumed that 

0 ( ),  , 2a D b M p q = + = = =
,  Equation (16) 

can be written as:  

�̇� ≤ 𝜉𝑣
𝑇[−2√𝜆0𝛽𝑀(𝐷 + 𝜌) + (𝐷 + 𝜌)𝑀]𝜉𝑣 �̇� ≤

𝜉𝑣
𝑇[(𝐷 + 𝜌)(𝑀 − 2√𝜆0𝛽𝑀)]𝜉𝑣  

(17) 

Hence, if 

 1

0

max ,..., Nm m





 then �̇� ≤ 0and the 

proof is completed. Indeed, according to Equation (10), 

𝛽 represents steady state error and qualifies the ultimate 

boundedness of consensus error.  

 Figure 4 shows the DVAC block diagram. The controller 

output iT  could be written as: 

( )
vi Qi ii

Z D Q dt= +T  (18) 

 
3. 2. Distributed Adaptive Frequency Controller 
(DAFC)             DFAC should assign i  in Equation (1) 

for synchronization of all DGs frequency. In fact, this 

controller simulates the governor and its set point 

mechanism from a synchronous generator. By 

differentiating of Equation (1), we have:  

�̇�𝑖 = �̇�𝑖 − 𝐷𝑃𝑖�̇�𝑖 ≡ 𝑍𝜔𝑖  (19) 

where iZ  is a virtual signal. As the frequency is a global 

quantity among a MG, the DAFC can be proposed in such 

a way that in addition to frequency synchronization, the 

sharing of DGs output real powers are divided according 

to their nominal (rated) powers. It means that:  

𝑃𝑗

𝑃𝑖
=

𝐷𝑃𝑖

𝐷𝑃𝑗
,   ∀i,j ∈ 𝑁  (20) 

Similar to the previous section, the control law is 

introduced as follows: 

𝑍𝜔𝑖 = −(𝑑𝜔𝑖 + 𝜌𝜔𝑖)𝜉𝜔𝑖  (21) 

where i is the frequency consensus error: 

𝜉𝜔𝑖 = ∑ 𝐿𝑖𝑗(𝜔𝑖 − 𝜔𝑗)
𝑁
𝑗=1 + 𝐺𝑖𝑗(𝜔𝑖 − 𝜔𝑟𝑒𝑓)  (22) 

𝜛𝑖is written as: 

𝜛𝑖 = ∫(𝑍𝜔𝑖 + 𝐷𝑃𝑖�̇�𝑖)𝑑𝑡  (23) 

For appropriate active power sharing, the following 

signal PiZ  is introduced: 
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Figure 3. Topology of the communication grid with six 

nodes 
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Figure 4. Schematic of the proposed DAVC 
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𝑍𝑃𝑖 = −(𝑑𝑃𝑖 + 𝜌𝑃𝑖)𝜉𝑃𝑖  (24) 

where Pi
is the real power neighbors tracking error: 

𝜉𝑃𝑖 = ∑ 𝑎𝑖𝑗(𝐷𝑃𝑖𝑃𝑖 − 𝐷𝑃𝑗𝑃𝑗)
𝑁
𝑗=1   (25) 

Now, Equations (21) and (24) can be combined to design 

the 𝜛𝑖  as the controller output.  

𝜛𝑖 = ∫(𝑍𝜔𝑖 + 𝑍𝑃𝑖)𝑑𝑡  (26) 

Figure 5 shows the DAFC block diagram.  

 

 

4. SIMULATION RESULTS 
 

An typical MG is used for demonstration the 

effectiveness of the proposed control strategy. For this 

purpose, A 50 Hz, 380 V, islanded microgrid with six 

DGs, five loads and several lines is considered (Figure 

6).  The communication topology is depicted in Figure 3. 

DG1 (the reference DG ) is the only agent which accesses 

to the f & V reference values. The specifications of DGs, 

RL loads, transmission lines, and the control system are 

summarized in Table 1. MATLAB/SimPower software 

environment  is used to test all the simulation scenarios. 

It should be note that although the proposed 

distributed control method is analyzed by a 6-node 

microgrid, the design procedure is modular and scalable 

and can be implemented in larger microgrid with more 

DGs. 

The results of the proposed control strategy are also 

compared with the data reported in literature [28], which 

is one of the main and last activities accomplished in this 

field. By doing this, better capabilities of the proposed 

method are represented in compare to the conventional 

distributed methods. Four different cases, with different 

degree of uncertainty and disturbance levels are used for 

evaluation the behavior of the proposed controllers.   
 

4. 1. Case 1: Load Changes          In this section, the 

behavior of the proposed method is investigated in 

response to the load change and compared with the 

method of Bidram et al. [28]. The following is the 

simulation scenario: 
 

 

 
Figure 5. Schematic of the proposed DAFC 

TABLE 1. Parameters of the test MG  

DGs 

DG #1&2&5 DG #3&4&6 

DP 

DQ 

Zc 

Lf1,Lf2 

Rf1,Rf2 

Cf 

KPV 

KIV 

KPC 

KIC 

1.06×10-4 

5.02×10-3 

0.015+j0.65Ω 

1.35, 0.27mH 

0.1, 0.05Ω 

47μϜ 

0.1 

420 

15 

20000 

DP 

DQ 

Zc 

Lf1,Lf2 

Rf1,Rf2 

Cf 

KPV 

KIV 

KPC 

KIC 

1.06×10-4 

5.02×10-3 

0.03+j0.65Ω 

1.35, 0.27mH 

0.1, 0.05Ω 

47μϜ 

0.05 

390 

10.5 

16000 

Lines 

Zline1 

Zline2 

Zline3 

Zline4 

0.12+j0.1Ω 

0.175+j0.58Ω 

0.12+j0.1Ω 

0.12+j0.1Ω 

Zline5 

Zline6 

Zline7 

Zline8 

0.175+j0.58Ω 

0.12+j0.1Ω 

0.175+j0.58Ω 

0.175+j0.58Ω 

RL 

Loads 

 

Load #1 

Load #2 

Load #5 

 

P=13 kW, Q=7.5 kVar 

P=13 kW, Q=7.5 kVar 

P=14 kW, Q=6 kVar 

 

Load #3 

Load #4 

 

P=7 kW, Q=7 kVAR 

P=6 kW, Q=6 kVAR 

 

 

 
Figure 6. Islanded test MG 

 

 

1) t = 0 s is the simulation starting time. The secondary 

controllers are off and only the primary control is 

working.  

2) At t = 0.5 s, the secondary controllers are applied. It 

should be noted that in practical applications, the 

secondary voltage control should be applied immediately 

after the disturbance occurs. However, in this paper, the 

secondary controller is intentionally delayed by 0.5 s. to 

highlight its effectiveness.  

3) At t = 2 s, a load with P= 6 kW and Q = 6 kVar is 

connected to the bus1 (parallel to the existing load). 

4) At t = 4 s, loads 3 and 4 are disconnected from the MG.  

Figures 7a and (8a) show the voltage (frequency) of 

DGs deduced by the method of Bidram et al. [28] and 

Figures 7b and (8b) represent the voltage (frequency) of 

DGs obtained by the proposed method. As it can be seen 

in these figures, at the beginning and once the primary 

i
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control is applied, DGs operating f & V all go to a 

common values that deviate from the nominal values. 

After the secondary controllers are applied at t = 0.5 s, a 

short transient occurs and both f & V quickly return to 

their nominal values.Then, load changes occur at t=2 s 

and t=4 s. Transient periods are zoomed to show details 

that are not shown in the original figures. The zoomed 

regions show that both overshoot and settling time 

resulting from the proposed method are less than those 

parameters obtained from the method [28].  

Figures 9a and 9b represent the output real power 

ratio of the six DGs using Bidram et al. [28] method and 

the proposed strategy, respectively. As shown, the 

proposed strategy presents appropriate real power 

sharing among all DGs.  

 

 

 
(a) method of Bidram et al. [28] 

 
(b) the proposed method 

Figure 7. DGs output voltage magnitudes 

 

 

 
(a) method of Bidram et al. [28] 

 
(b) the proposed method 

Figure 8. DGs output frequency 

 

 

 
(a) method of Bidram et al. [28] 

 
(b) the proposed method 

Figure 9. DGs output real power ratio 
 

 

4. 2. Case 2: Plug and Play Capability                In this 

case, a higher disturbance level is assumed and the plug-

and-play capability of the proposed controllers is 

investigated. For this purpose, at t = 3 s, DG 6 is 

unplugged from the MG and is plugged back in at t = 4 s. 

Although this DG is instantly turned off, the power 

measurements exponential decay to zero because of the 

existing low-pass filters. The control parameters are the 

same as in case 1. The results are displayed in Figures 

10(a), 11(a) and 12(a) for method of Bidram et al. [28] 

and in Figures 10(b), 11(b) and 12(b) for the proposed 

method.  As it is seen, the proposed controller responds 

well to the outage and reconnection of the DG unit, which 
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can be considered as a large disturbance. Also, the 

proposed controller maintains accurate proportional 

power sharing and frequency and voltage regulation 

before, during, and after the plug-and-play event with 

much less transients than those of Bidram et al. [28].  

After unplugging of DG6 at t=3 s, the other units share 

the excess power among themselves in proportion to their 

power ratings. It should be noted that although DG 6 is 

disconnected from Bus 6, the bus voltage is still 

available. 

 

4. 3. Case 3: Failure of Communication Links     In 

this case, resiliency to a single link failure is investigated. 

It is assumed that at t = 3 s, the comunication link 

between DG1 and DG2 is deliberately disconnected and 

reconnected after 1 m.s. 
 

 

 
(a) method of Bidram et al. [28] 

 
(b) the proposed method 

Figure10. DGs output voltage magnitudes 

 

 
(a) method of Bidram et al. [28] 

 
(b) the proposed method 

Figure 11. DGs output frequency 

 

 

 
(a) method of Bidram et al. [28] 

 
(b) the proposed method 

Figure 12. DGs output real power ratio 

 

 

Immediately after reconnection of  this link, the link 

between DG 5 and DG6 is disconnected for 1 m.s and 

then reconnected. The results are given in Figures 13(a) 

and 14(a) for the method of Bidram et al. [28] and 13(b) 

and 14(b) for the proposed method. The results depicts 

that under such conditions, the islanded MG is still stable 

and f & V restores to their nominal values, but the 

proposed method has much better transient response. For 

example, for the proposed method, voltage magnitude  

achieves a steady state after 10 m.s. while for the method 

of Bidram et al. [28], this time is 25 msec. Moreover, the 



1733                                            M. Soolaki et al. / IJE TRANSACTIONS A: Basics  Vol. 31, No. 4, (April 2018)   1725-1735                                                 

rate of frequency change obtained from [28] is 2.2 Hz/m. 

s while in the proposed method this parameter is equal 

0.3 Hz/m.s As the figures shown, the worst behavior 

belongs to DG6, because this DG is the farthest one from 

the leader node. Remarkably, DGs and their control 

mechanism typically have much slower dynamics than 

communication systems, which commonly use low-

delay, wide-bandwidth communication protocols. This is 

especially true for distributed control methods where 

each controller only communicates with its neighbors. 

Because of that, we do not discuss about delays in this 

paper. 

 

4. 4. Case 4: DG Parameters Change          In this case, 

the performance of the proposed ADVC is verified 

subsequent to the changes in network parameters. It is 

assumed that at t = 1 s, the filters capacitors are randomly 

changed from 49 to 51 μF. Figure 15 shows  
 

 

 
(a) method of Bidram et al. [28] 

 
(b) the proposed method 

Figure 13. DGs output voltage magnitudes in case 3 

 

 
(a) method of Bidram et al. [28] 

 
(b) the proposed method 

Figure 14. DGs output frequency in case 3 

 

 

 
Figure 15. DGs output voltage magnitudes in case 4- The 

proposed protocol 
 

 

the results of the output voltages of DGs over time under 

this condition. As the figure shows, the DGs voltages 

remain in the permissible range and the system tolerates 

parameter changes. In fact, these changes are the events 

that occur in real situations due to the tolerances, 

temperature, aging and etc. The result shows that 

performance of the adaptive voltage controller does not 

deteriorate as a result of the changes in filter capacitors.  
 

 

5. CONCLUSION AND FUTURE WORKS 
 

Based on an adaptive fully distributed algorithm, two 

secondary controllers were presented in this work to 

improve the behavior of MGs during islanded operation. 

The nonlinear nature of MGs has been covered in the 

algorithm. In spite of other methods that require complete 

DGs information, in this method only the power droop 

coefficient is needed. A consensus-based strategy was 

developed to returns and to synchronize f & V of MG to 

their referenced values after any disruption. The 

stabilization of the synchronization problem was proved 

using a rigorous Lyapunov analysis. The effectiveness of 

the proposed method was examined using a typical six-

DGs network. The obtaining results were compared to 

method introduced by Bidram and his coworkers to 

validate the method. The results show the efficacy of the 

proposed secondary controllers which are less sensitive 
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to intense disturbances and presents low overshoot and 

settling time during load changes, plug and play and 

communication links failure. Indeed, the proposed 

controllers enhance the resiliency of MGs. The proposed 

distributed adaptive control is very simple in terms of 

structure and unlike centralization methods, does not 

require a large and complex communication network. 

Also, it can be easily implemented and used in software.  

Limitations and future applications: Communication 

is indispensable to access neighbor data and, thus, to the 

operation of the distributed control system. Accordingly, 

channel non-idealities such as  communication 

transmission/propagation delay/noises and limited 

bandwidth, may compromise the overall system 

performance. A few aspects listed below attract the 

authors’ interest to do research on them in future works: 

- A detailed discussion about the voltage drop as a 

result of a communication link failure.  

- The proposed secondary control scheme can be 

extended to address the communication network 

related issues, such as data loss, packet jamming, 

link failure, cyber attack, etc. 
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Persian Abstract 

 چکیده 
رفتار    بهبود  یبرا  یشنهادیکننده پکند. کنترل ی م  یشنهادپ  یایره جز  حالت عملکرد ( در  MGs)   میکروگریدها  یبرا  ید راشده جدتوزیع یقی تطب   یهکننده ثانوکنترل   یک مقاله    ینا

(  f & Vبازگرداندن فرکانس و ولتاژ )  یبرا  یدجد  اجماعپروتکل    یککند.  یبر اجماع استفاده م  مبتنی  یقیتحت اختلالات، از ساختار کنترل تطب  میکروگرید  یک  دینامیکی

در  نیز  میکروگرید یرخطیغ یتارائه شده است. ماه ایگیخطای همس یینها حدو سیستم  یمجانب پایداریاز  یناناطم یبرا لیاپانوفتابع  یک ها وآن  ینام یربه مقاد میکروگرید

افت  یبدارند، فقط به اطلاعات ضرا یاز( نDG) شدهیع توز یکه به اطلاعات کامل ژنراتورها یگرد  یهابر خلاف روش یشنهادیکننده پپوشش داده شده است. کنترل یتمالگور

  MATLAB/SimPowerدر جعبه ابزار    یقی،کننده تطبعملکرد کنترل   بررسی  یبرا  یمختلف  یهایسازشبیهشده است.  یعتوز  یژنراتورها  یدارد و مستقل از پارامترها  یازن  توان

 دهد. ی ها نشان م میکروگرید اب آوریت یشرا در افزا یشنهادیپ لر کنتر کارایی ی،سازیه شب یج. نتاشده استو تحت اختلالات مختلف انجام  نمونه  میکروگرید یک یرو
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https://doi.org/10.1109/TPWRS.2013.2247071
https://doi.org/10.1109/TPWRS.2020.2975115


IJE TRANSACTIONS A: Basics  Vol. 34, No. 7, (July 2021)   1736-1742 

  
Please cite this article as: A. Ghanbari Sorkhi, S. M. R. Hashemi, H. Yarmohammadi, M. Iranpour Mobarakeh, Prediction of Drug-target Protein 
Interaction Based on the Minimization of Weighted Nuclear Norm and Similarity Graph between Drugs and Target Proteins, International 
Journal of Engineering, Transactions A: Basics  Vol. 34, No. 7, (2021)   1736-1742 

 
International Journal of Engineering 

 

J o u r n a l  H o m e p a g e :  w w w . i j e . i r  
 

 

Prediction of Drug-target Protein Interaction Based on the Minimization of Weighted 

Nuclear Norm and Similarity Graph between Drugs and Target Proteins   
 

A. Ghanbari Sorkhi*a, S. M. R. Hashemib, H. Yarmohammadic, M. Iranpour Mobarakehd  

 
a Faculty of Electrical and Computer Engineering, University of Science and Technology of Mazandaran, Behshahr, Iran  
b Young Researchers and Elite Clu, Qazvin Branch, Islamic Azad University, Qazvin, Iran 
c Faculty of Computer Engineering, Shahrood university of technology, Shahrood, Iran 
d Computer engineering and It department, Payam Noor University, Tehran, Iran 

 
 

P A P E R  I N F O   

 
 

Paper history: 
Received 11 February 2021 
Received in revised form 1 March 2021 
Accepted 13 March 2021

 
 

Keywords:  
Drug-target Interactions 
Drug Discovery Process 
Computational Prediction 
Weighted Nuclear Norm Minimization 
Similarity Graph 
Low-rank Matrix 
 
 

 

A B S T R A C T  
 

 

Identification of drug-target protein interaction plays an important role in the drug discovery process. 

Given the fact that prediction experiments are time-consuming, tedious, and very costly, the 

computational prediction could be a proper solution for decreasing search space for evaluation of the 
interaction between drug and target. In this paper, a novel approach based on the known drug-target 

interactions based on similarity graphs is proposed. It was shown that use of this method was a low-

ranking issue and WNNM (weighted nuclear norm minimization) method was applied to detect the 
drug-target interactions. In the proposed method, the interaction between the drug and the target is 

encoded by graphs. Also known drug-target interaction, drug-drug similarity, target-target and 

combination of similarities were used as input. The proposed method was performed on four 
benchmark datasets, including enzymes (Es), ion channels (IC), G protein-coupled receptors (GPCRs), 

and nuclear receptors (NRs) based on the AUC and AUPR criteria. Finally, the results showed the 

improved performance of the proposed method. 

doi: 10.5829/ije.2021.34.07a.18 
 

 
1. INTRODUCTION1 
 
The evaluation of the drug-target interactions (DTIs) 

has attracted the attention of researchers in the field of 

pharmaceutical science, recently  [1]. Accordingly, 

extensive efforts have been dedicated to the assessment 

of drug repositioning to discover the interaction 

between new targets and the existing drugs. In fact, DTI 

is defined as detection factor between the target and 

drug interaction that leads to changes in the drug’s 

behavior/use. On the other hand, the identification of 

these interactions will minimize the adverse side effects 

of drugs [2]. Wet-lab experiments  to recognize these 

potential interactions are cost and time consuming. 

Therefore, computational prediction (CP) methods have 

been used in recent years [3]. In general, CP methods 

 

*Corresponding author email: ali.ghanbari@mazust.ac.ir (A. Ghanbari 
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can be divided into three categories of ligand-based [4], 

docking approaches [5], and chemogenomic approaches 

[6]. 

However, many chemogenomic approaches have 

been attracted attention of many researchers   lately. 

These methods can be extensively used on accessible 

biological data [7]. In fact, these methods use data that 

includes process information simultaneously to predict. 

Here, information about processes means the diagram of 

the chemical structure and genomic sequence for drugs 

and targets. This general technique is divided into two 

categories of feature-based and similarity-based 

methods. Supervised machine learning methods are 

exploited in the feature-based technique. In fact, the 

methods include feature vectors of sets of drug-target 

pairs along with class labels that show the presence of 

interaction (positive instances) and absence of 

interaction (negative instances) [8]. 
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In similarity-based methods, two similarity matrices 

related to drugs and similarity targets along with the 

interaction matrix which represents the interaction 

between drug pairs and targets are used, respectively 

[9]. 

These similarities usually arise through the chemical 

structures for the drug as well as through the protein 

sequence alignment for the target. Similarity-based 

methods have many positive features [10]. 

 Unlike feature-based methods, similarity-based 

methods do not require a feature extraction or feature 

selection, which is a difficult and complex process. 

Computational similarity criteria have recently been 

developed and widely used, the similarity of the 

chemical structure of drugs as well as the similarity of 

genomic sequences  of targets are examples of this. 

Due to the direct relationship between similarity-

based approaches and kernel methods, similarity-based 

methods have better performance in prediction. 

Similarity matrices show relationships between 

drugs and genes through chemical space and genomic 

space, respectively. 

These features represent the superiority of 

similarity-based approaches over other approaches. 

In the present research, we used a method based on 

Low-Rank Matrix Approximation (LRMA) according to 

weighted nuclear norm minimization (WNNM). In 

addition, the graph of drug-drug similarity and target-

target similarity, and drug-target interaction was used to 

improve the performance of the proposed method. The 

details of the proposed method and the steps of the 

algorithm are described in the following sections. 
 
 

2. Proposed Method 
 

The drug-target interaction was shown with x-matrix, 

where the rows represent the drugs, and the columns 

represent the target. The matrix value is indicative of 

drug-target interactions. Since all interactions are not 

known, they are a relative matrix of observations which 

are expressed as follows: 

𝑌 = 𝑅. 𝑋  (1) 

In Equation (1), R is a subsampling operator. In this 

binary matrix, the value of 1 is indicative of known 

interaction and the value of zero shows unknown 

interaction or absence of interaction. A sampled DTI 

relative matrix is available. The goal of this equation is 

to estimate the x-matrix from known Ys and Rs. X is a 

low-rank matrix that needs to be retrieved. To this end, 

Equation (2) was applied: 

𝑚𝑖𝑛
𝑋

𝑟𝑎𝑛𝑘(𝑋)    𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑌 = 𝑅. 𝑋  (2) 

There are numerous methods for minimization of 

rank in various fields of vision and machine learning, 

which have attracted the attention of many researchers 

in this field. One of the most important methods is 

nuclear norm minimization (NNM), which can 

guarantee the matrix rank exactly under some limited 

and theoretical conditions. Nonetheless, the NNM 

method is unable to make an exact approximation of the 

matrix rank for various real applications since it often 

tends to minimize the grade components too much. 

These methods are used to reconstruct the data by 

applying additional rank constraints to the estimated 

matrix. Given the fact that the direct minimization of the 

rank is an NP-hard problem, it is difficult to solve. In 

general, WNNM is used to minimize the matrix’s rank. 

The nuclear norm of x-matrix, shown by ‖𝑋‖∗, is the 

sum of its singular values. For instance, in ‖𝑋‖∗ = ∑ 𝜎𝑖𝑖  

is the singular value of the x-matrix. The goal of NNM 

is retrieving the low-rank x-matrix from its degraded 

observation Y matrix by minimizing the ‖𝑋‖∗. 

Recently, NNM-based methods are used in various 

areas, including removing noise from video, background 

extraction, and subspace clustering. Nonetheless, 

nuclear norm is often accepted as convex substitution of 

matrix rank. Although it has a theoretical guarantee, 

singular value thresholding (SVT) model reduces degree 

variables too much for NNM since it treats components 

of different degrees equally, and therefore, cannot 

estimate the matrix rank accurately. Numerous methods 

are proposed to improve the NNM performance. For 

intrinsic reconstruction, by solving an NNM problem, 

low-grade noise input can most likely be solved. In this 

method, nuclear norm proximal (NNP) can be defined 

as follows: 

�̂� = 𝑝𝑟𝑜𝑥𝜆‖.‖∗
(𝑌) = 𝑎𝑟𝑔𝑚𝑖𝑛𝑋‖𝑌 − 𝑅. 𝑋‖𝐹

2 + 𝜆‖𝑋‖∗  (3) 

Equation (3) can be solved by applying a norm 

threshold action on singular values of the observation 

matrix in the form of Equation (4) [11, 12]: 

�̂� = 𝑈𝑆𝜆
2

(Σ)𝑉𝑇 (4) 

where Y = UΣVT is a SVD of Y, and Sλ

2

(Σ) is the norm 

threshold in the Σ convex matrix with the 
λ

2
 parameter. 

For each convex component, Σii exists in Σ. The norm 

threshold function can be defined in the form of 

Equation (5): 

𝑆𝜆

2

(Σ)𝑖𝑖 = 𝑚𝑎𝑥 (Σ𝑖𝑖 −
𝜆

2
, 0)  (5) 

While solving the equation is simple, the NNM has 

some limitations. The nuclear norm treats all singular 

values equally and ignores previous knowledge that 

often exists for matrix values. For instance, larger 

singular values of the data matrix are usually more 

important than smaller values in the most vision 

applications since they show the main components of 

the data. Different weights must be visually assigned to 
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different individual values so that the NNM flexibility is 

commensurate with the real scenarios. To correct the 

NNM’s weakness, recent advancements have shown 

that the minimization of weighted nuclear norm can 

achieve a better matrix rank approximation, compared 

to NNM, which innovatively equates inverse weight 

with singular values. Researchers have proposed the 

WNNM method to improve NNM flexibility. The 

weighted imbalanced norm of the matrix is defined in 

the form of Equation (6): 

‖𝑋‖𝑤,∗ = ∑ |𝑤𝑖𝜎𝑖(𝑋)|𝑖   (6) 

where,  σ1(X) ≥  σ2(X) ≥ ⋯ ≥ σn(X),     w =
[w1, w2, … , wn] and wi ≥ 0, the non-negative weight is 

allocated to σi(X). The weight factor increases the 

ability to show the main nuclear norm. Logical weights 

determined based on prior knowledge and 

understanding of the problem use the model of the 

corresponding nuclear norm minimization of WNNM to 

make a better estimation of latent data from corrupted 

input. In this research, the WNNM method was applied 

for the DTI problem. As mentioned, the present research 

exploited the adjacent matrix, which shows the drug-

target interaction matrix. 

To analyze the WNNP problem, a lemma is 

presented [13] which following  special Lemma 1 is 

derived from this lemma [14]: 

Lemma 1. For any m × n matrices A and B, 

tr(ATB) ≤ ∑ σi(A)σi(B)i , where σ1(A) ≥ σ2(A) … ≥ 0 

and σ1(B) ≥ σ2(B) … ≥ 0 are the descending singular 

values of A and B, respectively. Equality occurs if it is 

only possible to find units U and V which concurrently 

singular value analyze A and B because 

A = UΣAVT, and B = UΣBVT,  
where the ordered eigenvalue matrices are showed 

by  ΣA  and ΣB with singular value  
σ(A)  and σ(B) along the diagonal with the same order, 

respectively. 

The following main theorem is concluded based on 

the result of Lemma 1 [15]. 

Theorem 1 Given Y ∈ ℜm×n, without loss of 

generality, it is assumed that m ≥ n , and let Y = UΣVT 

be the SVD of Y, where Σ = (
diag(σ1, σ2, … , σn)

0
) ∈

ℜm×n.   X̂ = UD̂VT is expressed as the universal optimal 

WNNP problem in (3),  where D =

(
diag(d1, d2, … , dn)

0
)  is a diagonal  non-negative matrix 

and the solution  (d1, d2, … , dn)  is for the following 

convex optimization problem: 

min
d1,d2,…,dn

∑ (σi − di)
2n

i=1 + widi    

  s. t. d1 ≥ d2 ≥ ⋯ ≥ dn 

(7) 

According to theorem 1, the WNNP problem is a new 

quadratic optimization problem with linear constraints 

whose global optimization is easily calculated by off-

the-shelf convex optimization solvers. Therefore, for the 

non-convex WNNP problem, a global solution can be 

obtained through (7). The next results show that when 

the weights are arranged in non-descending order, the 

global solution (7) can be obtained in closed-form [15]. 

Result 1 If σ1 ≥ σ2 ≥ ⋯ ≥ 0 and the weights 

convince 

0 ≤ w1 ≤ w2 ≤ ⋯ ≤ wn , then the global 

optimization of (7) is d = max (σ −
wi

2
, 0)

̂
 

The conclusion in result 1 is very useful considering 

that the singular values of a matrix are arranged in non-

ascending order and the larger singular values usually 

correlate with the subspaces of the most important 

components of the data matrix. 

Larger singular values have shrinked less to preserve 

original and valid information of the underneath data. 

Therefore, through result 1, there is an optimal closed-

form solution to the WNNP problem using the weighted 

singular value soft-thresholding operation [15]:  

proxλ‖.‖∗
(Y) = USW

2

(Σ)VT (3) 

where Y = UΣVT is the SVD of Y, and Sw

2
(Σ) is the 

generalized soft-thresholding operator with weight 

vector w 

Sw
2

(Σ)ii = max (Σii −
wi

2
, 0) (3) 

Also the above WNNP solver exactly decadents to 

the NNP solver for the traditional NNM problem when 

all the weights wi are set the same. 

In this matrix, the value is 1 in case of the presence 

of a known interaction between the drug (dt) and target 

(tj); otherwise, the value is zero. In the present study, the 

drug similarity matrix (Sd) and target similarity matrix 

(Ss) were applied in addition to the interaction matrix  . 

In addition, we applied the SIMCOMP similarity 

method [16] based on the number of common 

substructures in chemical structure. In fact, Sd shows the 

similarity of the chemical structure of drug pairs. Also 

St shows the degree of similarity between the two 

proteins, estimated according to the genome sequence 

similarity based on the amino acid sequence of target 

protein . 

Notably, the normalized Smith-Waterman method 

[17] was applied for estimating this case.  

in addition to the application of the introduced 

similarity matrix there are four other similarity matrices, 

including cosine (Scos), correlation (Scor), hamming 

(Sham), and jaccard (Sjac) which were used for DTI 

prediction [5].   

The current research also exploited five similarity 

matrices estimated by the drug-target interaction matrix. 

In fact, similarity matrices are used for DTI, as shown in 

Equation (7): 
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𝑚𝑖𝑛
𝑍

‖𝑌 − 𝑊(𝑍))‖𝐹
2 + 𝜆‖𝑍‖∗  

 +𝛼1𝑇𝑟(𝑍𝑇 ∑ 𝐿𝑑
𝑖 𝑋𝑛𝑠𝑖𝑚

𝑖=1 ) + 𝛼2𝑇𝑟(𝑍𝑇 ∑ 𝐿𝑡
𝑖 𝑋𝑇𝑛𝑠𝑖𝑚

𝑖=1 )    

(7) 

In Equation (7), α1 > 0 and α2 > 0 are balancing 

parameters, Tr(.) is the operator of the matrix’s 

transposes, nsim shows the number of similarity 

matrixes. Here, five similarity matrixes were 

considered. Moreover, Ld and Lt are Laplacian graph for 

Sd and St, estimated in the form of Ld = Dd − Sd and 

Lt = Dt − St, respectively.  

In this regard, Dd and Dt are degree matrices for 

drugs and targets, computed by Dd
ii = ∑ Sd

ij
j  and Dt

ii =

∑ St
ij

j .  

In this section, the WNNM method shown in 

algorithm (1) is used to solve Equation (7). 

 
Algorithm 1. multi graph regularized nuclear norm 

minimization [5] method combined with proposed WNNM 

method 

Procedure Alg(M,A,𝑆𝑑
𝑐𝑜𝑚, 𝑆𝑡

𝑐𝑜𝑚) 

Sparsify: 𝑆𝑑
𝑐𝑜𝑚, 𝑆𝑡

𝑐𝑜𝑚 

Initialize: 𝜆, 𝛼1, 𝛼2, 𝑣1, 𝑣2, 𝐿𝑡
𝑐𝑜𝑚, 𝐿𝑑

𝑐𝑜𝑚, 𝑌 =
𝑀, 𝑍 = 𝑀𝑇 

𝐴𝐴 ← (

𝐴

√𝑣1𝐼

√𝑣2𝐼
)  

For loop, iterate (k) 

𝑌𝑌𝑘 ← (

𝑀

√𝑣1𝑍𝑇

√𝑣2𝑌
)  

𝑋𝑘 ← WNNM(𝑌𝑌𝑘 , 𝐴𝐴, 𝜆)  

𝑌𝑘 ← 𝑠𝑜𝑙𝑣𝑒 − 𝑠𝑦𝑙𝑣𝑒𝑠𝑡𝑒𝑟(𝑣1𝐼, 𝛼1𝐿𝑑
𝑐𝑜𝑚 , 𝑣1𝑋𝑘

′ ) 

𝑍𝑘 ← 𝑠𝑜𝑙𝑣𝑒 − 𝑠𝑦𝑙𝑣𝑒𝑠𝑡𝑒𝑟(𝑣2𝐼, 𝛼2𝐿𝑡
𝑐𝑜𝑚 , 𝑣2𝑋𝑘) 

End Loop 

 

In Algorithm 1, Sd
com = Sd + Sd

cos + Sd
cor + Sd

ham +

Sd
jac

= ∑ Sd
insim

i=1  and  St
com = St + St

cos + St
cor + St

ham +

St
jac

= ∑ St
insim

i=1  show the combined similarity for drug 

and target, Dd
com = diag(∑ Sd

Com
j ) and Dt

com =

diag(∑ St
Com

j ) show the combined degree matrix for the 

drug and target also Ld
com = Dd

com − Dd
com and Lt

com =
Dt

com − Dt
com show  the combined Laplacian matrix for  

the drug and target, respectively. This equation is solved 

using the method presented in [5]. Please refer to the 

mentioned article for more details. 
 
 
 

3. Experiments and Analysis of Results 

 

In this section, the experiments and results of the 

proposed method are analyzed separately. 

3. 1. Dataset and Evaluation Criteria        The 

information related to the interactions between drugs 

and target proteins for public databases of KEGG 

BRITE, RENDA, SuperTarget and DrugBank have  

been assessed by Yamanishi et al. [7]. Similar to 

Yamanishi et al. study, we applied four benchmark 

datasets from four different classes of target protein. In 

fact, these criteria are simulated from public databases. 

The following is a description of these datasets: 
• Enzymes (Es): 445 drugs, 664 targets, and 2926 

interactions were extracted in this dataset  . 
•Ion channels (IC): 201 drugs, 204 targets, and 1476 

interactions are extracted in this dataset . 

•  G protein-coupled receptors (GPCRs): 223 drugs, 95 

targets, and 635 interactions are extracted in this dataset  . 

•  Nuclear receptors (NRs): 54 drugs, 26 targets, and 90 

interactions are extracted in this dataset . 

It is notable that the foregoing datasets were 

simulated from public databases, which are available 

with the address of http://web.kuicr.kyoto-

u.ac.jp/supp/yoshi/drugtarget publicly. In the present 

research, cross-validation settings of leave-one-out 

(LOO) were used for data segmentation. Three modes 

of the dataset were considered in the results section. In 

addition, CVS for drug prediction, CVS for target 

prediction, and interaction prediction was introduced 

with titles of CVS1, CVS2, and CVS3, respectively. 

This segmentation was based on  Mongia  et al. study [5], 

as presented below : 

•  CVS1/drug prediction: All drug profiles are set aside 

to be used as the experiment set, which tests the 

algorithm’s ability to predict the interactions of new 

drugs, that is, drugs for which no cross-information is 

available. 

•  CVS2/target prediction: The entire target profiles are 

set aside to be used as the experiment set to assess the 

algorithm’s ability to predict interactions of new targets  . 

•  CVS3/pair prediction: Random drug-target pairs are 

set aside as the experiment set for prediction. This a 

normal adjustment for validation and evaluation.  

When at least one DTI is known for di and tj 

respectively in the training data the CVS1 predicts the 

unknown pair (di,tj). To prevent using the pairs, CV 

used the pairs between the drugs having >= 2 targets 

and the targets interacting with >= 2 drugs, which 

should be used in three other scenarios. Some of these 

pairs are selected by random for testing in each round of 

CV and the union of the rest of them and other entries 

are used for training. 

However, when there are no DTIs for observation of 

new drugs and new targets in the training data, CVS2 

and CVS3 predict new drugs and new targets 

respectively. 

Performance of CV on drugs in CSV2, where the 

rows corresponding to drugs are randomly blinded for 
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testing and the resting rows are used for training. Also 

performance of CV on targets in CSV3 where the 

columns (accounting for targets) are randomly blinded 

for testing and the resting columns are used for training 

as well . 

We have made various tasks of CV under 3 

scenarios showed in Figure 1 respectively. 

In addition, area under the ROC curve (AUC) and area 

under the Precision-Recall (AUPR) were applied to 

assess the performance of the proposed method 

according to Mongia et al. study [5]. 

 

3. 2. Analysis of Experiments’ Results       This 

section includes a comparison of the proposed method 

with previous works in recent years. In the current 

research, we applied the techniques presented in others 

study for comparison [18, 19]. Notably, all methods are 

performed from the same data set and the same CVS. In 

addition, the results of other works were extracted from 

the articles. The results are shown in the tables below 

based on the AUC and AUPR criteria . 

Table 1 presents a comparison of the methods based on 

the AUC criterion in four benchmark datasets and 

various CVSs. According to the results, the proposed 

method had acceptable performance in the evaluation of 

DTI in similar datasets, compared to other techniques. A 

very important point in these tables is related to the 

prediction of the target-drug pair. In this regard, the 

rows related to CVS3 are shown in Table 1.  

Table 2 compares the methods based on the AUPR 

criteria and the results obtained from the techniques in 

four benchmark datasets in three different CVSs. 

According to the results, the proposed method had 

acceptable performance in DTI evaluation (CVS3) in all 

four benchmark datasets, compared to other methods. 

This paper presents a new approach based on  the 

known drug-target interactions based on similarity 

graphs. The weighted nuclear norm minimization 

method was used to identify the drug-target interactions. 

Our proposed method encodes the adjacency between 

the drug and the target by graphs. Also, known drug- 

 
 

 
Figure 1. Presentation of cross-validation schemes for three scenarios. Each column represents a scenario. Row includes the DTI 

matrices, in which the entries marked with “?” are the pairs of interest to be tested 
 

 

TABLE 1. Comparison of the proposed method with other 

techniques based on AUC criteria in four datasets in various 

CVSs 

CVS Dataset [18] [19] [20] [21] 
Proposed 

method 

CSV1 

Es 0.9272 0.9067 0.96 0.97 0.9721 

IC 0.9368 0.9286 0.97 0.98 0.9526 

GPCRs 0.8966 0.8694 0.94 0.96 0.9024 

NRs 0.8373 0.8124 0.88 0.92 0.9421 

CSV2 

Es 0.7755 0.7952 0.78 0.84 0.8512 

IC 0.7669 0.7576 0.79 0.94 0.8013 

GPCRs 0.8800 0.8067 0.88 0.91 0.9186 

NRs 0.8615 0.8124 0.86 0.90 0.9015 

CSV3 

Es 0.9705 0.9635 0.93 0.92 0.9512 

IC 0.9832 0.9786 0.94 0.97 0.9969 

GPCRs 0.9493 0.9458 0.88 0.93 0.9902 

NRs 0.8679 0.9329 0.79 0.88 0.9339 

TABLE 2. Comparison of the proposed method with other 

techniques based on the AUPR criteria in four databases in 

different CVSs 

CVS Dataset [18] [19] [20] [21] 
Proposed 

method 

CSV1 

Es 0.7808 0.5465 0.87 0.92 0.8532 

IC 0.7786 0.7437 0.92 0.92 0.8011 

GPCRs 0.5989 0.5397 0.73 0.79 0.7944 

NRs 0.4774 0.4907 0.60 0.83 0.7720 

CSV2 

Es 0.3848 0.2409 0.40 0.73 0.7322 

IC 0.3538 0.3090 0.36 0.69 0.6921 

GPCRs 0.4059 0.3463 0.42 0.63 0.5812 

NRs 0.5203 0.5373 0.56 0.71 0.7366 

CSV3 

Es 0.8837 0.8093 0.80 0.82 0.9055 

IC 0.9373 0.8459 0.81 0.80 0.9411 

GPCRs 0.7543 0.6933 0.60 0.61 0.7601 

NRs 0.6383 0.7072 0.46 0.64 0.7888 
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target interaction, drug-drug similarity, target-target and 

combination of similarities have been used as input. The 

proposed method was performed  on four benchmark 

based on the AUC and AUPR criteria. Eventually, the 

results showed an improvement in the performance of 

the proposed method 

 

 

4. CONCLUSION 
 

The present research proposed a novel approach to 

identify drug-target interactions, which applied the 

drug-drug, target-target, and target-drug interaction 

similarity graph method. In the current research, the 

proposed method’s performance was improved by using 

the WNNM in order to eliminate NNM limitations in 

the DTI use. In addition, the proposed technique was 

assessed in four benchmark datasets based on the AUC 

and AUPR criteria. The final results were indicative of 

the improved performance of the proposed method 

compared to previous approaches in the field. 
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Persian Abstract 

 چکیده 
و خسته    نهیپرهز  اریزمانبر، بس  ندیفرآ  نیا  ینیبشیپ  شاتیکه انجام آزما  ییکشف داور دارد. از آنجا  ندیدر فرآ  یمهم  اریهدف، نقش بس  هاین ی دارو و پروتئ  نیتعامل ب  ییشناسا

باشد. در   نهیپر هز شات یاستفاده از آزما ی دارو و هدف بجا نیبتعامل  یبررس یجستجو برا یکاهش فضا یبرا یراهکار مناسب کی تواندی م یمحاسبات ینبیشی. پباشدیکننده م

کاربرد جز مسائل با    نیمقاله نشان داده شده که ا  ن یگراف شباهت ارائه شده است. در ا  هیهدف برپا-دارو  نی شناخته شده در ب  یهابر اساس، تعامل   نیراهکار نو کیمقاله    نیا

برای نمایش   همچنین در این مقاله دارو و هدف استفاده شده است. نیتعامل ب صیتشخ یبرا یوزن یاحداقل رساندن نرم هسته وشراستا از ر نیباشند که در ا یم نیی مرتبه پا

استفاده شد که   از گراف مجاورت  بین دارو و هدف  ترک-دارو، هدف -هدف، شباهت دارو-ییتعامل دارومجاورت  به عنوان وروداز شباهت  یبیهدف و  استفاده شد.    یها 

(، بر  NRs)  یاهسته  یهارنده ی( و گ GPCRs)  G  ن یهمراه پروتئ   یهارندهی(، گIC) یونی  یها(، کانال Es)  هام یشامل آنز  ار یچهار مجموعه داده مع   یبر رو  یشنهادیروش پ

 .باشدیم یشنهادیبدست آمده نشان دهنده بهبود عملکرد روش پ جیقرار گرفته است. نتا یابیمورد ارز AUC ،AUPR یارهایاساس مع 
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A B S T R A C T  
 

 

This work proposes an objective function to optimize an ultra wideband antenna for adjusting the 

bandwidth and coupling with other elements, based on the performance comparison of several objective 
functions from the literature. The optimal dimensions of a printed rectangular monopole antenna were 

obtained with the Particle Swarm Optimization method to compare such functions. In the results of the 

comparison, the linear functions had a mean value of S11 magnitude near the threshold, but they presented 
a smaller standard deviation than the rest of the functions. The logarithmic and cubic functions showed 

a mean value of S11 magnitude higher than the double of the threshold, but they had superior standard 

deviation values, which did not happen with the quadratic function. Hence, the proposed function is the 
mean of a logarithmic expression with the quadratic argument. With this function, a bandwidth 

adjustment of 130%, a mean S11 magnitude of -22.1 dB and a standard deviation equal to 6.7 dB were 

obtained on the resonant band for the designed antenna. In this way, the proposed function can be used 
to avoid interference with other wireless systems and to obtain a uniform coupling of the antenna. 

doi: 10.5829/ije.2021.34.07a.19 
 

 
1. INTRODUCTION1 
 
The Ultra Wideband (UWB) antennas have achieved 

relevance in current wireless communication systems 

because numerous devices need an antenna to operate at 

different frequencies for several applications. UWB 

antennas can substitute multiple narrow band ones, 

reducing the number of antennas, consequently 

decreasing costs and power consumption [1-2]. 

However, the design of UWB antennas presents 

challenges as spatial limitations, interference, and the 

gain performance for multiple wireless applications [3]. 

Moreover, these antennas can turn up physical 

phenomena as resonance and coupling between 

components because they have sizes similar to the 

wavelength [4]. 

The mentioned challenges can be resolved with the 

optimization in the performance of UWB antennas to 

improve the results according to the specific requirement 

of the systems [5]. Many optimization methods have 

been implemented in the different shapes of UWB 

antennas, such as Particle Swarm Optimization (PSO), 
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Genetic Algorithm (GA), Surrogate Based Optimization 

(SBO) and Fractional Factorial Design (FFD) [6]. 

These optimization methods have been used because 

the antennas have a complex model that makes it difficult 

to apply traditional mathematical methods of 

optimization. Likewise, objective functions are used as 

surrogate models for improving the parameters selected 

by the designers. The most used optimization parameter 

in antennas is the resonant bandwidth [7], the objective 

functions mainly depend on S11 magnitude and many of 

them are nonlinear [8-14]. Nevertheless, there is not a 

comparison between the performance of the objective 

functions and how these adjust the antenna dimensions 

for improving its fundamental parameters. 

In this work, the performance of several objective 

functions, which have been employed in the optimization 

of an UWB antenna, are compared for matching the 

responses in the adjustment of bandwidth and S11 

magnitude. In this way, the results support the proposal 

of an objective function that allows improving such 

parameters to avoid interference with other wireless 

systems and to obtain a uniform coupling of the antenna.  
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2. METHOD OF OPTIMIZATION  
 

In this work, the PSO method was selected because it has 

been applied in multiple optimization processes with 

antennas for reducing the computation time through the 

prevention of next particle generations equal to previous 

[15]. The PSO belongs to the family of evolutionary 

algorithms and it is one of the fastest heuristic approaches 

for finding the optimal solution of a complex problem 

[16]. 

Figure 1 shows the PSO method algorithm, which 

was programmed in Visual Basic for invoking a Finite 

Elements Methods (FEM) software, the High-Frequency 

Structure Simulator (HFSS) from Ansoft. The antenna 

dimensions are imported to HFSS and the results are 

exported for each particle. With the results, the objective 

functions were evaluated and the minimum search 

mechanism was applied. 

Step 1 comprises the initialization of the PSO method 

parameters, which are: N the number of dimensions, M 

the number of particles, Niter the number of total 

iterations, w the inertial weight, c1 and c2 cognitive and 

social parameters, η1 and η2 random values between 0 and 

1 for each particle and iteration, and 𝑉𝑚𝑎𝑥
𝑛  the maximum 

velocity for each dimension that is calculated with the 

following equation:  

max max min0.1( )n nnV X X= −
 (1) 

where 𝑋𝑚𝑎𝑥
𝑛  is the maximum position and 𝑋𝑚𝑖𝑛

𝑛  is the 

minimum position of the dimension n. 

 

 

 
Figure 1. Flow diagram of the PSO method 

In step 2, the dimensions of the antenna are modified 

for the simulation through FEM software, and the 

objective function is evaluated with the results. Then, the 

value of the objective function is compared with the best 

response of the particle (𝑃𝑏𝑒𝑠𝑡,𝑖
𝑚𝑛 ) and the swarm (𝐺𝑏𝑒𝑠𝑡) for 

each iteration i, with the decisions of step 3. 

In step 4, the velocity and position are updated. The 

particle velocity is a real variable that must be between a 

maximum value (𝑉𝑚𝑎𝑥
𝑛 ) and a minimum value (−𝑉𝑚𝑎𝑥

𝑛 ) 

[17]. The velocity for the next iteration is determined as 

follows: 

1 1

2 2

1 ,( )

( )

mn mn mnmn

i best ii

best

i

m

i

n

V wV c P X

c G X





+ = + −

+ −  

(2) 

The position must be in a confinement interval, hence 

it must be verified that its value is in the range 

{𝐿𝑖𝑚𝑚𝑖𝑛
𝑛 , 𝐿𝑖𝑚𝑚𝑎𝑥

𝑛 } [18]. The position for the next 

iteration is calculated as follows: 

1 1

mn m mn

i

n

i iX X V+ += +  (3) 

Finally (in step 5), the convergence criteria are 

evaluated. These criteria are that the number of iterations 

is equal to the maximum number of total iterations 

(𝑁𝑖𝑡𝑒𝑟), that the difference between the solutions of the 

best particle is less than a determined value, and that the 

best value of particle does not change in a consecutive 

number of iterations (𝑁𝑖𝑡𝑒𝑟
𝑐𝑜𝑛𝑠). When any of these three 

conditions is accomplished, the process of optimization 

ends, and the best position of the swarm is obtained [17]. 

 

 

3. OBJECTIVE FUNCTIONS  
 

There are diverse objective functions to optimize an 

antenna, most of them search the optimal value of 

dimensions for improving S11 magnitude and bandwidth. 

In the following, different functions that have been 

applied in the last five years are described. In this work, 

linear and nonlinear functions for the optimization of 

UWB antennas in communication systems with single or 

multiple bands were selected. 

 

3. 1. Linear Function with the Mean of S11 
Magnitude        This function calculates the average of 

a set of values for each frequency component, which are 

the S11 magnitude or the value K, and the equation is [8, 

9]:  

( ) 

( ) 11 11 11

11 11

1 min

( ) ( )

( )

k

k k th
k

k th

OF m f

S f if S f S
m f

K if S f S

=

 
= 



 
(4) 

where 𝜇{𝑚(𝑓𝑘)} is the mean value of 𝑚(𝑓𝑘), |𝑆11| is the 

S11 magnitude for the frequency sample 𝑓𝑘, |𝑆11|𝑡ℎ is the 

threshold of the S11 magnitude, and K is equal to -10 dB. 
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3. 2. Linear Function with Bandwidth and Penalty 
Factor         This function considers the bandwidth plus 

a discrete variable that depends on the S11 magnitude 

surpassing a threshold value [10]. It is determined as 

follows: 

11 11

11 11

max min

2 max 0.5

1 | ( ) | | |

0 | ( ) | | |

,
1

0
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M m

M m

th
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if S f S

f f
f f f f

B GHz

otherwise

+


=



−
 

=

=










 

(5) 

where B is the bandwidth, A is a discrete value that 

depends on S11 magnitude, fM is the maximum frequency 

and fm is the minimum frequency. 

 

3.3. Nonlinear Function with Sum of Logarithms of 
the S11      A nonlinear function with the sum of 

logarithms of the S11 magnitude with several logarithm 

bases was evaluated by Chen [11]. While, obtaining that 

high base values improved the impedance coupling in 

each frequency sample and the logarithm with base 8 had 

the best performance. The equation used is stated as 

follows:  

( )8 11
1

3 max log ( )
N

k
k

OF S f
=

=   (6) 

 

3. 4. Nonlinear Function with Mean of Cubic S11 
Magnitude       This nonlinear function was implemented 

to improve the impedance coupling of an UWB antenna 

[12], and it uses the mean of the cubic S11 magnitude of 

the frequency components in the design range as follows: 

( ) 
3

114 min kOF S f=  
(7) 

 

3. 5. Nonlinear Function with Difference of the 
Squared Minimum Frequency          This function 

seeks to minimize the maximum reflection level and to 

control the minimum resonance frequency [13]. It is 

expressed as follows: 

( )
( )
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−
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where 
11 11

( ) | ( ) | | |
k k thl x S f S= − , β is the penalty factor 

equal to 1000, f1 is the minimum resonant frequency and 

f1target is the minimum frequency of the design. 
 

 

4. COMPARISON OF OBJECTIVE FUNCTIONS  
 

The comparison consisted of applying different objective 

functions to optimize the design of the same antenna and 

to analyze the results. In this work, the design 

optimization problem for UWB antenna aims to obtain an 

adjustment of bandwidth to avoid interference with other 

wireless systems, and a smaller value of S11 magnitude as 

uniform as possible for improving the impedance 

matching in the resonant band of the antenna. 

The comparison variables are the mean of S11 

magnitude, the standard deviation of S11 magnitude 

between samples and the bandwidth adjustment, which 

was determined with the following equation: 

100 (%)adj

d

B
B

B

 
=  

 

 
(9) 

where B is the obtained bandwidth and Bd is the design 

bandwidth. The bandwidth adjustment must be equal to 

or higher than 100% and it is considered better when its 

value is near 100%. 

A printed rectangular monopole antenna (PRMA) 

with microstrip feeding method was selected because this 

has been the most used in applications of UWB wireless 

communication systems. The microstrip permits to 

obtain a high level of adaptability with devices that work 

in the microwaves frequency range. The selected 

substrate was the FR4-epoxy given its high level of 

relative permittivity that contributes to reduce the 

antenna’s dimensions [6].  

The characteristics of the substrate are: thickness h = 

1.6 mm, relative permittivity 𝜖𝑟 = 4.4 and tangent of 

permittivity loss tan(δ) = 0.02. The frequency range of 

the design was from 1.7 GHz to 3.7 GHz (|𝑆11| ≤
|𝑆11|𝑡ℎ), which represents a design bandwidth of 2 GHz 

considering |𝑆11|𝑡ℎ equal to -10 dB. 

Before implementing the optimization method with 

the different objective functions, the PRMA dimensions 

(Figure 2) were calculated, as they determined the central 

values of the confinement interval of the optimization. 

For calculating the resonant patch dimensions, the 

following equation was used [19]: 

7, 2
2 2 ( )

1.15 L

W L p cm
f

 
 

+ = + 
 

 (10) 

where L is the length of the patch, W is the width of the 

patch, p is the separation between the resonant plane and 

ground plane and fL is the minimum frequency of the 

design in GHz. 

 
 

 

 
Figure 2. Geometry of the UWB PRMA 
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In this manner, the dimensions calculated for resonant 

patch were: L = 22.06 mm, a W = 33 mm and a p = 2 mm. 

The transmission line of the microstrip had a length of a 

quarter of the maximum wavelength and a width of 3 

mm. With these values, the calculated antenna was 

simulated, obtaining a mean of S11 magnitude in the 

design range equal to -10.7 dB, a minimum frequency of 

1.7 GHz and a bandwidth of 1.1 GHz, which does not 

comply with the design premise of the bandwidth. 

Then, the setting of the PSO algorithm applied for 

each objective function with the following parameters 

was: N = 3 dimensions (L, W, and p), M = 10 particles, 

Niter = 120 iterations, 𝑁𝑖𝑡𝑒𝑟
𝑐𝑜𝑛𝑠 = 40 iterations, w varying 

between 0.9 and 0.4 during the optimization process, c1 

varying from 2.8 to 2, and c2 from 1.2 to 2. Besides, the 

boundary conditions were L = 22.06±20 mm, W = 33±20 

mm and p = 2±2 mm. For the simulation, the frequency 

was from 1 GHz to 4.5 GHz, and the frequency step 

between samples was 100 MHz. In addition, 50 

realizations were made for each objective function.  

Table 1 shows the obtained values of the mean and 

standard deviation of each comparison variable for each 

objective function in the design range. The bandwidth 

adjustment was over 100% for all objective functions, 

achieving the design premise. With OF1, a low value of 

bandwidth adjustment was obtained but with a high 

standard deviation value. This function had a high value 

of S11 magnitude mean near the threshold. The OF3 had 

the best performance with 127.5% followed by OF4 with 

134% but both had high deviation. In contrast, OF5 had 

an adjustment of 136% with a low deviation. 

The highest bandwidth adjustment, equal to 150%, 

was obtained with OF2, and it presented the highest mean 

of S11 magnitude among all functions. Therefore, this 

function is not recommended in the cases when it is 

necessary to adjust the bandwidth and to obtain a high 

level of coupling. 

On the other hand, the nonlinear functions had a better 

performance regarding the mean of S11 magnitude, 

because lower values were obtained near the double of 

the threshold. The lowest value was achieved by OF3, 

with -22.6 dB.  

Concerning the standard deviation of S11 magnitude, 

the linear functions presented low values of this variable, 

and the OF2 had the lowest value. The quadratic function 
 

 

TABLE 1. Results of the UWB antenna optimization with the 

objective functions 

Function 𝑩𝒂𝒅𝒋(%) |𝑺𝟏𝟏|𝒎𝒆𝒂𝒏(dB) |𝑺𝟏𝟏|𝒔𝒕𝒅(dB) 

OF1 133.5±21.9 -16.8±2.6 4.9±2.4 

OF2 150.0±0.0 -16.6±1.5 4.3±1.8 

OF3 127.5±8.6 -22.6±0.6 8.7±1.9 

OF4 134.0±10.8 -22.5±1.0 13.1±1.5 

OF5 136.0±3.2 -19.8±1.4 4.9±2.6 

was the second with lower deviation, but its mean of S11 

magnitude was higher than other nonlinear functions, 

which exhibited better performance. 

In general, to accomplish bandwidth adjustment it is 

necessary to implement linear objective functions that 

consider the sum or mean of S11 magnitude in the design 

range. Additionally, logarithmic functions can be used to 

improve this adjustment. The quadratic function had a 

good performance in the S11 magnitude and low standard 

deviation, which can be employed to improve the 

coupling performance. 

 

 

5. PROPOSAL OF OBJECTIVE FUNCTION 

 

According to the results obtained in section 4, a novel 

objective function was proposed. This is a nonlinear 

function that calculates the mean of the base 8 logarithm 

of the squared difference between S11 magnitude and its 

threshold when the specified criterion is accomplished, 

as presented in the following equation: 
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(11) 

The purpose of this function is to maximize the 

performance of the UWB antenna, considering the 

Equations (4), (6) and (8) for a good bandwidth 

adjustment, a good coupling and a low standard deviation 

of S11 magnitude, in the design bandwidth. 

The UWB antenna was optimized using the PSO 

method with the proposed function for 50 realizations as 

it was made with the rest of the functions, and the results 

are shown in Table 2. Low values of standard deviation 

were obtained for each one of the comparison variables. 

Figure 3 shows the box and whisker plot for the 

bandwidth adjustment of each objective function with its 

median and mean, where the proposed function has a 

central distribution with similar values of mean and 

median, and with few variations in the results obtained. 

This performance is also presented by the OF2 but with 

a higher mean of bandwidth adjustment. 

The proposed function has the second best mean 

value of adjustment after the OF3, which showed the 

lowest mean value but with high deviation. Regarding the 

mean of S11 magnitude for each objective function, the 

proposed function presented closer mean and median 

values in comparison with the rest of the functions, 

obtaining a central distribution as it is shown in Figure 4. 

 

 
TABLE 2. Results of the UWB antenna optimization with the 

proposed objective function 

Function 𝑩𝒂𝒅𝒋(%) |𝑺𝟏𝟏|𝒎𝒆𝒂𝒏(dB) |𝑺𝟏𝟏|𝒔𝒕𝒅(dB) 

OF6 130.0±3.3 -22.1±0.6 6.7±1.0 
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Furthermore, this function showed a behavior similar 

to the other nonlinear functions in this variable, i.e. a 

mean of S11 magnitude lower than the double of the 

threshold. However, it obtained the smallest standard 

deviation value of all functions, which implies the 

optimal responses are very close to each other even 

though they have different initial points. 

Concerning the standard deviation of S11 magnitude 

in the design range, the statistical results obtained are 

shown in Figure 5. The OF3 had higher median and mean 

values than OF1 and OF2, OF5, and the proposed 

function (OF6). 

 
 

 
Figure 3. Box and whisker plot for the bandwidth 

adjustment of each objective function, indicating its median 

and mean 

 

 

 
Figure 4. Box and whisker plot for the mean of S11 

magnitude of each objective function, indicating its median 

and mean 

 

 

 
Figure 5. Box and whisker plot for the standard deviation of 

the S11 magnitude of each objective function, indicating its 

median and mean 

This is a disadvantage of the OF3, which had the best 

response in the other comparison variables. Between the 

nonlinear objective functions, the proposed function had 

the second best performance, after the OF5, but it 

obtained a lower variation between the results of the 

realizations. With the function proposed in this research, 

a more uniform coupling of the antenna in different 

frequency components in the design range was obtained. 

Figure 6 shows the mean of S11 magnitude as a 

function of the standard deviation of S11 magnitude 

resulting from optimization with all the objective 

functions and for the antenna with the calculated 

dimensions, which permits to affirm the performance of 

the proposed objective function is between the best 

alternatives to minimize both variables. 

Moreover, Figure 7 shows the results of optimization 

with all the objective functions and the initially 

calculated antenna through the relationship of two 

comparison variables, the mean of S11 magnitude and the 

bandwidth adjustment. The proposed function had a good 

adjustment, which permits to avoid interference of other 

communication systems that are out of the bands. 

In summary, with the proposed objective function a 

good performance of the UWB antenna according to the 

bandwidth adjustment and mean of S11 magnitude can be 

obtained. With the first one, a better adjustment than most 

of the objective functions was obtained. While with the 

second one, better uniformity of the frequency 

components in the design range was achieved. 

 

 

 
Figure 6. Mean of S11 magnitude as a function of the 

standard deviation of S11 magnitude for objective functions 

and calculated antenna 

 

 
Figure 7. Mean of S11 magnitude as a function of bandwidth 

adjustment for objective functions and calculated antenna 
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6. CONCLUSIONS 

 

In this work, linear and nonlinear objective functions that 

have been used in the process of optimization of UWB 

antennas were compared. The solutions from the linear 

objective functions had high levels of the mean of S11 

magnitude that were near the threshold, while the 

nonlinear functions solutions had levels around the 

double of the threshold. Therefore, the last ones permit to 

enhance the coupling of the antenna. Concerning the 

standard deviation of S11 magnitude and the bandwidth 

adjustment, there was no clear trend of these variables for 

the different objective functions. 

An objective function for the optimization of UWB 

antennas was proposed with basis on the relevant results 

of the comparison of diverse parameters. This function 

improves the performance of the optimized antenna 

according to the mean and standard deviation of S11 

magnitude and it has a good bandwidth adjustment. It 

means that this is a trade-off solution of the three 

variables. In consequence, the proposed function can be 

used to avoid interference with other wireless 

communication systems, whose reception is not 

necessary, and to obtain a more uniform coupling of the 

antenna in the frequency components in the whole design 

range. 

It is important to consider that these results have been 

obtained under a particular set of conditions, which have 

been described in section 4. Results could be different for 

PSO with a different number of particles, different 

dimensions, or another optimization method. Future 

work can be conducted for the evaluation of different 

configurations and methods, as well as the multi-

objective formulation of the design problem, considering 

the bandwidth and the S11 magnitude simultaneously.  
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Persian Abstract 

 چکیده 
د چندین توابع هدف از منابع ،  این کار یک عملکرد هدف را برای بهینه سازی آنتن فوق باند پهن برای تنظیم پهنای باند و اتصال با سایر عناصر ، بر اساس مقایسه عملکر

رای مقایسه چنین توابع به دست آمد. در نتایج مقایسه ، توابع  پیشنهاد می کند. ابعاد بهینه یک آنتن تک قطبی مستطیلی چاپ شده با استفاده از روش بهینه سازی ازدحام ذرات ب

بزرگتر از   S11در نزدیکی آستانه بودند ، اما انحراف استاندارد کمتری نسبت به بقیه توابع ارائه دادند. توابع لگاریتمی و مکعبی مقدار میانگین  S11خطی دارای مقدار میانگین 

یتمی با استدلال آنها دارای مقادیر انحراف استاندارد برتر بودند ، که با تابع درجه دوم اتفاق نیفتاد. از این رو ، تابع پیشنهادی میانگین بیان لگار   دو برابر آستانه را نشان دادند ، اما 

دسی بل بر روی باند تشدید برای   6.7انحراف معادل  دسی بل و یک     -S11- 22.1، یک میانگین اندازه    ٪130درجه دوم است. با استفاده از این عملکرد ، یک پهنای باند  

ن یک اتصال یکنواخت آنتن  آنتن طراحی شده بدست آمد. به این ترتیب می توان از عملکرد پیشنهادی برای جلوگیری از تداخل در سیستم های بی سیم دیگر و به دست آورد

 استفاده کرد.
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A B S T R A C T  
 

 

This study aims to introduce a new structure based on a nonlinear controller for controlling and analyzing 
the stability of the microgrids. In the proposed model, AC and DC resources and loads are located on 

two different sides. In addition, an AC/DC bidirectional interface converter is applied to supply loads by 

AC/DC sources. There are AC/DC products on both sides of the converter and each side can supply the 
load of the other side via a bidirectional interface converter and its load. Alternatively, an energy storage 

system is used for the system stability on the DC side. The nonlinear microgrid controller is designed to 

adjust the AC bus side frequency and the DC bus side voltage properly. In this structure, the coordinated 
optimal power exchange and precise regulation of control signals lead to constant improvement. Thus, 

system performance is improved. The results show that the proposed model is efficient for both reduction 

of the fluctuations and improvement of the system stability 

doi: 10.5829/ije.2021.34.07a.20 
 

 
1. INTRODUCTION 
 

A microgrid (MG) is a combined distributed generation 

unit (DG), load-bearing unit, and energy storage system 

operating as connect to the network, island, or transition 

between two modes. There are some advantages in 

applying microgrids such as enhancing the level of 

reliability and customer satisfaction, improvement of the 

power quality and voltage profile levels, also an increase  

level of the flexibility while minimizing the energy losses 

[1, 2]. The structure of existing microgrids is in the form 

of AC, DC, or combined AC/DC, where the advantages 

of both AC and DC microgrids in the combined structure 

are applied. Nevertheless, the growing trend of applying 

combined AC/DC microgrids has significantly led to 

increase sustainability problems in these interconnected 

structures. The problem of sustainability in microgrids is 

mainly due to the lack of energy resources in the islanded 

operation mode as well as the inertia required for 

responding to dynamic frequency variations in 

manufacturing units. Thus, maintaining stable 

performance in power changing conditions and 

occurrence of faults is considered a key issue in 

controlling microgrids [3, 4]. Accordingly, in order to 
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maintain the system stability, proper control decisions 

should be made by the control system based on dynamic 

network changes. Hence, the main goal of the distribution 

system operator in using microgrids is optimal power-

sharing in islanded mode and grid-on, frequency control, 

and stable operation in sudden power changes conditions 

as well as during fault occurrence [5]. Different methods 

have been proposed by Li et al. [6] and Dragičević  et al. 

[7] to analyze and improve the stability of microgrids. 

These studies have mainly focused on improving control 

methods. Note that the structure of microgrid and its 

operational features are very different from those of 

traditional networks.  

The studies related to microgrid stability have mainly 

focused on the mathematical model of microgrid stability 

analysis to improve its stability [8]. Microgrid stability is 

improved through optimizing droop benefits. The 

microgrid model affects the accuracy and speed of 

calculation. However, many studies have been conducted 

on the proposed models to improve the accuracy of 

microgrid stability analysis. When the load fluctuates, the 

DGs adjust their output power dynamically and 

participate in the voltage regulation as well as microgrid 

frequency. The system stability improvement is achieved 
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by adding a complementary control loop, creating three-

level control, and other optimization methods [9, 10].  

Nikos [11] has improved AC/DC hybrid microgrid 

controller method which was applied to model, control, 

and simulate the microgrid. Employing a linear droop 

controller such as voltage feedback led to increased 

microgrid voltage stability in the islanded mode. Note 

that numerous converters were employed and their 

fluctuations were considered. Dheer et al. [12] have 

introduced a method analogous to the normal droop 

control in which the feedback was taken from the phase 

angle instead of sampling the voltage magnitude, and the 

phasor area was analyzed. The DC side loads and 

resource had not been considered. Implementing this 

control method in the grid-on microgrids involving an 

AC/DC source resulted in more precision in the reactive 

power distribution to control the voltage. A hierarchical 

control method with three control levels was suggested 

by Khorsandi at al. [13], in which droop control was 

performed at the primary level. Then, the deviations 

generated in the primary controller were compensated at 

the secondary level and the load section was managed by 

the microgrid at the third level. Complex implementation 

could be considered a disadvantage of this method. A 

dynamic analysis of the DC link on the energy storage 

along with the generation resources was performed by 

Tejwani and Suthar [14]. In that model, the strategy of 

droop control was used for various operational modes, 

power distribution between units, and microgrid 

frequency control. Furthermore, in the storage source, 

there was a boost converter which would charge and 

recharge the battery. The droop values of the control loop 

were set at two levels in order to maintain the small-

signal stability and allowable system frequency [15].  

Additionally, optimization methods are used to 

determine droop values. Yu et al. [15] have presented a 

small signal stability model for voltage control and 

microgrid current. The equations were based on state-

space equations. This model included nonlinear 

equations converted to a linear equation after 

simplification. Note that AC/DC coordination was not 

considered which barely affects the system efficiency. 

Thale and Agarwal [16] have analyzed the small-signal 

stability for two parallel inverters connected to a 

network-independent AC system. Analyzing the small-

signal stability helps choose the optimal droop utility and 

the cutoff frequency of the system. However, it is hard to 

describe the dynamic behavior of connected parallel 

inverters which cannot be applied to every system. 

In this research, a new structure based on a nonlinear 

controller is proposed to analyze the stability of 

microgrids in the presence of renewable energy sources 

as well as energy storage. Based on this model, several 

challenges of hybrid microgrids are solved. First, the 

hybrid microgrid is defined as two independent AC and 

DC buses. In this way, each bus prevents increase in the 

number of converters on each side by providing loads on 

its side. In addition, a bidirectional AC/DC interface 

converter is employed to connect these two buses, which 

is the criterion for power exchange between these buses 

through the interface converter of DC side voltage 

changes and AC side frequency changes. Meanwhile, 

independent nonlinear control for each element is defined 

based on the value of error relative to the reference value. 

As a result, eliminating the error of all system elements 

will lead to system stability. Finally, to improve the 

stability of the system, a suitable algorithm is used to 

charge and discharge energy storage resources. A battery 

and a capacitor bank are utilized to model the energy 

storage resources, which can act as system backups in 

different charging and discharging modes. 

In the following, the dynamic modeling of PV and 

wind resources as well as energy storage is provided first. 

Then, the structure of the proposed model for accurate 

control and coordination of AC/DC sectors is described. 

Finally, the study system and simulation results are 

presented. 

 

 

2. MODELING RESOURCES AND CONVERTERS  
 

The model to be introduced involves production sources 

and AC/DC loads, and can connect to the network. 

Similar to solar cells (PVs), batteries, and direct winds, 

the DC resources connect to a DC link through their 

interface converter. Using this bus, they feed the loads 

that require the DC power. As with diesel generators, AC 

power supplies are connected to the AC bus, through 

which AC loads are also fed. The DC power generated in 

the DC bus may be transmitted to the AC bus by a 

bidirectional converter and vice versa. In the main model, 

all sources and converters are required to be dynamically 

modeled. 

Figure 1 displays the diagram of the microgrid 

structure such as two AC and DC sections with interface 

converter. In such a system, changes in load or generation 

on one side can affect the other side. The power required 

to maintain the stability of the system is supplied through 

the same bus or the other side. 

The controllers are designed in a decentralized model 

to generate their power according to the needs of each 

part, while stabilizing the DC voltage and AC frequency. 

The AC/DC hybrid microgrid consists of a PV unit with 

a DC/DC converter, a wind permanent magnet 

synchronous generator with an AC/DC converter. The 

energy storage system is connected to the DC bus via a 

DC/DC bidirectional converter. On the AC side, a 

synchronous generator is directly connected to the AC 

bus, and both buses are connected to each other by a 

bidirectional VSC converter with an LC filter. The 

dynamic model of resources and converters are described 

as follows. 
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Figure 1. The diagram of AC/DC microgrid structure 

 

 

2. 1. Modeling PV Power System in DC Microgrids          

The simulated PV energy system consists of a PV module 

and a boost converter [17]. Figure 2 reveals the diagram 

of the converter circuit. This system includes GBT 

switch, L inductance, Cpv input capacitor, D diode, and 

Cdc output capacitor. The converter is assumed to 

operate continuously in the steering mode. 

(1 ) ( )1
1 2 1 3

1
1

dx
R x x x

dt L
= −  + − −    

(2 ) 
12 pv

pv

I xdx

dt C

−
=

 

(3 ) ( )3
1 1

1
1 o

dc

dx
x i

dt C
=  − −    

where, x1, x2, x3, and μ1 represent the PV current (iL), 

mean values of input voltage (Vpv), PV output voltage 

(Vopv), and control signal (μ1), respectively. CPV, Cdc, L, 

IPV, R, and io are the PV voltage stabilization capacitor, 

DC voltage stabilization capacitor, inductance, output 

current of PV cell, resistance, and output current of PV 

converter, respectively. 

 

2. 2. Modeling the Wind Power System                Figure 

3 illustrates the wind power supply mechanism 

performed by a permanent magnetic synchronous 

generator. In this figure, an intermediate rectifier is used 

between the generator and the DC bus plus the boost 

converter. Since the output power changes according to 

the wind speed change, the output voltage should be 

adjusted to the desired level [18]: 

(4 ) ( )4 5
4 21in w

w w w

dx V R x
x

dt L L L
= − − − 

 
Figure 2. PV source converter circuit diagram 

(5 ) ( )5 4
21 owind

w w

dx x I

dt C C
= − − 

where, x4, x5, and μ2 are the mean values of wind source 

current (iw), wind source output voltage (Vw), and control 

signal (μ2), respectively. Iowind and Vin denote the output 

current of the converter and voltage generated by the 

wind source, respectively. In addition, this model 

includes Lw input inductor with Rw series resistance, D 

diode (rectifier), Cw output capacitor, and IGBT switch. 

2. 3. The Dynamic Models of Diesel Generator and 
Turbine’s Controller               In this paper, a two-axis 

model of the diesel generator is implemented. The 

dynamic model contains both mechanical and electrical 

dynamics. The excitation system is the main part of diesel 

generator where an excitation controller is used to 

maintain the terminal voltage at the desired level. The 

turbine control system adjusts the generator power 

output. 

The complete dynamics model of the diesel generator 

with the presence of mechanical and electrical structures 

as well as the dynamics of the turbine and excitation 

system can be represented by the following equations 

[19]: 

(6 ) 6
7 0

dx
x

dt
= +  

(7 ) ( ) ( )7 0 0
7 0 11 8 9

2 2 2
q d

dx D
x x x I x I

dt H H H

 
= − − + − +  

(8 ) 
( )

( )8
8 10

1 1d d

d

do do do

x xdx
x I x

dt T T T

−
= − − +

  
 

(9 ) 
( )

9
9

1 q q

q

qo qo

x xdx
x I

dt T T

−
= − +

 
 

(10 ) ( )10 10 A
ref c t

A A

dx x K
V V V

dt T T
= − − + −  

Turbine’s controller system: 

(11 ) 
11 11

12
T

T T

dx x K
x

dt T T
= − + 

 

 
Figure 3. The diagram of wind circuit and its converter 
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(12 ) 
12 12

7

0

G G
C

G G r G

dx x K K
P x

dt T T R T
= − + − 

where, x6, x7, x8, x9, x10, x11, and x12 are the values of the 

angular load (δ), rotor velocity (ω), leakage flux field 

variable of q axis (Eq), leakage flux variable of d axis 

(Ed), excitation field voltage (Efd), mechanical power 

(Pm), and reactance distribution (Xm). In addition, other 

parameters have their usual definitions as discussed by 

Abdullah et al. [19]. 
 

2. 4. Modeling the Combined Energy Storage 
System               The storage device connected to the DC 

bus is shown in Figure 4. The combined system includes 

a battery and a capacitor bank. The battery connects to 

the DC bus through a boost-buck converter, consisting of 

an inductor, Rbat series resistor, output filter capacitor, 

and two IGBT switches [1]. Both switches are controlled 

through their signal. The converter is used to adjust the 

DC bus voltage. It can operate in a charge and discharge 

mode depending on the load demand. Further, the 

capacitor bank (CB) is connected to the DC bus through 

the boost converter. These two states are expressed 

mathematically as follows. 

(13 ) 
( )

( )

( )

( )

1, 0 1, 0
,

0, 0 0, 0

batref bcref

batref bcref

if i if i
Z Y

if i if i

       
= =   

       

 

where, ibatref is the battery’s reference current generated 

through controlling its level based on electricity demand. 

If ibatref >0 and ibc>0, then the battery converter is modeled 

by the following differential equations: 

(14 ) 

( )

( )

3

5

1

1

bat bat bat dc
bat

bat bat bat

CB CB CB dc
CB

CB CB CB

di V R V
i

dt L L L

di V R V
i

dt L L L





= − − −

= − − −

 

where, ibat,  iCB, μ, Vbat, and Vdc represent the battery 

output current, capacitor bank output current, control 

signal, battery voltage, and DC bus voltage, respectively. 

In addition, Rbat, Lbat, and Cdc, are the series resistance 

with battery source, the inductor series with battery 

source, the converter output capacitor. If ibatref<0 and 

iCBref<0, then the differential equations are stated as 

follows: 

(15 ) 

( )4
bat bat bat dc

bat

bat bat bat

di V R V
i

dt L L L
= − −

( )6
CB CB CB dc

CB

CB CB CB

di V R V
i

dt L L L
= − −  

In order to simplify the system, a virtual control 

signal is introduced as follows: 

(16 ) 
( ) ( )3 4[ 1 1 ]Bat K K  = − − + −

( ) ( )5 61 1CB L L  =  − + −    

Finally, Equations (14), (15), and (16) lead to the 

following equations. 

(17) 
13 3

13
bat bat

Bat

bat bat bat

dx V R x
x

dt L L L
= − −  

(18) 
14 3

14
CB CB

CB

CB CB CB

dx V R x
x

dt L L L
= − −  

where, x13 and x14 denote the mean values of (ibat) battery 

current and the capacitor bank current (iCB), while μBat 

and μCB are the mean values of control signals. 

 

2. 5. Bidirectional Converter Model of DC Bus 
Interface, AC Bus, and Filter            The interface 

converter between AC and DC sections should have both 

rectifier and inverter capabilities. If the output power of 

the AC side is less than its power consumption, it would 

be necessary to receive part of the required power 

through the DC side. In this case, the converter acts as an 

inverter. Also, if the output power of the DC side is low, 

it is necessary to receive part of the required power 

through the AC side. In this case, the converter functions 

as a rectifier. The converter receives the changes 

according to DC voltage and AC voltage as well as 

frequency and acts accordingly. The following equations 

indicate the relationships between the various variables 

of the system [20, 21]. 

(19 ) 

15
15 7 16 1

18
18 7 19 2

d

d

dx R
x x x u

dt L

dx R
x x x u

dt L

= − + +

= − + +

 

(20 ) 

16
7 15 16 1

19
19 7 18 2

q

q

dx R
x x x u

dt L

dx R
x x x u

dt L

= − − −

= − − +

 

(21 ) 

1 1617

17

2 1920

20

3

2

3

2

sq L

sq L

u xdx i

dt C x C

u xdx i

dt C x C

= −

= +

 

 

 
Figure 4. Combined storage system model and control 

algorithm 
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where, usd1, usd2, usq1, and usq2 are the components of the 

d and q axes of the source voltage related to both rectifier 

and inverter modes, respectively. Further, x15, x16, x18, 

and x19 are the line current components while urd1, urd2, 

urq1, and urq2 are the input voltage components of the 

converter in both inverter and rectifier modes.  

 

 

3. NONLINEAR CONTROL METHOD 
 
The backstepping nonlinear control method is developed 

based on the dynamic model of each microgrid 

component. PV, wind, energy storage, and synchronous 

generator resources along with the corresponding 

converter are controlled by their respective control 

system. The most important part of this model is the 

bidirectional converter. This converter is controlled 

through the signals of voltage and frequency on both 

sides. The control method for each section is shown in 

Figure 5. In this model, the resources are controlled based 

on backstepping method. Each production source and 

interface converter will be controlled independently. 

Specifically, the sum of the error of each unit becomes 

zero. The error of each unit independently tends to zero. 

Hence, the derivative of the sum of Lyapunov's functions 

also tends to be zero. In this way, both the error of each 

unit and the error of the entire system are zero. This 

indicates the stability of the system whereby the system 

will be practically stable. The main role of stability is 

played by the control variable. Each unit generates a 

control signal that always sets the system error to zero. 

To prove the equation of the control variable, the 

derivative of the Lyapunov energy function is set to zero 

where the equation of the control variable is obtained. 

Next, initially, the error of each unit is compared with its 

reference value after which it is solved using the 

backstepping method. 

In this method, the error of each unit is measured first 

and then compared with the base value. Thereafter, via 

the backstepping method, the system output is stabilized 

by the control and input changes. In the proposed model, 

the sources are controlled independently and by their own 

error. Practically, the main criterion is the voltage of DC 

bus as well as voltage and frequency of the AC bus. The 

value of error in each unit is measured by its own control 

system, which tends to zero. It can be stated that the total 

errors of the entire system will be equal to zero. The 

design method is summarized as follows:  
 

1) Calculating the errors for each control target or state 

variable.  

2) Calculating the dynamics of the error.  

3) Calculating Lyapunov function and its derivatives 

based on errors.  

4) Repeating the first three steps until the control rules 

appear.  

5) Calculating control rules to stabilize the error 

dynamics in the last step.  

6) Stability analysis of the entire system with the derived 

control rules. 

Load supply is the most important issue in hybrid 

microgrids. Voltage changes are a good operational 

indicator for controlling load changes in DC bus. To 

evaluate these changes, the power balance on the DC side 

must first be checked. Accordingly, the amount of net 

power (Pnet) in the microgrid can be defined as follows: 

Ppv, Pw, and PESS are the output power of PV, wind source, 

and storage system, respectively, PLoad,DC is the power 

required for the DC side load, Ptransfer denotes the power 

exchanged between the AC and DC bus, and Ploss reflects 

the system loss. Under these circumstances, PESS plays an 

important role in maintaining the microgrid stability. The 

dynamics of the DC bus voltage in a microgrid can be 

adjusted based on the following principle of power 

balance: 

(23) , ,,dc
dc net DC TOT dc dc TOT

dV
CV P P V i

dt
= =  

where, Vdc , idc,ToT, and Pdc,ToT represent DC bus voltage, 

sum of the current injected into the DC bus by the 

sources, and the sum of DC power, respectively. C 

capacitance is equivalent to the output for all converters. 

From the above equation, it can be seen that the DC bus 

voltage depends on the power balance in this bus and the 

elevation or reduction of DC bus voltage indicates excess 

or lack of power. To adjust the DC bus voltage, the power 

balance in the DC bus must be maintained. PV, wind, and 

storage sources first receive the error relative to the 

reference value and then generate a proportional control 

signal to compensate for this error. If the DC side sources 

cannot respond to the load increase, the power required 

from the AC side is provided by a bidirectional interface 

converter. 
 

3. 1. PV Control           The main goal is to control the 

DC output voltage of the DC-DC converter by changing 

the duty cycle in relation to the solar radiation variations. 

First, the error equation of each state variable is 

calculated with respect to the reference value. The design 

method of PV control scheme and connected converter 

goes through the following steps: 
Step 1: Depending on the purpose of the design, the first 

tracking errors are defined as follows: 

(24 ) 1 2 ( )PV refe x V= −  

The dynamics of e1 is as follows: 

(25 ) ( ) ( )1
1

1 PV ref

PV

PV

dVde
i x

dt C dt
= − −  

(22 ) ,net w pv ESS loss load DC transferP P P P P P P= + + − −   
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Figure 5. The control system model 

 

 

where, x1 is a stabilizing function, for which the 

Lyapunov function is: 

(26 ) 
2

1 1

1

2
V e=  

Incorporating Equation (25) into Equation (26) yields: 

(27 ) ( ) ( )1
1 1

1 PV ref

PV

PV

dVdV
e i x

dt C dt

 
= − − 

 
 

To ensure the dynamic stability the derivative of e1, the 

derivative of V1 should be a definite or semi-definite 

negative. To achieve this, the system parameters are set 

as follows: 

(28 ) ( ) ( )

1 1 1

1 PV ref

PV

PV

dV
i x c e

C dt
− − = −  

Where, c1 is used to set the output response. Embedding 

Equation (28) into Equation (27) yields: 

(29 ) 
1

21
1= e 0

dV
c

dt
−  

The combined value α of iL can be determined from 

Equation (29) as follows: 

(30 ) 
( )

PV 1 1=C
PV ref

PV

dV
c e i

dt


 
− − 

 
 

Step 2: To achieve zero tracking error, the iL inductor 

current should be equal to α. Hence, another error 

variable is defined as follows: 

(31 ) 2 1=xe − 

Derivation of Equation (31) leads to the dynamics of 

the error as follows: 

(32 ) ( )( )2
1 2 1 3

1
= 1

de d
Rx x x

dt L dt


− + − − − 

In this case, Lyapunov second function is equal to: 

(33 ) 
2

2 1 2

1

2
V V e= + 

its derivative is: 

(34 ) 
22 2

1 1 2

dV de
c e c

dt dt
= − + 

The stability of the dynamic error (derivative of e2) is 

obtained only if the derivative of V2 is less than or equal 

to zero. Hence, 

(35 ) ( )( )2
1 2 1 3 2 2

1
= 1

de d
Rx x x c e

dt L dt


− + − − − = − 

Using Equations (34) and (35), the main function is 

determined as follows: 

Which is a definite or semi-definite negative. The 

proposed control law, along with the sustainability 

analysis of the entire PV system, is shown in the next 

step. 

Step 3: Since the condition shown by Equation (35) is 

not correct, it is necessary to analyze the overall stability 

of the system. For this purpose, the final error based on 

Equation (36) is defined as follows: 

(37 ) ( )( )3 1 2 1 3 2 2

1
= 1

d
e Rx x x c e

L dt


− + − − − + 

The dynamics of which is written as follows: 

(38 ) 

( )

1 2 1
23

3 2
22

3
1

1
=

1

dx dx d
R x

de d dedt dt dt
c

dxdt L dt dt

dt







 
− + + 
  − +
 
− − 
 

 

At this stage, Lyapunov function is presented as 

follows: 

(39 ) 
2

3 2 3

1

2
V V e= + 

By substituting the derivative of V2 of Equation (36) 

and ė3 of Equation (38) in Equation (39), the derivative 

V3 is stated as follows: 

(40 ) 
( )

1 2

1 13
3 13 3

2

2
22

2 2

1 1 2 2

1

1

dx dx
R

dt dt

d dxdV L
xc e

dt dtdt

d de
c

dt dt

c e c e






  
− +  

  
  

+ − −=   
 

 
 
− + 
 

− −

 

Now, the final control law is selected as follows: 

(36 ) 
2

2 22
1 1 2 0

dV
c e c e

dt
= − +  
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(41 ) ( )

1 2 1
3

31
1

3

2

2
2 2 22

1

1
1

dx dx d
R x

dt dt dt

dxd L

dtdt x

d de
c c e

dt dt








  
− + +  

  
  

− −= −   
 

 
 
− + + 
 

 

where, 0<μ1<1, then the presented control law is used to 

generate the duty cycle of the PV converter. Similar steps 

are used to obtain control rules for the bidirectional 

DC/DC converter of the storage system plus the 

excitation system of synchronous generators. 

Accordingly, the derivative of these control laws is 

discussed in the following sections without repeating 

these steps. 
 

 

3. 2. DC/DC Converter Control for Wind Energy 
Integration                  The tracking error for the wind 

converter is expressed as follows: 

(42 ) 4 4 refe x I= − 

(43 ) 5 5e x = − 

The first function of the Lyapunov V4 is selected to 

analyze the stability of the system as follows: 

(44 ) 
2

4 4

1

2
V e= 

The derivative of V4 should be semi-definite for the 

system to be completely stable (V4≤0). To ensure the 

uninterrupted stability of the wind power system, the 

second combined set of V5 sets is written as follows: 

(45 ) 
2

5 4 5

1

2
V V e= + 

By taking the derivative V5 and substituting the value 

V4 of Equation (41), we have: 

(46 ) 
( )2 425 5

4 4 5

1

w

edV de
c e e

dt dt L

 − 
= − + + 

 
 

Substituting e5 of Equation (43) into Equation (46), we 

have: 

(47 ) 

( )

( )

( )

2 425
4 4 5

5

2

2 42
5 5 5

2

1

1

(1 )

1

1

w

owind

w

w

xdV
c e e

dt C

I
e

C

ed
e c e

dt L





 



 − 
= − +  

 

 
+ − − 

− 

 −
+ − −  +  − 

 

To keep the wind system dynamics constant, V5 should 

run as follows: 

(48 ) 
2 25

4 4 5 5

dV
c e c e

dt
= − +  

(49 ) 
( )

4 4 4

21

w in ref w

w w

L V dI R
c e x

L dt L




 
= + − − 

−  
 

where c4> 0 and c5> 0 are the constant parameters. The 

control signal for μ2 is obtained as follows: 

(50 ) 

( )

( )( )
( )

( )

2

4 22

2

2 4

5 4 5 2

2

11

11
1

11

w

w

owind

w

ed

dt L

x
e c c

C

I

C














 −
 =
 
 

 −
 + − − − +
 
 

 − 
+ − 

 

 

where, 0<μ2<1. Then the presented control law is 

employed to generate the time cycle of the wind turbine 

energy converter. The stability control system ensures 

asymptotic stability and convergence of error dynamic to 

zero. 

 

3. 3. Controlling DC/DC Converters for Storage 
Source            The control process of the storage source 

is presented as follows: 1. Adjusting the direct current 

bus voltage of the microgrid under the variations of load 

demand, 2. Tracking battery’s fast current and capacitor 

bank current to their reference values, 3. Analyzing the  

asymptotic stability of the storage resource.  

It is not possible to directly track the Vdc voltage from 

the Vdcref value. Thus, the indirect voltage regulation 

method is used to achieve this goal where Ibat is tracked 

by its reference value, obtained as follows: 

(51 ) 
13dcref CB CBref

batref

bat

V x V I
I

V

 −
=  

 
 

where, Φ represents the switching losses coefficient in 

the converters whose value should be greater than 1. To 

achieve control goals, the tracking error is defined as 

follows: 

(52 ) 
13

6 13 7 0,batref

bat

x
e x I e

L
= − = −  

The chosen Lyapunov functions, V6 and V7, for 

analyzing the stability of the system are as follows: 

(53 ) 
2 2

6 6 7 6 7

1 1
,

2 2
V e V V e= = +  

The virtual control β0 should be written as follows: 

(54 ) 0 5 6 13

1 bat bat batref

bat bat bat

V R dI
c e x

L L dt




 
= + − − 
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The μBat control law is defined as follows: 

(55 ) 

2 2

7

0 13

13
6 6

0

1

1

Bat bat bat
Bat Bat Bat

dc dc

Bat Bat

bat dc

d R R
e

dt x C C

x
c e

L C


  



 


 
= − − 

 

 
+ − 

 

 

Similarly, the signal control converter is obtained in the 

capacitive bank system as follows: 

(56 ) 14 7 7

14

CB CB CB CB CBref

CB CB

d L V R dI
x c e

dt x L L dt

  
= − − − 

 
 

Where, 0<μBat<1 and 0<μCB<1 represent the control law 

used to create a time cycle for the bidirectional converter 

connected to the battery. β0≠0 and c6&7<0 are the gain of 

controller in the controller design, and the μCB is 

employed to generate a time cycle of the bidirectional 

converter connected to the capacitor bank.  

 

3. 4 Excitation Control and Backstepping Valve 
Steam for Synchronous Generator      Applying the 

proposed backstepping control scheme can contribute to 

control the excitation system and steam valve. The 

chosen Lyapunov function, V8, for analyzing the stability 

of the system is as follows: 

(57 ) 
2

8 8

1

2
V e=  

The excitation control input is defined as: 

(58 ) ( )10 5
8 8

A A
c ref t

A A A

x T d T
V V V c e

K K dt K


= − − +  − 

Also, the steam valve position control input is: 

(59 ) 
12 7 6

8 9

0

G G
c

G G r G

T x K x d
P c e

K T R T dt





 
= − − + − + 

 
 

where: 

( ) ( )

11
1 7 8 2 8 8

11 1
3 7 0 7 0

0 0 0

4 8 8

0

, ,

2 2
,

2

T

T T

q q q q

q

T x
c e e c

K T

x D H H d
x x

I I I I dt

H
c e

I

 


  

  




 
= − = − 

 

= − − + − + 

=

 

( )

( ) ( )

5 8 3 8 8

11 1
6 6 0 6 0

0 0 0

,

2 2

d d d do do

q q q q

x x x I T T c e

x D H H d
x x

I I I I dt

 


  

  

  = + − + −

= − − + − + 
 

where, c1-c8 are positive constant parameters and e1-e8 

are error variables.  

 

3. 5. Bidirectional Converter Control between 
Two Sides        If the output power of the DC side is less 

than its power consumption, it is necessary to receive part 

of the required power through the AC side. In this case, 

the converter acts as a rectifier. There are two controlled 

variables: iabc and VDC. Based on Equations (19)-(21), a 

controlling mathematical model can be expressed. First, 

the equations for the rectifier mode are described as 

below: 

(60 ) ( ) , ( )r
r r r

dx
f x g u y h x

dt
= + = 

where, x is the rectifier state vector, ur denotes the 

rectifier control input vector, y represents the rectifier 

output vector, while f and g are smooth vector fields. 

15 7 16

15 1

16 2 7 15 16

317
1 16 1

17

1 11

1 12

, ( ) ,

2

1
0

1
0 ,

0 0

r

r r r

r
sq

sd rdr

r r

sq rqr

R
x x x

Lx f
R

X x f x f x x x
L

fx
u x i

Cx C

L
u uu

g u
u uuL

 
− + 
    
    

= = = − −    
        

− 
 

 
 
 

−   = = =     −    
 
  

 
(61 ) 

The system has two control inputs in this case. Since 

some variables affect the system performance directly, it 

is better to use their effects for the feedback control law. 

The chosen Lyapunov function, V9, for analyzing the 

stability of the system is as follows. 

(62 ) 
2

9 9

1

2
V e=  

Hence, the output is chosen as: 

(63 ) 1 1 2 1,d dcy i y v= = 

The differential equations as well as the inputs and 

outputs are obtained based on Equations (60) and (62). 

The direct relationship between the inputs and outputs is 

easily obtained as below: 

(64 ) 

1

1

2
22

2

r

r r

r

dy

udt
B A

ud y

dt

 
   
  = +  
   
    

(65 ) 

1
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If the AC side output power is less than its power 

consumption, it is necessary to receive part of the 

required power through the AC side. In this case, the 

converter acts as an inverter. Thus, its state-space 

equations are of the second-order and with two inputs. 

( ) ,i
i i i

dx
f x g u

dt
= +  (66 ) 

Here we have: 

(67 ) 

18 7 19
18 1

19 2
7 18 19

2 21

2 22

, ( ) ,

1
0

1
0 , ,

0 0

i

i i

i

sd rdi

r i

sq rqi

R
x x x

x f L
X f x

x f R
x x x

L

L
u uu

g u
u uuL

 
− +    

= = =     
    − −
  

 
 
 

−   = = =     −    
 
  

 

where, usd2, usq2, urd2, urq2, id2, and iq2 denote the inverter 

state electrical parameters. Then, the output is chosen as: 

(68 ) 1 2 2 2, .d qw i w i= =  

Control inputs are displayed as follows: 

(69 ) 
1 13 1 32 11

2 2 41 2 42 2

ref i ii

i ref i i

w k e k e dtu

u w k e k e dt

 − − 
 = 
 − − 
 




 

Figure 6 indicates the nonlinear design diagram of the 

bidirectional converter. 

 
3. 7. Stability Analysis             The stability of a system 

refers to the system’s ability to return back to its steady 

state after disturbance. The stability of isolated hybrid 

microgrids has been of major concern in electrical 

distribution systems. The stability of isolated hybrid 

microgrids determines whether the generation system can 

settle down to a new or original steady state once 

transients disappear. The stability of the distributed  
 

 

 
Figure 6. Nonlinear design diagram of the bidirectional 

converter 

generation system depends on the loading and sudden 

changes in load which can cause the instability. 

Resources are controlled independently by their own 

error. The value of error in each unit is measured by its 

own control system, which tends to zero. Thus, 

practically the sum of the errors of the entire system will 

be equal to zero. In order to analyze the stability of a 

hybrid microgrid, the total energy functions of the system 

must be examined. These functions are as follows: 

5 73 8 9 8 8 9 9

31 32 10 41 42 11( ) ( )

totalV V V V V V e c e c

k k e k k e

= + + + + + +

+ + + +
 (70 ) 

8 95 73 8 8 9 9

31 32 10 41 42 11( ) ( ) 0

totalV V V V V V e c e c

k k e k k e

= + + + + + +

+ + + + 
 (71 ) 

The Vtotal must be negative semi-definite, which is 

calculated as below: 

It can be observed that above equation is negative semi-

definite. Thus, the stability of the entire hybrid microgrid 

system can be guaranteed. In other words, in cause of 

occurrence of a disturbance, the system will remain 

stable after the transition. 

 

 

4. POWER CONTROL ALGORITHM 
 

Power division or control between both sides is 

considered as the most important issue in AC/DC 

combined microgrids. Indeed, all resources, load, and 

bidirectional interface converters between both areas 

should be involved in this management. It is first 

assumed that resources, loads, and converters are 

controlled in a decentralized manner. Thus, a system is 

practically required to distribute the power. Then, if there 

is not enough generation on one side, the power should 

be compensated on the other side, and if the system 

power is not sufficient, the load must be cut off or 

reduced. Figure 7 depicts the power control algorithm. 

This algorithm is compatible with power converters 

connected to power resources by providing reference 

signals. The power equation in such a system is defined 

as below: 

(72 ) w pv loss load ESS transferP P P P P P+ − = + 
 

where, PW, Ppv, Ploss, Pload, PESS, and Ptransfer are the wind 

power, PV power, power loss, load power, energy storage 

resource power, and diesel generator power, respectively. 

Note that load changes on the AC side are practically 

modelled according to the power transmitted from or to 

the DC. The resources use a battery and a capacitor bank 

that can charge and discharge as well as support part of 

the system in different modes. Thus, both resources are 

employed to boost stability and provide an algorithm to 

control power. The predicted modes are as follows: 
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Figure 7. Energy management algorithm 

 

 

1. The power in DC is surplus. 

2. The power in DC is not enough to supply the load. 

3. When the DC system gets disconnected due to fault. 

In the first mode, the power generated by the 

resources on DC is greater than that of the load required 

in this sector. Hence, the surplus power is spent on 

recharging the energy source. The equations on DC are 

as follows. 

(73 ) 

( ) 0transfer load w pv lossP P P P P= − + − 
 

w pv loss load transferP P P P P+ − = 
 

Ptransfer is the power given or taken from the AC. If it is 

negative, it means the power in DC is surplus. In this 

mode, both the distributed resources of generation and 

the energy storage system will share the load demand. 

The surplus power is utilized to charge the energy storage 

source or is sent to the other side. The battery does not 

change until it reaches 80%. In the second mode, the 

power generated by the resources on DC is less than the 

power required by the load in this section. Thus, there is 

a power shortage on this side, which should be supplied 

through an energy storage source from AC. The 

condition for power supply by the storage source is that 

it should be charged. The minimum charging capacity for 

power injection is 20%. The equations on DC are as 

follows.  

(74 ) ( )2 0transfer load w pv lossP P P P P= − + − 
 

In the third mode, AC is separated from DC due to a 

fault or repair. In this case, there is no exchanging power. 

Thus, the DC system should supply the power required 

for this side. If the power is not sufficient to supply the 

load, the storage system will supply at least 20% of the 

load capacity if it is charged; otherwise, the load should 

be cut off. If the power is surplus, the storage system can 

start the charging process for optimal use of the energy, 

where charging continues up to 80%. 

 

 

5. NUMERICAL STUDIES 
 

Figure 8 displays the combined microgrid including AC, 

DC, and DC resources, load, and load bus along with the 

main interface converter between both sides. The AC 

voltage is 600 V and the frequency is 60 Hz, while the 

DC voltage is equal to 400 V. In AC and DC, there are 

potential resources such as wind and PV. The line 

resistance and inductance between the buses are 

considered in AC. In this section, sustainability is 

analyzed on a combined network. Initially, stability 

analysis is performed on a hybrid network. AC and DC 

power output are 3 MW [22].  

As mentioned, this study aims to survey if there is a 

combined network of AC/DC resources and loads that 

can provide their loads for each separate region. 

Meanwhile, both regions of this network are connected 

through a bidirectional interface converter. In addition, 

the system can operate in the network and islanded mode. 

These islands occur on any side. Eigenvalue analysis is 

widely used to evaluate dynamic stability in power 

systems. To find system eigenvalues, system operating 

points must be obtained by load distribution analysis or 

via time domain simulation. The operational points of the 

stable simulation mode are obtained through the 

MATLAB Simulink. Figure 9 indicates the diagram of 

the Eigenvalue of AC/DC microgrid. In addition, the 

eigenvalue of the AC/DC system is shown in Figures 10 

and 11. 

Higher droop values in AC microgrids are required to 

share the appropriate power between resources as well as 

to improve the system transient response. However, a 

higher droop in DC microgrid leads to increase power-

sharing, voltage drop, and stability reduction. The main 

goal is to control and maintain the voltage stability and 

system frequency as fast as possible. The loads on both 

sides should be supplied with a stable voltage and 

frequency. In the islanded mode, the system stability 

should be studied when a fault occurs on the generation 

side or when the load suddenly changes. In case of 

reduction of production or increase of load, power 

exchange occurs in such a way that the network has the 

minimum voltage and frequency changes. Further, the 

stability impact on each side is reduced compared to the 

other side. 

In this study, nonlinear control is used for stability 

analysis in AC/DC hybrid microgrid with bidirectional 

interface converter. To evaluate the performance of this 

model, comparisons between the performance of this 

model and the linear control method proposed by Dheer 

et al. [12] are presented, in different operating scenarios. 
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Some scenarios have been explored to evaluate the 

effectiveness of the proposed control system.  

1) Combined microgrid equilibrium mode, where the 

load power of each side is less than the production 

power; 

2) Changing load and power exchange from AC to DC 

and vice versa; 

Separation of AC side from the DC side. 

In the first scenario, the microgrid is initially operated 

in the islanded mode. In this case, the load power of AC 

and DC is equal to 2.5 and 1 MW, respectively. In the 

first second, the load power of each AC and DC side 

grows by 0.5 MW. The control system of each source 

raises its output power by changing the voltage on the DC 

 

 

 
Figure 8. The diagram of AC/DC microgrid model 

 

 

 
Figure 9. The eigenvalue of hybrid AC/DC microgrid 

 

 

 
Figure 10. The eigenvalue of AC in the hybrid microgrid 

 
Figure 11. The eigenvalue of DC in the hybrid microgrid 

 

 

side as well as the voltage and frequency on the AC side 

to augment the load. Since the generating power capacity 

of each side is equal to 3 MW and the load power to the 

AC and DC side has increased by 3 and 1.5 MW, 

respectively. The load power is supplied by the same side 

sources and will not pass through the power interface 

converter. In this state, the hybrid microgrid is normal 

and the independent control system of each source can 

boost production and supply load on each side.  

For evaluation and better expression of the 

performance, the proposed independent nonlinear control 

method has been compared with the conventional linear 

control method. Figures 12 and 13 depict the AC and DC 

power, respectively. As displayed in the figure, the power 

oscillates in 1 s due to the increase in load and stabilizes 

in less than 0.2 s with the minimum oscillation. Figures 

14 and 15 indicate the AC and DC voltages, respectively. 

The voltage fluctuations generated in 1 shave been 

controlled and it can be seen that the independent 

nonlinear control very well controlled the voltage 

fluctuations at the same time as the load changes. Figure 

16 also reveals the frequency fluctuations per second. 

The power changes in the bidirectional converter in 1s 

are also shown in Figure 17. The power passing through 

the bidirectional converter in this case is zero. The 

comparison of the proposed method and conventional 

linear control suggests that the independent nonlinear 
 

 

 
Figure 12. Production power by AC side sources 
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Figure 13. Production power by DC side sources 

 

 

 
Figure 14. AC bus voltage during load changes 

 

 

 
Figure 15. DC bus voltage during load changes 

 

 

 
Figure 16. AC bus frequency during load changes 

 
Figure 17. The power flow of the bidirectional converter 

 

 

control system has followed the load changes within the 

shortest time and with the minimum fluctuations. 

In the second scenario, to express the efficiency of the 

independent nonlinear control system and to control the 

bidirectional converter, the power exchange challenge 

from AC to DC and vice versa is examined. AC and DC 

side loads are 2.5 and 1 MW, respectively, and the system 

is in equilibrium. Initially, the DC side load power rises 

to 2 to 3.2 MW per second. Since the power capacity of 

each side is equal to 3 MW, the DC side required0.2 MW 

of power to supply the load. To this aim, the interface 

converter must transfer a power equivalent to 0.2 MW 

from AC to DC. The sources on the DC side try to supply 

the load at their maximum capacity. Figures 18 and 19 

depict the AC and DC power output, respectively. 

In 2s to supply power to the DC side, the output power 

of the AC side increases to 2.7 MW. Figure 20 illustrates 

the transfer power of the converter in rectifier mode. 

Also, the AC and DC voltage changes are shown in 

Figures 21 and 22. According to the comparison, the 

fluctuations due to power changes in the interface 

converter and DC and AC side are well controlled by the 

independent nonlinear control system;  compared to 

conventional linear control, the combined microgrid 

system is stable with minimum time and oscillation. 

In the next mode of the second scenario, the AC side 

power grows from 2.5 to 3.5 MW in 2s. DC microgrid 
 

 

 
Figure 18. Production power by AC side sources 
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Figure 19. Production power by DC side sources 

 

 

 
Figure 20. The power flow of the bidirectional converter 

 

 

 
Figure 21. AC bus voltage during load changes 

 

 

 
Figure 22. DC bus voltage during load changes 

power is 1 MW. Since the load power required by the AC 

side is less than the output capacity of that side, the 

interface converter need to be able to transfer 0.5 MW 

from the DC side to the AC. Figures 23 and 24 show the 

power changes on the AC and DC sides, respectively. 

Also, the bidirectional converter operates in the inverter 

mode and transmits a power equivalent to 0.5 MW to AC 

(Figure 25). In addition, voltage changes on both sides 

are shown in Figures 26 and 27. Considering the precise 

performance of independent nonlinear control and its 

comparison with the conventional linear control method, 

it can be stated that changes and power exchange in each 

direction are handled by the proposed control system in 

the shortest time, which ensures system stability . 
 

 

 
Figure 23. Production power by AC side sources 

 

 

 
Figure 24. Production power by DC side sources 

 

 
Figure 25. The power flow of the Bidirectional converter 
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Figure 26. DC bus voltage during load changes 

 

 

 
Figure 27. DC bus voltage during load changes 

 
 

In the third scenario, the bidirectional converter is 

challenged. In 2s, due to repairs or faults in the system, 

the bidirectional converter is taken out of the circuit and 

then returned to the system in 3.5s. Figure 28 reveals the 

power changes in the bidirectional converter. In this case, 

it is assumed that the increase in load on each side is 

controlled and the necessary measures are taken to reduce 

the load. Figures 29 and 30 indicate the AC and DC 

voltage changes; while, Figure 31 depicts the frequency 

changes in 2 and 3.5s. 

In this case, the major fluctuations will be on the 

voltage and frequency of the combined microgrid. This  

 

 

 
Figure 28. The power flow of the bidirectional converter 

 
Figure 29. AC bus voltage during the islanded and 

reconnection mode 

 

 

 
Figure 30. DC bus voltage during the islanded and 

reconnection mode 

 

 

 
Figure 31. AC bus Frequency during the islanded and 

reconnection mode 
 

 

 

is because the two parts are separated and the 

independent nonlinear control system must be able to 

supply the loads on each side as well as keep the system 

voltage plus frequency constant. by comparison, it can be 

seen that the independent nonlinear control system 

follows the changes very accurately. also, by controlling 

the power changes on both ac and dc sides by 

independent controllers, it ensures the stability of the 

voltage and frequency of the combined microgrid . 
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6. CONCLUSION 
 

In this paper, a nonlinear controller was introduced to 

improve the stability of microgrids in islanded mode. In 

the proposed model, AC resources and loads on one side 

were related to DC resources and loads on the other side 

through a bidirectional AC/DC interface converter. Also, 

the hybrid microgrid would maintain its power balance in 

each part and use the other side for the power supply if 

there is unbalancing. In this model, each part, in addition 

to its load, could provide the other side load through a 

bidirectional interface converter. Accordingly, a 

nonlinear controller was used to properly stabilize the AC 

bus frequency and the DC bus voltage proportionate with 

the load changes on both sides. Also, the coordinated 

exchange and optimal regulation of control signals in this 

structure led to improve stability and in turn  improved 

system performance. Here, the control systems existing 

for each source first increased the load deficiency and 

changed  the system power with voltage and frequency 

variations while generating the maximum required 

power. Meanwhile, once changes are received by AC and 

DC buses on both sides of the converter, the control 

system would receive load changes, power shortages or 

faults and act accordingly. In such a system, a central 

converter was responsible for power exchange instead of 

using several converters. In addition, an energy storage 

system was used to improve the stability. With this 

proposed method, voltage and frequency fluctuations 

became stable during the first few cycles. What maintains 

stability in this network has been the correct exchange of 

power between two parts. This is performed by designing 

the bidirectional interface converter control system 

carefully and practically. This nonlinear control system 

ensures system stability. 
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Persian Abstract 

 چکیده 
  DCو    AC  ی ، منابع و بارهایشنهادی. در مدل پدهدارائه می   ی ترکیبی هازشبکه یرثبات    یل و تحل  یه کنترل و تجز  یبرا  یرخطی غ  کنندهکنترل بر    ی مبتن  یدیساختار جد،  مطالعه  ینا

در هر دو  AC / DC تولیدات . شده استاستفاده  AC / DCبار توسط منابع  ینتأم یبرا AC / DC دوطرفهمبدل رابط  یک،  ین در دو طرف مختلف قرار دارند. علاوه بر ا

  DCدر سمت    یستمس   یداریپا  ی برا  یانرژ  یره ذخ  یستم س  یک ،  همچنینکند.    ینمبدل رابط دو طرفه تأم  یق را از طر  یگر بار طرف د  تواندی مطرف مبدل وجود دارد و هر طرف  

ساختار، تبادل هماهنگ و    ینشده است. در ا  یراحط  DCو ولتاژ سمت باس    ACفرکانس سمت باس    یحصح  یم تنظ  یبرا  ریزشبکه  یرخطیغ  کنندهکنترل شده است.  استفاده  

  شکاه  یبرا  یشنهادیکه مدل پ  دهدی منشان    یج. نتاابدیی مبهبود    یستم ، عملکرد سین. بنابراشودی م  یداریکنترل منجر به بهبود پا  یهاگنال ی س  یقدق  یم تنظتوان همراه با    ینهبه

 کارآمد است. یستمس یدارینوسانات و بهبود پا
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A B S T R A C T  
 

 

This paper develops a bi-objective optimization model for the integrated production-distribution 
planning of perishable goods under uncertainty. The first objective seeks to maximize the profit in a 

specific supply chain with three levels: plants, distribution centers, and in the last level, customers. 

Since transportation is one of the major pollution sources in a distribution problem, the second 
objective is to minimize their emission. In the considered problem, the decisions of production, 

location, inventory, and transportation are made in an integrated structure. In developing the demand 

function, the effect of the product freshness and the price is formulated. Besides, to encourage 
customers, three strategies, including perished product return, discount, and credit policies, are 

proposed. Also, robust optimization is utilized to cope with the operational uncertainty of some cost 

parameters. To prove the applicability of this research and the feasibility of the environmental aspect, a 
case study is conducted. Finally, the numerical computations on the case study provide a trade-off 

between the environmental and economic goals and indicate a 37.5 percent increase in the profit using 

the developed model. 

doi: 10.5829/ije.2021.34.07a.21 
 

 
1. INTRODUCTION1 
 
Production and distribution problems play a vital role in 

supply chain management [1]. Many companies are 

seeking to optimize their production and distribution 

planning (PDP) simultaneously and in an integrated 

framework to achieve the highest profit as well as the 

highest satisfaction of customer demand [2]. In this 

article, the first objective aims to maximize the 

production and distribution (P-D) profit considering a 

green supply chain (SC). The considered SC has three 

levels, including plants, distribution centers (DCs), and 

customers, where the manufacturer and the distributor 

make their decisions in an integrated structure. On the 

other hand, the second objective seeks to reduce the 

emission of environmental pollutions. Therefore, we 

develop a multi-period model for the Green PDP 

(GPDP) problem regarding perishable goods.  

 

* Corresponding Author’s Email: mehrabad@iust.ac.ir (M. Saidi-

Mehrabad) 

Perishable goods are damaged and decayed during 

their shelf life [3]. The freshness of a group of 

perishable goods, such as dairy and packaged 

vegetables, decreases during their shelf life, and they 

will be useless after a fixed lifetime [4, 5]. Customers 

decide to buy these goods regarding their most common 

visual cue, i.e., the best-before-date (BBD) [4]. The 

product we study in this paper, denoted by 𝒫, is 

perishable with a specific BBD and a fixed lifetime. The 

more time left until the BBD, the fresher are the 𝒫 

goods, and consequently, the more willing the 

customers are to buy them. Therefore, for 𝒫 goods, 

apart from the price and level of advertisement [6, 7], 

the freshness factor plays a vital role in the demand 

function [4, 8]. In addition to this, in developing the 

demand function, we apply three customer 

encouragement strategies (the return, discount, and 

crediting policies), which distinguishes it from the 

literature. 

Researchers concluded that the effect of integrated 

P-D decisions on the profit would be much more 
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remarkable for perishable goods because they are not 

delivered on time in the non-integrated approach [4]. 

Therefore, the freshness of this product reduces also 

during transportation [9]. Besides, some cost parameters 

in the PDP are uncertain in reality. To deal with the 

uncertainty, robust optimization is applied regarding the 

availability of their interval values. In summary, we 

develop a two-objective robust model for 𝒫 goods’ 

GPDP problem (𝒫 − 𝐺PDP). Also, the augmented 

Epsilon constraint (AEC) method is used to make a 

trade-off between the environmental and economic 

goals. 

The major contributions of our article are 

summarized as follows. First, although many 

researchers studied the PDP problems [2, 10], as far as 

we deeply investigated, no research is found that 

develops a bi-objective multi-period optimization model 

with integrating P-D decisions for a specific 𝒫 product. 

In fact, in addition to maximizing the profit, the 

proposed model also addresses the vital goal of reducing 

environmental impacts. The key motivation for 

developing this model is to get closer to real-world 

conditions. Second, we develop a new demand function 

considering three key factors, including price, 

advertisement, and product freshness, as well as three 

encouraging strategies, including credit period, 

discount, and perished goods return policies. Third, we 

employ robust optimization to cope with the operational 

uncertainty of the cost parameters. After our extensive 

studies, robust optimization has not been used to control 

the uncertainty of 𝒫 − 𝐺PDP specific problem 

parameters. Also, a particular case study is conducted to 

present the industrial application of this study. 

The rest of this research is arranged as follows. 

Section 2 represents a summary of the PDP problem 

background for perishable goods. In section 3, we 

develop the bi-objective optimization model. Section 4 

presents a robust optimization approach. In section 5, 

the method for creating a trade-off between the 

environmental and economic aims is discussed. In 

section 6, the performance of the expanded model is 

examined using a specific case study. Finally, the 

conclusions and future suggestions are presented.  

 

 
2. LITERATURE REVIEW  

 

We reviewed articles related to the 𝒫 − 𝐺PDP. As the 

literature on the PDP problem is very extensive  [11], we 

focused more on providing PDP studies for perishable 

goods. Ahumada and Villalobos [12] presented a model 

for the operational decision-making for producing, 

harvesting, and distributing tomato goods. Their 

operational decisions included packaging, warehousing, 

transportation, as well as multiple harvests. To consider 

the effect of harvest decisions on product quality and 

freshness, they estimated the color change distribution. 

Amorim et al. [4] presented an integrated PDP model 

considering a loose and fixed lifetime for perishable 

goods. Their goals were the minimization of the P-D 

costs and maximization of the delivered product’s shelf 

life. Fahimnia et al. [13] added a PDP model to the 

literature considering a two-level SC. Our model is 

closely similar to that presented by Fahimnia et al. [13] 

in terms of problem dimensions. However, they did not 

consider the effect of perishability and many realities. 

Amorim et al. [14] published a survey on the PDP 

models that had considered perishability. They provided 

a new framework categorizing the models of 

perishability in terms of three criteria: a) Physical 

deterioration, b) authority boundaries, and c) customer 

value. Bilgen and Celebi [15] considered the PDP in a 

multi-site mode in a yogurt production line. Their 

objective function was to maximize profit where pricing 

was dependent on the shelf life. By presenting a review 

study, Diaz et al.  [16] categorized PDP published 

papers according to criteria including production, 

inventory, routing, modeling method, type of objective 

function, and solution method. Makui et al. [17] 

addressed the PDP for goods with a very limited 

expiration date, such as calendars, using postponement 

policy. They employed a robust optimization to cope 

with the uncertainty.   

Fattahi et al. [18] considered a two-level SC in 

which a manufacturer of perishable goods produces and 

distributes its products among several customers. The 

first aim was to reduce production, inventory, and 

distribution costs, while the second goal was to 

minimize lateral transshipment costs such that no 

shortage occurs for the SC. Devapriya et al. [19] 

developed a PDP model concerning perishability in 

which they paid more attention, how to distribute the 

product. Ensafian and Yaghoubi [20] developed an 

integrated model for platelet SC with two types of 

production methods. They took into account the PDP 

and presented a bi-objective robust model, maximizing 

the delivered platelet units’ freshness while minimizing 

the cost. Guarnaschelli et al. [21] considered the PDP 

for a two-level dairy SC. They presented an integrated 

two-stage stochastic model. Biuki et al. [22] modeled a 

specific type of integrated PDP for perishable goods 

with inventory, location, and routing decisions by real-

world data. Liu et al. [23] recently considered the 

integrated PDP in a blood SC containing one supplier 

and some blood centers while the transshipment among 

the blood centers was allowed.   

In the perishability context, Bakker et al. [24] 

reviewed the developments in inventory control and 

distribution of perishable goods. Coelho and Laporte 

[25] reviewed different policies for inventory 

management and reprocessing of perishable goods. 

They analyzed three policies, including fresh-first, old-
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first, and optimized priority. A few years later, Janssen 

et al. [26] completed Bakker et al.’s survey of 

perishable inventory models using key topics. 

Gharehyakheh et al. [27] presented an integrated model 

to minimize transportation costs and CO2 emissions as 

well as maximize product freshness. They addressed a 

routing problem considering shelf life, temperature, and 

energy consumption prediction. Recently, Navazi et al. 

[28] developed a three-objective model to distribute 

perishable goods and gathered the remained perished 

goods for recycling while distributing fresh goods.  

According to our in-depth studies, no article 

considered two-objective optimization to model GPDP 

for perishable goods considering the freshness factor 

and uncertainty. Each new contribution described in 

Section 1 differentiates our research from the literature. 
 
 

3. MATHEMATICAL MODEL  
 

3. 1. Problem Description      This section describes 

our 𝒫 − 𝐺PDP problem for an SC with three levels: 

plants, DCs, and customers. Consider a P-D company 

that has many customers in different locations. The 

company’s first goal is to maximize its profit by 

integrating production, inventory, and distribution 

decisions for product 𝒫. The product flow in the SC 

network is displayed in Figure 1. After identifying 

several potential locations for the DCs, the P-D 

company establishes optimal DCs with different 

capacities. It is not possible to relocate the DCs during 

the planning periods. Also, the plants and customers 

have pre-determined locations. Since transportation is 

one of the major environmental pollution sources, the P-

D company’s second goal is to minimize the 

environmental impact of transportation, regarding the 

vital importance of paying attention to green issues.  

To reduce the risk of perishing, customers are 

looking to buy a product with a longer lifetime. 

However, the P-D company must first increase each 

period’s production by taking into account the relevant 

capacity to minimize setup costs. Second, considering 

the transportation capacity, it must deliver more 

frequently and larger amounts of the product to decrease 

transportation costs. In developing demand function, in 

addition to the effect of price, product freshness, and 

advertisement, we apply three other strategies to attract 

customers and improve market share, including 1) 

Perished product return policy: customers can return 

their purchase at a specific rate, where for each unit of 

the returned product, a salvage value is considered, 2) 

Discount policy: different discounts are considered for 

the product with different shelf lives, 3) Credit policy: 

the P-D company provides a specific credit period 

for the payment deadline. Therefore, under each of these 

policies, a special rate is considered, which is the same 

for different customers. 

 
Figure 1. The three-level SC network for 𝒫 − 𝐺PDP 

 

 

Moreover, the parameters of P-D costs (production 

and transportation) are uncertain, and in the real world, 

the data are available only in interval form. To deal with 

this operational uncertainty, we use Bertsimas and 

Sim’s robust optimization [29]. In general, we look to 

reply to the following inquiries in the considered 𝒫 −
𝐺PDP problem: 1) How to control the inventory level 

and plan the optimum production, such as the 

production periods and lot size? 2) How to determine 

the optimal DCs location and the optimum product flow 

in the network? 3) How much are the advertisement 

costs and customer encouragement strategies? To find 

an answer to these inquiries, we extend a robust 

optimization model to maximize the P-D profit and 

minimize transportation’s environmental impact. 

 

3. 2. Notations        In this sub-section, the notations 

are defined.  
Sets 

ℱ Set of plants, indexing with f 

𝒟 Set of potential DCs, indexing with d 

𝒦 Set of the DCs capacities, indexing with k 

𝒞 Set of customers, indexing with c 

𝒯 Set of periods, indexing with t 

ℋ 
Set of consumable periods for the product, indexing 

with h 

Parameters 

𝑓𝑐𝑓 The fixed cost of setting up plant f in every period 

𝑞𝑐𝑓 Unit production cost in plant f (uncertain: interval) 

𝑓𝑑𝑐𝑑𝑘 
Fixed establishing cost of the DC with capacity k at 

location d  

𝑡𝑐𝑓→𝑑 
Transportation cost between plant f and DC d 

(uncertain: interval) 

𝑡𝑐𝑑→𝑐 
Transportation cost between DC d and customer c 

(uncertain: interval) 
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ℎ𝑐𝑑
ℎ 

Holding cost of each product unit with age h during a 

period in DC d 

𝑐𝑎𝑝𝑓→𝑑 Capacity of each vehicle to travel from plant f to DC d 

𝑐𝑎𝑝𝑑→𝑐 
Capacity of each vehicle to travel from DC d to 

customer c 

𝑒𝑓→𝑑 
Environmental effects (CO2 production) caused by 

each vehicle traveling from plant f to DC d 

𝑒𝑑→𝑐 
Environmental effects (CO2 production) caused by 

each vehicle traveling from DC d to customer c 

𝑐𝑎𝑝𝑓 The capacity of production in plant f in every period 

𝑐𝑎𝑝𝑘 
The capacity of storing the product in a DC with 

capacity k 

𝑑𝑒𝑚𝑐 Nominal demand of customer c for the fresh product 

𝑝𝑟 Unit selling price for the fresh product 

Ω Cost of considering an entire credit for customers 

Ψ Salvage value for each unit perished product 

Variables 

𝑄𝑓𝑡 Production amount for plant f in the period t 

𝑠𝑧𝑓𝑡  1, if plant f is set up in the period t; 0, otherwise  

𝑑𝑧𝑑𝑘 
1, if a specific DC with capacity k is established at 

location d; 0, otherwise  

𝐴 Marketing cost 

𝑓𝑤𝑡
𝑓→𝑑

 
The flow of the goods from plant f to DC d for 

period t 

𝑓𝑤ℎ𝑡
𝑑→𝑐 

The flow of the goods with shelf life h from DC d to 

customer c for period t 

𝐼𝑑𝑡
ℎ  

Product inventory with shelf life h in DC d for 

period t 

𝑠1
ℎ The return rate of the sold product with age h  

𝑠2
ℎ The discount rate of the sold product with age h  

𝑠3
ℎ Credit rate of the sold product with age h 

𝑟𝑐𝑡 
The amount of product returned from customer c for 

period t 

𝜋𝑃𝐷 The total profit 

𝐸𝑃𝐷 
The total amount of environmental effects (CO2 

production resulted from transportation) 

 

3. 3. Problem Modeling       In this sub-section, we 

first develop the new demand function affected by price, 

product freshness, advertisement, and the 

encouragement strategies. Then, based on this demand 

function, we develop a bi-objective optimization model 

to maximize the P-D Company’s profitability and 

minimize the environmental impacts.  

 

3. 3. 1. Development of Demand Function       
According to previous research, the potential demand 

depends on price as stated in Equation (1) [7, 30, 31]:  

𝔇(𝑝𝑟) = 𝒷(1 − 𝛼. 𝑝𝑟)
1
𝜐 (1) 

where 𝒷 is the fresh goods’ demand at the lowest price, 

and 𝛼 and 𝜐 are non-negative parameters that indicate 

the price elasticity of demand (𝑝𝑟 ≤
1

𝛼
). Now suppose 

that the amount of demand 𝔇(𝑝𝑟) in Equation (1) needs 

the advertisement cost 𝒜. To include the impact of 

advertisement into the demand function, Equation (2) is 

obtained: 

𝔇(𝑝𝑟, 𝐴) = 𝔇(𝑝𝑟). (1 −
𝒜−𝐴

𝒜
) =  𝒷(1 − 𝛼. 𝑝𝑟)

1

𝜐. (
𝐴

𝒜
)  (2) 

where 1 −
𝒜−𝐴

𝒜
 shows the demand reduction factor due 

to inadequate advertisement. 

𝔇(𝑝𝑟, 𝐴) is the demand function for fresh goods 

(ℎ = 1 ∈ ℋ). Besides, if demand decreases linearly due 

to the lack of product freshness, the maximum market 

share is as Equation (3): 

𝒮ℎ(𝑝𝑟, 𝐴) = {
𝜂.𝔇(𝑝𝑟, 𝐴)    ∀ℎ ∈ ℋ

     0                      ∀ ℎ > |ℋ|
  (3) 

where 𝜂 = 1 −
ℎ−1

|ℋ|
 is the freshness factor, i.e., the ratio 

of the remaining product shelf life. 

It is evident that 𝒮ℎ(𝑝𝑟, 𝐴) < 𝔇(𝑝𝑟, 𝐴)  ∀ℎ ∈
ℋ\{1}. In fact, due to the lack of product freshness, 

some potential demand (𝐿𝑆 = 𝔇(𝑝𝑟, 𝐴) − 𝒮ℎ(𝑝𝑟, 𝐴)) is 
lost, which is compensated as much as possible by using 

customer encouragement strategies. 

The customer encouragement strategies (the credit, 

return, discount policies) are applied to demand function 

and, accordingly, to the amount of supply. Equation (4) 

presents the suggested demand function as a result of 

these policies: 

𝔇ℎ(𝑝𝑟, 𝐴, 𝑠1, 𝑠2, 𝑠3) =
𝜂

1−(𝑠1+𝑠2+𝑠3)
. 𝔇(𝑝𝑟, 𝐴) =

|ℋ|+1−ℎ

|ℋ|(1−(𝑠1+𝑠2+𝑠3))
. 𝒷(1 − 𝛼. 𝑝𝑟)

1

𝜐. (
𝐴

𝒜
)     ∀ ℎ ∈ ℋ  

(4) 

where 
𝜂

1−(𝑠1+𝑠2+𝑠3)
=

|ℋ|+1−ℎ

|ℋ|(1−(𝑠1+𝑠2+𝑠3))
 is the adjustment 

coefficient of potential demand (𝔇(𝑝𝑟, 𝐴)) regarding 

the four key elements of the freshness (𝜂), return (𝑠1), 

discount (𝑠2) and crediting (𝑠3) rates (0 ≤ 𝑠1 + 𝑠2 +
𝑠3 < 1). After applying the policies, it is concluded that 

𝔇ℎ(𝑝𝑟, 𝐴, 𝑠1, 𝑠2, 𝑠3) ≥ 𝜂.𝔇(𝑝𝑟, 𝐴). Now if 

𝒮ℎ(𝑝𝑟, 𝐴, 𝑠1, 𝑠2, 𝑠3) is the maximum market share with 

applying the encouragement strategies, it will be clear 

that 𝒮ℎ(𝑝𝑟, 𝐴, 𝑠1, 𝑠2, 𝑠3) ≤ 𝔇ℎ(𝑝𝑟, 𝐴, 𝑠1, 𝑠2, 𝑠3). Thus, if 

𝐿𝑆 < 𝔇ℎ(𝑝𝑟, 𝐴, 𝑠1, 𝑠2, 𝑠3) − 𝜂.𝔇(𝑝𝑟, 𝐴), not only lost 

sales in the current period are compensated, but it is also 

possible to supply some demand of the subsequent 

periods. In this case, regarding the encouragements, the 

customer will be more inclined to purchase and stock 

for the future. 

Consequently, in every period of production and 

supply, the maximum demand/sale for the product with 

shelf life h is 
|ℋ|+1−ℎ

|ℋ|(1−(𝑠1+𝑠2+𝑠3))
. 𝔇(𝑝𝑟, A) =

|ℋ|+1−ℎ

|ℋ|(1−(𝑠1+𝑠2+𝑠3))
. 𝒷(1 − 𝛼. 𝑝𝑟)

1

𝜐. (
𝐴

𝒜
). 

 

3. 3. 2. Proposed Formulation       After defining the 

demand function, the objective functions are presented 

as follows: 
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𝒎𝒂𝒙𝜋𝑃𝐷 =

𝑝𝑟. ∑ ∑ ∑ ∑ 𝑓𝑤ℎ𝑡
𝑑→𝑐

𝑡∈𝒯ℎ∈ℋ𝑐∈𝒞𝑑∈𝒟 −

([∑ ∑ 𝑓𝑐𝑓 . 𝑠𝑧𝑓𝑡𝑡∈𝒯𝑓∈ℱ ] +

[∑ ∑ 𝑞𝑐𝑓 . 𝑄𝑓𝑡𝑡∈𝒯𝑓∈ℱ ] +
[∑ ∑ 𝑓𝑑𝑐𝑑𝑘 . 𝑑𝑧𝑑𝑘𝑘∈𝒦𝑑∈𝒟 ] +

[∑ ∑ ∑ ℎ𝑐𝑑
ℎ . 𝐼𝑑𝑡

ℎ
𝑡∈𝒯ℎ∈ℋ𝑑∈𝒟 ] +

[∑ ∑ ∑ 𝑡𝑐𝑓→𝑑 ⌈
𝑓𝑤𝑡

𝑓→𝑑

𝑐𝑎𝑝𝑓→𝑑
⌉𝑡∈𝒯𝑑∈𝒟𝑓∈ℱ +

∑ ∑ ∑ ∑ 𝑡𝑐𝑑→𝑐 ⌈
𝑓𝑤ℎ𝑡

𝑑→𝑐

𝑐𝑎𝑝𝑑→𝑐
⌉𝑡∈𝒯ℎ∈ℋ𝑐∈𝒞𝑑∈𝒟 ] +

[∑ ∑ ∑ ∑ (𝑠2
ℎ. 𝑝𝑟 +𝑡∈𝒯ℎ∈ℋ𝑐∈𝒞𝑑∈𝒟

𝛺. 𝑠3
ℎ)𝑓𝑤ℎ𝑡

𝑑→𝑐] + [∑ ∑ (𝑝𝑟 − 𝛹)𝑟𝑐𝑡𝑡∈𝒯𝑐∈𝒞 ] +

[𝐴])  

(5) 

𝒎𝒊𝒏  𝐸𝑃𝐷 =

[∑ ∑ ∑ 𝑒𝑓→𝑑 ⌈
𝑓𝑤𝑡

𝑓→𝑑

𝑐𝑎𝑝𝑓→𝑑
⌉𝑡∈𝒯𝑑∈𝒟𝑓∈ℱ +

∑ ∑ ∑ ∑ 𝑒𝑑→𝑐 ⌈
𝑓𝑤ℎ𝑡

𝑑→𝑐

𝑐𝑎𝑝𝑑→𝑐
⌉𝑡∈𝒯ℎ∈ℋ𝑐∈𝒞𝑑∈𝒟 ]  

(6) 

Equation (5) shows the objective function of profit 

maximization for the P-D company. Its first section is 

the income from the sale of the product. The second 

section shows the total costs, including nine 

subsections. The first one is the setup cost for the plants. 

The second one addresses the variable cost of 

production. The third one shows the fixed cost for 

establishing the DCs. In the fourth subsection, the 

inventory cost is calculated.  Subsections 5 and 6 are the 

costs of transporting the product. ⌈
𝑓𝑤𝑡

𝑓→𝑑

𝑐𝑎𝑝𝑓→𝑑
⌉ and ⌈

𝑓𝑤ℎ𝑡
𝑑→𝑐

𝑐𝑎𝑝𝑑→𝑐
⌉ 

are the number of vehicles for transporting from a 

specific plant to the DCs and then to the customers. The 

expressions ⌈
𝑓𝑤𝑡

𝑓→𝑑

𝑐𝑎𝑝𝑓→𝑑
⌉ and ⌈

𝑓𝑤ℎ𝑡
𝑑→𝑐

𝑐𝑎𝑝𝑑→𝑐
⌉ are linearized 

according to Equations (7) and (8). 

{
 
 

 
 𝑛𝑡

𝑓→𝑑
≥
𝑓𝑤𝑡

𝑓→𝑑

𝑐𝑎𝑝𝑓→𝑑

𝑛𝑡
𝑓→𝑑

<
𝑓𝑤𝑡

𝑓→𝑑

𝑐𝑎𝑝𝑓→𝑑
+ 1

𝑛𝑓→𝑑 ∈ ℤ+

 (7) 

{
  
 

  
 𝑛𝑡

𝑑→𝑐 ≥ ∑
𝑓𝑤ℎ𝑡

𝑑→𝑐

𝑐𝑎𝑝𝑑→𝑐
ℎ∈ℋ

𝑛𝑡
𝑑→𝑐 < ∑

𝑓𝑤ℎ𝑡
𝑑→𝑐

𝑐𝑎𝑝𝑑→𝑐
ℎ∈ℋ

+ 1

𝑛𝑡
𝑑→𝑐 ∈ ℤ+

 (8) 

Subsection 7 is the costs of applying discount and credit 

policies to customers. In the eighth subsection, the cost 

resulted from the product return policy is subtracted, 

and the salvage value of the perished goods is added to 

the profit. Finally, the ninth subsection shows the cost 

of advertisement. Equation (6) shows the second 

objective function, minimizing the environmental 

effects of transportation. In the following, the 

constraints of the developed model are given: 

∑ 𝑓𝑤ℎ𝑡
𝑑→𝑐

𝑑∈𝒟 =
|ℋ|+1−ℎ

|ℋ|(1−(𝑠1
ℎ+𝑠2

ℎ+𝑠3
ℎ))
. 𝑑𝑒𝑚𝑐(1 −

𝛼. 𝑝𝑟)
1

𝜐. (
𝐴

𝒜
)   ∀ 𝑐 ∈ 𝒞, ℎ ∈ ℋ, 𝑡 ∈ 𝒯  

(9) 

𝑄𝑓𝑡 ≤ 𝑐𝑎𝑝𝑓. 𝑠𝑧𝑓𝑡   ∀ 𝑓 ∈ ℱ, 𝑡 ∈ 𝒯 (10) 

𝑄𝑓𝑡 = ∑ 𝑓𝑤𝑡
𝑓→𝑑

𝑑∈𝒟     ∀ 𝑓 ∈ ℱ, 𝑡 ∈ 𝒯  (11) 

𝐼𝑑𝑡
ℎ = ∑ 𝑓𝑤𝑡

𝑓→𝑑
𝑓∈ℱ − ∑ 𝑓𝑤ℎ𝑡

𝑑→𝑐
𝑐∈𝒞     ∀ 𝑑 ∈ 𝒟, 𝑡 ∈

𝒯 , ℎ = 1  
(12) 

𝐼𝑑𝑡
ℎ = 𝐼𝑑𝑡−1

ℎ−1 − ∑ 𝑓𝑤ℎ𝑡
𝑑→𝑐

𝑐∈𝒞   ∀ 𝑑 ∈ 𝒟, 𝑡 ∈ 𝒯, ℎ ∈
ℋ\{1}  

(13) 

∑ 𝑓𝑤𝑡
𝑓→𝑑

𝑓∈ℱ ≤ ∑ 𝑐𝑎𝑝𝑘 . 𝑑𝑧𝑑𝑘𝑘∈𝒦   ∀ 𝑑 ∈ 𝒟, 𝑡 ∈ 𝒯  (14) 

∑ 𝐼𝑑𝑡
ℎ

ℎ∈ℋ ≤ ∑ 𝑐𝑎𝑝𝑘. 𝑑𝑧𝑑𝑘𝑘∈𝒦   ∀ 𝑑 ∈ 𝒟, 𝑡 ∈ 𝒯  (15) 

{
𝐴,𝑄𝑓𝑡 , 𝑓𝑤𝑡

𝑓→𝑑
, 𝑓𝑤ℎ𝑡

𝑑→𝑐 , 𝐼𝑑𝑡
ℎ , 𝑠1

ℎ, 𝑠2
ℎ, 𝑠3

ℎ, 𝑟𝑐𝑡 ≥ 0

𝑠𝑧𝑓𝑡 , 𝑑𝑧𝑑𝑘 ∈ {0,1}
  (16) 

Equation (9), is based on the developed demand 

function, shows the maximum demand/sale of goods 

with shelf life h in each period. In Equation (10), subject 

to the plant setup, the maximum production in each 

plant is restricted to its capacity. Equation (11) is an 

equilibrium constraint for each plant’s production 

amount and the supply amount to the DCs. According to 

Equation (12), the inventory for a quite fresh product 

(ℎ = 1) in every DC is equal to the amount taken from 

the plants minus the supply to the customers. Equation 

(13) relates to the inventory of non-fresh goods. In 

Equation (14), subject to a DC’s establishment, the 

transportation amount from the plants to the DC is 

limited to its capacity. Equation (15) refers to the 

bounded capacity of the Dcs to store goods with 

different shelf life. Finally, Equation (16) describes the 

range of the decision variables. 

 

 
4. UNCERTAINTY CONTROL  
 

In our problem, the parameters of production and 

transportation costs have constraint-wise uncertainty 

and are considered as an interval. Some other 

parameters may also be uncertain. However, we assume 

that some of them, such as the demand, are in the worst-

case situation. Besides, the uncertainty of the other 

parameters, such as capacity, is not to the extent to be 

considered; thus, we assume their uncertainty is 

negligible. In this paper, Bertsimas and Sim (B&S) 

method [29] is used to achieve solution robustness. The 
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B&S method is employed because it works right for the 

constraint-wise uncertainty, and it can control the 

conservatism level. Some researchers used this method 

to deal with this kind of operational uncertainty, as well 

[32]. To explain the B&S method, first consider the 

following optimization model in general: 

𝑚𝑖𝑛
𝑥
∑𝑎0𝑗𝑥𝑗
𝑗∈𝐽

 𝑠. 𝑡.  𝐴𝑥 ≤ 𝑏 (17) 

where 𝑎0𝑗 are uncertain parameters. Based on robust 

programming (RP), the above optimization problem is 

solved under uncertainty in such a way that the solution 

will always be feasible, and the amount of the objective 

function is optimal in the strict case [33]–[35]. 

Therefore, if the uncertain parameters are assumed to be 

as a0j ∈ [a0j
L , a0j

U ], then the robust counterpart (RC) of 

the above uncertain model is as follows: 

min 
x

max
a0j∈[a0j

L ,aoj
U ]
{∑ a0jxjj∈J }   s. t.   Ax ≤ b  

(18) 

If we consider the nominal value of the parameter as 

a0j̅̅̅̅ =
a0j
L +a0j

U

2
 and the deviation of each parameter from 

the nominal value as a0ĵ = a0j
U − a0j̅̅̅̅ , in an RP approach 

proposed by B&S [29], the conservatism level is 

controlled by defining a parameter 0 ≤ Γ ≤ |J| and 

presenting a new RC. Then, the RC of the above 

objective function is as follows: 
min
𝑥: Ax≤b

t

𝑠. 𝑡.
  ∑ a0j̅̅ ̅̅ xjj∈J + 

 max
{S∪{t}|S⊆J,|S|=⌊Γ⌋ ,t∈S\J} 

{
∑ a0ĵ|xj|j∈S +

( Γ − ⌊Γ⌋)a0t̂|xt| 
} ≤ t

  (19) 

In the B&S article, based on the strong duality 

theorem, it is proved that the above model is equivalent 

to the following linear model. It should be explained 

that the considered problem meets the condition of 

having non-negative decision variables. 

min
𝑥: Ax≤b

t

𝑠. 𝑡.
∑ a0j̅̅ ̅̅ xjj∈J +  Γ. q0 + ∑ p0jj∈J ≤ t 

q0 + p0j ≥ a0ĵxj   ∀j ∈ J  

q0, pi0 ≥ 0 ∀j ∈ J  
  

  (20) 

In the above robust model, known as the B&S 

method, if Γ = 0, only the nominal values of the 

parameters are considered. In this case, the 

conservatism is very insignificant due to ignoring the 

parameters perturbation. The more Γ → |𝐽|, the more 

conservative the model. 

Regarding the uncertainty of the unit production cost 

in plant f (𝑞𝑐𝑓), transportation cost between plant f and 

DC d (𝑡𝑐𝑓→𝑑), and transportation cost between DC d 

and customer c (𝑡𝑐𝑑→c), uncertain quantities are 

replaced with the production and transportation costs in 

the objective function. Also, Equation (21) is added to 

the optimization problem. 

𝜃 ≥  ∑ ∑ 𝑞𝑐𝑓 . 𝑄𝑓𝑡𝑡∈𝒯𝑓∈ℱ +

∑ ∑ ∑ 𝑡𝑐𝑓→𝑑𝑛𝑡
𝑓→𝑑

𝑡∈𝒯𝑑∈𝒟𝑓∈ℱ +

∑ ∑ ∑ 𝑡𝑐𝑑→𝑐𝑛𝑡
𝑑→𝑐

𝑡∈𝒯𝑐∈𝒞𝑑∈𝒟   

(21) 

Finally, regarding the general form (20), the robust 

counterpart of the above equations replaces. 

 

 

5. TRADE-OFF OBJECTIVE FUNCTIONS 
 

To solve two/multi-objective optimization problems 

(MODM), various approaches were proposed, including 

the weighted sum method (WSM), Epsilon constraint 

(EC), augmented Epsilon constraint (AEC), goal 

programming (GP), and lexicographic (Lex). The 

general MODM problem is formulated as model (22). 

{
𝑀𝑖𝑛 ( 𝑓1(𝑥), 𝑓2(𝑥), … , 𝑓𝑛(𝑥))

𝑥 ∈ 𝑋
  (22) 

Suppose the first goal is the main goal, and the other 

objectives are restricted to a higher bound and are 

applied as the constraints of the problem. If the EC 

method is used, the following single-objective model is 

obtained: 

{
𝑀𝑖𝑛  𝑓1(𝑥)

𝑓𝑖(𝑥) ≤ 𝜀𝑖  𝑖 = 2,3, . . , 𝑛
𝑥 ∈ 𝑋

  (23) 

where the second to nth targets are limited to the 

maximum value of 𝜀𝑖. In model (23), different solutions 

are achieved by changing the values of 𝜀𝑖, which may 

fail to be efficient. By partially amending model (23), 

known as the AEC method, the mentioned demerit can 

be solved. To better implement the AEC method, the 

appropriate initial range of 𝜀𝑖 can be obtained from Lex 

[36]. In the AEC method, first, a suitable range of 𝜀𝑖 
changes must be determined. Then, for different values 

of 𝜀𝑖, the Pareto front must be obtained. The AEC 

model is as follows: 

{

𝑀𝑖𝑛  𝑓1(𝑥) − ∑ 𝜙𝑖𝑠𝑖
𝑛
𝑖=2

𝑓𝑖(𝑥) + 𝑠𝑖 = 𝜀𝑖  𝑖 = 2,3, . . , 𝑛
𝑥 ∈ 𝑋
𝑠𝑖 ≥ 0

  (24) 

where 𝑠𝑖 is a non-negative variable for slack, and 𝜙𝑖 is a 

parameter for normalizing the first objective function 

value relative to objective 𝑖 (𝜙𝑖 =
𝑅(𝑓1)

𝑅(𝑓𝑖)
). In the proposed 

AEC method, we first set the range 𝜀𝑖 ∈
[Min(fi),Max(fi)] based on the Lex method for the 

objectives, and after setting 𝜀𝑖, we solve the proposed 

robust model. Therefore, the final robust and single-

objective model is as follows: 
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  𝐦𝐚𝐱𝜋𝑃𝐷 = 𝑝𝑟. ∑ ∑ ∑ ∑ 𝑓𝑤ℎ𝑡
𝑑→𝑐

𝑡∈𝒯ℎ∈ℋ𝑐∈𝒞𝑑∈𝒟 −

(

 
 
 

[∑ ∑ 𝑓𝑐𝑓 . 𝑠𝑧𝑓𝑡𝑡∈𝒯𝑓∈ℱ ] +

[∑ ∑ 𝑓𝑑𝑐𝑑𝑘 . 𝑑𝑧𝑑𝑘𝑘∈𝒦𝑑∈𝒟 ] +

[∑ ∑ ∑ ℎ𝑐𝑑
ℎ . 𝐼𝑑𝑡

ℎ
𝑡∈𝒯ℎ∈ℋ𝑑∈𝒟 ] +

[∑ ∑ ∑ ∑ (𝑠2
ℎ. 𝑝𝑟 + Ω. 𝑠3

ℎ)𝑓𝑤ℎ𝑡
𝑑→𝑐

𝑡∈𝒯ℎ∈ℋ𝑐∈𝒞𝑑∈𝒟 ] +

[∑ ∑ (𝑝𝑟 − Ψ)𝑟𝑐𝑡𝑡∈𝒯𝑐∈𝒞 ] + [𝐴] + 𝜃 + ϕ.w )

 
 
 

𝑠. 𝑡.

  (25) 

  

[
∑ ∑ ∑ 𝑒𝑓→𝑑 ⌈

𝑓𝑤𝑡
𝑓→𝑑

𝑐𝑎𝑝𝑓→𝑑
⌉𝑡∈𝒯𝑑∈𝒟𝑓∈ℱ +

∑ ∑ ∑ ∑ 𝑒𝑑→𝑐 ⌈
𝑓𝑤ℎ𝑡

𝑑→𝑐

𝑐𝑎𝑝𝑑→𝑐
⌉𝑡∈𝒯ℎ∈ℋ𝑐∈𝒞𝑑∈𝒟

] +

𝑤 = 𝜀 (𝐶𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑛𝑔 𝑡𝑜 𝐸𝑃𝐷)

𝑅𝐶 (

 𝜃 ≥  ∑ ∑ 𝑞𝑐𝑓 . 𝑄𝑓𝑡𝑡∈𝒯𝑓∈ℱ +

∑ ∑ ∑ 𝑡𝑐𝑓→𝑑𝑛𝑡
𝑓→𝑑

𝑡∈𝒯𝑑∈𝒟𝑓∈ℱ +

∑ ∑ ∑ 𝑡𝑐𝑑→𝑐𝑛𝑡
𝑑→𝑐

𝑡∈𝒯𝑐∈𝒞𝑑∈𝒟

)

x ∈ X
𝑤 ≥ 0

  (26) 

where x ∈ X represents all the constraints of the 

developed model in the previous sections. In the next 

section, model (25) is run for a case study to evaluate 

and analyze the developed model’s output. 

 

 

6. NUMERICAL RESULTS 
 

In this section, a case study is carried out to prove the 

extended model’s applicability. It should be noted that 

we used GAMS software to implement the model. 

 

6. 1. Case Study       Saida Company in Isfahan is a 

manufacturer and distributor of ready-to-eat foodstuffs 

as perishable goods. The company’s plants are located 

on Isfahan’s outskirts, and the company does not have 

DCs inside the city. Therefore, to distribute its 

perishable goods inside the city, it requires establishing 

DCs in appropriate locations and pursuing its PDP in an 

integrated manner. By investigating the sales amount 

and longevity of the goods, we concluded that 

optimizing the P-D decisions of one certain product, 

lettuce, is more important at present. In the following, 

we name Saida Company as S company. The price and 

freshness of lettuce have a notable effect on sales. S 

company applies the three proposed strategies to 

increase its market share.  

S company has established two plants (ℱ = {1,2}) 
located outside the city of Isfahan. After meetings with 

the managers, it was concluded that the number of 

candidate locations for the DCs is 12 locations (𝒟 =
{1,2, … ,12}) with three types of capacity (𝒦 = {1,2,3}). 
The capacity of these DCs is 1500, 750, and 500, 

respectively. According to the clustering, customers are 

centralized in 20 points of the city (𝒞 = {1,2, … ,20}). 
The product has a shelf life of 4 days (ℋ = {1,2,… ,4}) 

and the P-D decisions are made in a 30-day cycle (𝒯 =
{1,2, … ,30}). S company gives each unit of the product 

at a price of 120,000 Rials to the market. To facilitate 

calculations, we consider each unit’s price equal to 

12,000 Tomans and express every thousand Tomans as 

a unit in all the income and costs. 

 

6. 2. Result Analysis        
6. 2. 1. Determining the Pareto Front and the Best 
Solution          After running the developed robust 

model, the Pareto optimal solutions are obtained 

regarding the model’s objectives and the used trade-off. 

Given the uncertainty of some cost parameters and the 

robust approach, we assume that Γ = 6800. We should 

note that the sensitivity analysis on the amount and how 

to adjust this parameter is presented in the following 

subsections.  

Table 1 shows the corresponding payoff matrix. The 

Pareto front is also obtained, as shown in Figure 2. 

According to Figure 2, as the second objective, i.e., the 

minimization of the environmental impacts, gets worse, 

the first objective, i.e., the profit, improves. In other 

words, to the extent that an increase in greenhouse gas 

emissions is allowed (the second goal gets worse), there 

is much more profit. But from a specific value onwards, 

although the second objective worsens, not much profit 

is made for the first objective. Therefore, that point 

would be a practical solution for reporting to the 

management. Consequently, we select the Pareto 

solution of 110,000 and 9,050 units, respectively, for the 

first and second objectives and present the subsequent 

analysis based on this solution. 
 

 

TABLE 1. The payoff matrix 

 𝝅𝑷𝑫 𝑬𝑷𝑫 

𝝅𝑷𝑫  112,300 67,000 

𝑬𝑷𝑫  10,000 8,150 

 

 

 
Figure 2. The Pareto front 
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In the following, some of the most important outputs 

of the robust model are reported based on Pareto’s best-

selected solution. The optimal amount of advertisement 

costs is 43,940 units. The optimal amount of production 

in the first seven periods is given in Table 2. Table 3 

reports the optimal rates. Because only the perished 

goods are accepted for return, the return rate on the 

fourth day of a product age is obtained ten percent 

(𝑠1
4 = 0.1).  

After receiving the location result, it is determined 

that four DCs out of 12 potential locations will be 

established in the optimal solution. The location of the 

activated DCs is shown in Figure 3. One large-capacity 

DC, two medium-capacity DCs, and one small-capacity 

DC should be established. Additionally, the S 

company’s profit in the best-selected solution is 110,000 

units, 30,000 units more than when it does not use our 

integrated GPDP model. 

 

6. 2. 2. Robustness and Conservatism Analysis       
We analyzed model robustness and how to adjust the 

conservatism coefficient (Γ). For this purpose, the 

conservatism coefficient value has changed from the 

maximum to minimum, and it is assumed that the value 

of the first objective, i.e., the profit, is considered. 

According to the uncertain parameters and their 

dimensions, the maximum value for Γ is 7,980, 

indicating that the uncertainty of the parameters is 

completely controlled. When one hundred percent 

conservatism is applied, the profit will be at its lowest 

value. As the conservatism decreases, the profit 

definitely increases. Figure 4 shows the changes in the 

profit over the percentage changes in conservatism. The 

percentage of conservatism is actually the percentage of 

uncertainty that is controlled. This figure illustrates well 

the effect of conservatism on the profit. In fact, by 

reducing the conservatism from the specified amount 

onwards, there is no significant profit increase. 

Therefore, that point is a proper solution to the 

conservatism coefficient we considered in the previous 

subsections. 
 
 

TABLE 2. The optimal amount of production in the first week 

f t 1 2 3 4 5 6 7 

1 2000 1500 0 1000 2000 1500 0 

2 1500 1000 0 0 1500 0 0 

 

 

TABLE 3. The optimal discount and credit rates 

h 𝒔𝟐
𝒉 𝒔𝟑

𝒉 

1 0 0 

2 0.1 0.05 

3 0.2 0.1 

4 0.45 0.25 

 
Figure 3. The established DCs 

 

 

 
Figure 4. The profit changes affected by the conservatism 

 

 

6. 3. Sensitivity Analysis        
6. 3. 1. The Encouragement Strategies and P-D 
Parameters       We analyzed the effect of unit 

production, transportation, setup costs and the impact of 

applying the encouragement strategies on the profit. In 

Figure 5, the profit decreases due to the rise in the unit 

production cost. Figure 6 shows an almost linear decline 

in the profit as the transportation costs increased. 

Finally, Figure 7 shows the trend of declining profit in 

exchange for an increase in fixed setup costs, which has 

less effect on the profit than does the unit production 

cost. Besides, in Figure 8, it is seen that the profit 

increases by considering each of the proposed strategies. 

The maximum profit is obtained when all three 

encouragement strategies were applied.  

 

6. 3. 2. The Demand Function        In addition to 

previous sensitivity analysis, we investigate here the 

impact of some parameters from the developed demand 

function, i.e., 𝛼, 𝜐, and 𝒷, on the potential demand and 

supply, income, and the encouragement strategies.  

Figures 9, 10, and 11 analyze the change in the 

coefficients 𝛼 and 𝜐 and parameter 𝒷. 
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Figure 5. The impact of the unit production cost changes 

 

 

 
Figure 6. The impact of the transportation cost changes 

 

 

 
Figure 7. The impact of the setup cost changes 

 

 

Considering Figure 9a, the potential demand and the 

supply decrease by an increase in 𝛼. From 𝛼 = 0.14 

onwards, step by step, S company meets the potential 

demand. Figure 9b depicts an increase in the potential 

demand and the supply as 𝜐 increases. The growing 

trend for the supply continues to the point that S 

company fails to supply more due to its limited 

capacity. Indeed, from roughly 𝜐 = 1, S company 

cannot follow the potential demand. From Figure 9c, it 

is seen that the potential demand has an increasing 

linear trend by an increase in 𝒷 and the supply goes up, 

as well. It can be understood that S company fails to 

meet the potential demand from 𝒷 = 168,000 onwards.  

 

 

 
Figure 8. The impact of the proposed strategies on the profit 

 

 

 

 

 
Figure 9. The analysis of 𝛼, 𝜐, and 𝒷 on the demand/supply 
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Figure 10. The analysis of 𝛼, 𝜐, and 𝒷 on the income 

 

 

 

 

 
Figure 11. The analysis of 𝛼, 𝜐, and 𝒷 on the strategies 

 

 

Figure 10a shows the downtrend of the income for 

an increase in 𝛼. Figures 10b and 10c show the 

increasing trend of the income by an increase in 𝜐 and 

the parameter 𝒷, respectively. Figure 11a indicates that 

the encouragement strategies have a rising trend by an 

increase in 𝛼. Indeed, the encouragement strategies 

must compensate for the decreased potential demand 

observed in Figure 9a. As demonstrated in Figure 11b, 

the amount of encouragement strategies goes down 

when coefficient 𝜐 is increased. As the potential demand 

has an increasing manner with the rise in 𝜐, the 

encouragement strategies are not required to be 

increased. For the same reason, in Figure 11c, the 

encouragement strategies show a reducing trend in 

exchange for the rise in parameter 𝒷. 
 

 

7. CONCLUSIONS 
 

In this work, we focused on a bi-objective P-D 

optimization problem for perishable goods under 

uncertainty. The first goal was to maximize the P-D 

company’s profit in an SC with three levels: plants, 

DCs, and customers. After considering the economic 

dimension, regarding the importance of green issues in 

distribution problems, the second goal was to minimize 

the environmental impact. In fact, for the P-D company, 

which owns its plants and DCs, we pursued the 

optimum solution for its location, inventory, production, 

and distribution problems. To make a trade-off between 

the environmental and economic goals and obtain the 

Pareto front, we used the augmented Epsilon constraint 

method. Then, we conducted a real case study to verify 

the application of our developed model. Concerning the 

control of uncertainty through Bertsimas and Sim’s 

approach, we analyzed model robustness and how 

properly the conservatism coefficient was adjusted. We 

also performed other sensitivity analyses on the 

problem’s main parameters to achieve some significant 

management results. Finally, the numerical results using 

the case study data showed the developed model’s 

efficiency and performance. With the aim of industrial 
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application, this research brings optimization models 

close to real-world conditions, especially by considering 

the operational uncertainty. Some managerial insights 

can be obtained from this research as follows: 

• Considering the product freshness in developing the 

demand function and modeling the PDP in an 

integrated structure can prevent the goods’ 

perishability to an acceptable extent. 

• Employing the perished product return, discount, 

and crediting strategies can significantly 

compensate for the lost market share. 

• Considering the P-D decisions in an integrated 

framework can increase the profit, in addition to a 

decrease in the environmental effects. 

• Coping with the operational uncertainty using the 

B&S robust optimization creates rational and 

realistic conservatism, model robustness and 

prevents risk in the decision-making. 

• Using the developed two-objective model, we 

obtained solutions with a significant reduction in 

environmental effects at the cost of a slight 

reduction in the final profit. 

In summary, the key contributions are as follows. 

First, we developed a two-objective multi-period 

optimization model that for the first time addresses the 

integrated P-D decisions for specific 𝒫 goods. The 

objectives were to maximize the profit and minimize the 

emission of environmental pollution. Second, a new 

demand function was introduced considering three key 

factors, including price, advertisement, and product 

freshness, as well as three customer encouraging 

strategies, i.e., the discount, return, and credit policies. 

Third, we utilized robust optimization to cope with the 

operational uncertainty of the production and 

transportation costs. There are some suggestions to 

develop this paper. For instance, one can model the 

freshness factor impact on demand function in a 

nonlinear approach. Other methods for controlling the 

uncertainty, such as stochastic programming, can be 

used. It will also be valuable to provide meta-heuristic 

approaches to solve large-scale problems. Finally, more 

SC levels can be considered, and the model can be 

extended for multi-product situations.  
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Persian Abstract 

 چکیده 
سود  دهد. هدف اول، یمتحت شرایط عدم قطعیت، توسعه  محصولات فسادپذیر یاتوزیع چنددوره-تولیدیکپارچه ریزی برنامه را برای سازی دوهدفهبهینه مدل این مقاله، یک 

تأمرا   زنجیره  یک  کارخانه  ین در  شامل  مشتریانسه سطحی  و  توزیع  مراکز  حداکثر  ها،  ازآنجایییم،  موضوع حملنماید.  مهمکه  از  یکی  توزیع،  مسئله  در  منابع  ونقل  ترین 

 صورت یکپارچه، اتخاذبه ع  موجودی و توزی  ،یابیتولید، مکان موردنظر، تصمیمات    در مسئله.  هاستآن سازی انتشار  محیطی است؛ هدف دوم در پی کمینههای زیستیآلودگ

. همچنین، جهت تشویق مشتریان، سه استراتژی  گرددی ماعمال    ،تابع تقاضانیز در توسعه  محصول  تازگی    اثرعلاوه بر قیمت، با توجه به فسادپذیر بودن محصول،    شوند.یم

استوار اعمال    سازیبهینه ور مقابله با عدم قطعیت درونی برخی پارامترهای هزینه،  منظبه.  شوندی م  پیشنهادبازگشت محصول فاسد، تخفیف، و دوره اعتباری،    هاییاست شامل س

توسعهبه.  شودیم کاربردپذیری مدل  دادن  نشان  زیستمنظور  لحاظ جنبه  بودن  عملی  نیز  و  انجام  یافته  موردی،  مطالعه  مطالعه    شود.یممحیطی، یک  محاسبات عددی روی 

  دهد.شده، نشان میدرصد افزایش سود را با استفاده از مدل توسعه داده ۳۷.۵کند و محیطی و اقتصادی، ارائه میستای را بین اهداف زیموردی، موازنه
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A B S T R A C T  
 

 

The article proposes to consider the problem of comprehensive assessment of project risks as applied to 

the energy industry. The authors of the research focused on the description of the applied solution. A 
real investment project on replacement of a bark boiler at Mondi Syktyvkar enterprise was chosen as an 

object for testing the results. We proposed to divide the risks accompanying the project into 2 categories: 

risks for which there is necessary and statistical information for their quantitative assessment and risks 
for which this information is absent. As a technique of a quantitative assessment of risks from the first 

category it is expedient to apply a method of Simulation modeling of Monte Carlo. In this case, the 

authors of the article conducted a significant analysis of existing methods for assessing project risks and 
the choice of the Monte Carlo methodology is due to the practical orientation of the study. In practice, 

the real enterprise is quite problematic to use more complex methods of assessment, such as methods of 

Real Options or methods of fuzzy logic, neural networks, etc. As a method of qualitative risk assessment 
(from the second category) the method of expert evaluation with subsequent calculation of risk premium 

in the discount rate was chosen. This method is common in practice and easy enough to implement. 

According to the results of the analysis (statistical and expert) the most dangerous risks of energy projects 

were identified: Production and technological risks (the risk of choosing the wrong technological 

scheme, the risk of reducing the quality of internal controls, the risk of incorrect calculation of the design 

capacity of energy production, the risk of industrial safety), security risks (the risk of hacking attacks on 
information systems of energy enterprises), as well as country risks. Among the most influential risks 

(based on the analysis of their impact on the main technical and economic indicators of the project) are: 

the risk of rising prices for purchased gas (fuel), the risk of high volatility of the dollar exchange rate. 
The results of the study were used in a real project and the risk assessment methodology was 

implemented in the project activities of Mondi Syktyvkar enterprise. 

doi: 10.5829/ije.2021.34.07a.22 
 

 
1. INTRODUCTION1 
 
Major investments in energy projects are fraught with a 

large number of risks that are both common to all 

investment projects and specific to energy industry. Lack 

of a comprehensive risk assessment methodology can 

result in negative consequences for the company. 

As energy generating equipment that is operated by 

electricity providers (power grids, substations, and 

process control systems) and most manufacturing 

companies is always subject to wear, it becomes 
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necessary to invest a large amount of money in 

equipment upgrades and projects connected with 

equipment upgrades in the energy industry. There are a 

lot of risks associated with such investments, including 

those specific to industry, that need to be correctly 

assessed at the stage of conducting a feasibility study for 

each investment project in energy sector. Companies 

usually do not use complex risk assessment methods; as 

a result, the quality of risk management deteriorates and 

they cannot reach the same quality level as some 

competitors boast. In fact, manufacturing companies 
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either do not assess risks at all or do it in a very formal 

way that does not take into account the specific features 

of the energy industry.  

Researchers study such aspects as risk-return analysis 

in application to investments in renewable energy 

sources [1], the importance of project finance in low-risk 

projects [2], the advantages of the Monte Carlo modeling 

method in evaluating public-private partnership projects 

[3], and conducting feasibility studies based on the 

Monte Carlo method using multi-energy balance 

financial equations that take into account the 

uncertainties and risks associated with different variables 

in the design and construction of solar thermal power 

stations [4]. 

Recently, the issue of risk assessment has been raised 

by many researchers around the world, in particular such 

issue of project risk assessment applied to public-private 

partnership projects using the example of waste 

incineration in energy industry [5]. Assessement of the 

effect of external risks on the success of oil and gas 

construction projects [6], study and classify structures, 

methods, and models of in-project quantitative risk 

analysis [7], discuss the issue of risk perception in the 

integrated design and construction project delivery [8], 

and analyze performance risks [9]. 

For many researchers, the most pressing issue 

remains the problem the issues of integrating risk 

management systems in project decision making and 

those of improving project effectiveness by assessing 

project risks [10-12]. Some researchers discussed the 

problem of involving experts in project risk analysis [13]. 

A number of researchers analyze project risks based on 

the characteristics of a project [14], and some researchers 

have set themselves the task of developing models and 

methods for managing supply chain risks and delays in 

construction projects [15]. 

Russian researchers discussed investment risk 

management in the mining industry, the use of a risk-

based approach to safety issues at coal deposits [16-18]. 

The strategic risk analysis have implemented investment 

projects [19-21], economic assessment of heat and 

electricity generation [22-24], anthropogenic hazard 

assessment [25], organizational and economic 

mechanisms for implementing strategic innovation 

projects [26-29], and the development of a stationary 

intelligent system for assessing and monitoring power 

quality indicators [30]. 

The main purpose of this study is to develop a system 

for a comprehensive assessment of risks associated with 

energy investment projects based on a combination of 

simulation modeling methods and discount rate 

calculation. The results of the study were tested on the 

example of the company Mondi Syktyvkar. One of the 

company's activities is the generation of electricity as a 

result of burning wood waste from the main production 

and natural gas in measles boilers. The company uses the 

received electricity for its production needs, and also 

sells it to third-party consumers. 

 

 

2. THEORY AND EXPERIMENTAL 

 

The reliability and validity of the statements, 

conclusions, and recommendations presented in the 

article stem from the fact that a significant body of theory 

on the topic was studied and numerous documents and 

statistical data on various manufacturing and energy 

companies were analyzed, including methodological 

recommendations for assessing project cost effectiveness 

and reports produced by rating and consulting agencies. 

To achieve the aim of the study, probability and statistical 

analysis, expert evaluation, and simulation methods were 

used. The methodological foundation of the study 

consists of works by leading Russian and foreign 

researchers in such fields as project risk assessment, 

project risk management, and simulation modeling, data 

provided by consulting and analytical agencies, and 

publicly available business reports [31].  

The algorithm for conducting a qualitative risk 

analysis using the questionnaire method is shown in 

Figure 1: 

Based on the results of the expert opinion survey and 

the statistical analysis, we identified critical risks (risk 

level> 31), dangerous risks (risk level from 21 to 30), 

moderate risks (risk level from 11 to 20), and also low 

risks (from 0 to 10).  

Based on the results of the qualitative analysis (the 

choice between quantitative and qualitative analysis was 

made based on the availability of sufficient statistical 

data for each of the parameters), it can be concluded that 

the most critical risks in developing a standard energy 

project are the risk of underestimating capital costs for 

equipment, the risk of cyber attacks, and the risk of 

mistakes in electricity price planning. The greatest 

emphasis in project development should therefore be 

placed on organizational, marketing, and security risks.  

Application of the simulation modeling method (Monte  

 

 

 
Figure 1. Algorithm of questionnaire method application for 

expert assessment of project risks 
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Carlo method) in combination with other statistical 

methods of qualitative and quantitative risk assessment 

provides the most realistic picture of the probability 

distribution of various risks in the aggregate affecting the 

investment project (provided that a qualitative 

assessment has been made, the risks have been identified, 

the probabilities and the degree of impact of risks have 

been determined) [32]. 

The Monte Carlo method used in mathematical 

modeling is applicable to managing uncertainty in some 

technical and economic parameters of the projectа. The 

resulting variables of the equation describing the project 

model and including these parameters are NPV, ID, and 

IRR, i.e. the main indicators of project performance, 

based on which strategic decisions concerning the project 

will be made. The Monte Carlo method makes it possible 

to take into account the uncertainty of the variables in the 

equation which is connected with a probability 

distribution. 

In addition, the method does not take into account 

the presence of correlations or other relationships 

between the parameters of the model; as a result, a large 

number of invalid scenarios are simulated. It follows 

from the above that the approach under consideration 

needs to be refined in order to improve the reliability of 

simulation results. 

Taking into account correlations between input 

parameters is a very important task in making the model 

being used as objective as possible but it cannot be solved 

using the existing tools. It is advisable to use the 

following algorithm for taking into account correlations 

between parameters (Figure 2). 
 

 

3. RESULTS AND DISCUSSION 

 

The study is based on a model that was developed by the 

authors using the feasibility study for the project aimed 

at installing a new energy generating device (a bark  

 

 

 
Figure 2. Flowchart of accounting for correlation between 

technical and economic parameters of the project model in 

Monte Carlo simulation. Source: developed by the authors  

 
2 http://www.palisade.com/risk/ru/ 

boiler) at Mondi Syktyvkar. The result of developing an 

economic and mathematical model is project 

performance indicators that are used by investors and 

company directors to decide whether the project is 

feasible or compare it with other projects. 

 
3. 1. Country Risk Premium Calculation        The 

country risk premium was calculated based on data 

provided by Expert RA, a rating agency. It deals with 

analytics (mainly regarding the credit and insurance 

industry); since 1996, it has been compiling annual 

rankings of Russian regions by their attractiveness for 

investors. The methodology of country (and regional) 

risk rating is presented in researches. 

Based on the scale presented, the country risk 

premium for the project aimed at installing a new bark 

boiler at a facility located in Syktyvkar (Komi Republic) 

is 3%. 

 

3. 2. Risk Premiums for Other Types of Risks        

The discount rate, as mentioned earlier, takes into 

account all other important risks except for those that are 

covered in simulation modeling. According to the 

methodology, the least dangerous risks are not taken into 

account (natural hazards, environmental risks, and risks 

connected with infrastructure and logistics). The country 

risk premium in the project under consideration is 3%.  

To find final risk values, the sum of the products of 

risk occurrence probabilities and numerical values of 

damage is calculated (in shares; the scale of damage 

corresponds to the scale in the questionnaire). The 

possible damage caused by the production risks is 26.8%, 

and that caused by the safety risks is 18.9%. To find risk 

premiums for these risks, it is necessary to add them up 

and analyze the sensitivity of the project’s net present 

value (NPV) to changes in the discount rate (relative to 

net cash flows). The sum of the possible damage caused 

by the two types of risks being considered is 45%, so it is 

necessary to find the value of the discount rate at which 

the NPV deviates from the sum of cash flows by 45%. 

The results of the sensitivity analysis are shown in Table 

1. 

Based on the sensitivity analysis, the risk premium 

will be 4.37%. The value of the discount rate for the 

project aimed at installing a new bark boiler at Mondi 

Syktyvkar is taken to be 4.37% + 1.88% + 3% = 9.25%. 
 

3. 3. Installing a New Bark Boiler at Mondi 
Syktyvkar: Simulation Modeling         Simulation 

modeling was carried out using @RISK software and MS 

Excel2. The number of iterations was 5,000, and Latin 

hypercube sampling was the statistical method used. The 

main simulation modeling parameters are shown in Table 

2. 
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TABLE 1. Analysis of NPV sensitivity to changes in the 

discount rate 

Increase in the 

discount rate 
NPV, mln RUB 

Change in NPV, 

mln RUB 

+4.37% 3931 -45% 

+3.5% 4613 -20% 

 
 

3. 4. Model Structure        For the project under 

consideration, an economic model was developed using 

data provided by the company. According to this data, the 

estimated NPV is 692 million rubles, PI is 2.5, IRR is 

28%, the payback period is 8.02 years, and the discounted 

payback period is 13.59 years. 

 

3. 5. Choosing Distributions for the Input 
Parameters of the Model         The type of probability 

distribution of a random value (as a characteristic of the 

input parameter of a simulation model) is determined by 

analyzing the distribution of a random value using special 

software (statistical analysis function @RISK). For this 

purpose, it is necessary to have a sufficient statistical base 

on the input parameter series. If such a database was 

available (e.g., by the values of actual and planned 

Capital costs of energy projects), the probability 

distribution of this value was analyzed. For Capital costs, 

the analysis showed the Exponential Distribution. In case 

there is no sufficient basis for the analysis, the normal 

distribution is accepted. 

 

3.6 Input And Output Parameters Of The Model 
Input model parameters selection is determined in each 

new project separately. Several technical and economic 

parameters used as input parameters have been selected 

in this study. The main principle of input parameters 

selection is influence of the revealed risks on the 

corresponding project model parameters. The following 

is a description of the input parameters of the energy 

project model, for which there was a sufficient basis for 

determining their probabilistic and statistical 

characteristics. For the other input parameters, the law of 

normal distribution of a random variable and a deviation 

from the mathematical expectation of about 10% of the  
 

 

TABLE 2. Simulation modeling parameters for installing a new 

bark boiler at Monti Syktyvkar 

Number of simulations 1 

Number of iterations 5,000 

Number of inputs 56 

Number of outputs 3 

Random number generator Mersenne Twister 

RNG seed 1776983321 

studied parameter of the deterministic model were 

applied. The values of NPV, PI, and IRR are the output 

parameters of the simulation model. 
 
3. 6. 1. Price for Gas         In the project under study, 

the main cost advantage of installing new energy-

producing equipment was gained due to savings on fuel 

(gas). An analysis of the daily prices for gas over a 10-

year period showed a triangular distribution of gas prices. 

The average value for this parameter was 3.9 rubles/m3. 

 

3. 6. 2. USD Exchange Rate             It is proved that the 

hypothesis that the USD exchange rate is normally 

distributed. Based on this, normal distribution was 

adopted for the random variable of the USD/RUB 

exchange, and the main distribution characteristics (the 

mean value and the standard deviation) were taken based 

on an analysis of a sample of daily exchange rates for the 

last four years. 

 
3. 7. Simulation Results  
3. 7. 1. Net Present Value         The main input 

parameter in the financial model of the investment 

project under consideration is the NPV. The simulation 

results are shown in Figure 4. 

Simulation modeling was carried out using @RISK 

and MS Excel. As the simulation results showed, the 

most expected NPV value adjusted for risks is 587.65 

million rubles, which is 15% less than that value that was 

calculated using the deterministic model (692 million 

rubles). The probability of having a non-negative NPV is 

80%, which is a quite good result. Also, the probability 

of having a minimum NPV of -2,124.01 million rubles 

does not exceed 5%, with the same probability for having 

a maximum NPV of 6,945.67 million rubles. 

At a confidence interval of 95% under the optimistic 

scenario, the NPV is 1,469 million rubles. The 

pessimistic scenario at a confidence interval of 5% 

reflects a negative NPV with a loss of 645 million rubles. 

The expected risk-adjusted PI is 1.9 (Figure 5). 

The expected risk-adjusted IRR is 23%. In addition, a 

statistical analysis of the distribution of the risk-adjusted 

IRR was carried out. 

Table 3 compares the two options for calculating the 

performance indicators of the project for installing new 

energy generating equipment (a bark boiler) at Mondi 

Syktyvkar, i.e. using a deterministic model and using 

Monte Carlo simulation modeling. 

As a result of the study, the main project performance 

indicators that were adjusted for general risks, industry-

specific risks, and correlations between input parameters 

turned out to be approximately 15% lower than the 

project values that were not adjusted for risks by 

simulation modeling. 
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Figure 4. NPV distribution obtained by simulation 

modeling. Source: developed by the authors 

 

 

 
Figure 5. PI distribution. Source: developed by the authors 

 

 
TABLE 3. Model output parameters of the project for installing 

a new bark boiler at Mondi Syktyvkar 

 Deterministic 

model 

Monte Carlo 

simulation modeling 

NPV (expected), 

mln RUB 
692 587 

PI (expected) 2.5 1.9 

IRR (expected) 28% 23% 

 

 

4. CONCLUSIONS 

 

The findings of the study resulted in the following 

conclusions: 

    1. In order to apply a complex and comprehensive 

approach to investment project evaluation, a 

methodology was developed for assessing risks and risk 

types that companies face when implementing 

investment projects connected with energy producing 

equipment.When the methodology was tested on the 

project for installing a new bark boiler at Mondi 

Syktyvkar, the project performance indicators fell by 

almost 15%. This suggests that if risks are not properly 

assessed, project performance indicators may be 

exaggerated, which can lead to negative economic 

consequences for the company if a decision is made to 

invest in the project. 

    2. The authors proposed a methodology for calculating 

risk premiums which should be taken into account when  

calculating the discount rate for the project. As it is 

necessary to factor in important risks that cannot be 

covered by simulation modeling due to the fact that there 

are no input parameters in the model structure that can be 

directly affected by these risks, the risk premium should 

be calculated based on an analysis of the project’s NPV 

sensitivity to changes in the discount rate, which is found 

by analyzing possible damage from the occurrence of 

these risks. Based on the results of the qualitative 

analysis, it was concluded that the most critical risks in 

developing a standard energy project are the risk of 

underestimating capital costs for equipment, the risk of 

cyber-attacks, and the risk of mistakes in electricity price 

planning.  

    3. To improve simulation modeling results, it is 

advisable to use a modification of the Monte Carlo 

simulation method that takes into account correlations 

between risks. If possible, correlations are not factored in 

the simulation results can become distorted. The 

modification of the simulation method has the form of an 

addition to the simulation algorithm (step 4) that includes 

six steps: 

    1. Analyzing the NPV calculation model and finding 

input and output parameters 

    2. Identifying and analyzing possible risks 

    3. Finding the type of probability distribution and the 

statistical characteristics 

    4. Finding correlations between model parameters 

    5. Carrying out NPV simulation modeling, generating 

scenarios that take into account the correlations, and 

checking scenarios for compliance with a given 

correlation coefficient 

    6. A statistical analysis of the resulting values 

The methodology was tested using as a case study the 

project for installing a new bark boiler at Mondi 

Syktyvkar. 

Besides, the expert methods applied for qualitative 

estimation of design risks can be not absolutely reliable. 

To level out this possibility, it is necessary to choose the 

right experts in accordance with their competence. Or a 

possible solution may be to apply certain weighting 

coefficients for evaluation of each expert. However, this 

methodology requires additional description and 

justification, which should be developed as a 

continuation in future studies of authors. 

By combining qualitative methods of risk 

assessment and modern quantitative ones, it is possible to 

achieve really excellent results. In addition, it is 

necessary to consider the implementation of the 

developed risk assessment system in the business 

processes of the company, as well as to offer an 

application toolkit in the form of an information system. 
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These are the questions that lie in the plane of our 

research, which we are going to continue within the 

framework of this topic. 
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Persian Abstract 

 چکیده 
  شده   متمركز  ی كاربرد  حل  راه  ف یتوص  بر  ق یتحق  سندگان ینو.  ردیگ   قرار  استفاده  مورد  یانرژ   صنعت  در   پروژه  یها  سكیر  جامع  یابی ارز  مسئله   كه  است  شده  شنهادیپ   مقاله  ن یا  در

  م ی كرد  شنهادیپ  ما.  شد  انتخاب   جینتا  شی آزما  یبرا  هدف  كی  عنوان  به  Mondi Syktyvkar  شركت  در   پوست  بخار  گ ید  ی نیگزی جا  یبرا  یواقع   یگذار  ه یسرما  پروژه  كی.  اند

.  ندارد   وجود  آنها  یبرا  اطلاعات   نیا  كه  یخطرات  و  دارد  وجود  آنها  ی كم  یابیارز  یبرا  یآمار  و  لازم  اطلاعات   كه  ییها  سكیر :  میكن  میتقس  دسته  2  به  را   پروژه  همراه  یها  سكیر

  و هیتجز مقاله سندگانینو ، مورد نیا در. است  مصلحت به كارلو مونت یساز هیشب یساز  مدل یبرا یروش از  استفاده ، اول گروه از خطرات  یكم یابیارز روش كی عنوان به

 شركت  ،  عمل  در.  است  مطالعه  یعمل  یریگ  جهت  لیدل  به  كارلو  مونت  روش  انتخاب   و  اند  داده  انجام  پروژه  خطرات   یابیارز  یبرا  موجود  یها  روش  از  یتوجه  قابل  لیتحل

  عنوان   به.  است  ساز  مشکل  كاملاا   ،  رهیغ  و  ی عصب  یها  شبکه   ،  یفاز  منطق  یها  روش  ای  یواقع   یها  نه یگز  ی ها  روش  مانند  ،  یابیارز  تر  دهیچیپ  یها  روش   از  استفاده  یبرا  یواقع 

  آن  یاجرا  و  است  معمول  عمل  در  روش  نیا.  شد  انتخاب   فیتخف  نرخ  در  مهیب  حق  یبعد   محاسبه  با  كارشناس  یابیارز  روش  ،(  دوم  دسته  از) یفیك  سكیر  یابیارز  روش  كی

  اشتباه   طرح  انتخاب   خطر)  یآور  فن  و  دیتول  خطرات :  شد  مشخص  یانرژ  یها  پروژه  یخطرها   نیخطرناكتر(  یآمار)  لیتحل  و  هیتجز  جینتا  به  توجه  با.  است  آسان  یكاف  اندازه  به

  ستم یس  به  هك  حملات   خطر)  یتیامن  خطرات   ،(  یصنعت  یمن یا  خطر  ،  یانرژ  دیتول  یطراح   تی ظرف  محاسبه  نادرست  خطر  ،  یداخل  یها  كنترل   ت یفیك  كاهش  خطر  ،  یآور  فن

( پروژه  یاقتصاد  و  یفن  یاصل  یها  شاخص  بر  آنها  ریتأث  لیتحل  و  هیتجز  اساس  بر)  خطرات   نیمهمتر  جمله  از.  كشور  خطرات   نی همچن  و(  یانرژ  یها  شركت  یاطلاعات  یها

 روش   و  گرفت  قرار  استفاده  مورد  یواقع   پروژه  كی  در  مطالعه  نیا  جینتا.  دلار  ارز  نرخ  ادیز  نوسان  خطر  ،(  سوخت)  شده  یداریخر   گاز  یبرا  متیق  شیافزا  خطر:  از  عبارتند

 .شد اجرا  Mondi Syktyvkar شركت  پروژه یها تیفعال در  سكیر یابیارز
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A B S T R A C T  
 

 

Heaters are one of the central parts of natural gas reduction stations using turboexpanders to prevent 
the formation of hydrate and corrosion failure. This study intends to design a fired heater by applying a 

combustion sub-model to derive an optimal model for this kind of application. This model is developed 

to accurately consider all subsections of the fired heater namely radiation, convection, and shield 
sections, as well as flue gas composition, and its volume. Within this context, a multi-objective 

optimization is employed to identify the optimal design of the gas-fired heater in the natural gas 

reduction station for the Ramin power plant case study. The total economic and environmental costs, 
together with modified exergy efficiency, are selected as objective functions. Multi-criteria-decision-

making-method is employed on Pareto frontiers optimal curve to suggest the optimal solution. Results 

show that the developed model can outperform previous models in thermal efficiency with relatively 
similar costs. Besides, the optimal point in Pareto suggested by the decision-making-method accounts 

for a higher modified exergy efficiency (1.3%) than the counterpart, which thermal efficiency is 

regarded as an objective function. At the same time, its total cost remained almost constant. The effects 
of changes in each of the design parameters on the objective functions are also evaluated. 

doi: 10.5829/ije.2021.34.07a.23 
 

* 

NOMENCLATURE   

1 2,a a
 

Volume of air components  TAD Adiabatic temperature of combustion  K  

A Heat transfer area [m2] TRE Real temperature of combustion  K   

AAS Air to fuel ratio  −   cU  Overall heat transfer coefficient of convection section 

[w/m2k]  

minAir  Minimum air volume for fuel combustion wv  Wind speed  m s   

B Constant parameter  V Volume of flue gases [m3] 

costc  Unitary cost [$/m2]  kx  Molar fraction of component k in the flue gas  %   

elec  Electricity price $/kWh 
   W  Width of fired heater [m]  

2COc  Penalty cost of CO2 emission  $ kg   Abbreviations 

2SOc  Penalty cost of SO2 emission  $ kg   CRF Capital Recovery Factor 

C  
Carbon mass percentage in fuel  ppm , Cost  $ , 

Constant parameter  
GA Genetic Algorithm 

CO  CO mass percentage in flue gas  ppm  HTRI Heat Transfer Research Inc. 
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2CO  CO2 mass percentage in flue gas  ppm  LINMAP 
Linear Programming Technique for Multidimensional 

Analysis of Preference  

,p dgC  Heat capacity of fuel  J kg   MINLP Mixed-Integer Nonlinear Programming 

d  Distance  m , Diameter  m  MCDM Multi-Criteria Decision-Making 

id +
 Distance of point ith from the ideal point  REFPROP 

Reference Fluid Thermodynamic and Transport 

Properties Database 

D  Constant parameter  Greek Letters 

e  Standard molar exergy J mole 
      Relative effectiveness factor of the tubes bank  -   

ex  Specific exergy J kg 
   exe  Modified exergy efficiency  -   

Ex  Exergy  W   
comb  Combustion efficiency  -   

EC   Equilibrium constant of reaction  FH  Fired heater thermal efficiency  -   

f  Fanning friction factor  -   
p

 Pump efficiency  -   

1 2 3 4 5 6

7 8 9 10 11 12 13

, , , , , ,

, , , , , ,

f f f f f f

f f f f f f f
 

Volume of fuel components v  Mean specific volume of hot water [m3/kg] 

ijF  Points of the Pareto frontier   Constant value  

n

ijF  Non-dimensionalized objective   Density [kg/m3]  

ideal

jF  Ideal value for jth objective   Stefan-Boltzman constant 7 2 42.041 10 kJ m K h−  =    
 

G  Mass velocity of hot water  Subscripts 

GCV  Gross Calorific Value of fuel  J/kg  air  Air  

h  
Annual operating time [h/y], Specific 

enthalpy kJ kg 
   

cc  Distance between the centers of the two tubes side by 

side 

HF  Humidity factor conv  Convection section 

2H  Hydrogen mass percentage in fuel  %   cp  Plane area of tubes bank 

H  Height of fired heater  m  e  Equivalent length 

i  Annual discount rate  %  env  Environmental emission 

1k   Numerical constant  firebox  Firebox section 

2k  Numerical constant  flue  Flue gases  

1kk  
Distance between the centers of the end tube and the 

wall  −    
fuel  Fuel   

1 2 3 4 5 6, , , , ,L L L L L L  Losses parameters [W]   F Feed  

L  Length  m   FH Fired heater 

LHV  Lower heating value of fuel  J kg   g  Effective gas temperature in firebox 

LMTD  Logarithmic mean temperature difference  K   i  Inlet, Inside, ith point 

m  Mass flow rate  kg s   k  Component k of flue gases 

dgM  Mass of flue gases in kg/kg fuel ng  Natural gas  

moistM  Moisture mass percentage  %   o  Outlet, Outside 

n  
Number of years, Number of point on Pareto frontier, 

Mole of flue gas  mole   
opr  Operation  

tN  Number of tubes  P Product 

costo  Fuel unit cost  rad  Radiation section 

AQ  Heat absorbed by the process fluid [W]    radc  Ceiling tubes in radiation section 

convQ  Heat absorbed in convection section [W]    s  Stack 

fQ  Heat liberated by combustion [W]    shld  Shield section  

radQ  Heat absorbed in radiation section  W   total  Total 

shldQ  Heat absorbed in shield section  W  w  Water 

LQ  Heat duty  W  W Wall 
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costr  Unitary cost [$/m2]  0 Ambient state 

R  Universal gas constant, 8.314 J kg K     Superscripts 

s  Specific entropy J kg K     ch  Chemical 

iS  Heat surface area of each tube in the convection 
section[m2]  

ph  Physical 

T Temperature  K   UN Unavoidable 

 
1. INTRODUCTION 
 

Over 69% of natural gas is transported from wells to 

consumers through transmission pipelines [1], known as 

an economical way to transport natural gas across large 

distances [2]. Besides that, Iran has 11th place globally 

in the total length of natural gas pipelines [1]. Natural 

gas pressure should be increased in gas compression 

stations to overcome friction and heat losses through the 

natural gas pipeline, and then decreased in gas reduction 

stations to the desired values [3]. Iran has 2500 gas 

reduction stations [3], which traditionally consist of a 

gas-fired heater, throttling valve, heat exchanger, and 

control system. The pressure reduction in the gas 

reduction station results in a drop in temperature 

because of the positive Joule-Thompson coefficient [4] 

and consequent formation of hydrates. Thus, the 

preheating system regulates the outlet temperature of 

natural gas from the turboexpander or throttling valve to 

provide appropriate means of preventing the formation 

of hydrate and corrosion failure [5].  

As mentioned earlier, gas-fired heaters are one of the 

central parts of natural gas reduction stations to prevent 

the formation of hydrate and corrosion failure, 

especially when a turbo-expander is implemented 

instead of a pressure reduction valve. Gas-fired heaters 

[6] or bath-type heaters [7] are commonly employed in 

natural gas reduction stations. These two types of 

preheaters burn a remarkable portion of the passing 

natural gas and have low energy efficiency [7, 8].  

With regard to gas reduction station preheating 

system, the focus of recent research has been on 

replacing the conventional preheating system with novel 

preheating systems such as solar systems [3, 9], 

geothermal systems [10], combined heat and power 

systems (with gas turbine [11], internal combustion 

engines [12, 13], and Molten-carbonate fuel cells [14] as 

a prime mover), and thermoelectric generator [15] . 

Darabi et al. [14] indicated that employing a hybrid 

turboexpander-fuel cell in gas pressure reduction 

stations is presently uneconomical. Farzaneh-Gord et al. 

[16] analyzed the impact of a number of solar collectors 

with a storage tank on gas reduction stations. According 

to their economic assessment, the payback ratio was 11 

years. Ghezelbash et al. [10] studied the use of vertical 

ground-coupled heat pumps in gas reduction stations 

equipped with turboexpander. In this configuration, the 

ground heat pump preheats the natural gas to reduce 

fuel consumption of bath-type heaters up to 45.8% 

annually with a payback period of 6 years . 

To the authors’ best of knowledge, in recent years, 

there has been growing interest in the economic and 

exergy assessment of novel preheating configurations 

replacing fired heaters with renewable heating systems 

and novel-heating technologies. Results of previous 

studies indicated that renewable heating systems and 

novel-heating technologies are not cost-effective 

solutions. However, previous studies failed to address 

the optimal detailed design of the fired heater. 

Therefore, this paper will focus on the optimal design of 

fired heaters in gas reduction stations. 

A fired heater or tubular heater is a combustion 

furnace where combustion gases heat the fluids inside 

the tube. The main advantages of this equipment are 

having continuous performance and a reduction in foam 

formation. The oil, gas, and chemical process industries 

have widely applied this equipment for the heating 

purposes [17]. Fired heaters consist of three sections, 

namely radiation (which is also called combustion 

chamber), convection, and shield section, see Figure 1. 

The hot combustion gases produced in the radiation 

section pass through the shield and then convection 

sections. The shield section, which consists of two/three 

rows of bare tubes, is located between the other two 

parts and prevents direct radiation to the convection 

tubes. The flue gases circulate through a staggered 

convection tube bundle to increase the heat transfer rate 

before discharging to the atmosphere. Corbels fill the 

space between the convection tube and sidewall to 

prevent flue gas bypass flow [18]. Regarding the 

geometrical configuration of the radiation section, this 

equipment is classified as vertical cylindrical or box-

type heaters. The last one, which is considered in this 

study, is typically applied in enormous heat demands. It 

should be mentioned that tube size and the number of 

passes of radiation, shield, and convection sections are 

determined based on the application and fluid flow rate 

[19].  

Various mathematical models have been proposed to 

simulate the performance of fired heaters. In this regard, 

Ebrahimi et al. [20] developed the multi-zone 

mathematical model to simulate the performance of the 

furnace. Previous studies indicated that solving the 

matrices in calculating the total heat exchange area 

limited the application of this model [21]. Ibrahim and 

Al-Qassimi [22] developed a model to simulate a box- 
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Figure 1. Schematic of fired heater sections 

 

 

type fired heater in a crude oil atmospheric topping unit. 

In this study, temperature profile and heat abortion per 

layer in the convection section were calculated and used 

to assess this section. Ibrahim and Al-Qassimi [17] 

studied direct and indirect methods to calculate heater 

efficiency and indicated that the direct approach has less 

computational time. Recently, findings regarding fired 

heaters have led to improve the process operations; 

however, little attention has been paid to optimize their 

design. Limitations such as the maximum allowable 

absorption rate in the radiation section, the maximum 

permissible pressure drop of heater fluid flow, and so on 

considerably affect optimal geometry and combustion 

conditions of the fired heater. Concerning the optimal 

design of fired heaters, Heat Transfer Research Inc. 

(HTRI) and Aspen Technology Inc. proposed 

comprehensive optimal design producers [23]. 

Moreover, there are century-old standards, such as the 

standards of the American Petroleum Institute (API) 

standard 530 [24] and 560 [25], which describe design 

calculation procedures of fired heaters. Mussati et al. 

[26] proposed a mathematical model to obtain the 

optimal design of the fired heater using Mixed-Integer 

Nonlinear Programming (MINLP). In this study, 

sensitivity analysis of fuel cost and capital investment 

cost is carried out. Several case studies were considered, 

and their optimal design results indicate improvements 

in economic and operative performances. Haratian et al. 

[27] optimized box-type fired heater by developing a 

mathematical model associated with the genetic 

algorithm (GA). They applied the modified total cost as 

an objective function by including the pumping cost. 

Their results have an acceptable accuracy with literature 

and showed that total cost could decrease up to nearly 

2.5% compared to the original design. 

Previous studies have not considered the combustion 

process in their mathematical model of the fired heater, 

and have assumed the combustion efficiency to be 

constant [26, 27]. Moreover, these studies have 

employed a direct method in their design model to 

calculate thermal efficiency, which depends on stack 

temperature and excess air fraction. The accuracy of 

mentioned methods for predicting thermal efficiency 

subsides with increased stack temperature and excess air 

fraction [28]. Therefore, the novelty of this work is to 

propose a new design model of fired heaters associated 

with the combustion sub-model. An indirect method 

(heat loss method) integrated with the combustion 

model is also employed to predict the thermal efficiency 

of the fired heater through an iterative design process. 

The optimal design of fired heaters, especially for oil 

industry applications using total economic cost as an 

objective function, has attracted much attention in 

recent years. However, the optimal design of the fired 

heater of the gas reduction station has not been 

investigated. With this in mind, the gas reduction station 

of the Ramin power plant in Iran was selected as a case 

study. Previous studies also indicated that exergy 

analysis could be a powerful tool for designing and 

optimizing processes [29-32]. Therefore, multi-

objective optimization of fired heaters applying total 

economic and environmental cost along with modified 

exergy efficiency as objective functions are proposed in 

this study. The environmental cost is integrated with 

economic costs of fired heater to include emissions of 

CO2 and SO2 pollutants in the fired heater design 

process. For decision variables, the outlet hot water 

temperature, the external diameter of tube in radiation as 

well as convection sections, number of wall-side tubes 

as well as the ceiling in radiation section, and excess air 

ratio are considered for the first time in optimal design 

progress of fired heater due to natural-gas reduction 

station conditions.  

As the initial step, a mathematical model of the box-

type fired heater and the combustion process sub-model 

are developed (section 2.1.1). In this study, the 

combustion sub-model is applied to obtain the 

composition and volume of flue gases (section 2.1.2). 

Then, the fired heater’s optimal design is derived using 

a multi-objective GA (section 2.2). The multi-criteria-

decision-making method (MCDM) is employed to 

obtain an optimal point of the Pareto-frontier and 

facilitate decision-making, which is generally dependent 

upon engineering experiences and objective function. 

Eventually, the variations of objective functions with 

decision variables are presented in section 3. Given the 

above, the main contributions of this study are: 
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• Employing a multi-objective optimization for the 

optimal design of fired heater in pre-heating 

natural gas entering the gas-pressure reduction 

station. Total cost and modified exergy efficiency 

are both considered objective functions. The 

environmental cost is also added to the total cost of 

the fired heater. 

• Proposing a modified design model of the fired 

heater and its diverse sections, including radiation, 

convection, and shield, etc. Moreover, the 

geometric structure, dimensions, the number of 

required tubes, thermal efficiency, and losses are 

estimated by applying the indirect method and 

using the combustion sub-model. 

 

 

2. MODELLING 
 

The flow chart for the optimal design of the fired heater 

is shown in Figure 2. In the present project, the genetic 

algorithm (GA) is used to optimize fired heater design. 

In the first step, GA parameters (Table 1), decision 

variables (Table 2), and objective functions are 

determined (which are presented in section 2.2). Then, a 

mathematical model of the fired heater and sub-model 

of combustion, which are developed in MATLAB 

environment, are employed to design all subsections of 

the fired heater (radiant, shield, convection, and 

chamber) and to achieve performance parameters of 

fired heater. The combustion sub-model is provided in 

section 2.1.2. Inputs of combustion model include fuel 

and air composition, excess air, fuel and air 

temperature, air humidity, and air pressure. Combustion 

sub-model is employed to calculate thermal efficiency 

(section 2.1.1) and environmental cost (section 2.2.1). 

Reference Fluid Thermodynamic and Transport 

Properties Database (REFPROP) database is applied to 

achieve thermodynamic properties of fluids in these 

sub-models [33]. A new generation is produced by 

employing selection, mutation, and crossover operators 

to evaluate each generation’s objective functions. 

Eventually, the MCDM method (Linear Programming 

Technique for Multidimensional Analysis of Preference 

(LINMAP)) is applied to suggest an optimal Pareto 

Front solution [34]. The formulation of the LINMAP 

method is presented in Appendix A. 

 
2. 1. Mathematical Model  
2. 1. 1. Fired Heater Sub-model       The total heat 

transferred from the radiant and convection sections is 

calculated from Equation (1). 

( ), ,A w w o w i rad conv shldQ m h h Q Q Q=  − = + +  (1) 

where, 
radQ , 

convQ , and 
shldQ  refer to the heat transfer 
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Figure 2. Flow chart of fired heater design and performance 

model 

 

 

rate absorbed in the radiation, convection, and shield 

sections, respectively. 

The amount of heat transferred in the radiation 

section is the function of the plane area of tubes bank 

(
cpA ), effective gas temperature in firebox (

gT ), and 

wall temperature (
WT ) [17]: 

( ) ( )4 4

rad cp g WQ A F T T =     −  (2) 

, ,cp t rad total cc radA N d L=    (3) 

The amount of heat transferred in the shield section is 

presented in Equation (4) [17]: 

( ) ( )4 4

,shld cp shld g WQ A F T T =     −  (4) 

, ,cp shld t shld cc radA N d L=    (5) 

Then, the heat balance equation is derives based on 

Equations (1), (2), and (4). The Newton-Raphson 

method was used to solve this equation and determine 

the effective gas temperature (
gT ). 

( ) 4

g g gF T C T D T B=  +  −  (6) 



1790 S. M. Ebrahimi Saryazdi et al. / IJE TRANSACTIONS A: Basics  Vol. 34, No. 7, (July 2021)   1785-1798                                        

 

 

The constants C, D, and B are determined by fuel 

type, percentage of excess air, operating conditions, and 

the fired heater’s geometric characteristics. The number 

of tubes required in the convection section is obtained 

by Equation (7) [17]: 

,
conv

t conv

c i

Q
N

U LMTD S

 
=  

  

 
(7) 

The geometric dimension of the heater is defined as 

Equations (8) and (9): 

,

11
2

t rad

cc

N
H d kk

 
= −  + 
 

 
(8) 

,

11
2

t radc

cc

N
W d kk

 
 −  + 
 

 
(9) 

The net released heat required in the combustion section 

is obtained by the heater efficiency (Equation (10)): 

A
FH

L

Q
Q

 =  (10) 

The difference between the amount of heat absorbed 

and released by combustion is equal to the sum of the 

heat losses )Equation (11)(: 

6

1

L A i

i

Q Q L
=

= +  
(11) 

where L refers to different types of losses that are 

represented from Equations (12)-(17) [22]: 

( )1 ,100 dg p dg s airL M C T T=    −  (12) 

( )( )( )2 2900 2445.21 1.88 s airL H T T=   +  −  (13) 

( )3 188 s airL HF AAS T T=    −  (14) 

( )( )( )4 ,100 2445.21 1.88moist fuel s airL M T T=   +  −  (15) 

5

2

100 24656000
CO

L C
CO CO

 
=    

+ 

 
(16) 

( )

4 4

6

1.25

54.8
55.55 55.55

196.8 68.9
1.957

55.55 68.9

W air

wW air

T T
L

T T 

    =  −    
    

  +− 
 +      

 
(17) 

 
2. 1. 2. Combustion Sub-model       According to the 

formulation of the indirect method (Equation (10)-(17)), 

it is indicated that composition and volume of flue gases 

were used to calculate the thermal efficiency of the fired 

heater. Therefore, a combustion sub-model is applied to 

obtain these parameters. In the combustion model, the 

model of complete and incomplete combustion of 

natural gas is proposed. Complete and incomplete 

combustion of natural gas can be written as Equations 

(18) and (19), respectively [35, 36].  

( )( )

1 2, 2 2. 3 2,

4 2 5 2, 6

7 2, 8 4, 9 2 4,

10 2 6, 11 3 8, 12 4 10,

13 2 1 2, 2 2,

1 1 20.01 0.01

fuel fuel fuel

fuel fuel fuel

fuel fuel fuel

fuel fuel fuel

fuel air air

f N f O f CO

f H O f SO f CO

f H f CH f C H

f C H f C H f C H

f H S a N a O

f a AAS N

 +  +  +

 +  +  +

 +  +  +

 +  +  +

 +  +  →

 +  +  ( )( )

( )

( )

( )

2 min 2

3 6 8 9 10 11 12 2

4 7 8 9 10 11 12 13 2

5 13 2

0.01 2 2 3 4

0.01 2 2 3 4 5

0.01

a AAS Air O

f f f f f f f CO

f f f f f f f f H O

f f H S

 −

+  + + +  +  +  + 

+  + +  +  +  +  +  +

+  +

 

(18) 

( )( )

1 2, 2 2. 3 2, 4 2

5 2, 6 7 2, 8 4,

9 2 4, 10 2 6, 11 3 8,

12 4 10, 13 2 1 2, 2 2,

1 1 20.01 0.01

fuel fuel fuel fuel

fuel fuel fuel fuel

fuel fuel fuel

fuel fuel air air

f N f O f CO f H O

f SO f CO f H f CH

f C H f C H f C H

f C H f H S a N a O

f a AAS N

 +  +  +  +

 +  +  +  +

 +  +  +

 +  +  +  →

 +  +  ( )

( )

( )( )( )

( )

( )( )( )

( )

5 13 2

2

2 min 2

2

2

3 6 8 9 10 11 12 2

2

2

4 7

4

2

2 /100

4

2

0.01 2 2 3 4

4

2

0.01

f f SO

AB AB AA AC
CO

AA

a Air AAS H

AB AB AA AC
H

AA

f f f f f f f CO

AB AB AA AC
CO

AA

f f

+ +

 −  −  
  +

  
 

  − −

  −  −  
   +
     
  

 + + +  +  +  +  −

  −  −  
   +
     
  

 + +( )( )( )

( )( )( )( )

( )

8 9 10 11 12 13 2

2 min 2

2

2

2 2 3 4 5

2 /100

4

2

f f f f f f H O

a Air AAS H O

AB AB AA AC
H O

AA

 +  +  +  +  + −

  − +

  −  −  
  
     
  

 

(19) 

( )( )

( )( )

( )( )( )

( )( )( )

( )( )( )

( )( )( )( )

3 6 8 9

10 11 12

2 min

@ 4 7 8 9

@ 10 11 12 13

@ 2 min

0.01 2

0.01 2 3 4

2 /100

0.01 2 2

0.01 3 4 5

2 /100

TRE

TRE

TRE

AB f f f f

f f f

a Air AAS

EC f f f f

EC f f f f

EC a Air AAS

=  + + +  +

  +  +  −

  − −

  + +  +  −

   +  +  +

−    −

 

(20) 

@(1 )TREAA EC= −  (21) 
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( )( )

( )( )

( )( )( )

3 6 8 9

10 11 12

2 min

0.01 2

0.01 2 3 4

2 /100

AC f f f f

f f f

a Air AAS

=  + + + 

   +  + 

   −

 
(22) 

( )

( )

min 6 7 8

9 10 11 12 13 2

0.01 0.5 0.5 2

3 3.5 5 6.5 1.5

Air f f f

f f f f f f

=   +  + 

  +  +  +  +  −

 
(23) 

Moreover, EC is an equilibrium constant of 

following reaction and its value [35, 36]. 

2 2 2CO H O CO H+ → +
 

If surplus air is greater than or equals unity, the 

combustion will be complete; otherwise, combustion 

will be incomplete (Equation (18)). 

min/Surplus AAS Air=  (24) 

Adiabatic temperature of combustion and the actual 

temperature of combustion are computed as follows: 

( ) ( ), ,

,

P fuel fuel P air air

fluegas P fluegas

GCV C T AAS C T
TAD

V C

+  +  
=



 
(25) 

/100combTRE TAD =   (26) 

 
2. 2. Optimization       Regarding Figure 2, the GA is 

used to optimize the fired heater design in the present 

project. In this study, selected GA optimization 

parameters are shown in Table 1. Optimization is done 

with eight decision variables for the selected case study 

presented in Table 2. These decision variables and their 

range are determined based on previous research and 

sensitivity analysis results (section 3). 
 
 

TABLE 1. Optimization conditions 

Value Parameter 

0.8 crossover fraction 

0.2 migration fraction 

0.35 Pareto front population fraction 

200 population size 

 

 

TABLE 2. Decision variables for optimum design 

To From Variables 

210 180  °C
,

T
w o

   

0.2 0.04  , mo radd  

0.2 0.04  , mo convd  

80 40  -radNt   

30 10  -radcNt  

0.27 0.18 Excess air  -  

2. 2. 1. Objective Function       As noted at the 

beginning of this section, the total economic and 

environmental cost is regarded as one of the objective 

functions and can be calculated as Equation (27): 

FH rad conv firebox opr envC C C C C C= + + + +  (27) 

where 
radC , 

convC , 
fireboxC , 

oprC , and 
envC  correspond to 

the cost of radiation section, convection section, firebox, 

operation, and environmental emission, respectively. 

cosrad t cpC r A CRF=    (28) 

cosconv t convC c A CRF=    (29) 

where 
costc  refers to unitary cost. 

( )1 2firebox conv cpC k k A A CRF = + + 
   

(30) 

where 
1k  and 

2k  correspond to constants required for 

computing costs. 

( )cos

20.00517

opr t fuel

ele w e

p w i

C o m h

c m f v G L
h

d 

=   +

     
    

  

 
(31) 

where 
elec , 

costo , and h are considered to be 

€0.01/kWh [37], €0.01/m3 [38], and 7000 h, 

respectively. Finally, the cost of emission is calculated 

as follows: 

( ) ( )
2 2 2 2env CO CO SO SOC m c m c h =  +  

 
 (32) 

The values of 
2COm  and 

2SOm are obtained using the 

combustion sub-model (Section 2.1.2). The values of  

2COc  and 
2SOc  are $0.032/kg, and $2.227/kg, 

respectively [39].   

Modified exergy efficiency is considered to be 

another objective function and is obtained as Equation 

(33): 

P
exe UN

F D

Ex

Ex Ex
 =

−
 

(33) 

where 
PEx  and 

FEx refer to product exergy (absorbed 

exergy from water stream) and fuel exergy, respectively 

and are computed as Equations (34) and (35) [40]: 

( ) ( ), , 0 , ,P w w o w i w o w iEx m h h T S S = − − − 
 (34) 

F fuel flueEx m LHV Ex=   −  (35) 

 is a constant value to calculate the exergy efficiency 

of fuel. The value of this parameter for gas fuel is 0.98 
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[40]. Equation (36) is applied to achieve exergy of flue 

gas. The combustion sub-model was implemented to 

obtain the composition and molar fraction of flue gases. 

( )ph ch

flue flue flue flueEx m ex ex=  +  (36) 

( ) ( )0, 0 0

2 2 2 2 2, , , , ,

ph

flue k k k k

k

ex h h T s s

k N O CO CO SO H O

= − − −

=

  
(37) 

( )0

2 2 2 2 2

. ln

, , , , ,

ch ch

flue k k k k

k k

ex n x e RT x x

k N O CO CO SO H O

 
=  + 

 

=

   
(38) 

The standard mole chemical exergy of components is 

presented in Table 3. Unavoidable exergy destruction of 

the fired heater is calculated as follows: 

,

, ,

,

UN

D FHUN

D FH P FH

P FH

Ex
Ex Ex

Ex

 
=   

 

 (39) 

To determine the value of ( ), ,

UN

D FH P FHEx Ex , it is 

assumed that the minimum temperature difference of 

HE is 5 K, isentropic efficiency of the pump is 0.95, air 

and fuel temperature are 673 K, and excess air is 0.12.  

 
2. 3. Case study       The heater of the Ramin Power 

Plant gas reduction station in Iran was selected as a case 

study in the present research work [41]. As already 

stated earlier, this heater is used to preheat the natural 

gas before entering the expansion turbine, which is 

parallel to the pressure regulator whose purpose is 

power generation. Heat transfer value, required on the 

coldest day of the year to preheat the natural gas, is 

considered the heat transfer rate. The hot fluid is water. 

Figure 3 depicts a configuration of natural gas pressure 

reduction station applying turboexpander as well as a 

fired heater. The properties of the natural gas in natural 

gas reduction station of the Ramin power plant, 

regarded as input variables in the mathematical model, 

are presented in Table 4. 
 

 

TABLE 3. Standard chemical molar exergy of flue gas 

components [40] 

[J/mol]che  Substance 

584 2N  

3869 2O  

19870 2CO  

9490 2H O  

275100 CO  

313400 2SO  

Gear Box

F
lu

id
 

M
ix

e
r

Ramin Power 

Plant

Heat exchanger 

Fired Heater 

Pump 

Regulator 

Turbo expander

Generator 

 
Figure 3. Configuration of power plant natural gas pressure 

reduction station using turboexpander and hot water GFH 

 

 
TABLE 4. Dataset for the design of heater [41] 

Value Parameter 

32.83 [kg/s]ngm  

288.8 , [K]ng iT  

388.2 , [K]ng oT  

1.735 2N  

Compositions (volume 

fraction)  %  

3.52 2CO  

80.43 4CH  

1.5 2 4C H  

9.02 2 6C H  

4.54 3 8C H  

0.58 4 10C H  

0.09 2H S  

 
 
3. RESULTS AND DISCUSSION 
 
3. 1. Model Validation       In this section, the validity 

and accuracy of the developed model are considered to 

be examined. The answer reached for the model is 

compared with the Ibrahim and Al-Qassimi Design [17]. 

To do so, input variables of design model such as outlet 

hot water temperature, the external diameter of tube in 

radiation as well as convection sections, number of the 

wall-side tube as well as the ceiling in radiation section, 

excess air ratio, natural gas composition, air humidity 

ratio, relative effectiveness factor of the tubes bank, and 

air as well as fuel temperature are collected form this 

study [17]. As shown in Table 5, there is a plausible 

difference between the two results, so the proposed 

model can be successfully used with satisfactory 
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accuracy. The heat liberated by combustion has the 

maximum deviation. It results from considering the 

indirect method of estimating efficiency due to the 

capability of the combustion model to obtain the 

composition of flue gases. Design models of fired 

heaters include thermodynamic and geometrical 

equations and performance prediction equations (section 

2.1.1). These models yield design, thermodynamic and 

performance parameters of the fired heater through an 

iterative process (see Figure 2). To evaluate applying 

indirect method for estimating heater efficiency, the 

thermal efficiency of mentioned gas-fired heater [17] is 

calculated and compared with that of experimental 

methods proposed by previous design models [26, 28], 

which is presented in Table 6. In these studies [26, 28], 

the thermal efficiency of the fired heater is calculated 

using the direct method, which depends on stack 

temperature and excess air fraction. To do so, the 

mathematical model of fired heater (section 2.1.1) and 

direct method equations for calculating thermal 

efficiency are used to obtain the design and performance 

parameters of the fired heater. Compared to previous 

estimation methods [26, 28], the indirect method gives 

the best prediction with a deviation of 2.22% from 

experimental values.  

 

 
TABLE 5. Model validation 

Deviation  %  This study Ref. [17] Variables 

0.28 1070 1073 [K]gT  

0.3 675 673 [K]sT  

1.4 523 516 , , [K]w i radT  

11.9 34816 31091.6 [kW]fQ  

2 16813 17172.2 [kW]radQ  

4.76 6693.2 6388.8 [kW]convQ  

10 110 100 , [-]t totalN  

0 8 8 , [-]t shldN  

6 5.1 4.8 [m]W  

3.5 19.3 20  mL  

 

 

TABLE 6. Comparison of various methods to estimate 

thermal efficiency of fired heater 

This study 

(Dev. From 

[17]) 

Bahadori 

Method [28] 

(Dev. From 

[17]) 

Mussati Method 

[26] (Dev. From 

[17]) 

Ibrahim 

Design 

[17] 

Variables 

0.78 (2.22 %) 0.722 (3.58 %) 0.815 (5.72 %) 0.7578 [%]FH  

 

3. 2. Optimization Results and Parametric 
Analysis           The Pareto front curve obtained from 

the optimization using total economic and 

environmental cost, and modified exergy efficiency 

(optimal design I) is depicted in Figure 4. According to 

this figure, an increase in the modified exergy efficiency 

can lead to a rise in the total cost. The highest modified 

exergy efficiency is 0.5213, resulting in a total 

economic and environmental cost of $587053.56, which 

has the highest value. The lowest modified exergy 

efficiency belongs to 0.487, with the minimum cost of $ 

529919.9. To provide valuable insight into the fired 

heater’s multi-optimal design, Pareto-front fitted curve 

is shown in Figure 4. The LINMAP optimal point marks 

in Figure 4.  

To evaluate proposed objective functions (optimal 

design I), optimization using thermal efficiency with 

total economic and environmental cost (optimal design 

II) as objective functions was implemented, see Figure 

5. Characteristics values of LINMAP suggested point of 

optimal design I is represented and compared with those 

of optimal design II in Table 7.  

 

 

 

 
Figure 4. Pareto-front curve for optimization of modified 

exergy efficiency versus total cost (optimal design I) 
 

 

 
Figure 5. Pareto-front curve for optimization of energy 

efficiency versus total cost (optimal design II) 
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TABLE 7. Specifications of the LINMAP suggested points 

indicated in the Pareto front curves 

 Parameters 
LINMAP 

Optimal design I Optimal design II 

D
ec

is
io

n
 v

ar
ia

b
le

s 

 , °Cw oT  195.4 180.1 

 , mo radd  0.04 0.0401 

 , mo convd  0.1128 0.1317 

 , -t radN  40 63 

 , mt radcN  10 13 

Excess air  -  0.2227 0.2442 

O
b

je
ct

iv
e 

fu
n
ct

io
n

s 

 $FHC  545370.7 543245.9 

 -exe  0.5101 0.4971 

 -FH  0.731 0.6944 

D
es

ig
n

 p
ar

am
et

er
s 

[MW]radQ  3.788 4.223 

[MW]convQ  1.957 1.739 

[MW]shldQ  2.109 1.8929 

2[m ]cpA  45.3612 64.9357 

2[m ]convA  69.4182 77.5283 

, [-]t convN  24 23 

[Pa]tP  31374 17864.5 

 KgT  1172.5 1103.4 

V 3m 
  

 76.46 152.56 

[kg/s]fuelm  0.2448 0.2574 

 

 

According to Table 7, LINMAP suggested point in 

optimal design I has a higher total cost (0.4%) and 

modified exergy efficiency (1.3%) than LINMAP 

suggested point in optimal design II. It results from a 

considerable reduction in total heat exchanger area 

(because of reduction in tube length in radiation section, 

external tube diameter in convection section, number of 

tubes in radiation section, and number of tubes in 

convention section), and a rise in effective gas 

temperature in firebox (Tg).  

The heat exchanger area in LINMAP suggested 

optimal design I decreases in contrast to optimal design 

II due to reduction in the number of tubes. Furthermore, 

employing modified exergy efficiency, and total 

economic and environmental cost as objective functions 

(optimal design I) results in smaller heat transfer area of 

radiation zone with a lower number of tubes compared 

to results of optimal design II, which causes a decrease 

in investment cost [26]. As mentioned in the 

methodology section, heat demand is assumed to be 

constant; therefore, excess air decreases and effective 

gas temperature in the firebox increases to compensate 

for the reduction in total heat exchanger area compared 

with optimal design II. Moreover, a decrease in excess 

air of LINMAP suggested points of optimal design I 

leads to improvement in energy efficiency in contrast to 

that of optimal design II [42]. The total pressure drop of 

the tube-side of the fired heater increases significantly 

due to a reduction in external tube diameter in the 

convection section, which is in line with previous 

studies [27]. It should be mentioned that allowable 

pressure drop of tube-side is considered1000 kPa [43]. 

For sensitivity analysis, the effects of key 

parameters, namely hot water outlet temperature, the 

external diameter of the tube in radiation as well as 

convection sections, number of side-wall as well as 

ceiling tube in radiation section, and excess air ratio are 

investigated on objective functions and presented in 

Figures 6 to 10, respectively. In this study, the LINMAP 

optimal point considered as a reference point. 

According to these figures, hot water outlet temperature 

is employed along with other decision variables due to 

the remarkable effects of this parameter on objective 

functions. According to Figure 6, an increase in the 

tube’s external diameter in the radiation section raises 

total cost due to an increase in the total heat exchanging 

area. However, with increasing this parameter, modified 

exergy efficiency remains unchanged at low values of 

hot water outlet temperature. At high values of hot 

water outlet temperature, modified exergy efficiency 

first increases then decreases. An increase in hot water 

outlet temperature leads to rise in modified exergy 

efficiency at low values of external diameters of the 

tube. However, it fluctuates slightly at high values of 

external diameter, which results from large changes in 

the mean heat flux of large diameter tubes because of a 

lower degree of shadowing in these tubes [44]. 
 

 

 

 
Figure 6. The effect of water outlet temperature and 

external diameter of tube in radiation section on modified 

exergy efficiency and total cost 
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Figure 7 reveals a surface plot of modified exergy, and 

total economic and environmental cost of fired heater 

versus external diameter of tube in convention section 

and hot water outlet temperature. An increase in 

external diameter of tube in convention section 

increases total cost, but it causes an initial climb in 

modified exergy efficiency, decreasing afterwards. It 

can be seen that a rise in hot water outlet temperature 

increases total economic and environmental cost at low 

values of the external diameter of the convention tube. 

However, it leads to a reduction in total cost at high 

values of the external diameter of the convention tube. 

Moreover, it is indicated that the diameter of tube in the 

radiation section (Figure 6) has a greater impact on total 

cost than the diameter of tube in the convection section, 

which concurs with previous research [27]. 

Figure 8 indicates that the total cost of the fired 

heater increases gradually by increasing either the 

number of the side-wall tubes in the radiation section or 

hot water outlet temperature. The number of the side-

wall tubes has no considerable effect on modified 

exergy efficiency. 

According to Figure 9, the effects of the number of 

the ceiling tubes in the radiation section on total cost 

and modified exergy efficiency bear a close 

resemblance to those of the number of the side-wall 

tubes (Figure 8). 

Figure 10 provides an assessment of the total 

economic and environmental cost, and modified exergy 

efficiency of the fired heater for excess air and hot water 

outlet temperature. An increase in excess air leads to a 

slight rise in the total cost and a small drop in modified 

exergy efficiency. These results match those observed in 

previous studies [28, 45]. The latter result is a narrower 

recirculation zone and a larger vortex shedding upward 

in the combustion zone with an increase in excess air 

[45]. 

 

 

 

 
Figure 7. The effect of water outlet temperature and external 

diameter of tube in convection section on modified exergy 

efficiency and total cost 

 
Figure 8. The effect of water outlet temperature and number 

of side-wall tube in radiation section on modified exergy 

efficiency and total cost 

 

 

 
Figure 9. The effect of water outlet temperature and number 

of ceiling tube in radiation section on modified exergy 

efficiency and total cost 

 

 

 
Figure 10. The effect of water outlet temperature and excess 

air on modified exergy efficiency and total cost 

 
 
4. CONCLUSIONS 
 

The present study puts forward a fired heater design 

model integrated with a combustion sub-model to 

optimize the fired heater. A multi-objective 

optimization of the fired heater in a natural gas pressure 

reducing station is carried out using a genetic algorithm. 

In this regard, the mathematical model of fired heater 

and sub-model of combustion are developed to achieve 

design and performance parameters of the fired heater. 

LINMAP method is applied to suggest an optimal 

solution between Pareto-set points. The hot water outlet 

temperature, the external diameter of tubes in radiation 
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and convection sections, the number of side-wall and 

ceiling tubes in the radiation section, and excess air ratio 

are selected as design parameters. Finally, sensitivity 

analysis of design parameters and their effects on 

objective functions are performed individually. 

According to the results, the developed model enables a 

more accurate prediction of heaters’ thermal efficiency 

compared with previous models. LINMAP yielded a 

solution for optimization using modified exergy 

efficiency and total cost as objective functions leading 

to an increase of 0.4% in total cost and 1.3% in 

modified exergy efficiency compared with that of 

optimization applying thermal efficiency and total cost 

as objective functions, respectively. 

As noted in the introduction section, Iran has 2500 

gas reduction stations, which traditionally consist of the 

gas-fired heater, throttling valve, heat exchanger, and 

control system. Moreover, fired heaters burn a 

significant portion of the passing natural gas, and have 

low energy efficiency. Therefore, the results of this 

study can be applied to assess the potential of energy 

and natural gas consumption savings in gas reduction 

stations in Iran. 

It is also indicated in the introduction section that 

renewable heating systems and novel-heating 

technologies are not cost-effective solutions. 

Considering pollution cost is known as one of the main 

solutions to face mentioned challenges, and it should be 

considered in the optimal design of gas-fired heaters to 

move toward and develop efficient and low emission 

heating systems. Therefore, this study can be compared 

with future studies on applying renewable heating 

systems in natural gas stations in Iran. In our future 

research, we intend to focus on the optimal design of the 

gas reduction station system considering all components 

of the system, including heat exchanger, heater, turbo-

expander, and throttle valve. System restrictions will 

also be taken into account to determine and propose a 

set of practical recommendations. 
 

 

 

5. APPENDIX A 
 

At first, objective functions should be non-

dimensionalized, applying Euclidian non-

dimensionalization, due to different dimensions of 

objective functions on the Pareto frontier [34].  

( )
2

2

1

ijn

ij
m

iji

F
F

F
=

=



 
(A.1) 

Then the distance of each point on the Pareto frontier 

from ideal point ( ideal

jF ) in which each objective has its 

best value, is calculated as follows [34]: 

( )
2

2
1

n ideal

i ij jj
d F F+ =

= −  (A.2) 

LINMAP suggested solution is a point with a minimum 

distance from the ideal point.  
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Persian Abstract 

 چکیده 
ی تمامی بخش های گرمکن آب داغ از با لحاظ کردن مدل احتراق ارائه شد. مدل توسعه یافته توانایی طراح  پژوهش، مدلی جدید به منظور طراحی بهینه گرمکن آب داغ  در این

ارد. طراحی بهینه چندهدفه گرم کن آب داغ ایستگاه  و بخش محافظ و همچنین محاسبه ترکیبات و حجم گازهای حاصل از احتراق را د قبیل محفظه تشعشعی، بخش همرفت

و زیست محیطی همراه با بازدهی اگزرژی اصلاحی به عنوان توابع هدف در نظر گرفته    تقلیل فشار گاز نیروگاه رامین بر مبنای مدل توسعه یافته انجام شد. هزینه کل اقتصادی

براین، روش تصمیم گیری چند معیاره   بهینه سازی چند هدفه  به منظوشدند.  علاوه  پرتو  نمودار  بهینه  نقاط  بین  از  بهینه  نقطه  یافته جدید  افاست  ر پیشنهاد  ده شد. مدل توسعه 

بر   نمپروش تصمیم گیری چندمعیاره لینی  بازدهی گرم کن آب داغ نسبت به مدل های پیشین دارد. نتایج بهینه سازی نشان داد که نقطه بهینه پیشنهادی عملکرد بهتری در پیش بی

%( در حالی که هزینه کل ثابت   3/1ارد )مبنای توابع هدف پیشنهادی نسبت به نقطه مشابه بهینه سازی بر مبنای توابع هدف اقتصادی و بازدهی انرژی، بازدهی اگزرژی بیشتری د

 ابی قرار گرفت.باقی می ماند. در نهایت، تأثیر هر یک از متغیرهای تصمیم گیری بهینه سازی بر توابع هدف مورد ارزی
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A B S T R A C T  
 

 

The longitudinal friction coefficient is a very important parameter to calculate vehicle dynamics. The 

theoretically longitudinal friction coefficient is often used to investigate the vehicle dynamics. 
However, the longitudinal friction coefficient depends on many factors and changes when the vehicle 

moves on the actual road. This paper presents the experimental method to determine the longitudinal 

friction coefficient function when braking the tractor semi-trailer on the road. The results of this study 
can be used as an input to dynamic survey model for the tractor semi-trailer and to verify the 

theoretical model. The experimental results showed that when braking the tractor semi-trailer on the 

dry asphalt, the maximum longitudinal friction coefficient is xmax=0.89 and the minimum 

longitudinal friction coefficient is xmin=0.72. Matlab-Simulink software was used to investigate and 

compare the longitudinal friction coefficient determined by experiment and the theoretically 

longitudinal friction coefficient according to Ammon tire model. The survey results showed that the 

average error between experiment and theory was about 17%. 

doi: 10.5829/ije.2021.34.07a.24 
 

 
1. INTRODUCTION1 
 
The movement of the vehicle depends on the tire-road 

forces Fx, Fy, Fz. The tire-road forces Fx, Fy, Fz are 

usually determined by the tire model and they depend 

on the tire-road friction coefficient [1-3]. 

𝐹𝑥(𝑡) = 𝐹𝑧(𝑡)𝜑𝑥(𝑡)  (1) 

𝐹𝑦(𝑡) = 𝐹𝑧(𝑡)𝜑𝑦(𝑡) (2) 

Therefore, the longitudinal friction coefficient 

function by time can be determined: 

𝜑𝑥(𝑡) =
𝐹𝑥(𝑡)

𝐹𝑧(𝑡)
  (3) 

Thus, in order to determine the longitudinal friction 

coefficient function x(t), Fx(t) and Fz(t) should be 

known [4].  

 

 

*Corresponding Author Institutional Email: tungnt@vlute.edu.vn  (N. 
Thanh Tung) 

2. THEORETICAL BASES 
 

The method of separating structure of the multi-object 

system for the vehicle dynamic model ¼ is used as 

shown in Figure 1, the equation of vehicle movement is 

as follows [5]: 

{
 

 
𝑚�̈� = 𝐹𝐶 + 𝐹𝐾
𝑚𝐴𝜉̈ = 𝐹𝐶𝐿 − (𝐹𝐶 + 𝐹𝐾)
(𝑚 +𝑚𝐴)�̈� = 𝐹𝑋 + 𝐹𝑊
𝐹𝑍 = 𝐹𝐺 + 𝐹𝐶𝐿

  (4) 

Or    {
𝐹𝑋 = (𝑚 +𝑚𝐴)�̈� − 𝐹𝑊
𝐹𝑍 = 𝐹𝐺 +𝑚�̈� +𝑚𝐴𝜉̈

 (5) 

The longitudinal slip coefficient of the wheel by 

time is determined by the following Equations (6) and 

(7).  

The longitudinal slip coefficient of the wheel when 

braking [6, 7]: 

𝑠𝑥(𝑡) =
𝑟𝑑�̇�(𝑡)−�̇�(𝑡)

�̇�(𝑡)
; 𝑟𝑑�̇�(𝑡) < �̇�(𝑡); −1 < 𝑠𝑥 < 0  (6) 
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Figure 1. Model of vehicle dynamics ¼ 

 

The longitudinal slip coefficient of the wheel when 

accelerating [5, 6, 8]: 

𝑠𝑥(𝑡) =
𝑟𝑑�̇�(𝑡) − �̇�(𝑡)

𝑟𝑑�̇�(𝑡)
; 𝑟𝑑�̇�(𝑡) > �̇�(𝑡); 0 < 𝑠𝑥 < 1 (7) 

So in order to determine the longitudinal friction 

coefficient function of the wheel according to the 

longitudinal slip coefficient 𝜑𝑥(𝑠𝑥), the longitudinal 

friction coefficient function by time x(t) should be 

known as in formula (3) and the longitudinal slip 

coefficient function by time sx(t) as in formula (6,7). 

The longitudinal friction coefficient function according 

to the longitudinal slip coefficient  is shown in Figure 2 

[9, 10]. 
 

 

3. EXPERIMENT AND SIMULATION  
 
3. 1. Experiment             In this paper, a 6-axle tractor 

semi-trailer was chosen for experiment. During the 

experiment, the braking systems of the axles I, II, III, 

IV, V were adjusted to stop working. The diagram for 

installation of the experimental sensor is shown in 

Figure 3. 

To determine the longitudinal friction coefficient 

function of the wheel according to the longitudinal slip 

coefficient 𝜑𝑥(𝑠𝑥), the following 6 parameters were 

experimentally determined: Measurement of the 

longitudinal velocity of the tractor semi-trailer (�̇�) by 
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Figure 2. Longitudinal friction coefficient as a function of slip 

ratios 
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6

1
3

IVV IIIII I  
1. Sensor for measuring the body longitudinal velocity;  

2. Sensor for measuring the body longitudinal acceleration;  

3. Sensor for measuring the body vertical acceleration;  

4. Sensor for measuring the axle vertical acceleration;  

5. Sensor for measuring the wheel angular velocity;  

6. Weigh the axle weight 

Figure 3. Sensor installation diagram on the experimental 

tractor semi-trailer 
 

 

Kistler GPS sensor (1); measurement of the longitudinal 

acceleration (�̈�) and vertical acceleration (�̈�) of the 

tractor semi-trailer by MMA7361LC-XYZ sensor (2,3); 

measurement of the vertical acceleration (𝜉̈) of the axle 

by MMA7361LC-XYZ sensor (4); measurement of the 

wheel angular velocity (�̇�) by Sharp Rotary Encoder 

sensor (5); weighing the un-sprung mass (mA) and the 

sprung mass (m) with ULSTRALIM electronic balance 

(6). Diagram of the measurement system, signal 

reception and braking experimental result processing of 

the tractor semi-trailer are shown in Figure 4 [11, 12]. 

Let the tractor semi-trailer moved steadily on the dry 

asphalt at a speed of 50 km/h and then braked to let the 

tractor came to a complete stop. Based on 6 parameters 

determined by the experiment, the computer processed 

and output graphs Fz(t), Fx(t), x(t), sx(t) as shown in 

Figures 5, 6, 7 and 8. The longitudinal friction 

coefficient function of the wheel according to the 

longitudinal slip coefficient 𝜑𝑥(𝑠𝑥) is shown in Figure 

9. 

The experimental results show that the value and 

shape of the graphs Fz(t), Fx(t), x(t), sx(t), x(sx) are 

consistent with the theoretical rules. When braking the 

tractor semi-trailer on the dry asphalt, the maximum 

longitudinal friction coefficient is xmax=0.89 and the 

minimum longitudinal friction coefficient is xmin=0.72, 
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Figure 4. The longitudinal friction coefficient measurement 

system 



1801                                              N. Thanh Tung / IJE TRANSACTIONS A: Basics  Vol. 34, No. 7, (July 2021)   1799-1803                                                      

 
Figure 5. Tire longitudinal force 

 

 

 
Figure 6. Tire vertical force 

 

 

 
Figure 7. Longitudinal friction coefficient 

 

 

 
Figure 8. Longitudinal slip ratio 

 
Figure 9. Function of  longitudinal friction coefficient 

 

 

the value of the longitudinal friction coefficient was 

determined by experiment equivalent to theoretical 

value. 

 
3. 2. Simulation              Matlab-Simulink software was 

used to investigate and compare the longitudinal friction 

coefficient function of the wheel according to the 

longitudinal slide coefficient 𝝋𝒙(𝒔𝒙) determined by 

experiment and the function   𝝋𝒙(𝒔𝒙) simulated 

according to Ammon tire model on the same type of 

road with the maximum longitudinal friction coefficient 

xmax=0.89 and the minimum longitudinal friction 

coefficient xmin=0.72 [4, 5]. The results of function 

simulation 𝝋𝒙(𝒔𝒙) by experiment and according to 

Ammon tire model are shown in Figure 10. The survey 

results showed that the average error between 

experiment (the longitudinal friction coefficient 

function 𝝋𝒙(𝒔𝒙) determined by experiment) and theory 

(the longitudinal friction coefficient function 𝝋𝒙(𝒔𝒙) 
determined by Ammon tire model) was about 17%. 

The function 𝝋𝒙(𝒔𝒙) determined by experiment and 

function 𝝋𝒙(𝒔𝒙) determined by Ammon tire model were used 

as an input to the dynamic survey model of the tractor semi-

trailer as in Figures 11 and the system of dynamic equations of 

the tractor semi-trailer as fomulas (8-49). 
 

 

 
Figure 10. Function 𝝋𝒙(𝒔𝒙) determined by experiment and 

Ammon tire model 
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Figure 11. Dynamic model of the tractor semi-trailer 

 

 

The system of dynamic equations of the tractor semi-

trailer are as follows [5]: 

𝑚𝑐1�̈�𝑐1 = 𝐹𝑥𝑖𝑗 − 𝐹𝑤𝑥1 − 𝐹𝑘𝑥1(𝑖 = 1 − 3)  (8) 

𝑚𝑐1�̈�𝑐1 = 𝐹𝑦𝑖𝑗 − 𝐹𝑤𝑦1 − 𝐹𝑘𝑦1(𝑖 = 1 − 3)  (9) 

𝐽𝑧𝑐1�̈�𝑐1 = 𝐹𝑥1𝑗𝑙1 + 𝐹𝑥1𝑗𝑏1 + 𝐹𝑘𝑦1𝑙𝑘1 − 𝐹𝑦𝑖𝑗𝑙𝑖 +

(𝐹𝑥𝑖2 − 𝐹𝑥𝑖1)𝑏𝑖  
(10) 

𝑚𝑐2�̈�𝑐2 = 𝐹𝑥𝑖𝑗 + 𝐹𝑘𝑥2(𝑖 = 4 − 6)  (11) 

𝑚𝑐2�̈�𝑐2 = 𝐹𝑘𝑦2 + 𝐹𝑦𝑖𝑗(𝑖 = 4 − 6)  (12) 

𝐽𝑧𝑐2�̈�𝑐2 = (𝐹𝑥𝑖2 − 𝐹𝑥𝑖1)𝑏𝑖 + 𝐹𝑘𝑦2𝑙𝑘2 − 𝐹𝑦𝑖𝑗𝑙𝑖(𝑖 =

4 − 6)  
(13) 

𝑚𝑐1�̈�𝑐1 = 𝐹𝐶𝑖𝑗 + 𝐹𝐾𝑖𝑗 − 𝐹𝑘𝑧1(𝑖 = 1 ÷ 3)  (14) 

𝐽𝑦𝑐1�̈�𝑐1 = (𝐹𝐶1𝑗 + 𝐹𝐾1𝑗)𝑙𝑖 + 𝐹𝑘𝑧1𝑙𝑘1 − 𝐹𝑘𝑥1(ℎ𝑐1 −

ℎ𝑘1) +𝑀𝑖𝑗(𝑖 = 1 ÷ 3)  
(15) 

𝑚𝑐2�̈�𝑐2 = 𝐹𝐶𝑖𝑗 + 𝐹𝐾𝑖𝑗 + 𝐹𝑘𝑧2(𝑖 = 4 ÷ 6)  (16) 

𝐽𝑦𝑐2�̈�𝑐2 = −(𝐹𝐶𝑖𝑗 + 𝐹𝐾𝑖𝑗)𝑙𝑖 + 𝐹𝑘𝑥2(ℎ𝑐2 − ℎ𝑘2) +

𝐹𝑘𝑧2𝑙𝑘2 +𝑀𝑖𝑗(𝑖 = 4 ÷ 6)  
(17) 

𝐽𝑥𝑐1�̈�𝑐1 = (𝐹𝐶𝑖2 + 𝐹𝐾𝑖2 − 𝐹𝐶𝑖1 − 𝐹𝐾𝑖1)𝑤𝑖 +
𝑀𝑘𝑥1 (𝑖 = 1 ÷ 3)  

(18) 

𝐽𝑥𝑐2�̈�𝑐2 = (𝐹𝐶𝑖2 + 𝐹𝐾𝑖2 − 𝐹𝐶𝑖1 − 𝐹𝐾𝑖1)𝑤𝑖 −
𝑀𝑘𝑥2(𝑖 = 4 ÷ 6)  

(19) 

𝑚𝐴𝑖 𝑧 ̈ 𝐴𝑖 = 𝐹𝐶𝐿𝑖𝑗 + 𝐹𝐾𝐿𝑖𝑗 − 𝐹𝐶𝑖𝑗 − 𝐹𝐾𝑖𝑗(𝑖 = 1 ÷ 6)  (20-25) 

𝑚𝐴𝑖�̈�𝐴𝑖 = 𝐹𝑖 + 𝐹𝑦𝑖𝑗(𝑖 = 1 ÷ 6)  (26-

31) 

𝐽𝐴𝑥𝑖�̈�𝐴𝑖 = (𝐹𝐶𝑖1 + 𝐹𝐾𝑖1 − 𝐹𝐶𝑖2 − 𝐹𝐾𝑖2)𝑤𝑖 + (𝐹𝐶𝐿𝑖2 −
𝐹𝐶𝐿𝑖1)𝑏𝑖 − 𝐹𝑦𝑖𝑗(𝑟𝑖𝑗 + 𝜉𝐴𝑖𝑗)  

(32-

37) 

𝐽𝐴𝑦𝑖𝑗�̈�𝑖𝑗 = 𝑀𝐴𝑖𝑗 −𝑀𝐵𝑖𝑗 − 𝐹𝑥𝑖𝑗𝑟𝑑𝑖𝑗  (38-

49) 

 

 

 

Graphs of force Fx, Fz surveyed by Matlab-Simulink 

software with the input function 𝜑𝑥(𝑠𝑥) determined by 

experiment and Ammon function are presented in 

Figures 12 and 13. The survey results showed that when 

the input function 𝜑𝑥(𝑠𝑥) determined by experiment and 

Ammon function were used, the average error of force 

Fx was 11,81% and the average error of force Fz is 19 

and 25%. 

The obtained results determined by the experiment 

had shapes and values consistent with theoretical rules 

as well as research results of many other authors [8, 11, 

12]. 

 

 

 
Figure 12. Tire longitudinal force Fx 

 

 

 
Figure 13. Tire vertical force Fz 
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4. CONCLUSION 
 
The longitudinal friction coefficient function 𝜑𝑥(𝑠𝑥) can 

be determined by measuring the longitudinal velocity of 

the vehicle (�̇�), the longitudinal acceleration of the 

vehicle (�̈�), the vertical acceleration of the body (�̈�), 

the vertical acceleration of the axle (𝜉̈), the wheel 

angular velocity and weighing the vehicle weight. The 

experimental results can be used to study the dynamics 

of the tractor semi-trailer and other types of vehicles on 

actual roads. 
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Persian Abstract 

 چکیده 
اده می شود. با این حال ، ضریب اصطکاک طولی پارامتر بسیار مهمی برای محاسبه دینامیک خودرو است. از ضریب اصطکاک طولی نظری اغلب برای بررسی پویایی خودرو استف

مقاله روش آزمایشی برای تعیین عملکرد ضریب    ضریب اصطکاک طولی به فاکتورهای زیادی بستگی دارد و هنگام حرکت وسیله نقلیه در جاده واقعی تغییر می کند. در این

ویا برای نیمه تریلر تراکتور و برای تأیید اصطکاک طولی هنگام ترمزگرفتن نیمه تریلر تراکتور در جاده ارائه شده است. نتایج این مطالعه می تواند به عنوان ورودی به مدل بررسی پ

و    xmax = 0.89ی نشان داد که هنگام ترمز نیمه تریلر تراکتور روی آسفالت خشک ، حداکثر ضریب اصطکاک طولی  مدل نظری مورد استفاده قرار گرفته است. نتایج تجرب

برای بررسی و مقایسه ضریب اصطکاک طولی تعیین شده با آزمایش و ضریب    Matlab-Simulinkمی باشد. از نرم افزار    minxmin = 0.72حداقل ضریب اصطکاک طولی  

 بوده است.  ٪17با توجه به مدل لاستیک آمون استفاده شد. نتایج بررسی نشان داد که میانگین خطای بین آزمایش و نظریه حدود  اصطکاک طولی نظری 
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A B S T R A C T  
 

 

This paper analyses the possibility of increasing the efficiency of loading the destroyed rock mass into 
the face scraper conveyor by the lagging screw actuator of the shearer in the process of coal mining in 

the complex mechanized treatment faces of coal mines. It was taken into account that the most significant 

influence on the loading efficiency of coal is exerted by the dimensions of the cross-sectional area of the 
loading window, the distance between the screw and conveyor and the height of the bottom of the 

conveyor. Non-traditional technical solutions are proposed that reduce the negative impact of the gap 

between the screw and the conveyor on the efficiency of coal loading by the lagging screw actuator of 
shearers and increase the degree of filling of the conveyor groove. Technical solutions contribute to the 

formation of a rational section of the cargo flow in the trough of the downhole conveyor and, therefore, 

increase its productivity. The results of modeling the process of loading coal onto the face conveyor by 
an auger actuator with an additional loading device are presented. Evaluation of the effectiveness of the 

proposed constructive technical solutions for the interface unit in the loading area confirmed an increase 

of 2.94 times the maximum capacity of the screw executive body for loading coal onto the face conveyor 
while 2.7 times less specific energy consumption during loading. 

doi: 10.5829/ije.2021.34.07a.25 
 

 
1. INTRODUCTION1 
The mining of high-tech coal seams in countries with a 

developed mining industry is carried out mainly by long 

complex mechanized treatment faces equipped with dual 

auger shearers [1-5] with symmetrical layout. Such 

shearers can work on one-sided with stripping and shuttle 

schemes of coal extraction, with self-cutting into a seam 

on a new strip of excavation by oblique drives. Such 

combines are technological, highly productive, and their 

screw augers are simple in design, reliable in operation, 

combined with the operations of separating coal from the 

massif, unloading it from the destruction zone and 

loading it onto the face conveyor [6-8]. According to the 

efficiency of the process of coal mining on medium and 

powerful formations, there is currently no alternative [9-

11]. 

However, the auger actuators are also characterized 

by significant disadvantages associated, in particular, 

 
*Corresponding Author Email: khaclinhhumg@gmail.com (Nguyen 
Khac Linh) 

with the operating conditions of the lagging auger 

actuator. These conditions are characterized by the 

following features: 

- destroying a pack of coal along the soil, the lagging 

auger actuator loads it and part of the coal mass destroyed 

by the leading auger actutator onto the armoured 

conveyer; 

- the mass of coal during loading moves "passively" 

along the channel formed by the interfaced equipment 

(becoming a conveyor, the gearbox actuator, auger 

actuator, retaining plate or blade), only under pressure 

created by the auger; 

- the loading channel is structurally saturated with 

local resistances that cause circulation of coal in the flow, 

enhance its crushing, dust formation and increase energy 

consumption; 

- the channel is open to move part of the destroyed 

mass to the bottomhole soil. 
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The problem also lies in the fact that the gap between 

the auger actuator and the conveyor and the cross-

sectional area of the loading window are formed in the 

process of assembling equipment units without taking 

into account the special requirements for the loading 

channel. 

To date, there are no technical solutions and proven 

methods for choosing the structure and parameters of 

loading devices for shearers that provide a given level of 

efficiency of the coal loading process according to the 

criteria of the maximum possible productivity, 

minimizing the yield of small classes of coal and specific 

energy consumption energy taking into account 

additional resistance to the movement of coal flow in the 

loading channel [1, 12-14]. 

Over the last few decades, the shearer drum's coal 

loading performance has not been adequately studied. In 

fact,  many conventional studies have either overlooked 

it or obtained it empirically. The main factors affecting it 

were studied by the end of the 1980s and earlier of the 

1990s [6, 15, 16]. In these studies, the authors showed the 

impact of some factors, such as mining conditions, the 

shearer's operating parameters, and mining equipment on 

the shearer drum's loading rate using empirical, 

theoretical analysis and computer technology. As a 

result, some key factors affecting the shearer drum's coal 

loading performance have been noted and recommended 

to consider for future studies. Having considered those 

key factors, a Turkish company also stated that the 

distance of the drum from the scraper conveyor might 

influence the shearer drum's coal loading performance 

[6]. 

Moreover, it has been shown that there is a difference 

between drums with conical hub and cylindrical hub 

regarding the coal loading performance [16]. 

Furthermore, by utilizing a helical vane in the form of a 

varying pitch and a curved generatrix, it is possible to 

improve the shearer drum's coal loading performance.  

The influences of the pulling speed, rotation speed on the 

coal loading rate of the shearer drum were also presented 

by Liu and Gao [12]. Nevertheless, the abovementioned 

models have not shown a solution to completely reduce 

the amount of coal left on the cleaning conveyor and 

shearer drum [14].  

Hence, in this study, we want to develop a technical 

solution to improve the efficiency of the shearer's loading 

process and then compare its performance with the one 

being used by DEM software (Discrete Element Method)  

to validate the accuracy and reasonableness of the 

proposed technology. The DEM software is a computer 

simulation that has been widely used in several fields, 

such as geotechnical engineering, geology, and 

machinery fields [12–17], and especially the screw 

conveying field [12–14]. 

Therefore, this article proposes the installation of an 

additional share in the transition zone between the auger 

and the conveyor and evaluates the efficiency of the coal 

loading process by a shearer for two options: with an 

installed share and without a share. 

Taking into account the insufficient study of the 

influence of the distance L from the auger actuator to the 

conveyor (Figure 1) and the configuration of the loading 

channel, the efficiency assessment was carried out using 

the modeling method. This made it possible to take into 

consideration the influence of the peculiarities of the 

nodes arrangement of the equipment in the considered 

zone on the process of passive movement of the 

destroyed mass to the conveyor. 

The efficiency of the loading process also depends on 

the distance Lm, by which the coal flow during loading 

fills the trough of the downhole conveyor. This distance 

can be determined by the formula: 

( )
z k

m
tg

h h
L L

 

+
= −

+
, mm 

(1) 

where β is the angle of inclination of the conveyor to the 

horizontal, degrees;  - depositional gradient, degrees; hz 

- excess of the upper boundary of the surface of the cargo 

flow of the bottom face of the conveyor, mm; hk - 

conveyor bead height, mm; L is the distance along the 

soil between the auger and the face conveyor, mm. 

The shorter the displacement mass displacement path 

(L) to the downhole conveyor, the lesser the resistance to 

the movement of the coal flow during loading onto the 

conveyor and the lesser the volume of unloaded coal and 

the higher the efficiency of the loading process. 

However, in modern designs of shearers and conveyors, 

this distance remains substantially significant - 300 mm 

or more. 

 

 

2. TECHNICAL SOLUTION 
 

As a result of the analysis of known designs of shearer 

units in the loading zone, the installation of an additional 

share in the transition zone between the auger and the 

 

 

 
Figure 1. Scheme of the formation of cargo flow on the face 

conveyor 

L
B3

n

n

n'

n'

hk

hz

Lm 

+



1806                                               K. Linh et al. / IJE TRANSACTIONS A: Basics  Vol. 34, No. 7, (July 2021)   1804-1809                                                         

face conveyor, which may deviate from the initial 

position of its installation under the influence of oversize 

during its transportation, is proposed. The loading plate 

with additional share 1 is shown in Figure 2 in relation to 

a shearer with two screw actuators symmetrically located 

along its length and regulated by the thickness of the 

formation 7. The retaining flap 4 with an additional share 

1 provide an increase in the efficiency of coal unloading 

from the transition zone, loading and formation of coal 

flow 10 on the bottomhole conveyor. 

The loading device consists of a share 1, made in the 

form of a part of a truncated cone, a support bracket 6, a 

retaining flap 4, while the axis of symmetry of the 

working surface of the loading flap is parallel to the axis 

of rotation of the screw actuator 7. The share 1 is installed 

between the shield 4 and the face conveyor 9 at an angle 

less than 90 ° to its board and connected by a hinge 2 and 

rod 3 with a spring 11 with a bracket 5, which is attached  

 

 

 

 

 
Figure 2. Loading device of a mining combine 

to the housing 8 of the drive of the auger actuator. The 

lower edge of the share 1 is equidistant to the mating 

surface of the face of the conveyor 9 and is installed with 

a gap. 

The auger actuator 7 (Figure 2), lagging along the 

direction of the combine harvester, destroys the lower 

layer of the coal seam, moves the broken mass by the 

auger blades with support on the loading plate 4 and 

ploughshare 1 to the downhole conveyor. In this case, the 

ploughshare reduces the resistance to movement of the 

flow of the destroyed mass to the downhole conveyor, 

reduces the circulation of coal in the flow and contributes 

to the formation of a rational cross-section of the flow. 

The gap between the screw actuator and the 

bottomhole conveyor and the cross-sectional area of the 

loading window are limited in size due to the peculiarities 

of the layout of the equipment nodes, which creates 

increased resistance to the movement of the coal flow 

onto the conveyor. A loading plate with a ploughshare 

increase the efficiency of loading coal onto the face 

conveyor, as they provide: 

- a more complete cleaning of the soil and loading of 

coal on the downhole conveyor; 

- reducing the resistance to movement of the coal flow 

and, consequently, increasing the completeness of 

unloading of coal located in the zone between the 

conveyor side and the screw executive body, to the 

downhole conveyor; 

- an increase in the fill factor of coal in the trough of 

the downhole conveyor; 

 

2. 1. Simulation of the Process of Loading Coal 
with an Assessment of the Effectiveness of the 
Proposed Technical Solution             Modeling is 

carried out to evaluate the efficiency of loading coal with 

a shearer with an additional share in the transition zone 

between the screw and the face conveyor (Figure 3). 

When modeling, the EDEM 3D program was used. There 

are two forms, unit-wall, and particles, in EDEM. The 

wall is only represented by the surface. Particles are 

generally only represented by a sphere. In order to 

simulate the coal loading process of the drum, the drum 

had to be simplified (Figure 3). In this model, the tube 

hub consisted of the cylindrical surface, the blade 

comprised the helical surface, and the rear shield. 
Figure 3 was a simulation model of the combined 

drum and coal wall. The coal wall was filled with 

identical diameter particles and bonded together using a 

common bond between the particles in the model. Since 

the simulation's focus was the coal loading of the drum, 

the cutting force of picks was not in the scope of the 

research. Meanwhile, to reduce the simulation time and 

improve simulation efficiency, the small values of 

adhesive bond strength of the normal direction and 

tangential were taken in the model. As long as the 

particles did not collapse before cut by the picks, the  
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Figure 3. Feature of the process of loading coal with a 

lagging screw with an additional share 

 

 

bonding strength of normal direction was 8 Pa and the 

adhesive shear strength was 8 Pa in this paper. Statistical 

area of effective output particles can be set according to 

the simulation requirement, and statistics area was the 

outer side of coal wall in particle output direction in this 

study. Particles on the cleaning conveyor are colored 

orange for easy observation. 

The process of loading coal onto the face conveyor is 

considered for two options: without a share and with an 

additional share. The following indicators were adopted 

as criteria for the process efficiency: productivity (Qк), 

specific energy consumption (Нw) and secondary 

grinding (particle size distribution, W-d). 

When simulating the process of loading coal onto the 

downhole conveyor, the following parameter values were 

adopted: screw diameter - 1800 mm, hub diameter - 600 

mm, screw angle of the screw - α = 19 °, number of screw 

blades - 3, blade thickness - 50 mm, working width - 800 

mm, auger rotation frequency - 60 rpm, conveyor bottom 

face height - hk = 350 mm, conveyor pit width - 800 mm, 

combine harvester gearbox wall height - 350 mm, 

combine feed speed - 4 m / min; simulation time - t = 18 

s. 

Based on the simulation results of the process of 

loading coal onto the downhole conveyor, the 

dependences of the change in loading mass and the 

moment of resistance on the screw (Figures 4 and 5) over 

time are constructed. 

When modeling the energy intensity of coal 

transportation by a screw was determined by the formula: 

 

9550
W

К К

P М n
Н

Q Q


= =



,kWh/t 
(2) 

where: Mcp is the average value of the torque on the 

screw, Nm; QK - coal loading capacity on the conveyor 

by screw, t/h; nob - rotational speed of the auger actuator, 

rpm. 

 
Figure 4. The dependence of the amount of loaded coal on 

the conveyor on time: 1. The amount of coal loaded onto the 

conveyor by a basic shearer; 

2. The amount of coal loaded onto the conveyor by a 

combine with an additional share. 
 

 

 
Figure 5. Change in torque on the screw: 1. Torque on the 

screw of the base shearer; 2. Torque on the auger of a shearer 

with an additional share. 

 

 

The average torque on the screw is determined by the 

formula: 

ср

1

1 n

i

i

M M
n =

=  , Nm (3) 

where: Mi is the current value of the torque on the screw, 

Nm. 

The productivity of the lagging screw executive body 

for loading coal onto the conveyor was determined by the 

following expression: 

3,6К

m
Q

t
=  , t/h (4) 

where m is the mass of coal loaded onto the conveyor, 

kg; t - loading time, s. 

As a result of modeling the process, taking into 

account the proposed design changes of the interface 

unit, it was found that the productivity of loading coal by 

the screw executive body on the downhole conveyor 

increases by 2.94 times, while the specific energy 

consumption during loading of coal by the combine 

decreases by 2.7 times. 
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TABLE 1. The results of modeling the process of loading coal 

onto the face conveyor using the proposed technical solution 

Index 
Basic 

shearer 

Shearer with 

additional share 

The average torque on the 

screw, N·m 
4075.0 4333.7 

Capacity for loading coal nto a 

conveyor, t/h 
85.8 252.0 

Specific energy consumption, 

kWh/t 
0.25 0.09 

 

 

2. 2. The Discussion of the Results           As a result 

of the analysis of known designs of shearer units, a 

comprehensive solution is proposed aimed at increasing 

the efficiency of loading coal onto the face conveyor. 

This goal is achieved by the fact that in the auger actuator 

of the shearer containing the auger and loading guard, a 

share is installed between the guard and the face 

conveyor at an angle less than 90 degrees to its board. 

The share is installed above the conveyor with a gap. The 

lower edge of the share repeats the profile of the bead 

conveyor. The ploughshare is connected via an arm to the 

drive housing of the screw actuator. A loading plate with 

a ploughshare forms a flow without circulation of coal 

from the destruction zone to the downhole conveyor. 

Improving the efficiency of coal loading is achieved by 

increasing the completeness of soil cleaning, reducing 

grinding, dust formation and energy consumption. 
 

 

3. CONCLUSIONS 
 

The proposed technical solution is a lagging screw 

actuator with a loading shield and a share, provide: 

- directivity of the flow with a decrease in resistance 

to the movement of coal from the destruction zone to the 

downhole conveyor; 

- decrease in circulation and additional grinding of 

coal; 

- increase the completeness of soil cleaning; 

- reduction of dust formation and specific energy 

consumption. 
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Persian Abstract 

 چکیده 
  زهی مکان  ه یاستخراج زغال سنگ در تصف  ند یعقب برش در فرآ  چیتوسط محرک پ   در نوار نقاله خراشنده    تخریب شده  توده سنگ   بارگیری  یی کارا  ش یمقاله امکان افزا  ن یادر  

و   چیپ   نی ، فاصله ب  ی ریزغال سنگ توسط ابعاد سطح مقطع پنجره بارگ  ی ریدر بازده بارگ  ریتأث   ن یدر نظر گرفته شد که مهمتر.  رفته استمورد بررسی قرار گمعادن ذغال    دهیچیپ

  ی ر ی بارگ یی کارا ی و نوار نقاله را بر رو چی پ ن یب شکاف یمنف ر یارائه شده است که تأث ی سنت ر یغ ی فن ی راه حل هادر این مقاله شود.   ینوار نقاله اعمال م   نیی نوار نقاله و ارتفاع پا

بار در    انیاز جر  ی بخش منطق  ک ی  لیبه تشک  یفن  ی دهد. راه حل ها  ی م  شینوار نقاله را افزا  اریدهد و درجه پر شدن ش  یعقب برش کاهش م  چیزغال سنگ توسط محرک پ 

محرک اوگر    کینوار نقاله توسط    یزغال سنگ بر رو  یریبارگ  ندیفرآ  یمدلساز  جیدهند. نتا  یم  شیآن را افزا  ی، بهره ور  نیکنند و بنابرا  یکمک م  یچاه  ریدهانه نوار نقاله ز 

 ت یبرابر حداکثر ظرف  2.94  شی، افزا  یریواحد رابط در منطقه بارگ  یبرا  یشنهادیسازنده پ  یفن  یراه حل ها  یاثربخش  یابیارائه شده است. ارز  یاضاف  یریدستگاه بارگ  کیبا  

 کمتر است. یر یدر هنگام بارگ  یبرابر مصرف انرژ 2.7که  ی در حال میکند. دیینوار نقاله را تأ  یزغال سنگ بر رو یبارگذار یبرا چیپ ییدستگاه اجرا
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