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A B S T R A C T  
 

 

A high-performance adsorbent was produced by grafting polyaniline onto biopolymer chitosan. The 

morphological structure of cross-linked chitosan grafted with polyaniline was studied by scanning 

electron microscopy. Functional groups of the synthesized adsorbent were identified by Fourier-
transform infrared. The performance of the prepared adsorbent was examined by batch adsorption 

experiments. The adsorption studies were performed with different operating parameters such as contact 

time, initial pH, adsorbent dosage and temperature. To evaluate adsorption isotherms, Freundlich, 
Langmuir and Dubinin-Radushkevich models were fitted to obtained data and the isotherm parameters 

were determined. Kinetics of the adsorption was studied by pseudo-first-order and pseudo-second-order 

models. It was observed that the obtained data were fitted more accurately with the pseudo-second-order 
model than the pseudo-first-order model. At optimum conditions, the maximum capacity and the removal 

efficiency of copper ions adsorption were obtained 131.58 mg/g and 92.5%, respectively. The 

regeneration efficiency and the removal efficiency of regenerated adsorbent were 97.7 and 90.4%, 
respectively. The results revealed the adsorbent has a great potential for adsorption of Cu (II) from 

aqueous solution. 

doi: 10.5829/ije.2021.34.02b.01 
 

 
1. INTRODUCTION1 
 
Heavy metals removal from wastewater is a global issue 

since they are the most dangerous environmental 

pollutants. Various industries, especially metal finishing, 

electroplating, plastics, battery, and etching are 

continuously releasing copper in their discharges [1-4]. 

Copper is an essential trace element but its concentration 

in air, water, and food should be below the tolerance 

limits; otherwise, it would be harmful to humans and 

animals. Intake of copper can lead to health 

complications such as causes irritation, mucosal, hepatic, 

lung cancer and capillary damage [3, 5, 6].  

In recent years, various treatment procedures have 

been established for the removal of heavy metal ions. 

Currently, treatment processes include precipitation, 

oxidation-reduction, ion exchange, membrane filtration-

osmosis, coagulation-flocculation, and adsorption. Each 

technique has its advantages and disadvantages, but the 

 
*Corresponding Author Institutional Email: hv.zare@bzte.ac.ir (H. 
Zare) 

adsorption method has been widely employed due to its 

simplicity of design and operation, low cost, high 

removal efficiency, and ease of adsorbent regeneration 

[7, 8]. 

Chitosan is a biopolymer with the linear structure of 

β-(1-4)-2amino-2-dexy-D-glucopyranose. Chitosan is 

generally produced by the deacetylation of chitin found 

in fungal cell walls and the exoskeleton of arthropods 

including insects, arachnids, and crustaceans (lobsters, 

crabs, and shrimps) [9-11]. Chitosan has potential to be 

employed in a diversity of fields, particularly in 

wastewater treatment. Chitosan is an appropriate 

adsorbent for the removal of heavy metals owing to the 

hydroxyl and amine functional groups [12, 13]. Chitosan 

has low mechanical strength and thermal stability and 

also it is soluble in acidic conditions [14, 15]. Several 

chemical and physical procedures have been applied to 

improve chitosan properties. Chemical modifications 

such as crosslinking and grafting improved porosity, 
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surface area, and mechanical properties of chitosan [16, 

17]. 

In the current research, an appropriate adsorbent was 

made for removing Cu (II) from aqueous phase. In order 

to modify chitosan properties, chitosan was crosslinked 

by glutaraldehyde. Then crosslinked chitosan was grafted 

with polyaniline. The impact of initial pH, contact time, 

temperature, and adsorbent dosage were investigated. 

The resulted data were assessed by Freundlich and 

Langmuir isotherm models. Also, the adsorption kinetics 

were studied by pseudo-first-order (PFO) and pseudo-

second-order (PSO) models. 

 

 

2. MATERIALS AND METHODS 

 

2. 1. Materials          Aniline, ammonium persulfate, 

acetic acid, citric acid, CuSO4.5H2O, and glutaraldehyde 

(50 wt% in H2O) were purchased from Merck 

(Darmstadt, Germany). chitosan (85% deacetylated) 

were purchased from Sigma-Aldrich (St. Louis, Mo., 

USA). Stock solution of 1 g/l of Cu (II) was prepared 

using analytical grade CuSO4.5H2O and kept at ambient 

temperature. Desired concentrations of Cu ions were 

prepared by diluting the stock solution with double 

distilled water. 

 

2. 2. Adsorbent Preparation       Chitosan was firstly 

dissolved in a solution of 2.5% acetic acid. Then 1.5% 

glutaraldehyde was poured into the chitosan solution and 

the obtained mixture stirred at 150 rpm for 5 h. 

Glutaraldehyde crosslinks chitosan chains by connecting 

amine groups. 2% aniline monomer in 50 ml of 1 M citric 

acid was added to the crosslinked chitosan solution. Then 

5 ml of 10% ammonium persulfate was added to the 

solution drop by drop and stirred at 150 rpm for 10 h. In 

order to remove oligomers and impurities, cross-linked 

chitosan grafted with polyaniline (CCGP) was filtered 

and washed with acetone and double-distilled water. 

Finally, the resulted composite was completely dried in 

an oven at 60 °C for about 24 h. 

 

2. 3. Batch Adsorption Experiments       To 

investigate the impact of operating conditions on Cu (II) 

adsorption, experiments were conducted in batch mode. 

Adsorption isotherm and kinetic evaluations were 

conducted for the adsorption process. Adsorption 

experiments were carried out with an initial 

concentration of 100 mg/l Cu (II) on a heater stirrer (IKA, 

Germany) at 300 rpm. Batch experiments for the 

elimination of Cu (II) from aqueous solution were 

conducted in a pH range of 2-6, adsorbent dosage of 1-5 

g/l, and at various temperature in the range of 20 to 40 

°C. The initial pH of the solution was set with addition of 

HCl solution for the required pH value. The initial pH of 

the solution was determined with a pH meter (AZ 86502, 

Taiwan). Sampling was performed at specified time 

intervals, and Cu (II) concentration was determined by 

inductively coupled plasma optical emission 

spectrometry (ICP-OES, Varian 730-ES, USA). The Cu 

(II) removal efficiency, Re (%), was determined 

according to the following relation: 

Re =
𝐶𝑖−𝐶𝑡

𝐶𝑖
× 100  (1) 

where Ci is the initial Cu (II) concentration (mg/l), and Ct 

is the concentrations of Cu (II) at a given time (mg/l). q 

is the adsorption capacity, which is the Cu (II) amount 

adsorbed per unit mass of the adsorbent (mg/g). At a 

certain contact time of t, qt (mg/g) was obtained by means 

of the equation below: 

𝑞𝑡 = (𝐶𝑖 − 𝐶𝑡) ×
𝑉

𝑚
  (2) 

where V and m were the solution volume (1) and the 

adsorbent dosage (g), respectively. 

 

2. 4. Characterization         Fourier-transform infrared 

(FTIR) spectra were acquired with a FTIR spectrometer 

(Bruker Tensor, Germany). The dried samples were 

milled into powder. One mg of each sample was blended 

with 100 mg of spectrophotometric grade KBr in an agate 

mortar and pressed into a tablet. FTIR spectra were 

recorded in the wavelength range of 400 to 4000 cm-1. In 

order to study the surface morphology, the prepared 

CCGP was gold-coated with a sputtering coater (Emitech 

K575X, England), and the CCGP surface was observed 

by scanning electron microscope (SEM) (Phenom-ProX 

Sem, Netherlands). 

 

 

3. RESULTS AND DISCUSSION 
 

3. 1. FTIR Analysis        Functional groups of prepared 

CCGP were studied using FTIR (Figure 1). The IR 

spectra of CCGP showed an absorption band at 3439 cm-

1 due overlapping the stretching vibration bands of both 

hydroxyl (–OH) and amine (–NH) groups [18]. The 

peaks at 2847 and 2923 cm-1 were attributed to the 

asymmetric and symmetric stretching vibrations of –CH2 

groups [19]. The peak at 1642 cm-1 corresponds to the 

stretching vibration of the C=O band of acetyl groups of 

chitosan remained in the adsorbent [3, 20]. The peak 

appearing at 1553 cm-1 associated with the nitrogen 

quinone, and the peak at 1456 cm-1 attributed to the 

benzene ring confirms the formation of polyaniline [21, 

22]. The absorption band at 1310 cm-1 is due to the C–N 

stretching vibration of the benzenoid unit [23]. 

 

3. 2. SEM and EDAX Analysis          In order to 

investigate surface morphology of CCGP, scanning 

electron microscopy (SEM) image was taken at a 

magnification of 27500x (Figure 2). According to the 
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SEM image, CCGP contains particles smaller than 500 

nm and has a high specific surface area. The large contact 

surface area between adsorbent and metal ions allows a 

large amount of adsorption relative to the weight of the 

adsorbent. EADX analysis of CCGP were performed 

before and after adsorption of copper ions (Figure 3).  The 

presence of copper peak after adsorption indicates that 

copper ions were successfully adsorbed onto the CCGP. 

 
3. 3. Effect of Contact Time       One of the effective 

parameters in the adsorption experiments is the contact 

time. Effect of contact time was studied with Cu (II) 

concentration of 100 mg/l, adsorbent dosage of 5 g/l, 

initial pH of 6 and at temperature of 20 °C for 180 min.  

Figure 4 presents the impact of time on the elimination of 

Cu (II) from the aqueous phase by the CCGP. The 

adsorption process reached to equilibrium after 100 min 

of contact time. At equilibrium time of 100 min, removal 

efficiency of 84.1% achieved and then remained almost 

constant. 

 

3. 4. Effect of pH         The pH of the solution is 

recognized as the greatest significant parameter affecting  
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Figure 1. FTIR spectra of the CCGP 

 
 

 
Figure 2. SEM image of CCGP with magnification of 

27500x 

 

 
Figure 3. EADX analysis (a) before and (b) after adsorption 

of copper ions onto the CCGP 
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Figure 4. The removal efficiency of Cu (II) ions by CCGP 

versus contact time, (Cu (II) concentration=100 mg/l, 

adsorbent dosage=5 g/l, initial pH=6, T=20 °C) 

 

 

metal ions adsorption. To investigate the effect of pH on 

the adsorption process, the experiments were conducted 

at initial pH range of 2 to 6. At pH above 6, hydrate 

structures of copper are formed and the Cu (II) ions 

precipitate in the solution. Figure 5 presents the impact 

of pH on the removal of Cu (II) from solution by the 

CCGP. It can be perceived that the adsorbed amount of 

metal ions decreased with decreasing pH of solution. 

This is because at low pH values the amount of H+ ions is 

high and therefore protons can contend with the copper 

cations for surface sites of the adsorbent. The removal 

efficiency was reached to maximum value at pH=6; 

therefore, further experiments were performed with an 

initial pH of 6. 

 

3. 5. Effect of Temperature and Dosage of 
Adsorbent       The impact of adsorbent dose was 

investigated within the range of 1 to 5 g/l of the 
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Figure 5. Impact of initial pH on the removal efficiency, 

(contact time=100 min, T=20 °C and adsorbent dosage=5 

g/l) 
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Figure 6. Removal efficiency of Cu (II) at the adsorbent 

dosage of 1–5 g/L and temperature of 20–40 °C 
 

 

adsorbent. The adsorption experiment was conducted at 

an optimum pH of 6 with the Cu (II) concentration of 100 

mg/l. The experiments were carried out under isothermal 

conditions at various temperatures of 20, 30, and 40 °C. 

According to curves depicted in Figure 6, as the CCGP 

dosage increased, the Cu (II) adsorption onto the CCGP 

rapidly increased. When the adsorbent dose increases, the 

amount of available surface area increases, resulting in 

enhanced absorption of copper ions. Also, with 

increasing adsorbent dosage, the removal efficiency of 

Cu (II) increased. Maximum removal efficiency (92.5%) 

was obtained at an adsorbent dosage of 5 g/l and a 

temperature of 40°C. 
 

3. 6. The Isotherm Models       Isotherms study the 

association between metal ions concentration in aqueous 

phase and the metal ions adsorbed onto the adsorbent at 

a constant temperature. The Langmuir model, a widely 

used isotherm, is suitable for investigating the adsorption 

of a monolayer on a surface containing a limited number 

of adsorption sites, which is given in the equation as 

follows [24]: 

Re =
qmaxKLCe

1+KLCe
  (3) 

The linear form of the Langmuir equation can be 

rearranged as shown below [25]: 

Ce

qe
=

1

(KLqmax)
+

Ce

qmax
  (4) 

where Ce (mg/l) is the equilibrium concentration of Cu 

(II) in the aqueous phase, qe (mg/g) is the Cu (II) amount 

adsorbed per unit mass of the adsorbent at equilibrium, 

qmax (mg/g) is the maximum capacity of adsorption at a 

given temperature, and KL (L/mg) is the Langmuir 

constant. The plots of the adsorption isotherm fitted by 

the Langmuir equation are presented in Figure 7. The 

values of maximum capacity of the adsorption, qmax, and 

the Langmuir isotherm constants, KL, were determined 

from the linear plots (Table 1). 

The empirical Freundlich isotherm model was 

extensively used to define the equilibrium adsorption 

data for a heterogeneous surface. The nonlinear form of 

the Freundlich model is expressed by the following 

equation [26]: 

qe = KF(Ce)
(1 n⁄ )  

(5) 

when the Freundlich equation is rearranged in 

logarithmic form, a linear equation of log (qe) versus log 

(Ce) is obtained as follows [27]: 

log(qe) = log(KF) + (
1

n
) log(Ce  (6) 

where KF is the Freundlich isotherm constant 

((mg/g)/(mg/L) n) which is associated to the adsorption 

capacity, and n is the adsorption intensity parameter. The 

plot of log (qe) against log (Ce) is drawn according to the 

experimental adsorption data (Figure 8). Freundlich 

isotherm parameters were determined, which are 

summarized in Table 1. Depending on the results of 

adsorption isotherms, the maximum capacity of 

adsorption was obtained 131.58 mg/g at temperature of 

40 °C. Also, the comparison of isotherm models showed 

that the experimental data were fitted better with 

Freundlich model than the Langmuir model. 
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Figure 7. The Cu (II) adsorption isotherm data fitted by 

Langmuir model at various temperatures of 20–40 °C, (Cu 

(II) concentration=100 mg/l, initial pH=6, contact time=100 

min) 
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To investigate the mechanism of the adsorption of Cu 

(II) ions on the CCGP, Dubinin-Radushkevich (D-R) 

model was applied. The D-R model is given in linear 

form as follows [28]: 

ln(qe) = ln(qs) − βε2 (7) 

In above equation, qe is the mol of copper ions adsorbed 

per unit mass of the adsorbent at equilibrium (mol/g), qs 

is the isotherm saturation capacity (mol/g), β is the D-R 

isotherm constant related to adsorption energy (mol2/J2), 

and ε is the Polanyi potential that can be calculated by the 

following equation: 

ε = RTln [1 +
1

Ce
]  (8) 

The mean free energy E (J/mol) of the adsorption process 

depends on β, which is calculated by the following 

equation: 

E =
1

√2β
  (9) 
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Figure 8. The Cu (II) adsorption isotherm data fitted by 

Freundlich model at various temperatures of 20–40 °C, (Cu 

(II) concentration=100 mg/l, initial pH=6, contact time=100 

min) 
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Figure 9. The Cu (II) adsorption isotherm data fitted by D-

R model at various temperatures of 20–40 °C, (Cu (II) 

concentration=100 mg/l, initial pH=6, contact time=100 

min) 

The amount of E value is useful to determine the 

mechanism of the adsorption process. The E values 

between 8 and 16 kJ/mol indicate that chemical 

interaction is the mechanism of the adsorption. If the 

value of E is less than 1, physical absorption is the 

dominant mechanism [29]. The plot of ln (qe) versus Ɛ2 is 

depicted in Figure 9. The D-R isotherm parameters are 

listed in Table 1. The E values obtained from D-R 

isotherm model showed that chemical adsorption is the 

dominant mechanism of the copper ions adsorption onto 

the CCGP. 

 

3. 7. Adsorption Kinetics       Adsorption kinetics was 

employed to investigate the diffusion of adsorbate into 

the adsorbent by measuring the adsorption uptake 

regarding the time at a constant concentration. In order to 

study the adsorption kinetics, the batch experiment was 

carried out at a pH of 6, a temperature of 40 °C and an 

adsorbent dosage of 5 g/l for 180 min (Figure 10a). PFO 

and PSO models were applied to study adsorption 

kinetics of Cu (II) by the adsorbent. 

The PFO kinetic model for Cu (II) adsorption on the 

adsorbent was evaluated by incorporating the experimental 

adsorption data into the following equation [30]: 

log(qe − qt) = log qe −
k.t

2.303
  (10) 

where qe (mg/g) is the equilibrium amount Cu (II) 

adsorbed per unit mass of the adsorbent, and k (min−1) is 

the PFO rate constant. The rate constant value, k, is 

determined from the linear plot (Figure 10b). The values 

of the PFO rate constant and the correlation coefficient 

were k = 0.042 min−1 and 0.882, respectively. 

The differential equation of PSO kinetic model is 

represented as follows [31]: 

dqt

dt
= K(qe − qt)

2  (11) 

 

 

TABLE 1. Isotherm specifications of the Freundlich and 

Langmuir models for the adsorption of Cu (II) ions on the 

CCGP 

Isotherm 

models 
Parameters Temperature (oC) 

  20 30 40 

Langmuir 

KL (L/mg) 0.0145 0.0161 0.0214 

qm (mg/g) 90.09 108.70 131.58 

R2 0.968 0.954 0.976 

Freundlich 

KF ((mg/g)/(mg/L)n) 2.64 2.84 4.43 

n 1.47 1.35 1.39 

R2 0.995 0.985 0.992 

D-R E (kJ/mol) 8.452 8.452 9.129 

 R2 0.995 0.989 0.994 
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PSO model can be written to linear form for the 

convenience of plotting and determining rate constant as 

following equation [32]:  

t

qt
=

1

Kqe
2 +

t

qe
  (12) 

where qt (mg/g) is the  Cu (II) amount adsorbed per the 

mass of the adsorbent at a contact time of t (min). K (g 

mg−1 min−1) represents the kinetic rate constant that 

depends on the conditions of the copper adsorption 

process on the adsorbent. The adsorption kinetics plot 

fitted by PSO is shown in Figure 10c. The PSO rate 

constant, k = 6.06×10-5 g mg−1 min−1 was determined 

from the linear plot with the correlation coefficient 

of0.983. Based on the results, for the absorption of 

copper ions onto CCGP, PSO kinetic model was more 

suitable than PFO model. 
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Figure 10. (a) Removal efficiency of Cu (II) (initial 

concentration = 100 mg/l, pH = 6, adsorbent dosage = 5 g/L, 

T = 40 °C, t = 180 min), (b) PFO kinetic model, and (c) PSO 

kinetic model for Cu (II) adsorption onto CCGP 
 
 

3. 8. Regeneration and Reusability of the 
Adsorbent         Regeneration and reusability of the 

CCGP saturated with copper ions was studied after five 

consecutive adsorption-desorption cycles. For each 

adsorption-desorption cycle, CCGP was soaked three 

times in succession in 0.5 ml HCl solution for 2 hours at 

300 rpm. The CCGP was filtered and washed with 

double-distilled water after each soak. The adsorption 

experiments were done again using the regenerated 

CCGP at optimum conditions. After one cycle of 

adsorption-desorption, the efficiency of CCGP 

regeneration and the removal efficiency of Cu (II) ions 

were 97.7 and 90.4%, respectively. After five adsorption-

desorption cycles, the regeneration efficiency and the 

removal efficiency were 81.7 and 75.6%, respectively. 

Results showed that CCGP has good performance for 

regeneration and reusability. 

Adsorption of Cu (II) ions from aqueous solution 

using CCGP was investigated. Maximum adsorption 

capacity (mg of metal ion adsorbed per gram of 

adsorbent) of CCGP for Cu (II) ions was 131.58 mg g−1. 

The results were compared with other adsorbents 

reported in literature (see Table 2). It can be seen that the 

synthesized CCGP had the highest potential to remove 

heavy metals from aqueous solutions.  
 

 

TABLE 2. Comparison of the maximum adsorption capacities of CCGP with other adsorbents 

Adsorbent Maximum adsorption capacity, mg/g Reference 

Chlamydomonas microsphaera collected by polyaluminium chloride flocculation 79.4 [33] 

Magnetic chitosan 104 [34] 

Carboxylated cellulose cryogel beads crosslinked by maleic anhydride 84.12 [35] 

Functionalized graphene nanosheets 103.22 [36] 

Chitosan-modified magnetic Mn ferrite nanoparticles 65.1 [37] 

Calcium alginate with encapsulated graphene oxide 60.2 [38] 

Epichlorohydrin cross-linked xanthate chitosan 43.47 [39] 

Powdered activated carbon-magnetite nanoparticles 23.61 [40] 

Spherical polystyrene-supported chitosan 99.8 [41] 

CCGP 131.58 This study 
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4. CONCLUSION 

 

Preparation of an efficient adsorbent by grafting 

polyaniline onto cross-linked chitosan was reported in 

this paper. The synthesized composite material CCGP 

has a high specific surface area with different functional 

groups, such as amine and hydroxyl, which can enhance 

the adsorption capacity for heavy metals. The removal 

efficiency of Cu (II) was dependent on the contact time, 

initial pH, temperature, and adsorbent dosage. The 

experimental data were appropriately fitted to Freundlich 

isotherm model and PSO model with good correlation 

coefficients. It was concluded that the synthesized 

adsorbent can effectively remove the copper ions from 

aqueous solutions. 
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Persian Abstract 

 چکیده 
مورفولوژی کیتوسان متصل شده عرضی و پیونده زده شده با پلی آنیلین توسط  جاذبی با کارایی بالا با استفاده از پیوند دادن پلی آنیلین به بیوپلیمر کیتوسان تولید شد. ساختار  

شناسایی شد. عملکرد جاذب تهیه شده برای    طیف سنجی مادون قرمز تبدیل فوریههای عاملی جاذب سنتز شده با استفاده از  میکروسکوپ الکترونی روبشی بررسی شد. گروه

اولیه، دما و میزان جاذب انجام شد.  pHهای مس از محلول آبی با استفاده از روش ناپیوسته مورد تحقیق قرار گرفت. مطالعات جذب به عنوان تابعی از زمان تماس، حذف یون

ارامترهای ایزوترم تعیین گردید. سینتیک جذب  های آزمایشگاهی برازش شد و پبرای داده  چیرادوشکو  نینیدوبهای لانگمویر، فروندلیچ و  جهت ارزیابی ایزوترم جذب، مدل

های آزمایشگاهی با مدل شبه درجه دوم بهتر از مدل شبه درجه اول برازش های شبه درجه اول و شبه درجه دوم مورد مطالعه قرار گرفت. مشاهده شد که دادهتوسط مدل

درصد به دست آمد. راندمان    5/92میلی گرم بر گرم و    58/131به ترتیب    Cu (II)برای جذب  شود. در شرایط بهینه حداکثر ظرفیت جذب و حداکثر راندمان حذف جاذب  می

های مس از محلول  درصد شد. نتایج نشان داد جاذب سنتز شده پتانسیل بالایی برای حذف یون  4/90و    7/97احیای جاذب و راندمان حذف برای جاذب احیا شده به ترتیب  

 آبی دارد. 
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A B S T R A C T  
 

 

Adhesive joints find numerous applications in various industrial fields. They represent a valid alternative 
to traditional joining methods. Much of the available scientific literature has focused on the study of 

adhesive joints subjected to tensile loads. There have also been numerous studies concerning the stresses 

distributions in the adhesive layer. However, in real case applications, adhesive joints could also be 
subject to cyclic tensile-compression loads and therefore could be subject to buckling phenomena. The 

objective of the present paper is to investigate the numerical study of the stress distribution in the 

adhesive layer under buckling condition. The study presented develops with the analysis of a single-lap 
joint with a combination of steel adherends and three different structural adhesives with different 

thickness and Young’s modulus. The joints are modeled using FE ANSYS©19 software. Through 
numerical analyzes, it is possible to predict the value of the critical load for each single analyzed 

combination. Once the critical load is determined, the stresses in the middle plane of the adhesive layer 

are determined. The results obtained show that for small adhesive thicknesses (i.e. 0.30 mm) it is possible 
to reduce the stress peaks - with the same critical load value - by using structural adhesives with low 

elastic modulus (e.g. silicones).  

doi: 10.5829/ije.2021.34.02b.02 
 

 

NOMENCLATURE 

EPX1 First epoxy adhesive ρ Density (kg/m3) 

EPX2 Second epoxy adhesive 𝝂 Poisson ratio 

SIL Silicone adhesive E Young Modulus 

 
1. INTRODUCTION1 
 
Adhesive bonding nowadays represents a joining 

technique widely used in numerous applications [1-3] 

(e.g. automotive, naval, footwear and civil engineering 

applications). This type of joint provides considerable 

advantages over traditional joining techniques, such as a 

more uniform stresses distribution obtained without 

adding weight to the structure. 

Among the most studied joints in the literature, there 

is the Single-lap joint (SLJ) [4-6]. Most studies focus on 

assessing its mechanical properties for shear and bending 

stresses. 

Adams and Peppiatt's [7] studies were among the first 

in deepening the knowledge about the mechanical 

behaviour of the adhesive joint under tensile loads. The 
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main result was that the stress distribution is 

characterized by stress peaks at the edges of the bonded 

region. Hamdan [8] analysed the effects of non-

dimensional geometric parameters on stress 

concentration factors of circular hollow section brace-to-

H-shaped section T-connections under axial 

compression. Rastegarian et al. [9] studied the 

dependency of structural performance level and its 

corresponding inter-story drift in conventional RC 

moment frames. Specimens were studied by pushover 

analysis and equations were proposed to predict inter-

story drift. Rahman et al. [10] studied the improvement 

in stress distribution of flexible pavement due to the 

application of geo-jute at three specific positions. Results 

showed that the inclusion of geo-jute on flexible 

pavement significantly improves its mechanical 
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performance. Ferdinand et al. [11] analysed the 

application of BRB in strengthening of RC frame 

structures to meet Chinese seismic design code. The 

results show that buckling restrained braces 

demonstrated better performance of strengthening the 

structure and make it meet the requirement of code. 

Haghollahi [12] presented a numerical study on the 

behavior of connection between steel I-beam and H-

column affected by cyclic loading. The results showed 

that welded flange plate (WFP) connection which did not 

satisfy the criteria of AISC seismic provisions for special 

moment frames, can be upgraded by a vertical triangular 

rib plate in order to be used in special moment frames.  

Mohammed et al. [13] presented a numerical analysis 

using FE method to investigate the effect of semi-rigid 

connections on post-buckling behaviour of two-

dimensional frames with different supporting types and 

different lateral loading cases. Abdolvahab [14] 

investigated local buckling of sinusoidal corrugated 

plates under uniform uniaxial loading on the transverse 

edges of the plate using the Galerkin method. The results 

obtained for the critical buckling load of sinusoidal 

corrugated metal plates and the results relating to the 

metal homogeneous flat plates were compared using the 

same supporting conditions and loading. Selahi et al. [15] 

presented a solution for stress distribution using the 

energy method, considering the effect of adhesive 

thickness. Further studies [16] investigated a numerical 

3D stress distribution in a composite single-lap adhesive 

joint, determining also the location of the damage 

initiation. Bai et al. [17] studied a method for interfacial 

stress analysis of composite single-lap joint based on full-

field deformation. Li et al. [18] modeled a 2D FE analysis 

to determine the stress in the adhesive thickness of 

composite single-lap joints. The results showed that the 

stress peaks increase with adhesive thickness and 

Young’s modulus.  

Although numerous studies have been carried out on 

adhesive joints under tensile loads, those on other loading 

conditions are still relatively scarce. In fact, in several 

real applications, adhesive joints are subjected to 

different types of loads (e.g. bending, cyclical tensile and 

compression loads, pure compression). In the case of 

axial compression stresses, instability phenomena may 

occur. As with other structural elements, compression 

loads can lead to the buckling condition of the adhesive 

joint and then can cause its failure. This failure mode may 

lead to the failure of the structure for stress values much 

lower than the ones related to the characteristic strengths 

of the materials. The innovation of the present paper is 

that it focuses on the stress distribution in the SLJ taking 

into account the compression loads in buckling condition. 

Holston [19] provided a closed-form solution for 

buckling loads based on potential energy for a 

rectangular composite plate. Kim and Kwon [20] 

determined a closed-form solution for one-edge-free 

composite plates under buckling loads. 

Since the problem of instability is quite common in 

the various applications of structural adhesives, the study 

and verification of structural performance under axial 

load conditions is fundamental in the design phase. 

Figure 1 illustrates the research methodology. 

The present paper focuses on different combinations 

of structural adhesives (i.e. two epoxy adhesives and a 

silicone) in a single-lap adhesive joint and their stress 

distribution as the thickness of the adhesive layer varies 

(0.30, 0.60, 1.00 mm) in the buckling load condition. 

The following section reports on the materials and 

methods considered for the consequent FE analysis. In 

particular, all geometrical and physical characteristics of 

the joint are illustrated, as well as the FE analysis 

settings. The results obtained are detailed and discussed 

in the following. 

 

 

2. FINITE ELEMENT ANALYSIS 
 
A configuration of a typical single-lap joint, used as a 

model for the FE following analysis is depicted in Figure 

2. 

The dimensions of the adherends are 140×25×5 mm, 

representing its length, width and thickness, respectively. 

The bonding area is 25×25 mm; the thickness of the 

adhesives varies in relation to the configuration 

considered (0.30, 0.60 and 1.00 mm). 

The same boundary conditions have been applied to 

all the configurations considered. The surfaces of the 

clamping areas on the adherends are shown in Figure 2. 

Tables. 1-2 show the mechanical properties of the 

materials and the adhesives considered. 

A plane strain condition is used for FE analysis by 

specifying the width in the definition of the elements. The 

numerical modeling is carried out with the software 

ANSYS©19. The model is meshed with PLANE 182, a 

4-node structural solid and a base element size of 0.10 

mm. The analysed joints are made of S235JR steel 

adherends and different adhesives (two epoxies and one 

silicone). 

 

 

 
Figure 1. Research methodology 
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The FE analysis here presented is a “Linear 

Eigenvalue Buckling Analysis” which returns the 

buckling load for the first buckling mode for each 

configuration. Once the buckling load is determined, the 

structure is axially statically loaded with the critical load 

in order to determine the stress distribution in the middle 

plane of the adhesive layer. The results are detailed in the 

following. 

 

 

3. RESULTS AND DISCUSSION 
 
This section reports on the buckling analysis of the 

single-lap adhesive joint illustrated in section 2. 

 

 
TABLE 1. Materials’ characteristics for the FEA model 

STEEL S235JR 

Et [GPa] ρ [N/m3] 𝝂 [-] 

69 78000 0.30 

 

 
TABLE 2. Adhesive’s characteristics for the FEA model 

EPX 1 

E [GPa] 𝝂 [-] 

17.50 0.30 

EPX 2 

E [GPa] 𝝂 [-] 

3.25 0.40 

SIL 

E [MPa] 𝝂 [-] 

1.00 0.30 

Different combinations of adhesives (i.e. epoxy and 

silicone adhesives) with various thicknesses (0.30 mm, 

0.60 mm, 1.00 mm) are considered and analysed. 

The eigenvalue analysis is carried out with the FE 

software ANSYS©19. 

The buckling load condition, and hence its value is 

determined through the linear eigenvalue analysis. Once 

the critical load is known, the joint is statically loaded 

with the buckling load. Therefore, the stress distribution 

(Von Mises criterion) is determined along the adhesive 

layer midplane. 

Figures 3-5 show the stress distribution obtained for 

each configuration. Figure 3 shows the stress distribution 

for EPX1 configuration: stresses values are almost 

constant and equal to the peaks for the adhesive thickness 

of 0.30 and 0.60 mm. It could be observed that the 1.00 

mm thickness of the adhesive influences the stress 

distribution. In fact, it is characterized by two lower 

peaks at the edges of the bonding region and almost a 

parabolic trend in the middle area.  

Figure 4 shows the stress distribution for EPX2 

configuration: stresses values are almost constant for the 

first two configurations (0.30 and 0.60 mm adhesive 

thickness). Also in this case, it could be observed that the 

1.00 mm thickness of the adhesive presents two peaks at 

the edges of the bonding region and almost a parabolic 

trend in the middle area. In this case, the highest stress 

peaks are observed in the 1.00 mm thick adhesive. 

Figure 5 shows the stress distribution for SIL 

configuration: stresses values are very low if compared 

to other configurations (0.03 MPa) and almost constant 

for the first two thickness values. In this case, the 1.00 

mm thick adhesive presents a higher stress value (0.61 

MPa). 

Tables 3-5 show the buckling load and stress peaks 

values obtained for each configuration. It could be 

 
Figure 2. Geometry of Single lap adhesive joint: lateral and top view 
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observed that every combination, except for SIL with 

1.00 adhesive thickness, shows almost the same buckling 

load value (always between 813-854 N). 

On the other hand, stress peaks are very different in 

relation to the adhesive considered. In fact, EPX 1 shows 

high values of stresses; EPX 2 shows lower values, 

almost half compared to the previous adhesive. SIL 

adhesive configurations show always very low-stress 

peaks values (between 0.03 and 0.61 MPa) since the 

adhesive is the less stiff among all the adhesives 

considered. In particular, considering the stress values, 

the first two SIL configurations are optimal since at the 

same buckling load they allow to reach very load value 

in the adhesive layer. This mechanical behaviour of the 

joint is due to the ductility typical of silicone adhesives. 

The last configuration for SIL adhesive (1.00 

adhesive thick) shows the effect of the adhesive 

thickness: buckling occurs for very low axial 

compressive load (8.36 N).   

 

 

 
Figure 3. Stress distribution for EPX1 adhesive configurations 

 

 

 
Figure 4.  Stress distribution for EPX2 adhesive configurations 

 

 

 
Figure 5.  Stress distribution for silicone (SIL) adhesive configurations 
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TABLE 3. Buckling load and stress peaks – EPX1 

Adhesive thickness 

[mm] 
Buckling load [N] Stress peak [MPa] 

0.30 852.13 351.54 

0.60 853.14 261.91 

1.00 841.74 219.06 

 

 

TABLE 4. Buckling load and stress peaks – EPX2 

Adhesive thickness 

[mm] 
Buckling load [N] Stress peak [MPa] 

0.30 850.97 90.30 

0.60 851.29 81.65 

1.00 813.50 123.45 

 

 

TABLE 5. Buckling load and stress peaks - SIL 

Adhesive thickness 

[mm] 
Buckling load [N] Stress peak [MPa] 

0.30 850.57 0.03 

0.60 850.56 0.03 

1.00 8.36 0.61 

 

 
4. CONCLUSIONS 
 
The majority of the scientific literature about structural 

adhesives dealt with both numerical and experimental 

studies of adhesive joints subjected to tensile loads. Since 

in the real application cases adhesive joints could be 

subject also to compression loads, such as cyclic tensile-

compression loading conditions, therefore the adhesive 

joints may undergo buckling.  

This paper investigates the buckling phaenomena 

with a numerical study of the stress distribution in the 

adhesive layer under the buckling condition. In 

particular, a S235JR steel-steel single-lap joint is 

considered.  In this study, three different adhesives with 

different mechanical and geometrical properties are 

analysed and compared. The study therefore deals with 

the influence of the thickness and stiffness of the 

adhesive on the global mechanical performance of the 

joint.  

The main outcomes are: 

- the adhesive thickness and stiffness influence the 

stress distribution and the buckling load value. In 

fact, the choice of an adhesive should consider these 

points to prevent undesired failure modes;  

- the choice of a ductile adhesive (e.g. SIL adhesive) 

with an appropriate thickness could allow to provide 

the same mechanical performance of a more stiff 

adhesive (e.g. EPX2 or EPX1) with much lower 

stress distribution; 

- the design phase of a structural element involving 

the use of structural adhesive should properly 

consider the buckling analysis (buckling load and 

stress distribution). 

In conclusion, the study of the stability of the 

adhesive joint is necessary to predict the real behaviour 

of the structural system, in order to prevent premature 

failures. 

The study of buckling phaenomena allows to provide 

the correct indications about the correct choice of the 

adhesive joint. This analysis allows to avoid sudden and 

undesired failure phenomena.  
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Persian Abstract 

 موجود یعلم یات ادب یشترب .هستند یسنت یوستنپ یروشها یبرا یمعتبر یگزینجا آنها .کنند یم یداپ یصنعت مختلف یها ینهزم در را یشمار یب یکاربردها چسبنده  اتصالات 

 یواقع  موارد در ، حال ینا با .است شده انجام چسب یهلا در تنش یعتوز مورد در یادیز مطالعات  ینهمچن .است شده متمرکز یکشش  یبارها تحت یچسب اتصالات  مطالعه به

 یعدد مطالعه مقاله ینا در .یرندبگ قرار کمانش یها یدهپد تحت توانند یم ینبنابرا و یرندگ قرار ی حلقو یکشش یفشار یفشارها تحت توانند یم یزن چسبنده اتصالات  ،

 و ضخامت با ی ساختار چسب  سه و یفولاد یها چسبنده از  یبی ترک  با  دور تک اتصال یک ،  خاص طور به  .شود یم  یبررس کمانش یط شرا تحت چسب  یهلا در تنش یعتوز

 بار  مقدار ینیب یشپ ، یعدد یلتحل و یه تجز یق طر از .شدند یساز مدل FE ANSYS © 19 افزار نرم از استفاده با مفاصل .شود ی م گرفته نظر در یانگ  مختلف مدول

 یبرا که کرد  مشاهده توان یم .شد یینتع  چسب  یهلا یانی م صفحه در  ها تنش  ،  یبحران بار یین تع  از  پس .بود یرپذ امکان  واحد شده یل تحل و یه تجز یب ترک هر یبرا یبحران

 کاهش را تنش یها قله ، (ها یلیکونس مثال عنوان به) کم  یکالاست مدول با یساختار یها چسب  از استفاده با توان یم (متر یلیم 0.30 یعنی ) چسب کوچک یها ضخامت

 .یبحران بار مقدار همان با - داد
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A B S T R A C T  
 

 

Gypsum mortar is a common building material that can be used especially for plastering the walls. This 

mortar has three important weaknesses which can limit the gypsum mortar for building and statue 
construction. First; it has low compressive strength. Second; it has high water absorption, and third; it 

has low setting time. In the current study, cement, Nano silica, and a superplasticizer with 

polycarboxylate ether were used for solving the problems. The results showed that using cement with 
providing C-S-H can improve the mortar strength trend line. The results showed significant growth of 

28th day compressive strength (from 9 MPa to 45 MPa). Using Nano silica increases the compressive 
strength by making C-S-H dense and decreases the water absorption to 1/3 of the control sample.  

Consuming polycarboxylate ether causes the uniform dispersion of Nanoparticles through mortar. This 

even diffusion blocks the pores and reduces their mean dimensions. The ANOVA test was used to find 
the main effective parameters on the 28th day compressive strength, water absorption, and setting time. 

In this regard, Nano silica (49.82% contribution), cement content (56.68% contribution), and 

superplasticizer (73.10% contribution) have the main roles in compressive strength, water absorption, 
and setting time, respectively.   

doi: 10.5829/ije.2021.34.02b.03 
 

 

NOMENCLATURE 

Subscripts    

C  Abbreviation of cement MS  Mean squares 

P  Plasticizer DF  Degree of freedom 

N  Nano silica PCS  Polycarboxylate ether superplasticizer 

 W  Water SEM  Scanning electron microscopy 

SS  Sum of squares  TEM  Transmission electron microscopy 

 
1. INTRODUCTION1 
 
Mortars are the main building materials [1, 2] consisting 

of cement, water, gypsum, additives, etc. [3, 4]. Gypsum 

mortar with a special function in the building industry has 

its users [4]. Working with this material has its intricacy 

and delicate. So, it needs special skills and tricks. It is 

used to cover different surfaces and make them 

decorative. Researchers have investigated many methods 

or additives to provide a more stable mortar. For 

example, Morsy et al. [5] investigated the properties of a 
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cementless mortar. They used gypsum with different 

percentages. Their results indicated that gypsum's 

addition in a certain amount had a remarkable effect on 

flexural and compressive strengths. In another study, 

removing cement was conducted using Flyash, Nano 

silica, and glass powder. This work enhances the 

mechanical properties and can help prevent the CO2 from 

releases to the atmosphere [6].  In another case, 

Alexandra et al. [7] studied interactions between the 

hydration of alite and gypsum in cement compounds. 

They concluded that the interaction of gypsum with 
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Aluminium accelerates the reaction of alite. In fact, 

gypsum has a positive effect on the composition of 

cement. 

Naik et al. [8] replaced Fly Ash with conventional 

bricks. These bricks used cement and gypsum in their 

composition. This new brick can be used for constructing 

low-cost houses in the vicinity of the thermal power 

plant. Taha et al. [9] produced a new natural building 

material consisting of soil, cement, gypsum, and straw 

fibers. Their product can decrease the thermal 

conductivity; increasing fiber, cement, and gypsum are 

the reason for this phenomenon. They also demonstrated 

that barley straw fiber-reinforced bricks could have the 

highest values of thermal insulation.  Frank et al. [10] 

evaluated gypsum's effects on the hydration of calcium 

sulfoaluminate cement. In this research, the amount of 

anhydrite was replaced by gypsum. Eventually, they 

found that the replacement of a part of the anhydrite by 

gypsum can improve hydration kinetics and compressive 

strength of mortar.  Jeong et al. [11] examined the 

effectiveness of different gypsum and water quantity on 

the strength of the cement paste consisting of calcium 

sulfoaluminate belite. The results showed that the amount 

of gypsum controls the hydration of ye' elimite and belite 

in the cement composition. In another study conducted 

by Magdalena et al. [12], the rheology of gypsum  

compounds at high temperatures was investigated. In this 

study, the results demonstrated that pure gypsum has 

significant resistance at high temperatures. During a 

research Fernandez et al. [13] added nano-silica (NSI) 

and polycarboxylate ether superplasticizer (PCS) to 

aerial lime mortars. The addition of PCS could enhance 

the flowability of lime mortar. Besides, the setting time 

accelerated. The existence of either NSI or PCS in lime 

mortar can improve mechanical strengths. As a result of 

combining two materials, the microstructural of lime 

mortar modified and leads to the optimized mix design. 

Suleyman et al. [14] implemented the production of the 

mix design with polycarboxylate ether. It was proved that 

polycarboxylate ether with main chain length has specific 

actions on compressive strength, ultrasonic pulse 

velocity, and water absorption capacity. The results also 

indicated that the increase in main chain length can 

improve the mixtures' time-dependent flow performance. 

Changes in length also have significant effects on 

adsorption behavior. In another research conducted by 

Shengnan et al. [15], the chemical structure of 

polycarboxylate superplasticizer (PCS) in cement-based 

materials was investigated. The main chain length of PCS 

provides procrastination for the hydration of cement. 

Gypsum mortars have many defects that limited their 

functions. Low strength and setting time besides high 

water absorption are their main weaknesses. The authors' 

searches showed that enough efforts to improve the 

gypsum mortar characteristics have not been made. In 

this regard, with the combination of white cement, 

polycarboxylate ether, and nano silica, some successful 

attempts were made. "The current study is organized into 

three main sections. Section (2) is designated the 

experimental program described as materials, mix 

design, and test procedures. Section (3) is the result and 

discussion which discussed the achievements and 

mechanical and statistical results." 

 

 

2. EXPERIMENTAL PROGRAM       
 
Four main tests such as compressive strength, water 

absorption, setting time, and scanning electron 

microscope (SEM), were done for evaluating the 

mechanical properties of the Gypsum mortar. Also, for 

finding the main significant parameter, the ANOVA test 

was done by XLSTAT V. 2016. The details of the 

experimental program are as follows. 
 

2. 1. Materials Introduction       For producing the 

mortar, gypsum, white cement, superplasticizer, water, 

and nano silica were used. The gypsum was from the 

Semnan gypsum factory by the Aeineh trademark. After 

transferring gypsum stone to the factory, it crushed and 

entered the cooking kiln for about one hour. Then, it has 

been grinded as special particle sizes. Cement was 

manufactured by the Semnan cement factory. The 

superplasticizer was Polycarboxylate Ether from LG 

(White Damavand) factory. It has a light brown color, 

less than 0.01 chloride ion, pH of 7, and 1.08 density. It 

is necessary to use a kind of water that has no harmful 

material for mortar making. In this regard, the potable 

water of Shahrekord was used. Silicon oxide 

nanoparticles were Aerosil®200 with white color, 200 

m2/g specific surface area, purity of +99%, and 11-13nm 

particle dimension. Figure 1 shows the TEM of utilized 

nano SiO2. 

 

2. 2. Mix Design            First gypsum and cement were 

mixed by 50:50 ratios for 3 minutes in a 5L drum. After 

making a solution with superplasticizer (1% and 1.5% of 

the total weight of mixture), water, and nano silica (0.5, 

0.75, and 1% of cement weight) was added. The stirring 

of solution continued until complete dispersion of 

 

 

 
Figure 1. TEM of Nano silica particles with different scales; 

a) 19 nm, b) 35nm, c)100nm 
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particles in it. The solution poured into the drum. The 

mixing procedure was sustained for 5 minutes with 

average speed. It should be noted that the three end 

minutes were done by the higher speed of the drum. Table 

1 shows the mix design of the current study, and the 

methodology is as Figure 2. It is important to save a 

sequence. First, the desirable flowability should be seen. 

After gaining a sample with enough setting time, the 

other steps, such as compressive strength and water 

absorption, can be done. Finally, samples with the 

highest compressive strength will be the gypsum mortar, 

problem solvers. Table 1 summarized, C the abbreviation 

of cement, N is used as nano silica, and P is the 

plasticizer. For compressive strength, water absorption 5 

cm cubic molds were poured by mortar. The molds were 

opened after 1st, 7th, and 28th days after water curing at 

25°C (ASTM C 109). The setting time test was done on 

the first day of mortar production. Section 2.3 explains 

the experimental test procedures. 

 
2. 3. Test Procedures 
2. 3. 1. Compressive Strength          After curing, 

samples were broken by using a 2000 KN underload 

hydraulic jack. Since the samples had relatively small 

dimensions, they were stand in the special flexible  

encasement. With increasing the load, the case's ceil is 

coming down and distributing the uniform pressure in 

 

 

 
Figure 2. Methodology flowchart 

TABLE 1. Mix design 

Mix label Nano SiO2
* (%) Superplasticizer* (%) W/C 

C5P1 0 1 0.4 

C5P1.5 0 1.5 0.4 

C5P1N0.5 0.5 1 0.5 

C5P1N0.75 0.75 1 0.5 

C5P1N1.0 1 1 0.5 

C5P1.5N0.5 0.5 1.5 0.5 

C5P1.5N0.75 0.75 1.5 0.5 

C5P1.5N1.0 1 1.5 0.5 

*weight ratio of cement  

 
 
each direction. The samples were broken after 1st, 7th, and 

28th days. 
 
2. 3. 2. Water Absorption          The water absorption 

test was implemented after 28 days of curing. Based on 

ASTM C 642, the saturated surface dry (SSD) samples 

were weighed. Then samples were kept in an oven for 24 

h at 110 ± 5ºC. Finally, samples were weighed again.  

 

2. 3. 3. Setting Time       The test was done based on 

ASTM C 191 by Vicat needle experiment. In this regard, 

a needle with 1.13 mm diameter and 300g weight was 

released on the mortar surface during some special 

periods (Figure 3, shows the Vicat instrument). The ruler 

instrument measured penetration. The initial and final 

time of the setting was measured to determine the 

hardening time of the mortar.  

 

2. 3. 4. Scanning Electron Microscope (SEM)         
SEM was conducted by AIS 2100 from Seron 
 
 

 
Figure 3. Vicat instrument (ASTM C 191); A) frame, B) 

movable rod, C) plunger end, D) removable steel needle, E) 

setscrew, F) adjustable indicator, G) cone frustum as mortar 

holder, H) glass slide 
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technology. For preparing samples first, a section was 

taken out from the 28th day crushed specimen after 

breaking by a hydraulic jack. It was sieved through a 125 

μm mesh and prepared for gold coating. Pictures were 

detected with 1 and 10 μm scales.  

 

 

3. RESULTS AND DISCUSSION 
 
3. 1. Compressive Strength          Figure 4, illustrates 

the compressive strength test results. After adding 

cement with 50% of the mortar's total weight, the 

compressive strength shows the improvement trend, 

especially after 28 days. Subsequently adding the Nano 

silica particles to the mortar, the compressive strength 

improves significantly. 

For example, C5P1.5N1 (with 42MPa) compared to 

the control sample (with 7.2 MPa) proves the new mix 

design's good performance. Using cement provides an 

opportunity for strength progresses. So as time passes 

and cement hydration completion, the mortar 

microstructure becomes denser [16]. The development of 

C-S-H is the main reason for strength enhancement. 

Nanomaterials have various behavior. In almost all of 

them, they can fill the nanopores of mortar or cement, 

decrease the porosity, and develop the strength. But nano 

silica with a silicate base can improve the C-S-H purity 

and make it denser [17]. It is interesting to pay attention 

to the C5P1N0.75 and C5P1N1 strength differences with 

C5P1.5N0.75 and C5P1.5N1. The superplasticizer with 

polycarboxylate Ether base provides a particular 

property. It is clear that by rises the Nanoparticles, the 

water demand increases [18, 19]. Providing higher 

amounts of water can prevent gaining strength by causes 

the pores due to the higher W/C ratio. So superplasticizer 

maintains the workability and reduces the need for water 

[20]. The longer chain of polycarboxylate can increase 

the hydration level. Moreover, it disperses nanoparticles 

uniformly through mortar. This uniform diffusion blocks 

the pores and reduces their mean dimensions [13]. 

Doleželová et al. [21] improved the strength of the mortar  

 

 

 
Figure 4. Compressive strength of samples 

by using slag. Slag can increase strength, but it raises the 

weight significantly. Nano silica has a superior effect. It 

enhances the strength and does not change the weight of 

samples. It is worth attention that micro-silica (silica 

fume) can not provide acceptable strength results 

compared to nano silica [22].  

 

3. 2. Water Absorption        Figure 5 shows that the 

control sample has the highest water absorption rate 

(approximately 27%). Based on what Krejsová et al. [23] 

showed, the high water absorption is due to large, 

primarily pores of gypsum (1μ-3μm). The gypsum, 

without any processing, can absorb water and moisture 

from the air. So for humid countries, the gypsum should 

not be used as plasters or other products. Since it absorbs 

water, expands, and collapses. 

In some situations, it shows the yellow stain and 

becomes dirty. In this regard, a distinctive process should 

be done. Using cement reduces the water absorption to 

around 20%. It is not satisfactory. The water absorption 

index is high enough to cause the gypsum crash. Using 

silicate Nanoparticles as additive besides 

polycarboxylate ether can solve this problem. 

Nanoparticles fill the pores, help the generation of C-S-

H [23], and increase the mortar density. Nevertheless, 

they have a high specific area that can grow water 

demand and negatively affect mortar water absorption. 

Using polycarboxylate can inhibit the water addition and 

make W/C constant [24]. Besides, it disperses nano SiO2 

through cement particles and makes an agglomeration by 

bonding bridges between them [13, 14, 25]. Figure 6 

shows the polycarboxylate effects on dispersion and 

bonding of cement and Nanoparticles. A sample such as 

C5P1N1 has 10% water absorption, nearly 1/3 of gypsum 

mortar absorption (Control sample).  

 

3. 3. Setting Time        Figure 7 shows the results of the 

final setting time by the Vicat experiment. For gypsum 

mortar without any processing, the setting time happens 

immediately (5 min). This prevents amateur workers 

from appropriate working with gypsum. Adding 

 
 

 
Figure 5. Water absorption of samples 
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Figure 6. Long chains and bonding bridges in processed 

gypsum mortar with Nanoparticles, cement, and 

polycarboxylate ether 

 

 

 
Figure 7. Results of setting time of gypsum mortar 

 

 

superplasticizer causes a longer time of setting. 

Increasing the superplasticizer from 1 to 1.5% makes 

mortar retarder. For example, C5P1.5N0.5 need 70 

minutes for the setting. It is ideal for the sculptors and 

plastering of walls. 

It should be noted that using Nano silicate with a high 

specific area can cause lowering the setting time. So for 

controlling the hardening of mortar and providing 

flowability, adjusting the superplasticizer content is 

necessary. 

 

3.4. SEM Analysis            As evident in Figure 8, the 

mortar has a homogenous and dense shape (a), and C-S-

H can be obvious by flat hexagonal shape (b). The 

presence of pseudohexagonal, flat surfaces, and blade 

shapes are evidence of gypsum crystals (c). They were 

also detected at [26].  

 

3.5. ANOVA 
3. 5. 1. ANOVA for 28th Day Compressive Strength       
For providing a better index of finding the most 

influential parameter on mortar strength, the ANOVA 

test was utilized. With a dataset of some samples with 

different cement and superplasticizer contents, the 

ANOVA was done. Table 2 shows the degree of freedom 

(DF), Sum of squares (SS), Mean squares (MS), and 

contribution of each parameter on compressive strength. 

As expected, Nano silica, with an approximate 50% 

contribution, has the leading role on 28th day compressive 

strength. Although, the effects of cement content on 

mortar strength property can not be ignored. The 

superplasticizer, with a 1.2% contribution, has no 

significant effects on mortar strength characteristics.  

 

3. 5. 2. ANOVA for Water Absorption      The ANOVA 

test for a setting time showed that cement content with 

about 57% contribution has the most crucial part in the 

mortar's water absorption behavior. Table 3 demonstrates 

the ANOVA results for water absorption effective 

parameters. Besides, superplasticizer with nearly under 

1% contribution, has no active role. So for adjusting the 

gypsum mortar water absorption paying attention to 

cement content is crucial. 

 

3. 5. 3. ANOVA for Final Setting Time       The 

ANOVA test also was used for setting time. With a 

dataset of some samples with different cement and 

superplasticizer contents, the ANOVA was done. Table 

4 shows the contribution of each parameter in the final 

setting time. 

 

 

 
Figure 8. SEM analysis of gypsum mortar (C50S1.5N1 

sample) 

 
 

TABLE 2. ANOVA for 28th day compressive strength 

Source DF SS MS 
contribution 

(%) 

Cement 4 574.13 143.534 46.210 

Nano silica 3 619.01 206.338 49.822 

Superplasticizer 2 15.42 7.7130 1.241 

Error 8 33.87 4.234 2.726 

Total 17 1242.44 361.820 100 
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TABLE 3. ANOVA for water absorption 

Source DF SS MS 
contribution 

(%) 

Cement 1 342.60 342.60 56.68 

Nano silica 1 228.49 228.49 37.80 

Superplasticizer 1 0.81 0.81 0.13 

Error 14 32.56 2.32 5.39 

Total 17 604.47 574.23 100 

 

 

TABLE 4. ANOVA for final setting time 

Source DF SS MS 
contribution 

(%) 

Cement 4 681.29 170.323 8.90 

Nano silica 3 544.37 181.458 7.11 

Superplasticizer 2 5597.0 2798.508 73.10 

Error 8 833.81 104.227 10.89 

Total 17 7656.5 3254.516 100 

 

 

With an approximate 73% contribution, superplasticizer 

was the most influential parameter in setting time. This 

verifies the experimental results (section 3.3). 

 
 
4. CONCLUSION 
 

Gypsum mortar is a common building material that can 

mostly be used for plastering the walls. This mortar has 

three important weaknesses, which can limit the gypsum 

mortar for building and statue construction. First, it has a 

low compressive strength. Second, it has high water 

absorption, and third, it has a short setting time. In the 

current study, the authors focus on solving the mentioned 

problems. In this regard, cement, Nano silica, and a 

superplasticizer with polycarboxylate ether base have 

been chosen. The results of mechanical tests are as 

follows: 

• The compressive strength with using white cement 

shows the improvement trend. Cement generates 

tobermorite and changes the microstructure of 

mortar. Then, C-S-H by traping the gypsum crystals 

can increase the density. It is the main reason for 

reaching 45MPa (C50P1.5N1) from 9 MPa (Control 

sample).  

• Adding Nano silica increases the compressive strength 

by making C-S-H dense. It reduces the capillary 

pores and the water absorption to 1/3 of the control 

sample. For C5P1.5N1, the water absorption showed 

about 10%, nearly 1/3 of the control sample water 

absorption.  

• Using polycarboxylate ether causes the uniform 

dispersion of Nanoparticles through mortar. This 

even diffusion blocks the pores and reduces their 

mean dimensions. 

• The results also proved that polycarboxylate ether 

increases the setting time without extra water to the 

mixture. So it can help the compressive strength and 

water absorption properties by keeping the W/C ratio 

constant. 

• The samples with 1.5% superplasticizer have longer 

setting times. C5P1.5, with about 70 min, is the most 

retarder sample.  

• Using Nanosilica with a high specific area can develop 

the C-S-H and reduce the setting time. So for Nano 

modified samples such as C5P1.5N1 (30 min), 

although the setting time reduced from 70 to 30 min, 

it is acceptable compared to the control sample with 

about 5 min. 

• SEM pictures showed the C-S-H hexagonal 

microstructures, which are dispersed through mortar. 

Also, they showed pseudohexagonal, flat surfaces, 

and bladed shapes of gypsum crystals. In these 

pictures, the ettringite did not detect.  

• The results of ANOVA for finding the main effective 

parameter on 28th day compressive strength showed 

that Nano silica has the leading role in compressive 

strength (49.82% contribution) and cement content 

(46.21% contribution) has the second important 

character on mortar strength property. 

• The contribution of cement, Nano silica, and 

superplasticizer proved that cement content (56.68% 

contribution) significantly affected mortar water 

absorption. The superplasticizer with about under 

1% contribution has not active participation in water 

absorption of mortar.  

• ANOVA also proved that superplasticizer (73.10% 

contribution) is the most influential parameter on 

mortar setting time, and Nano silica can not play a 

major role in it (7.11% contribution).  
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Persian Abstract 

 چکیده 
کم   رشیو زمان گ  ادی، جذب آب ز  نییپا  یمقاومت فشار  یها محدود کند؛ داراساخت مجسمه و ساختمان  یآن را برا  تواندیسه ضعف مهم است که م  یدارا  یملات گچ

  جاد یبا ا مانینشان داد که استفاده از س جیحل مشکلات استفاده شد. نتا یاتر برا لات یکربوکس  یپل ی هیکننده با پاابر روان کیو  سیلینانو س مان،یمطالعه حاضر، از س دراست. 

C-S-H تراکم   جادینه تنها با ا سیل یمگاپاسکال( استفاده از نانو س 45مگاپاسکال به  9روزه نشان داد )از  28 یمقاومت فشار جیروند رشد مقاومت را بهبود بخشد. نتا تواندیم

C-S-H  کنواخت ی  یاتر باعث پراکندگ  لات یکربوکس  ی. مصرف پلگرددیم سوم نمونه شاهد  کیبلکه باعث کاهش جذب آب به نسبت    شود،یم  یمقاومت فشار  شیباعث افزا  

موثر در    یاصل  ی پارامترها  افتنی  یبرا  ANOVAاز آزمون    ن،ی. همچندهدیحفرات را مسدود کرده و ابعاد متوسط آنها را کاهش م  ی امر حت  ن یذرات نانو در ملات شده که ا

درصد(    10/73درصد( و فوق روان کننده )  68/56)  مانیدرصد مشارکت(، س  82/49)  سیلیراستا، نانو س  نیاستفاده شد. در ا  رشیروزه، جذب آب و زمان گ  28  یمقاومت فشار

 دارند. رشیجذب آب و زمان گ ،یدر مقاومت فشار یاصل یهانقش  ب یبه ترت
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A B S T R A C T  
 

 

This study investigates the bond strength behaviour of plain surface wave type configuration (PSWC) 

rebars in comparison to mild steel (MS) and high yield strength deformed (HYSD)  rebars of varied rib 

configuration as per BIS and ASTM standards. The variables in the rebar include plain surface, curved 
surface, parallel rib, diamond rib and Nano modified cement polymer anticorrosive coating (CPAC). 

Total of 30 pull-out specimens and 12 beam-end specimens were put to a pull-out test following BIS and 
ASTM standard respectively. The load corresponding to 0.025mm free end (FE) slip and 0.25mm loaded 

end (LE) slip were carefully observed. The load-deflection behaviour, appearance of the first crack in 

the specimens and ultimate failure load was recorded. The experimental results showed that as compared 
to MS rebars, HYSD rebars offer an approximately threefold increase in ultimate bond strength and 1.5 

times increase in usable bond strength irrespective of varied rib configuration. PSWC rebars with 4mm 

offset and 80mm pitch offered 2.4 times increase in ultimate strength and 76.2% increase in usable bond 
strength as compared to MS rebars. The ultimate pull-out load of PSWC rebars was around 25% and the 

usable bond strength was only 8.6% lesser than HYSD rebars with parallel ribs. The adopted coating 

enhanced the corrosion resistance and the reduction in bond strength with any surface configuration was 
less than the permissible maximum reduction of 20% as specified in IS 13620-1993. Hence it can be 

concluded that PSWC rebars offered promising bond strength results and upon further optimization and 

study in other aspects,  PSWC rebars can be a way to replace HYSD rebars in future for enhancing 
concrete durability at zero added cost. 

doi: 10.5829/ije.2021.34.02b.01
 

 
1. INTRODUCTION1 
 
The durability problem of concrete structures reinforced 

with HYSD rebars is worldwide resulting in early age 

failures and renovation costs add a large amount in 

annual expenditures [1, 2]. Neville [3] suggests reasons 

as “poor understanding of deterioration processes, 

inadequate acceptance criteria of concrete at site, and 

changes in cement properties and construction practices”. 

The major prominent threat unquestionably is corrosion 

of reinforcing steel, causing cracking, staining, and 

spalling of the cover of RC elements [4, 5]. This can 

result in unserviceable structures which can be unsafe for 

the occupants. Alekseev, et al. [6] commented on the 

above scenario as “the durability of reinforcement 

specimens with a stepped (deformed) profile may be 

roughly an order less than that of smooth specimens since 

 

*Corresponding Author Email:shoibbwani@gmail.com (S. B. Wani) 

the former have stress concentrators on the surface at the 

bases of projections, which represent sites of preferential 

formation of cracks”. 

Anil [7] reported the yield strength as well as the bond 

strength of HYSD rebars is higher in comparisons to 

plain round MS rebars and concluded that there are 

certain durability issues concerning HYSD rebars in 

reinforced concrete structures like problems of early 

distress and associated failures of reinforced concrete 

structures built using HYSD rebars due to early 

corrosion. The observations by CPWD [8], Swamy [9], 

and Papadakis, et al. [10] are evidence of old concrete 

structures which were reinforced with MS rebars, 

performing much better than more recent structures 

reinforced with ribbed CTD and TMT rebars when such 

structures were subjected to the same environment. 
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To attain a substitute and economical solution for 

overcoming the early corrosion problem in using HYSD 

rebars in reinforced concrete structures, an innovative 

type of reinforcing steel rebar named as PSWC rebar with 

a normal plain round surface having slightly curved axis 

has been proposed [7]. The offset (excursion from the 

original straight axis) is merely 4-8 millimetres as shown 

in Figure 1. 

The PSWC rebar having offset-length of 4mm was 

selected for the study. The selection of the parameters 

was done based on the literature study [11-14].  

In plain rebars, the ultimate pull-out force is not 

unlike as the load at which initial noticeable slip occurs, 

but in ribbed rebars, the ultimate pull-out load may 

resemble a greater slip which may not be obtained 

practically before other major failures occur. Thus in the 

study, the ultimate pull-out/failure load and complete 

load-slip behaviour of the selected rebars was observed 

and compared. 

 

 

2. SCOPE AND OBJECTIVE OF THE STUDY 
 
The strength aspect of PSWC rebar has to be tested to 

prove its viability of replacing the conventional rebars in 

concrete structures. Hence the bond strength of PSWC 

rebars in comparison with MS and HYSD rebar with 

varied rib configuration was presented in the study. Also, 

the influence of Nano modified CPAC on bond strength 

development has been included and compared following 

BIS guidelines.  

 

 

3. MATERIAL PROPERTIES & MIX DESIGN 
 
3. 1. Concrete Mix Proportioning            The M30 

concrete mix was formulated as per IS 10262-2009 [15]. 

“Ordinary Portland Cement, 53-grade approved by IS 

12269-1987” [16], fine aggregate (FA) of zone II as 

specified in IS 383-1970 [17] and 20 mm downgraded 

blue granite coarse aggregate (CA) was used. The 

proportioning of ingredients per m3 of concrete are 

presented in Table 1 with w/c ratio obtained as 0.45. 

 
3. 2. Reinforcing Rebars          To maintain quality 

throughout the study samples of selected 16mm diameter 

of  MS of  Fe250 grade, HYSD parallel ribs and HYSD 

diamond ribs rebars of  Fe500 grade conforming to IS 

 

 

 
Figure 1. Representation of PSWC rebar 

 

 

TABLE 1. Mix proportion 

Cement (kg/m3) FA (kg/m3) CA (kg/m3) 

438 588.74 1044.22 

Mix ratio: 1: 1.344: 2.384 

 

 

1786-2008 [18] were tested to study the mechanical 

properties and chemical composition. The tension test 

outcomes as per IS 1608:2005 [19] are stated in Table 2. 
Table 3 includes the chemical composition of rebars 

used in pullout tests. The tests were conducted in 

‘Chennai Mettex Laboratory’. The test results were 

compared with standard values set by major steel-

producing industries and other premier research centres. 

The outcomes were found in the optimum range 

confirming the use of quality steel in the study. 

 
 

TABLE 2. Tension test results 

Category 

of Rebar 

Yield 

Strength 

(MPa) 

Ultimate 

Strength               

(MPa) 

Percentage 

Elongation 

in Length 

(mm) 

Percentage 

Reduction 

in Area 

(mm2) 

MS R 466.72 583.40 27.5 54.23 

HYSD 

PR R 
498.36 622.96 22.5 55.45 

HYSD 

DR R 547.77 684.72 26.2 54.90 

R: Rebar, PR: Parallel Ribs, DR: Diamond Ribs 
 

 

TABLE 3. Chemical composition of steel 

Chemical 

Component (%)  
MS R HYSD PR R HYSD DR R 

Carbon  0.284 0.203 0.222 

Manganese 0.553 0.696 0.567 

Silicon 0.157 0.208 0.104 

Sulphur 0.028 0.024 0.024 

Phosphorous 0.036 0.033 0.032 

Chromium 0.190 0.092 0.186 

Nickel 0.099 0.068 0.069 

Molybdenum 0.017 0.013 0.016 

R: Rebar, PR: Parallel Ribs, DR: Diamond Ribs 

 

3. 3. Development of Cement Polymer 
Anticorrosive Coating System          The Nano 
modified CPAC on the rebars was applied following IS 
13620-1993 [20] guidelines. The “site oriented 
CPAC (passivating type) was composed of nitrite, 
styrene-butadiene polymer and other additives” 
[21]. The 
polymer solution was milky white, basic pH of 12.5 and 
a density of 1.035g/cm3. This anticorrosive polymer 
solution was compatible with concrete or cement paste 
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when uniformly mixed with fresh OPC. The procedure 

involved the removal of loose rust and scales from the 

steel rebars by hard wire brush before brush coating [21]. 

The Nano modification in the CPAC was done by 

incorporating 5gram of Nano Titanium Dioxide (Nano 

TiO2) in 1litre of CPAC. The thickness of the coating 

ranges from 150+25μm for 1 coat and 225+25μm for 2 

coat measured by pull-off type thickness gauge. The 

treatment duration was 12hours. 
 
 
4. EXPERIMENTAL PROGRAM 
 
The Universal Testing Machine (UTM) of capacity 1000 

kN and capable of load increment at the rate of 

2250kg/minute was used for testing. The load cell of 

500kN (Model: ELC-30S) was used in the test setup. Dial 

micrometres were used at both FE and LE of the rebars 

to measure corresponding slip. A 20mm rebar length 

from the rear face of the concrete specimen was provided 

with proper facing done to measure the FE slip and also 

the sufficient rebar from the front face was provided to 

safeguard the rebar in the UTM. “Polyvinyl Chloride 

(PVC) pipes were used as a bond breaker to restrict the 

bonded length of the rebars and to avoid a localized cone-

type of failure of concrete at the LE of the specimen” [22, 

23]. The standard procedure followed was as per IS 2770 

(Part I)–1967 [23] and ASTM A944-10 [24]. The 

minimum load corresponding to 0.025mm FE and 0.25 

mm LE slip was considered for calculating the usable 

bond strength throughout the study. Equation (1) is 

recommended to calculate bond stresses. 

u = F/π dr lr (1) 

Totally 30 BIS pull-out specimens were cast and 

tested. Figure 2 shows the different types of rebars that 

were tested for bond strength as per the procedure. 

Figure 3 shows the reinforcement and arrangement of 
mould for casting pull-out specimens. 

After 28 days of curing a thin and neat layer of good 

strength, gypsum plaster was applied on the specimens 

before 2 hours of testing to assure proper seating of the 

specimens in the test setup. Figure 4 shows the view of 

casted BIS pull-out specimens and Figure 5 illustrates the 

pull-out test setup. 
 

 

 

 
Figure 3. Arrangement of mould for casting pull-out 

specimen 

 

where F is the force in rebar, dr is the diameter and lr is 

the bond length of the rebar. 

 

4. 1. BIS Pull-out Specimens              Pullout specimens 

of   dimensions    ‘150×150×150mm’    were cast with 

centrally embedded test rebar. At the FE, dial micrometre 

with least count of 2.5×10-3 mm with a range of 2·5mm 

was used. At the LE, dial micrometre with least count of 

2.5×10-2 mm and a range of 12.5mm was used. The 

bonded length was restricted to 80mm in all the test 

rebars. The mould, mixing and curing of specimens 

conform to the requirements as specified in IS 516-1959 

[25]. In the LE, the concrete cube was placed on a bearing 

arrangement of similar dimensions with 18mm hole in 

the centre to accommodate the test rebar. A helical of 

6mm diameter, MS rebar conforming to Grade I of IS 432 

(Part 1)-1982 at 25 mm pitch [23] was provided as 

reinforcement.  

  
(a) Uncoated rebars          (b) Coated rebars
 

Figure 2. (a), (b) and (c) Type of rebars 

 

 
(c) PSWC rebars 
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4. 2. ASTM Beam End Specimens            As per ASTM 
A944-10 [24], the specimen shall consist of the test rebar 
cast in a block of RC with dimensions as follows: 

i. [600 + 25mm] length 
ii. [db+200+13mm] width 
iii. Minimum [db+cb+le+60mm] height 
Notations: 
cb = concrete cover in mm 
db = nominal diameter of test rebar in mm 
le = embedment length in mm 
Four stirrups were provided on the two flexural 

reinforcing rebars on either side of the test rebar and 
placed inline to the length of a specimen. Figure 6 shows 
the reinforcement and arrangement of mould for casting 
beam-end specimens. 

 
4. 2. 1. Modifications Done in Beam End 
Specimens              The specimen was scaled down to 
suit the testing facility. The beam–end specimens were 
scaled down to 75% of the recommended size that is 25% 
of the length was reduced. To the scaled-down length of 
the specimen, the reinforcement was also scaled down. 

 
 

 
Figure 4. Casted BIS pull-out specimens 

 

 

 
Figure 5. Schematic diagram of pull-out test setup 

 
Figure 6. Arrangement of mould for casting beam-end 

specimens 
 

 

Table 4 shows the details of the original and scaled-down 

specimen. 
The bonded length was restricted to 200mm in all the 

test rebars. PSWC rebar of 4mm offset and 200mm pitch 

length was used to compare with conventional rebars. 

The flexural reinforcement having 0.5 times the cross-

sectional area of the test rebar was provided with 4 rings 

of size ‘200mm×110mm’ as side face reinforcement in 

which each flexural rebar was provided with 2 rings. 

Figure 7 shows the PSWC rebar of 4mm offset and 

200mm pitch length. 

Subsequent 28days of curing, the specimens were 

tested in the UTM with fabricated testing apparatus. Two 

dial gauges of accuracy 0.001 mm and 0.01 mm were 

used to measure the slip of the rebars at the FE and LE. 

Figure 8 shows the casted beam-end specimens and 

Figure 9 shows the test setup. 

 
 
5. RESULTS AND DISCUSSION  

 
5. 1. Summary of BIS Pull-out Test Results                      
Table 5 shows the test observation in BIS pull-out 

specimens. The variation in the usable bond strength has  

 

 
TABLE 4. Original and scaled-down test specimens 

Description Original Dimensions Scaled Down Dimensions 

Length 600 mm 450 mm 

Breadth 230 mm 230 mm 

Height 300 mm 300 mm 

 

 

 
Figure 7. PSWC rebar with bonded and un-bonded regions 
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been calculated with respect to MS uncoated rebar. The 

coating thickness mention was a mean of a minimum of 

five readings that were taken throughout the length of 

rebar. 

 

 

 
Figure 8. Casted beam-end specimens 

Figure 10 shows the modes of failure in BIS pull-out 

specimens. From left to right it represents yielding of 

steel, pullout failure and pullout associated with splitting 

of concrete. 
 

 

 
Figure 9. Pull-out test in progress 

 

 

TABLE 5. Observations on pullout test 

No. 
Type of 

Rebar 

Load (kN) 
Usable 

Bond 

Strength 

(MPa) 

Mean 

Variation 

(%) 

Coating 

Thickness 

(µm) 

Mean cube 

compressive 

strength of 

concrete 

(MPa) 

Inclination 

of Ribs 

(Degrees) 

Ultimate 

Pullout 

Load 

(kN) 

Average 

Ultimate 

Pullout 

Load 

(MPa) 

Variation 

(%) 

Type of 

Failure 
0.025 

mm 

FE 

slip 

0.25 

mm 

LE 

slip 

1 S1MS UR 17.91 16.89 4.20 

- 

- 

32.91 0 

32 

32 - 

Pullout 

2 S2MS UR 20.71 18.72 4.65 - 34 Pullout 

3 S3MS UR 15.11 15.06 3.75 - 30 Pullout 

4 
S1HYSD 

PR UR 
37.80 32.60 8.10 

+92.86% 

- 

31.47 78 

102 

102 +218.75% 

Splitting 

5 
S2HYSD 

PR UR 
42.67 33.46 8.32 - 105.7 Splitting 

6 
S3HYSD 

PR UR 
32.93 31.74 7.89 - 98.3 Splitting 

7 
S1HYSD 

DR UR 
39.00 35.37 8.80 

+109.52% 

- 

29.66 83 

112.61 

112.61 +251.90% 

Yield 

8 
S2HYSD 

DR UR 
44.87 38.07 9.47 - 115.77 Yield 

9 
S3HYSD 

DR UR 
33.13 32.67 8.12 - 109.45 Yield 

10 
S1HYSD 

PR  1C 
40.06 25 6.21 

+47.86% 

150.5 

30.98 78 

97.60 

97.60 +205% 

Splitting 

11 
S2HYSD 

PR IC 
34.96 23 5.71 151 101.6 Splitting 

12 
S3HYSD 

PR 1C 
45.16 27 6.71 150 93.6 Splitting 

13 
S1HYSD 

PR 2C 
24.2 25 6.01 

+39.52% 

250 

31.65 78 

90.20 

90.20 +181.88% 

Splitting 

14 
S2HYSD 

PR 2C 
23.7 21.91 5.45 253 84.78 Splitting 



S. B. Wani and M. S. Haji Sheik / IJE TRANSACTIONS B: Applications  Vol. 34, No. 02, (February 2021)   326-335                        331 

 

S: Specimen, R: Rebar, UR: Uncoated Rebar, C: Coat  

 
 

 
Figure 10. Modes of failure 

 

 

The following observations were noted in the load-

slip behaviour of rebars in BIS pull-out specimens: 

(a) From the load-slip behaviour of MS UR, HYSD 

PR UR and HYSD DR UR revealed that at 0.025mm FE 

slip value, the load values observed for HYSD PR were 

in line with HYSD DR configuration. However, the MS 

R shows some initial resistance to slip with load 

increment but once the initial slip in the rebar occurs 

there was further huge slip observed on an increment of 

load in both FE and LE. The average ultimate load in MS 

UR was observed as 32kN with a usable bond strength of 

4.20MPa. Similarly, the ultimate load for HYSD PR UR 

and HYSD DR UR was observed as 102kN and 

112.61kN respectively. The usable bond strength value 

of HYSD PR UR and HYSD DR UR was observed as 

8.10MPa and 8.80MPa respectively. 

(b) From the load-slip behaviour of HYSD PR UR, 

HYSD PR 1C and HYSD PR 2C revealed that the peak 

load sustained by one and two coated rebars was 97.60kN 

and 90.20kN respectively. However, for uncoated rebar 

15 
S3HYSD 

PR 2C 
24.7 28.09 6.14 247 95.62 Splitting 

16 
S1HYSD 

DR 1C 
37.22 26.74 6.65 

+60.95% 

150 

31.09 83 

105.32 

105.32 +229.125 

Yield 

17 
S2HYSD 

DR 1C 
36.56 27.62 6.87 148 101.99 Splitting 

18 
S3HYSD 

DR 1C 
37.88 27.18 6.76 152 108.65 Yield 

19 
S1HYSD 

DR 2C 
34 25.70 6.40 

+47.61% 

250.5 

29.21 83 

100 

100.66 +214.56 

Yield 

20 
S2HYSD 

DR 2C 
33 23.12 5.75 246 100.76 Splitting 

21 
S3 HYSD 

DR 2C 
35 25.90 6.44 255 101.24 Splitting 

22 
S1MS  R 

1C 
23.5 17.50 4.35 

-4.76% 

150 

32.43 0 

26 

26 -18.75% 

Pullout 

23 
S2MS R 

1C 
25 16.57 4.12 147 23 Pullout 

24 
S2MS R 

1C 
22 14.07 3.50 153 29 Pullout 

25 
S1MS R 

2C 
19 16.20 4.03 

-11.90% 

250 

31.17 0 

25 

25 -21.88% 

Pullout 

26 
S2MS R 

2C 
17 12.62 3.14 260 27.72 Pullout 

27 
S3MS R 

2C 
21 15.80 3.92 240 22.28 Pullout 

28 
S1PSWC 

UR 
33.5 29.75 7.40 

+76.20% 

- 

30.91 0 

76.40 

76.40 +138.75% 

Pullout 

29 
S2PSWC 

UR 
34.67 30.37 7.55 - 72.96 Pullout 

30 
S3PSWC 

UR 
32.33 29.13 7.24 - 79.84 Pullout 
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the ultimate pull-out load was 102kN. The single coated 

rebars carried 4.31% and two coated rebars carried 

11.57% lesser load than uncoated rebars. Usable bond 

strength of single coated rebars was 23.33% and for 

double-coated rebars was 27.65% lesser than uncoated 

rebars. 

(c) From the load-slip behaviour of HYSD DR UR, 

HYSD DR 1C and HYSD DR 2C.It was observed that 

single and double coated rebar withstands 6.47% and 

10.61% lesser ultimate load respectively than uncoated 

rebar. Usable bond strength of single coated rebars was 

23.18% and for double-coated rebar was 29.55% lesser 

than uncoated rebars. 

(d) From the load-slip behaviour of MS UR, MS R 

1C and MS R 2C. The ultimate load-carrying capacity of 

single and double-coated rebars was less by 18.75% and 

21.88% respectively when compared to uncoated rebars. 

The usable bond strength for single coated rebars was 

4.76% and for double-coated rebars was 11.90% lesser 

when compared to uncoated rebars. 

(e) From the load-slip behaviour of MS UR, HYSD 

PR UR and PSWC UR with 4 mm deformation and 80 

mm pitch length. It was observed that MS rebar carries 

138.75% lesser load than PSWC rebar. HYSD PR UR 

showed 33.50% greater ultimate load carrying capacity 

and usable bond strength of just 9.46% greater than 

PSWC rebars. 

 
5. 1. 1. Evaluation of Initial Crack and Ultimate 
Load of MS Rebars, HYSD Rebars and PSWC 
Rebars            Figure 11 shows the evaluation of loads at 

which the first crack was visible and the ultimate load at 

which specimens failed in the pull-out test. PSWC rebars 

perform better than MS rebars. In HYSD rebar with 

parallel and diamond rib configuration, there was an 

appreciable difference between the first visible crack 

load and ultimate load. The corresponding difference 
between load at which first visible crack in HYSD PR 

UR and PSWC rebar was comparatively low. 

5. 2. Summary of ASTM Beam-end Specimens           
Table 6 shows the observation of the pull-out test in 

beam-end specimens. The variation in usable bond 

strength has been calculated with respect to MS uncoated 

rebar. Figure 12 shows the crack pattern observed in the 

specimens during the test. 
 

 

 

 
Figure 11. Evaluation of initial crack load and ultimate load 

 

 

  
Figure 12. Crack pattern in beam-end specimens 

 

 

 

TABLE 6. Observations on pull-out test 
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0.025 

mm 
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0.25 

mm 
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UR 
25.19 24.89 2.48 

- 32.91 0 

35.7 

35.70 - 

Linear Pullout 

2 
S2 MS 

UR 
24.47 22.64 2.25 32 Linear Pullout 

3 
S3 MS 

UR 
25.91 27.14 2.58 39.4 Linear Pullout 

4 

S1 

PSWC 
UR 

37.52 36.75 3.66 +48.36% 31.77 0 78.40 78.40 +119.60% Linear Pullout 
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S: Specimen, UR: Uncoated Rebar 

 

 

The following observations were noted in the load-

slip behaviour of beam-end specimens: 

(a) From the load-slip behaviour of MS UR, HYSD 

PR UR and HYSD DR UR. The average ultimate load-

carrying capacity of HYSD PR UR and HYSD DR UR 

was 219.32 and 236.13% greater than MS UR 

respectively. The usable bond strength of HYSD PR UR 

and HYSD DR UR was 57.37 and 68.85% greater than 

MS UR respectively. 

(b) From the load-slip behaviour of MS rebar and 

PSWC rebar with 4mm profile deformation and 200mm 

pitch length, the PSWC rebar offered significantly 

improved resistance against slip in the initial stage as 

compared to MS rebar. PSWC rebar offered appreciably 

higher ultimate bond strength, 119.60% greater than MS 

rebar due to the presence of offset (ridge) and pitch 

(valley) of the steel-concrete interface. PSWC rebar 

showed significantly higher usable bond strength of the 

order of 48.0% greater as compared to MS rebar. 

first crack is visible in HYSD PR UR and PSWC rebar 

was less. 

Figure 14 shows the embedded coated rebars and the 

concrete at the end of the test. It was observed that the  
 
 

 
Figure 13. Evaluation of first crack and ultimate load 

 
 

 

 
Figure 14. Condition of concrete and coated rebar at the 

end of the test 
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5. 2. 1. Evaluation of Initial Crack Load and 
Ultimate Load of MS Rebars, HYSD Rebars and 
PSWC Rebars              Figure 13 shows the evaluation of 
loads at which the first crack was visible in the specimen 
and the ultimate load at which the specimen fails in the 
pull-out test. It was evident that PSWC rebars perform 
better than MS rebar in the pull-out test. In HYSD rebar 
with parallel and diamond ribs, there is an appreciable 
difference between first crack load and ultimate load. The 
corresponding difference between the load at which the 
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(a) (b) 

  
(c) (d) 

Figure 15. SEM Images of a) Plain CPAC b) TiO2 Modified 

CPAC c) Cross-sectional View of 1coat Coating d) Cross-

sectional View of 2-coat Coating; All images have a 

magnification level of approximately 100,000 times 

 

 

uncoated rebars were corroded more and the coating is 

more adhesive to the concrete than rebar. Figure 15 

shows the scanning electron microscope (SEM) images 

of Nano modified CPAC adopted in the study. 

 

 

6. CONCLUSIONS 
 

The experimental and comparative study on bond 

strength of plain surface wave type configuration rebars 

(PSWC) with concrete was carried out as per BIS and 

ASTM procedure. In addition to this, a Nano TiO2 altered 

cement polymer anti-corrosive coating (CPAC) was 

included in the study to access its mechanical and 

durability properties. The following conclusions were 

noted. 

(a) Irrespective of surface configuration, the bond 

strength of uncoated rebars was found more than that of 

coated rebars.  

(b) There is a marginal rise in usable bond strength 

and the peak pull-out load of HYSD DR rebars as 

compared to HYSD PR rebars by 5-11%. 

(c) As compared to MS rebars, HYSD rebars 

offered an approximately threefold increase in ultimate 

bond strength and 1.5 times increase in usable bond 

strength irrespective of rib configuration. The ultimate 

load-carrying capacity of coated HYSD diamond rib 

rebars surpassed mild steel rebars by four times in few 

cases. 

(d) In BIS pull out test, PSWC rebars with 4mm 

offset and 80mm pitch offered ultimate load-carrying 

capacity of 76.40kN that is 2.4 times more than MS 

rebars. Also, there was a rise in usable bond strength by 

76.20% compared to MS rebars. 

(e) In ASTM beam-end specimens, PSWC rebars 

with 4mm offset and 200mm pitch offered ultimate load-

carrying capacity of 78.4kN that is 2.2 times more than 

MS rebars. Also, there was a rise in usable bond strength 

by 48.36% compared to MS rebars. 

(f) PSWC rebars exhibit an improved slip 

resistance and well-established load-slip behaviour as 

compared to MS rebars. 

(g) In BIS pull-out test the ultimate bond strength 

of PSWC rebars was around 33.5% less as compared to 

uncoated HYSD rebars and the usable bond strength was 

about 9.5% less than for HYSD rebars with parallel ribs. 

(h) The reduction in bond strength of coated rebars 

with any rib configuration was less than the maximum 

reduction of 20% specified by IS 13620-1993. Both 1coat 

and 2coated rebars satisfied IS code provisions. 

(i) PSWC rebars with 4mm offset and 80 mm pitch 

offered promising bond strength. Upon further 

optimization and testing of the rebar in other aspects, 

PSWC rebar can be future rebar to replace HYSD rebars 

for durable concrete construction at zero additional cost. 

 

 

7. REFERENCES  
 

1. Koch, G.H., Brongers, M.P., Thompson, N.G., Virmani, Y.P. and 

Payer, J.H., Cost of corrosion in the united states, in Handbook of 
environmental degradation of materials. 2005, Elsevier.3-24. doi: 

10.1016/b978-081551500-5.50003-3 

2. Hansson, C., "The impact of corrosion on society", Metallurgical 

and Materials Transactions A,  Vol. 42, No. 10, (2011), 2952-

2962. doi:10.1007/s11661-011-0703-2. 

3. Neville, A., "Why we have concrete durability problems", Special 

Publication,  Vol. 100, (1987), 21-30. doi. 

4. Association, B.C., "Development of an holistic approach to 

ensure the durability of new concrete construction", British 

Cement Association,  (1997). doi. 

5. Gehlen, C., Matthews, S., Osterminski, K., Straub, D., Kessler, 

S., Mayer, T., Greve-Dierfeld, V. and Zintel, M., "Condition 
control and assessment of reinforced concrete structures exposed 

to corrosive environments (carbonation/chlorides)",  (2011). 

doi:10.35789/fib.bull.0059. 

6. Alekseev, S., "Durability of reinforced concrete in aggressive 

media, AA Balkema Publishers,  Vol. 96,  (1993). 

7. Kar, A.K., "A rebar for durable concrete construction", The 

Masterbuilder,  Vol. 13, No. 7224-236.  

8. Bharti, B.K. and Thakkar, J.J., "Swot of central public works 

department india: A case study", Journal of Advances in 

Management Research,  (2013). 

9. Swamy, R., "Infrastructure regeneration: The challenge of climate 

change and sustainability-design for strength or durability?", 

Indian Concrete Journal,  Vol. 81, No. 7, (2007), 7-13. 

10. Papadakis, V.G., Vayenas, C.G. and Fardis, M.N., "Physical and 

chemical characteristics affecting the durability of concrete", 
Materials Journal,  Vol. 88, No. 2, (1991), 186-196. 

doi:10.14359/1993. 

11. Kar, A.K., Dave, U.V. and Ritesh S. Varu, "Performances of 
columns reinforced with pswc-bars and other rebars", The Indian 

Concrete Journal,  Vol. 92, No. 7, (2018), 12-17. 

doi:10.1007/s11661-011-0703-2
doi:10.35789/fib.bull.0059
doi:10.14359/1993


S. B. Wani and M. S. Haji Sheik / IJE TRANSACTIONS B: Applications  Vol. 34, No. 02, (February 2021)   326-335                        335 

 

12. Kar, A.K., "A theory on the performance of reinforced-concrete 
elements", Proceedings of the Institution of Civil Engineers-

Construction Materials,  Vol. 172, No. 4, (2019), 213-221. 

doi:10.1680/jcoma.18.00019 

13. Kar, A., "Improved rebar for durable concrete constructions", 

New Building Materials & Construction World,  Vol. 16, No. 1, 

(2010), 180-199.  

14. Kar, A.K., Dave, U.V. and Patel, N.A., "Performances of beams   

reinforced with pswc-bars and other rebars", Journal of 

Structural Engineering, CSIR-Structural Engineering 

Research Centre,  Vol. 46, No. 1, (2019), 29-38. doi. 

15. 10262-, I., Recommended guidelines for concrete mix design, 

Bureau of Indian Standards New Delhi, India. 

16. BIS, I., 12269-1987: Specifications for 53 grade ordinary 

portland cement. 1987, Bureau of Indian Standards, New Delhi.  

17. BIS, I., "Is 383-1970: Specification for coarse and fine aggregate 

from natural sources for concrete (second rev.)", Bureau of 

Indian Standards, New Delhi,  (1970). 

18. Steel, I.S.H.S.D., Bars and wires for concrete reinforcement-

specification. 1786, IS. 

19. Standard-IS, I., "Is 1608: 2005: Metallic materials-tensile testing 
at ambient temperature. 3rd revision", New Delhi: Bureau of 

Indian Standards, (2005).  

20. Standard-IS, I., "Is 13620-1993, specification for fusion bonded 
epoxy-coated reinforcing bars," New Delhi: Bureau of Indian 

Standards,  (1993).  

21. Mohammed, M.H.S., Raghavan, R.S., Knight, G.S. and 
Murugesan, V., "Macrocell corrosion studies of coated rebars", 

Arabian Journal for Science and Engineering,  Vol. 39, No. 5, 

(2014), 3535-3543. doi:10.1007/s13369-014-1006-x 

22. Fathifazl, G., Razaqpur, A.G., Isgor, O.B., Abbas, A., Fournier, 

B. and Foo, S., "Bond performance of deformed steel bars in 

concrete produced with coarse recycled concrete aggregate", 
Canadian Journal of Civil Engineering,  Vol. 39, No. 2, (2012), 

128-139. doi:10.1139/l11-120 

23. Standard-IS, I., "Is 2770-1997, method of testing bond in 

reinforced concrete part-i- pullout test is 2770-1997", Bureau of 

Indian Standards, New Delhi, India,  (1997). 

24. "Astm a944-10, “standard test method for comparing bond 

strength of steel reinforcing bars to concrete using beam-end 

specimens", ASTM International,  doi:  10.1520/a0944-10  

25. Standard, I., "Method of tests for strength of concrete", Bureau 

of Indian Standards, Manak Bhavan,  Vol. 9, (1959).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Persian Abstract 

 چکیده 

و تغییر شکل مقاومت عملکرد عملکرد بالا    (MS)را در مقایسه با میلگردهای فولاد خفیف  (PSWC)این مطالعه رفتار استحکام پیوند میلگردهای پیکربندی نوع موج سطح ساده  

(HYSD)     با پیکربندی دنده متنوع مطابق با استانداردBIS    وASTM   بررسی می کند. متغیرهای موجود در میلگرد شامل سطح ساده ، سطح منحنی ، دنده موازی ، دنده الماس و

در آزمون کشش قرار   ASTMو  BISا استاندارد نمونه انتهای پرتو به ترتیب ب  12نمونه کششی و  30است. در مجموع   (CPAC)پوشش ضد خوردگی پلیمر سیمان اصلاح شده نانو 

دقت مشاهده شد. رفتار انحراف بار ، ظاهر اولین ترک در نمونه ها   با  (LE)میلی متر 0.25و لغزش انتهای بارگذاری شده     (FE)میلی متر  0.025گرفتند. بار مربوط به لغزش انتهای آزاد 

برابر در مقاومت پیوند   1.5تقریباً سه برابر در افزایش مقاومت پیوند نهایی و    HYSD، میلگردهای    MSو بار شکست نهایی ثبت شد. نتایج تجربی نشان داد که در مقایسه با میلگردهای  

برابر افزایش مقاومت   MS 2.4میلی متر در مقایسه با میلگردهای    80میلی متر و گام    4با افست    PSWCپیکربندی دنده متنوع ، افزایش می یابد. میلگردهای  قابل استفاده بدون توجه به  

با  HYSDکمتر از میلگردهای  ٪8.6استفاده تنها است و مقاومت باند قابل  ٪25حدود  PSWCافزایش مقاومت باند قابل استفاده دارند. بار نهایی کششی میلگردهای  ٪76.20نهایی و 

است که در   ٪20ز حداکثر کاهش مجاز دنده های موازی است. پوشش پذیرفته شده مقاومت در برابر خوردگی را افزایش داده و کاهش مقاومت پیوند با هر نوع پیکربندی سطحی کمتر ا

نتایج امیدوار کننده استحکام باند را ارائه می دهند و با بهینه سازی و مطالعه بیشتر در سایر    PSWCکه میلگردهای    مشخص شده است. از این رو می توان نتیجه گرفت   1993:  13620

 در آینده برای افزایش دوام بتن با هزینه اضافه شده صفر باشند. HYSDمی توانند راهی برای جایگزینی میلگردهای  PSWCجنبه ها ، میلگردهای 

doi:10.1680/jcoma.18.00019
doi:10.1007/s13369-014-1006-x
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A B S T R A C T  
 

 

When a planned special event (PSE) is mentioned, large and international organizations are considered. 
These organizations attract so many people all around the world to local points. However, relatively 

small scale PSEs such as ordinary league games that are organized once every two weeks that impact 

the daily traffic of the cities especially metropolitans, are neglected. This paper focuses on the travel 
demand modelling of the ordinary super league games in Istanbul. As a purpose of this paper, in order 

to obtain a customizable and standalone PSE model, survey design and data collection procedures, a 

new methodology for trip generation, trip distribution, and modal split steps of the traditional 4-step 
demand modelling are considered. With the opportunity provided by the newly proposed methodology, 

unlike most previous studies in literature, all trips and activities in the same day with the PSE are taken 

into the modelling process. Because of the nature of the PSEs, participants prefer to perform additional 
(derived) activities in the time between leaving the origin and joining the PSE. Accordingly, 1, 2, and 

3-step groups are defined, and the shape of trip length distributions are different not only from the peak 

hours but also from each other. At the end, the model estimation and development of the PSE travel 
demand model are presented with conclusions and suggestions. 

doi: 10.5829/ije.2021.34.02b.05 

 
 

NOMENCLATURE 

U Utility of an alternative Ai Balance factor 

X Vector of attributes Bj Balance factor 

S Vector that specifies the characteristics of the individual f(cij) Deterrence function of the trips between zone i and zone j. 

C Choice set cij Travel costs from zone i and zone j 

V Deterministic component of the equation (deterministic part) Greek Symbols 

Pr Probability of a chosen alternative  ε Stochastic component of the equation (stochastic part) 

e Exponential form of formula Β, n Unknown parameters 

Tij Future trips made from zone i to zone j ∑ Sum operator 

tij Current trips made from zone i to zone j θ Constraint function 

Pij Future trip production of zone i  Subscripts 

Oij Current trip production of zone i  i,j Alternatives, zones 

Aij Future trip attraction of zone j t, Individual 

Dij Current trip attraction of zone j    

k Number of zones   

 
1. INTRODUCTION1 
 

Rapid increase in the world's population has contributed 

to a huge need for new transport demand strategies [1] 

and one of the current transportation demands is the 
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planned special event travel demand. A planned special 

event (PSE) is a public activity with a predetermined 

date, venue, and duration that may affect the regular 

service of the surface transport network due to enhanced 

traffic demand and/or decreased capability related to 

event planning [2]. PSE impacts transportation network 

with its known location and scheduled time as a result 

of increases in travel demand or decreases in the 
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capacity of road segments [3]. Even though PSEs are 

planned occurrences, they raise the travel demand 

abnormally and temporarily while their impact on traffic 

could be significant [4]. For example in a study by 

Kwon et al. [5] PSEs effect on total daily travel delay is 

found to be 4.5% in San Francisco Bay Area (USA). 

Furthermore, according to Federal Highway 

Administration Office (FHWA) report [6], an estimated 

5 percent of congestion is caused by special events.  

Special events can be classified in different ways in 

terms of their size (number of participants), form, 

content, location and impact area [7]. While the peak 

hour demand found by reducing from daily travel 

demand is used in traditional models, temporary and 

short period of time travel demand is modelled by event 

based modelling. Kuppam et al. [8] claims that travel 

demand models were designed to understand traveling 

to unique special events. Generally, the literature on 

PSE studies is dominated by large-scale events such as 

Olympic Games, World Cup Tournaments, Winter 

Games, etc. [9-11]. Kuppam et al. [8] try for defining 

special events in the area that have an effect on travel 

demand, especially transit riding, gathering travel 

relevant data associated with the PSEs, and creating an 

exclusive model for special events (SEM) which is also 

the aim of this study as well.  

In the literature, PSE models generally consider the 

travel demand for the main activity by directly focusing 

on the trips between origin of the individual and the 

activity venue. Travel demand from other zones to the 

event venues is solely forecasted [8, 11-13]. The main 

activity approach leads to various analyses considering 

traffic management [2, 3, 9, 10, 14] or spectator 

(customer) satisfaction [15] while the interim trips (and 

derived activities) are disregarded. However, due to the 

nature of the PSEs, most of the time, participants prefer 

to perform additional (derived) activities in the time 

between leaving the origin and joining the PSE. While 

some studies in the literature consider the origin of the 

special event trips as only home or hotel with some 

assumptions [16], some others, such as Florez et al. [17] 

stated that especially the guest travelers in the area may 

choose walking mode in order to perform some activity 

in the surrounding area before the game. Moreover, Yan 

et al. [16] grouped the spectators with regard to their 

origins, and stated the possibility of the performing 

other type of activities before or after the main activity 

which is PSE. Bowman and Ben-Akiva [18] defined 

activities into groups and named the most important 

activity of the day as the primary activity, and the other 

activities defined as secondary activities.  

The aim of this study is to establish a custom PSE 

model for Istanbul (Turkey). For this aim a number of 

soccer games in three different stadiums in the city is 

considered. By using the data collected from attendees 

to these games, conventional 4-step model is retrofitted 

to PSEs with various modifications in the first three 

steps of the model. These modifications account for the 

constraints (such as stadium capacity) arise from the 

event itself while new additions (such as the derived 

activities/trips) are also integrated. The paper is 

structured as follows: firstly survey methodology will 

be explained, and then data results will be given 

afterward. Following part, the modelling methodology 

is presented briefly with the detailed case study and the 

custom PSE model for soccer games in Istanbul and 

then the results of the model are presented. At the end, 

the paper is finished by the discussion and conclusion 

part by giving recommendations for future studies and 

new policy decisions.   

 

 

2. SURVEY METHODOLOGY 

 

The data used in this study were collected from three 

venues that belong to the three biggest soccer clubs in 

Istanbul and Turkey which are Besiktas, Fenerbahce and 

Galatasaray through face-to-face surveys. For each 

team, seven game days were selected. Seven games 

were included in the survey study for Besiktas and 

Fenerbahce, and six games were included for 

Galatasaray. At each game day, the surveys started 

about three hours before the games and completed 

before the game started because the road segments were 

started to be closed three hours before the game. Also, 

according to the study of Chang and Lu [19], around 

30% of attendees reached to the immediate vicinity of 

the venue three hours before the PSE. The surveys were 

conducted to the fans waiting in the area that is closed 

to traffic and fully secured by police while only the fans 

who were going to enter the stadium were inquired. All 

the participants were home team fans. The key obstacles 

encountered by the survey team and the steps taken to 

mitigate the related issues are described below: 

▪ Permission (Having permits to execute surveys 

from the stadium managers): The clubs were 

contacted to get permission to perform the surveys 

inside the stadiums. Due to having no permission, 

surveys were conducted in the immediate vicinity 

of the stadiums. Also, Kuppam et al. [8] tried the 

same way in their study. 

▪ Different profiles (Conflicts in attendance 

profiles): Every game draws essentially the same 

socio-demographic profile but the profile varies 

with respect to the various ticket prices that makes 

it very difficult to get a representative sample. 

Thus, broad enough surveys were designed to 

obtain the required statistical meaning at a 

relatively small marginal error. 

The surveys were conducted only for ordinary 

league games. In order to avoid any difference in the fan 

profiles, local derbies and European cup games were 
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omitted. The socio-economic structures and seniority of 

the fans who participated in the surveyed games are 

similar and it does not change from game to game. In 

Table 1, information about stadiums as well the surveys 

are provided.  

 

 

3. DATA DESCRIPTION 
 

The number of the valid surveys in Besiktas Vodafone 

Park, Fenerbahce Ulker and Galatasaray Turk Telekom 

venues is 1168. The general descriptive statistics of the 

data are presented in Table 2. According to Table 2, the 

average age of the fans is 30 and only 6% are women. 

At most, the 25 - 34 age group of fans follow the game 

in the stadium (38%). Generally, fans not only come 

from any districts of Istanbul, but also from out of 

Istanbul and even abroad. According to the data, 24% 

(n=277) of the respondents are from out of the city and 

3% (n = 39) from abroad. 26% of the participants stated 

that they have a monthly income of 3,501-5,000 Turkish 

Liras (TL) while the average monthly income is around 

3.200 TL. People attend to soccer games mostly with a 

friend (n = 704; 60%). Moreover, 35% and above of 

Fenerbahce and Galatasaray fans follow all home games 

inside the stadium during one season.  
 

 

TABLE 1. Information about the venues and the surveys 

Teams 
Name of the 

Venues 

Venue 

Capacity 

Average Number of 

Attendance 

Survey 

Sample Size Confidence Level 
Sample Size/Average 

Number of Attendance 

Besiktas Vodafone Park 41,903 31,245 386 95% 0.01 

Fenerbahce Ulker 50,530 36,677 399 95% 0.01 

Galatasaray Turk Telekom 52,280 34,481 383 95% 0.01 

 

 

TABLE 2. Descriptive statistics (N=1168) 

Criteria  Classification N Percentage Criteria Classification N Percentage 

Age Groups 

15-24 361 31% Private Car 

Ownership 

No 648 55% 

25-34 446 38% Yes 520 45% 

35-44 265 23% 

Who Does the 

Activity with? 

Alone 259 22% 

45-54 79 7% Friends 704 60% 

55 + 17 1% Older Family Member 71 6% 

Gender 
Woman 68 6% Adult Family Member 100 9% 

Man 1100 94% Young Family Member 34 3% 

Residential Status 

Out-of-town 277 24% 

Ticket Types 

Gift Match Ticket 113 9.7% 

Abroad 39 3% Gift Seasonal Ticket 18 1.5% 

Istanbul 852 73% Match Ticket 620 53.1% 

Income Groups 

< 1.800 289 25% Seasonal Ticket 417 35.7% 

1.800 - 3.500 249 21% 
Seasonal Ticket 

No 733 63% 

3.501 - 5.000 307 26% Yes 435 37% 

5.001 - 6.500 140 12% 

How Often Do You 

Participate in 

Matches? 

0 - 4 382 33% 

6.501 - 8.000 58 5% 5 - 8 248 21% 

8.000 + 125 11% 9 - 13 139 12% 

Top 5 Job/Task 

Student 285 24% 14 + 399 34% 

Tradesman 117 10% 

How Do You Watch 
the Matches outside 

the Venue? 

Do Not Watch 79 7% 

Engineer 58 5% Paid Channel 664 57% 

Civil Servant 42 4% Cafe 223 19% 

Teacher 39 3% Internet 202 17% 

Others 627 54%     
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4. PLANNED SPECIAL EVENTS MODELS 
 
In this section, the proposed PSE model is presented. 

The structure of this model is strongly linked to 

traditional 4-step model which is well-known and 

widely used for the aggregate trip-based modelling [20]. 

However, based on various properties of PSEs a number 

of modifications are introduced where necessary. The 

proposed methodology presented in this paper covers 

the first three steps of the 4-step model while traffic 

assignment is left out. It should be noted that regardless 

of the modelling purpose, the assignment procedure is 

well known, widely applied and straightforward. In 

addition, the inherent nature of PSEs does not bring in 

any constraints or necessitates any changes in the 

assignment procedure. 

Eventually, the proposed model will extend to the 

mode choice step (3rd step) and it should be assumed 

that a standard traffic assignment calculation will 

complete the model. 
The proposed methodology presented in this paper 

covers the first three steps of the 4-step model while 

traffic assignment is left out. It should be noted that 

regardless of the modelling purpose, the assignment 

procedure is well known, widely applied and 

straightforward. In addition, the inherent nature of PSEs 

does not bring in any constraints or necessitates any 

changes in the assignment procedure. Eventually, the 

proposed model will extend to the mode choice step (3rd 

step) and it should be assumed that a standard traffic 

assignment calculation will complete the model. 

 

4. 1. Trip Generation               Trip generation is used 

for prediction of the number of trips produced from a 

particular zone and trips attracted to a particular zone. 

Factors affecting trip production and attraction can be 

specified as household size, household income, 

residential density, employment, retail floor space area, 

hospital capacity, school capacity, etc. Different 

modelling methods are used for trip generation step 

such as category analysis, trip rates based on activity 

participation, and regression analysis. The regression 

analysis is the mostly used method of the trip generation 

step.  

Due to the characteristics of selected PSE, in this 

study, the trip generation step carried out by only 

considering the trip attractions. Consequently, in trip 

matrices, venues are considered only attraction zones. In 

this study, the districts of the Istanbul were determined 

as production zones.  

Especially in metropolitan cities such as Istanbul, 

PSE should be considered together with all activities 

and trips on the event day. Therefore, in this study, daily 

activities and trips starting from leaving home and up to 

the PSE are considered. As a result, the trips made on 

the days of PSE were divided into three groups. These 

are: 

▪ 1-Step Group (n=742): who reach the stadium 

directly and without extra activity, 

▪ 2-Step Group (n=376): who reach the stadium after 

performing one interim activity and makes two 

trips, 

▪ 3-Step Group (n=50): who reach the stadium after 

performing two interim activities and makes three 

trips.  

As a well-known fact, transportation demand is 

derived from activity demand. Consequently, for each 

individual, all the activities occurring at different 

locations in a day generate trips by different transport 

means. Therefore, the individuals in 1-step group make 

a single trip to reach PSE while each additional step 

generate an additional trip. 

 

4. 1. 1. Trip Production Methodology for PSEs in 
Trip Generation        According to Kuppam et al. [8], 

the capacity of the stadium constraints the generation of 

trips for special events. Yan et al. [16] used the 2005 

HITS data where the group-specific activity chain 

probability is specified, in order to obtain the total 

number of trips generated by traffic analysis zone 

(TAZ) by multiplying the activity chain probability with 

the number of group population in trip generation step 

of the modelling. 
No matter how much the population of the analysis 

area increases, the number of people entering the 

stadium will not change unless the stadium capacity is 

increased. For this reason, the following procedure has 

been applied to each stadium separately. First of all, 

trips to the stadium are divided into trip groups as above 

and the number of people in each travel group is 

determined. Depending on the capacity of the stadium, 

those who came by 1 trip, those who came by two trips 

and those who came by 3 trips were enlarged according 

to the number of people in the group. In this approach, 

additional trip matrices are generated. The total number 

of the generated trip matrices is 6 (one trip matrix is for 

1-step group, 2 trip matrices are for 2-step group and 3 

trip matrices are for 3-step group).  For example, those 

who came by 2 trips must have a travel matrix for their 

first trip, and the growth constraint for this trip matrix 

should not exceed the total capacity of those who 

arrived by 2 trips in total. Moreover, those who come 

with 3 trips must have trip matrices of their first and 

second trips, and so on. For this group, the growth 

constraint of their second trip is the capacity of the last 

trip, and the growth constraint of their first trip is the 

capacity of the second trip. The constraints are 

illustrated in Figure 1. These constraints are not only for 

the total number of trips, especially for the first step of 

2-step group and the first and the second step of the 3- 
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Figure 1. Illustration of the constraints of the growth of the trips 

 

 

step group. If these constraints does not apply, there 

may be inconsistency with the number of the trips and 

some of the trips may be lost in the model. At the end, 

the trips are enlarged by the origin and destination 

accordingly. 

Istanbul has 39 districts and all of them are included 

into the model as separate zones. Moreover, out-of-town 

arrivals are represented by an independent zone. In 

addition to this, the three venues are defined as different 

zones. In the 1-step group and the last steps of 2-step 

and 3-step trip group matrices, the venue zones are 

defined as only the attraction zones. 

 

4. 2. Trip Distribution         Trip productions and 

attractions is not adequate for modelling and decision 

making. In order to get a better idea for decision making 

trip distribution step uses the trips obtained from 

previous step. Trip distribution presents the distribution 

of trips from/to particular zones. Generally, a trip matrix 

is used which shows the origin and destination of the 

trips between particular zones and this matrix is called 

origin-destination (O-D) trip matrix. Ortuzar and 

Willumsen [21] stated that this representation is needed 

for all assignment models. After having the last version 

of the O-D trip matrix, the total number of the generated 

trips should be equal to the number of the attracted trips. 

If it is not, the balancing process should be performed.  

In the study of Kuppam et al. [8] only the last trips 

were taken into consideration and trips were classified 

as home-based, work-based, hotel-based, and other-

based trips. Moreover, as it was emphasized before, 

other trips and activities on the PSE day were 

considered as activities unrelated to PSE. However, 

derived activities and trips on the day of PSE mostly 

related with the PSE as it is stated in the Bowman and 

Ben-Akiva [18] study. It is not only this connection but 

also the location of the derived activity may affect the 

chosen transportation mode to reach the venue of PSE. 

Therefore, in this study, the trips before PSE are also 

included in the model. By this way, it is aimed to 

account for all trips from the starting time of the day to 

the starting time of the PSE. 

Trip distribution step was implemented for each 6 

different trip matrices which were created in the 

previous step, separately. However, it is clear that the 

characteristics of the matrices are very different from 

each other. In this regard, two types of distribution 

modelling was used: The growth factor model and the 

gravity model. Shortly, Figure 2 shows the specific 

place of which model is used.  

Different models were used at this step due to the 

fact that the gravity model distributes the trips to the 

places where there is no trip demand. In this case, due to 

the calculation procedure, even when there are no trips 

between two observed zones, a certain number of trips 

are distributed between these zones. This approach can 

be accepted to be valid in classical 4-step model 

approach context for daily home-based travel demand. 

Because in these models, the production of the trips are 

related with household size, number of student, and 

number of workers. On the other hand, the attraction of 

the trips are related with socio-economic indicators such 

as school capacity, hospital capacity, and employment.  

However, this does not apply to the special events 

travel demand model, due to the fact that all zones do 

not contain venues which are the main attraction points. 

For example, in this study, we could lose some of the 

trips between specific zones to venues in our last trip 

matrices if we would use the gravity model instead of 

the growth factor, because, the gravity model distributes 

the trips with regards to their population and distance. 

So, the traveler would be stunned by the purpose and 

lost in the model. For this reason, the Fratar method 

from the growth factor family was used in the first leg 
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Figure 2. Distribution methodology of the trip groups 

 

 

of the 2-step group matrix and the first two legs of the 

3-step group matrix. Moreover, the gravity model is 

used in the 1-step group matrix, the last steps of the 2 

and 3-step groups’ matrices. 

Estimation of the number of future trips in each of 

them matrix cells, the base data is used by various 

methods such as the growth factor method and the 

gravity model. 
 
4. 2. 1. The Growth-Factor Method           Where the 

data is only available with regards to the future trip rates 

of factors which are defined as growth factor, the 

growth factor methods can be used. The uniform growth 

factor, single constrained growth factor, the doubly 

constrained growth factor, the Fratar method are 

members of the growth factor family.  
 

4. 2. 2. The Fratar Model            This method was 

introduced by Fratar and this modelling approach makes 

the assumptions that the existing trips tij would increase 

proportionally to (Pi/Oi) and proportionally to (Aj/Dj). 

The multiplication by two growth factors of the current 

flow would result in projected trips occurring in zone i 

being greater than the future forecasts. Therefore, a 

normalizing expression is presented which is proportion 

of the total of all the existing trips out of zone i, and 

multiplication of the total of all the existing trips out of 

zone i and the growth factor at the end of the trip. The 

Fratar model is given by Salter and Hounsell [22]: 

 
(1) 

With this approach, the distribution of future trips is 

made by defining a separate coefficient for each zone. 

In the Fratar model, the trip distribution rate of each 

zone within all zones and the future production and 

attraction rates are included, and is calculated separately 

for each zone. This calculation model has some 

disadvantages like other growth factor models. For 

example, as Salter and Hounsell [22] stated that the 

growth factor methods are strongly dependent on the 

growth factor itself and the growth factor should be 

calculated precisely, and this can be defined as the 

source of error. Since the Fratar method is a member of 

the growth factor family, no calibration is required. 

In the context of the proposed methodology, this 

method is used for the trips of people who attended a 

certain activity (eating, drinking, meeting, sightseeing, 

shopping, etc.) which are their previous trip/trips before 

coming to the venue. Moreover, within the scope of this 

study, the possible maximum number of trips are 

defined by the limitations of the known capacities of the 

stadiums.  

The reasons for applying the Fratar method can be 

listed as follows: 

▪ The trips whose only purposes are to participate in 

the planned special event, are made to different 

zones with different purposes by using the gravity 

model, 

▪ Because of the nature of the gravity model, as the 

size of the zones increases the number of trips 

increases. As a result, mostly attracted zones 

obtain high number of trips and it increases during 

the calibration of the gravity model. Even, at the 

end of the second iteration, some of the zones 

which produced low rate of trips are seemed 

almost zero travel demand, 

▪ As in the traditional four-step model, the capacity 

of the hospital, school, or the number of 

employment is very important however, it can be 

deducted that the travel demand for planned 

special events are not related to them. 
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4. 2. 3. The Gravity Model             As it is known, in 

the two restricted gravity models, the whole trips are 

separated to all zones by weighting according to the 

number of trip productions and attractions. 

 (2) 

The given f(cij) function generally is chosen among 

following forms. The sum of the trips made to a region 

in the below forms is distributed to all zones that are 

linked to the origin zone. 

1)  

2)  

3)  

(3) 

The calibration of the unknown parameters in Equation 

3 (β and/or n) is performed by an iterative procedure 

that looks for convergence to the actual trip length 

distribution (TLD) at each iteration. In the general 

practice, for trips during morning or evening peak hours 

the TLD follows a right-skewed distribution that 

represents less numbers of short and long trips. 

However, for PSEs the distributional shape of the TLDs 

should be expected to be very much different than the 

TLDs for peak hours.  

In the proposed methodology, the gravity model was 

used for the last steps of the trip groups. The last step of 

each group only contains trips between various districts 

and the venues while no trips exist between other zones.  

In the traditional 4-step model, in order to obtain the 

trip distribution matrix, Equation (2) is generally used 

and the third form of the f(cij) is preferred. In this 

calculation, when there are no trips between zones, the 

cij values are equal to zero. However, based on the 

selected deterrence function these zero values could be 

converted into a non-zero deterrence value (since e0=1) 

and in turn, these non-zero deterrence values would lead 

to the distribution of trips between zones that do not 

have any observed trips. Obviously, this is a quite 

problematic issue when modelling PSEs because the 

final step of the PSE trip distribution should strictly 

assign the trips only to the venues. In an effort to 

overcome this problem, a dummy variable that takes the 

value of 1 if the destination is the venue and 0 otherwise 

is incorporated into the deterrence function. By this 

way, it becomes possible to assure that the trips are 

assigned only to the venues. Equation (4) presents the 

new deterrence function that contains the 

abovementioned dummy variable. In the equation, j = 

41, 42 and 43 are the zone numbers of the venues: 

 

 

(4) 

Figures 3, 4 and 5 present the results of the gravity 

model calculations in this study. Figure 3 is for direct 

trips from origins to the venues while Figures 4 and 5 

are for the last steps of 2-step and 3-step trips, 

respectively. As it can be seen from the figures the 

TLDs are converged after 3 iterations for all cases. Note 

that the shape of TLDs are different not only from the 

peak hours but also from each other for 1, 2 and 3-step 

trip groups. For the last step of 2 and 3-step trips the 

TLDs have a decreasing form that indicates the trips to 

be concentrated at short distances (or travel times) to the 

venues. However, for 1-step (direct) trips short 

distances are less frequently observed. The distribution 

still resembles a left skewed distribution whereas very 

long distances are also present. 

 

4. 3. Modal Split           The third stage of the classical 

4-step travel demand model is the modal split. At this 

stage, the probability of selecting each transportation 

mode is calculated and split is made accordingly.  

 

  
Figure 3. Trip Length Distribution Results (1-Step Trips) 
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Figure 4. Trip Length Distribution Results (Last step of 2-Step Group) 

 

 

  
Figure 5. Trip Length Distribution Results (Last step of 3-Step Group) 

 

 

 
First of all, the probability of selecting a 

transportation mode is calculated according to the 

assumptions within the scope of random utility theory 

which states that each user makes logical choices in the 

phase of split, has an information about each mode of 

transportation, and knows which one will provide the 

most benefit. In the 4-step model, which is generally 

used in home-based compulsory trips and is more 

effective in revealing the demand for transportation 

during peak hours, the benefits of the transportation 

modes are expressed by variables such as travel time 

and travel cost. In this case, the assumption is made that 

the user prefers the least costly and earliest mode. A 

widely used modelling approach for choice modelling is 

the multinomial logit model (MNL) which is convenient 

to apply and understand.  

The framework of MNL is based on the utility 

theory. This theory assumes that an individual always 

selects the alternative that maximizes his/her utility 

from a set of alternatives. Koppelman and Bhat [23] 

used the utility theory general rule as: 

U(Xi,S) > U(Xj,S) (6) 

Equation (6) specifies that when the options (alternative 

set includes) are only i and j, the individual will select 

the alternative i instead of j. To generalize the formula, 

it is assumed that in a case where there are j options, J 

will show the set of options and J has 2 or more 

elements. Thus, the probability of choosing alternative i 

is calculated by the following equation [24]: 
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(7) 

In the literature, some of studies utilized the MNL for 

modelling the PSEs [8, 9, 13, 19], some others used the 

activity based modelling approach [16, 25] and some 

others tried different approaches such as the mesoscopic 

simulation model; an approach also containing the MNL 

[10], the category based modelling approach [26], etc. 

In this study, the MNL approach was used to calculate 

the probabilities of modes in the stage of modal split.  

In this study, 4 transportation modes are defined: 

public transportation (PT), private vehicle (PV), private 

vehicle + public transportation (PVPT), and walking 

(W). The PVPT mode is used to represent the trips that 

are made by private vehicles at least in some part of the 

trip.  

As it was mentioned before, the assumption is made 

due to the random utility theory that the user prefers the 

least costly and earliest mode for his/her trip. However, 

in this study, the choice of modes in PSEs travel 

demand model is thought to depend not only on travel 

time and travel cost but also on different variables 

specific to special events. For this reason, the modelling 

study was carried out by deriving new variables based 

on special events in the selection of the mode from the 

questionnaires.  

 

4. 4. Variables of the Models         Since the special 

events travel demand is different from the demand for 
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transportation to daily home-based work trips, new 

variables must be defined in addition to the travel time 

and travel costs that are the basis for that particular type 

of trips. Because, the special event participants do not 

have the behavior to catch up with the special event as 

soon as possible and with the least cost based on the 

data obtained from the surveys. Instead, spectators tends 

to go to the special event area much earlier, to 

experience the pre-event atmosphere. Therefore, the 

variables to be used in the mode choice model should be 

defined accordingly. As a result, “Arrival time” in 

minutes (ARRVT) will show how much time 

individuals allocate coming to the venue and its 

surroundings before the start of the match, and ANTICI 

(Annual average ticket price, which shows how much of 

their annual earnings are reserved for a season ticket to 

follow their matches from the venue / Annual average 

income, TL) variables were defined. Unlike the 

traditional 4-stage model, these new variables of 

planned special events were defined. The rest of the 

variables are travel time and travel cost which are 

commonly used in general. Finally, “ASC” presents the 

alternative specific constant of the modes. 
In the previous steps, trip production and trip 

distribution operations were carried out on 6 different 

travel matrices in total: 1-Step, 2_1-Step, 2_2-Step, 3_1-

Step, 3_2-Step and 3_3-Step. During the modal split  

step of the approach, modal segregation was made for 

each travel matrix separately. Furthermore, PVPT mode 

is considered as the reference mode in the modelling 

process. As a result, the model estimation results are 

given in Table 3.  

The observation modal split of each trip matrix and the 

model results accordingly are given in the Table 4 

above. 

 

 

5. DISCUSSION AND CONCLUSION 
 
This paper offers a very detailed description of the 

travel demand analysis of the planned special events 

from the beginning to the end. This analysis consists of 

survey methodology and model development with the 

dataset obtained by travel surveys. One of the aspects of 

this paper that is different from other similar studies in 

the literature, daily activity and trips are considered as 

they are related to the PSE. Because, as it is shown in 

the results, individuals do not take any risk to miss the 

game, so they plan their daily activities and trips 

according to PSE starting time. Dai et al. [27] claimed 

that participants of the PSE generally arrive in a short 

time before the start. On the contrary, according to the 

survey data, the spectators arrive to the vicinity of the 

stadium on average 140 minutes before the start of the 

game, although this games are organized every two 

 

 
TABLE 3. Model estimation results 

Variables 1-STEP GROUP 
2-STEP GROUP 3-STEP GROUP 

2_1-STEP 2_2-STEP 3_1-STEP 3_2-STEP 3_3-STEP 

CHO Coefficient z Coefficient z Coefficient z Coefficient z Coefficient z Coefficient z 

ASC_PT 3.071* 5.89 4.917* 5.69 5.175* 4.03 0.087 0.01 1.090 1.55 4.377* 1.67 

Travel time -0.004 -0.91 -.015* -2.24 -0.005 -0.27 -.061* -1.80 -0.003 -0.19 -0.027 -0.63 

Travel cost -0.098 -1.44 -.200* -1.94 -.334* -1.88 -0.122 -0.35 -153.559 -0.81 -0.491 -0.87 

ANTICI_PT 0.428 0.11 -0.002 -0.01 -6.009 -0.55 11.994 0.45 1.580 0.98 - - 

ARRVT_PT 0.002 0.64 0.001 0.30 -0.000 -0.05 0.021 1.03 - - -0.000 -0.09 

ASC_PV 2.216* 4.12 3.459* 3.91 2.336* 1.85 -0.553 -0.09 - - - - 

Travel time -0.007 -0.73 -.033* -1.78 -0.001 -0.04 -0.068 -0.70 - - - - 

Travel cost -.038* -1.83 -.064* -2.15 -0.136 -1.38 -0.167 -1.38 - - - - 

ANTICI_PV -5.671 -1.20 0.028 0.13 -21.104 -1.40 9.603 0.36 - - - - 

ARRVT_PV -0.000 -0.08 0.001 0.52 0.004 0.71 0.019 0.94 - - - - 

ASC_W 4.171* 6.04 5.250* 4.60 8.641* 7.53 3.196 0.37 2.958* 2.15 7.488* 3.50 

Travel time -.041* -5.67 -.048* -3.90 -.0571* -9.60 -0.050 -1.00 -.037* -1.91 -.064* -3.59 

ANTICI_W -6.320 -0.91 -1.202 -0.73 -0.983 -0.09 -259.887 -0.37 -3.178 -0.84 - - 

ARRVT_W -0.000 -0.06 0.002 0.61 -0.006 -1.02 0.0179 0.85 - - -0.002 -0.22 

* ==>  Significance at 10% level. 
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TABLE 4. Comparison of the modal split of the trip matrices of observations and model results 
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weeks. According to Chang and Lu [19], 39.5% of 

respondents consider about traffic congestion, 17.3% of 

willing to shop, some of them worry about parking 

space, so respondents come over the venues about three 

hours before the PSE. Finally, it can easily be said that 

the relationship between previous activities which can 

be defined as derived activities, and main activity (PSE) 

is very obvious.  

As a result, the conclusions of the overall study can 

be emphasized as follows:  

1. The new methodology of the modelling can be 

implied to any special event in any city,  

2. The results of the modelling can be assigned easily 

to the current transport network. Also, the trip 

matrices can be added to the transportation master 

plan model of the metropolitan. 

3. The model may be used to forecast travel demand 

for every potential PSE. 

4. The results of the model can be used as input of 

the other macro planning studies such as 

transportation master plan, urban planning, etc.  

5. In order to analyze travel behavior of the 

spectators, it is better to separate trips into the step 

groups. As it was presented in Figures 3, 4 and 5, 

trip length distributions of the various step groups 

are different from each other. Modelling PSE 

travel demand by combining all the trips at once 

decreases the resolution of the model.  

6. In future studies, the traffic in the vicinity of the 

stadiums can be modelled at the micro-level and 

integrated into this macro-level PSE model in 

order to develop short-term, micro-scale traffic 

management and control policies. 

7. On the other hand, the economic and fiscal 

feasibility of the projects may use the results of the 

PSE travel demand in some special cases. 

Generally, transportation master plan studies 

consider only the weekday peak hour traffic for 

modelling, and the projects and policies are 

developed according to the modelling results of the 

specific days and time. Due to some of the PSEs 

are organized on weekdays and weekend days, the 

effect of the travel demand for PSE can be ignored. 

However, it should be included travel demand 

forecasting process. The forecasting of travel 

demand brings out a very important grade which 

directly affects the selection of various 

management policies [28]. In order to follow an 

appropriate way to establish a policy or project to 

obtain a better-served transport network in the city, 

travel demand for PSE should be taken into 

consideration. 

8. In this study football is considered as PSE. 

However, in some other countries, the PSE can be 

basketball, volleyball, etc. Cities of different sizes 

or cultures may have different orientations to a 

single sport, but in general sports activities are the 

ones that are followed with interest by everyone in 

all countries from east to west. For instance, in this 

study, no impact of age, gender, and level of 

income on mode choice preferences was observed. 

The participation patterns to these activities are 

similar around the world that lead to the use of 

models having a similar approach to the one used 

in this paper. 

9. PSEs are extra activities that people choose for 

having a good time and pay for them in order to 

raise their happiness and satisfaction. Better 

transport network services support their purposes. 

As a result, these events have an important role for 

citizens to come together, to be one, and a sense of 

possession of the city. 
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Persian Abstract 

 چکیده 
ذکر می شود ، سازمان های بزرگ و بین المللی در نظر گرفته می شوند. این سازمان ها افراد زیادی را در سراسر جهان به    PSE)وقتی یک رویداد ویژه برنامه ریزی شده )

هفته یک بار برگزار می شوند و بر ترافیک روزانه شهرها های مقیاس نسبتاً کوچک مانند بازی های لیگ معمولی که هر دو    PSEنقاط محلی جذب می کنند. با این حال ،  

بول تمرکز دارد. به عنوان یک هدف  به ویژه کلانشهرها تأثیر می گذارند ، نادیده گرفته می شوند. این مقاله بر مدل سازی تقاضای سفر از بازیهای سوپرلیگ معمولی در استان 

ابل تنظیم و مستقل ، طراحی نظر سنجی و روش های جمع آوری داده ها ، روش جدیدی برای تولید سفر ، توزیع سفر  ق  PSEاز این مقاله ، به منظور دستیابی به یک مدل  

مرحله ای در نظر گرفته شده است. با فرصتی که روش پیشنهادی تازه ارائه داده است ، برخلاف بیشتر مطالعات قبلی در زمینه    4و مراحل تقسیم معین مدل سنتی تقاضای  

ها ، شرکت کنندگان ترجیح می دهند کارهای    PSEبه فرآیند مدل سازی اختصاص می یابد ، زیرا به دلیل ماهیت    PSEت ، همه سفرها و فعالیت ها در همان روز با  ادبیا

یف می شوند و شکل توزیع طول سفر نه  مرحله ای تعر  3و    2،    1بر این اساس ، گروه های    PSE .اضافی ) فعالیت های مشتق شده( در فاصله بین ترک مبدا و پیوستن به

 با نتیجه گیری و پیشنهادات ارائه شده است. PSEتنها از ساعات اوج مصرف بلکه با یکدیگر متفاوت است. در پایان ، برآورد مدل و توسعه مدل تقاضای سفر 
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A B S T R A C T  
 

 

Losing a house is the biggest threat to people during natural disasters, such as earthquakes that are 

frequent natural hazards in Indonesia. Post-disaster housing reconstruction becomes a construction 

challenge to build adequate houses contributing to personal safety, health and comfort. The invention of 
a simple ergonomic instant house using lightweight steel structure, bracing, and the local wood walls is 

urgently needed. This invention is proposed to provide quick and low-cost mass construction house 

which meet safety and comfort requirements. The house is designed in 6 meters by 3.5 meters while the 
height of the ceiling is 2.8 meters. The house's front side is equipped with a door and a window, while 

at the back is equipped with a window. The six criteria for appropriate technology are considered in the 

construction method. The criteria include technical, ergonomic, social and cultural, energy-saving 
systems, and environmentally friendly. The scheme of systemic, holistic, interdisciplinary and 

participatory (SHIP) is considered at stages of design, construction and maintenance. The structure 

system is analyzed with a 3D model of the finite element method using SAP-2000. The given 
questionnaires' feedback assesses the satisfaction of the residents living in the house. The conclusions 

are included in five substances: (1) The house materials are lightweight steels, bracings, and local wood; 

(2) The structure should meet the safety requirement; (3) The house satisfies the requirement of safety 
and health; (4) The residents are satisfied and positively improve their living conditions following the 

disaster; (5) The house satisfies a simple ergonomic house. 

doi: 10.5829/ije.2021.34.02b.06 
 

 
1. INTRODUCTION1 
 

A nation ravaged by earthquakes has significant 

reconstruction problems after disasters [1, 2]. The 

damages of buildings, including houses, have been the 

most severe risk in the aftermath of natural disasters and 

earthquakes in Indonesia's archipelago, including Bali. 

After disasters, reconstruction of housing is becoming a 

challenge to create suitable houses for the community [3 -
6]. This obstacle is an important aspect of the rebuilding 

process after the earthquake [7]. The other task of 

providing an appropriate post-disaster house is to 

manufacture housing units for construction after an 

earthquake within a certain period and in mass numbers 

[1]. Many ring of fire areas, like Bali, are also facing this 

 

*Corresponding Author Institutional Email: diasanaputra@unud.ac.id 

(I. D. G. A. D. Putra) 

threat, located in the tropical region and the fire ring, Bali 

is at high risk for natural hazards, including earthquakes 

[8]. Bali's earthquakes in 1815 and 1917, well known as 

"gejer Bali," caused numerous casualties of 10.253 

people and 1500 people to lose their lives [9]. The other 

earthquakes in Bali that caused casualties and buildings’ 

damage, including houses, were in Buleleng in 1862, 

known as the Buleleng earthquake; Seririt in 1976, called 

Seririt earthquake [10]; and Negara in 1890, called 

Negara earthquake [11]. Several other earthquakes also 

led to material loss. The earthquakes taking place outside 

Bali can also impact Bali. The earthquake with 

magnitude of 6.4 on the Richter scale on 29 July 2018 

and the other one with a magnitude of 7 on the Richter 
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scale in Lombok on 5 August 2018 [12] destroyed many 

buildings in Bali. 

This paper then argues that instant houses need to be 

constructed for those whose areas are seriously affected 

by the earthquake as shelters and a temporary residence 

for the victims. A simple house with the structural system 

of lightweight steel structure, bracing and local wooden 

walls, which is sheltered but resistant to absolute 

earthquake magnitude and still endow with comfortable, 

are needed. A lightweight steel structure has strong 

seismic impact properties in an earthquake-prone 

environment [13]. This structure's benefits are 

economical, weight decline, excellent moisture type 

stability, fast site installation, easy prefabrication, good 

reusable recycling, and possible reuse [14]. This system 

can also be constructed within a short period, relatively 

inexpensive, environmentally friendly, secure, 

comfortable and accessible.  

 

 

2. METHOD 
 

To examine this system, a lightweight weight steel 

structure, bracing and local wooden walls house as a 

mockup structure was constructed in Selemadeg Bali. 

The building applied six criteria of efficient technology 

(technical, ergonomic, socio-cultural, energy-saving and 

environmentally friendly). These criteria were combined 

with the SHIP approach (systemic, holistic, 

interdisciplinary and participatory). This approach aims 

to produce appropriate, environmentally friendly and 

energy-preserving technology that matches local wisdom 

[15]. Both approaches are applied from the design, 

construction and maintenance stages [16].  

To evaluate the building's performance as a post-

disaster building, this paper then investigated three 

aspects: building structure performances, physical 

comfort, and people's perception. The building structure's 

performances were analyzed using the Finite Element 

Method (FEM) and based on IBC 2009 to determine their 

safety level. The Finite Element Method is one of the 

most widely used numerical methods in engineering. 

This method attempts to solve partial differential 

equations and other integration equations that result in 

the discretization of continuum objects. This method is 

known to be quite effective in solving a structure 

analysis. In this method, the simulation of the structure 

was analysed using the SAP-2000 computer program. In 

this structural examination, some elements were 

investigated, including static and live loads that were the 

main components to analyze building structured. Since 

the building is located in the ring of fire and tropical 

regions, the earthquake and wind loads were also 

important in analyzing the structure’s stability.  

On the other hand, the house’s physical comfort, 

including humidity, temperature, wind speed, noise and 

lighting, was measured in the built-up structure. This 

physical comfort is related to the ergonomic components 

that are associated with the occupants’ satisfaction. 

People's expectations of safety, subjective comfort and 

satisfaction were then analyzed using questionnaires after 

the respondents used the structure for daily activities. 

These components are evaluated because they were 

related to the perception of people that used the structure.  

 

 

3. RESULTS AND DISCUSSIONS 
 
3. 1. The Characteristics of the Sample House            
The house mockup was constructed as shown in Figure 

1. Steel bracing was used since the method is easy to be 

applied and has low weight [17]. The construction took 

one week and one week for finishing such as painting and 

floor tiling. The construction was started from preparing 

the land (Figure 1a) and followed by constructing the 

concrate brick foundation (Figure 1b).  
The lightweight steels and the concrete bricks were 

then built (Figure 1c) on the foundation. The final step 

was the installation of wooden walls on the concrete brick 

walls, floor tiling and painting the wall (Figure 1d.). The 

system used the structure’s honesty, like the Balinese 

building when structural elements reveal and exhibit their 

purposes and materials [18, 19]. The Characteristics are 

presented in Table 1 

 
3. 2. The Performance of the Building Structure         
Structure performance is defined as the horizontal 

deviation ratio of the building peak divided by the total 

building height (Hsx). The building’s performance was 

analyzed on three dimensions that evaluated the working 

earthquake weight before the maximum horizontal 

deviation was determined using SAP-2000 (Figure 2). 
According to the loading characteristics and the post-

disaster house design’s actual working conditions, the 

structure’s load could be analyzed. The paper analyzed 

the loads modeling, including static load, which consists 

of the weight of the structure, walls, floors and roofs, and 

live load, which is the external loads acting on the 

structure such as the weight of users, occupants or 

movable furniture (Figure 3). Since the environmental 

conditions are important and influence the structure, the 

temporary loads, including earthquake and wind load, 

were also analyzed (Figure 4). This figure shows the 

earthquake response spectrum for the Bali region to 

determine the earthquake load received by the structure. 

Based on the three-dimensional analysis of SAP-

2000, the maximum horizontal deviation of the building 

was 21 mm in the transverse direction (x) and 15 mm in 

the longitudinal direction (y). Meanwhile, the building’s 

height from the floor to the peak (Hsx) was 4200 mm. 

The structure performance was evaluated by 

multiplying 0.02 with Hsx (0.02 x Hsx), in which, based  
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Figure 1. The construction stages of the instant simple house with the structural system of lightweight steels, bracing and local 

wooden walls 
 

 

TABLE 1. Characteristics of the instant simple house 

No. Specification Value Unit 

1 The length of the building 6 m 

2 The width of the building 3.5 m 

3 The height of the building 4.2 m 

4 The structural system of lightweight steels 40 m2 

5 Metal tile roofs 51.2 m2 

6 Local wooden walls 23.5 m2 

7 Concrete walls covered with plaster 18 m2 

8 A door 1.6 m2 

9 Windows 0.8 m2 

10 The ceramic floor 20 m2 

11 Concrete foundation 18 m 

 

 

 

 
Figure 2. Dimensional modeling of the structural system of 

the house 

a. The house site (0%) b. The foundation from concrete bricks 

d. The completed house (100%) c. The structure system of 

lightweight steels 

Concrete 

brick 

Concrete 

brick walls 

Lightweight 

steels Concrete 

brick walls 

painted 

Wooden 

walls  
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Figure 3. Static and live load 

 

 

 

 
Figure 4. Earthquake and wind load 

 

 

on the data, the structure is in good condition. This good 

performance can be analyzed since the result is 84 mm in 

which the result was less than the allowable value. 

The stress ratio for all structural components resulting 

from peak, wind and earthquake loads can be described 

by colors in which green means under 70% and light blue 

means under 50%. Based on the SAP-2000 analysis, the 

post-disaster house structure’s stress ratio was less than 

50% in the lightweight steels and less than 70% on the 

foundation (Figure 5). 

 
3. 3. The Physical Comfort            The aspects of 

measuring the physical comfort consist of the humidity, 

 

 
Figure 5. Deflection and the stress ratio 

 

 

air temperature, wind velocity [20], natural illumination 

and noise. These parameters were measured at 6 AM, 8 

AM, noon, 2 PM, 4 PM and 6 PM. The higher humidity 

was at 6.00 AM (82.1%), while the lowest (63.2 %) was 

at noon. The results contrasted with the temperature 

where the higher temperatures were at noon and 2.00 PM 

(30.6 o C and 31.5o C). These results parallel to the natural 

illumination in which the highest was at noon (260 lux) 

and the lowest was at 6.00 PM (135 lux). The detail of 

the results is presented in Table 2. 
 

3. 4. The People’s Perception           The information 

on the people’s perception of the instant simple house 

was obtained through questionnaires. The perception, 

which was measured, included security, subjective 

comfort, adaptive comfort, and satisfaction. Mostly, the 

respondents thought that the structure was secure, 

comfortable and satisfied (Table 3). 

 

 
TABLE 2. Physical comfort of the house 

No Descreption 

The time when it was measured (Bali Time) 

6:00 

AM 

8:00 

AM 

10:00 

AM 

12:00 

AM 

(noon) 

2:00 

PM 

4:00 

PM 

6:00 

PM 

1 
Temperature 

(0C) 
15.2 26.8 28.8 30.6 31.5 29.5 29.2 

2 Humidity (%) 82.1 84.1 75.6 63.2 68.5 72.8 77.6 

3 Noise (dBA) 44 41 43 38 45 43 44 

4 

Natural 
Illumination 

(lux) 
150 185 230 260 255 225 135 

5 

The wind 
velocity 

(m/second) 
0.1 0.15 0.1 0.2 0.2 0.1 0.1 
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TABLE 3. People’s perception 

No. 
Number of 

Samples 

Description of 

Perception 

People’s 

Perception 

1 11 Security Secure 

2 11 Subjective comfort Comfortable 

3 11 Thermal comfort 
Comfortable and 

acceptable 

4 11 Satisfaction Highly satisfied 

 
 
3. 5. Discussion 
3. 5. 1. Performance and Security of the Structural 
System               The structural system showed a highly 

good performance based on the deviation to the building's 

height towards both the house’s width and length. The 

structure performance value that was 84 mm means that 

the value was less than the allowable value. This value 

presented that the structure was in a good performance. 

The stress ratio under 70% demonstrated that the 

structure could address the loads on the structure.  
The analysis of the earthquake load on this structure 

was necessary. Many researchers such as Yosafat [21], 

and Almeida et al. [22] suggested that the structure 

resistance to the earthquake loads was highly 

prominently evaluated since most parts of Indonesia’s 

earthquake intensity, including Bali, ranges from being 

moderate to high. Based on the Indonesian National 

Standard, the stress ratio smaller than 70% means that the 

house was satisfied and secure to be used, based on the 

requirement.  

 

3. 5. 2. The Physical Comfort              The house’s 

physical comfort is affected by temperature, relative 

humidity, wind velocity, lighting, and noise. The house's 

temperature ranged from 25.2oC to 31.5oC (Table 2). 

These data demonstrated that the average temperature 

was 28.8oC. This temperature level produced thermal 

comfort for the occupants or users based on the 

requirement of thermal comfort level in the equator 

(22.5oC to 29.5oC [23] or 22.8oC to 30.2oC [24]).  
The comfortable temperature was also parallel to the 

humidity in which relative humidity (RH) of the outdoor 

and indoor was almost similar, between 62.3% and 

84.1%. It is better and safer if the RH is higher than 20% 

all year, 60% during the dry season, and under 80% in the 

winter [24]. RH more than 80% may cause less 

comfortable, disrupt the health of the inhabitant, and 

cause fungus on the skin.  

The wind speed influences the percentage of RH. The 

wind movement influences the velocity of lost heat 

through evaporation and convection. The wind speed 

requirement for human comfort ranges from 0.1 to 0.3 

m/s [23, 24]. It would be better if the wind speed is higher 

than 0.2 m/s [25]. These requirements have been fulfilled 

by the sample house in which the room's wind velocity 

ranged from 0.1to  0.2 m/s during day time. However, at 

night it was 0 m/s as the ventilation and window were 

closed. When the window and door closed, the fresh 

outdoor air could not enter inside, so that the air velocity 

was 0 m/s. This condition presents that the room still 

needs ventilations open all day to maintain the room’s air 

circulation.  

The outside wind is a potential air motion to reduce 

high temperatures, humidity and solar radiation in the 

room. The move also plays a role in air movement in the 

building through the ventilation. The house components, 

including a window installed on the front side and 

ventilation installed on the backside, have caused air 

motion and cross circulation inside the room. The fresh 

cooling air enters the room and pushing the hot air to the 

outside. This air circulation has produced indoor thermal 

comfort. Therefore, the thermal comfort created by this 

cooling air motion eliminates the need for artificial 

devices. This inside air circulation has impacted human 

healthiness and has increased the occupants’ comfort [26, 

27]. 

The natural illumination within the room during day 

time ranged from 135 Lux to 260 Lux. These data 

demonstrated that the natural illumination in the room 

still addressed the requirements (115 Lux) [28]. The 

natural illumination intensity was highly influenced by 

the width, position and type of the windows and door. In 

this structure, a window was installed at the front side, 

and another window was installed at the back. This 

position has produced cross air circulation from the front 

to the back and vice versa. In this term, the fresh air 

circulation and natural illumination were interrelated. 

According to Hindarto [29], the natural illumination from 

the window spreads into the room, and the air circulation 

in the room has caused not only comfortable but also 

energy efficiency [30] in which the house does not need 

another illumination device.  

The natural illumination makes the room brighter and 

healthier. The sun’s daylight penetrated the house so that 

the use of artificial illumination could be reduced. This 

condition influenced the maintenance and operational 

cost of the house [31]. The natural illumination could also 

kill any germs or bacteria that can grow well in a humid 

environment. The natural daylight is also related to 

Vitamin D, which is useful for the bone and skin [28]. 

Moreover, the maximum noise within a room during 

daytime is 45 dBA, which is still under the noise standard 

in Bali in which the standar is 50 dBA during day time 

and 45 dBA at night [32].  

 
3. 5. 3. People’s Perception           The people's 

perception of the building, which was already 

constructed, was positive in which the people feel secure 

and comfortable. In these terms, construction solutions 

have been proposed to improve human comfort, 

including the building’s thermal performance [30]. The 
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environmental condition, which includes the 

temperature, humidity, noise, natural lighting and the 

wind velocity, made the people feel comfortable.  
They were also satisfied with the building materials 

used, the construction process and the final result of the 

house. The instant simple house construction satisfied 

what is required to be healthy, secure, and ergonomic. 

This condition contributed to the living quality of its 

dwellers. If a house can fulfill its dwellers' needs and 

desires, it acts as a facility capable of improving the 

quality of life of its dwellers. 
 

 

4. CONCLUSSIONS 
 

Located in the tropical region and the ring of fire, the 

Bali’s construction practices and analysis are influenced 

by natural hazards, including earthquakes and 

environmental conditions such as wind, humidity, 

temperature, natural illumination and noise. In order to 

investigate the safety, the computer modeling of the 

structure was analyzed with the finite element method 

using SAP-2000. This method was an effective way to 

analyzed the stress and stability of the structure. On the 

other hand, the satisfaction and comfort of the occupants 

were investigated through questionnaires.  

The instant simple house using lightweight steel 

structure, bracing and local wooden wall has fulfilled the 

requirement. The structure has produced the structural 

system that has met the safety requirements in terms of 

static, live, earthquake and wind loads. Through 

analizing these four aspects, the house could be safely 

used by occupants.  

In terms of comfortable and perseption of the 

occupants, the house designed was also to fulfill the 

requirements to safety and positively improve their living 

conditions after the disaster. Since the house produced 

comfortable and satisfying to the occupants, the house 

also addressed the ergonomic requirements. 

However, the house designed should be installed 

ventilation so that at night, where a door and windows 

were closed, the fresh air can effectively enter the house 

and produce thermal comfort for the occupants.  
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Persian Abstract 

 چکیده 
اندونزی است. بازسازی مسکن پس از فاجعه از دست دادن خانه بزرگترین تهدید برای مردم در هنگام بلایای طبیعی مانند زمین لرزه هایی است که مکرراً خطرات طبیعی در  

رگونومیک ساده با به یک چالش ساختمانی برای ساخت خانه های مناسب تبدیل می شود که به ایمنی ، سلامتی و آسایش شخصی کمک می کند. اختراع یک خانه فوری ا

است. این اختراع برای تهیه سریع و کم هزینه ساخت وساز خانه ای ارائه می شود که   استفاده از ساختار فولادی سبک ، مهاربند و دیوارهای چوبی محلی به شدت مورد نیاز 

متر است. قسمت جلویی خانه به در و پنجره مجهز است ، در   2.8متر طراحی شده در حالی که ارتفاع سقف  3.5متر در  6شرایط ایمنی و آسایش را داشته باشند. این خانه در 

جهز شده است. شش معیار برای فن آوری مناسب در روش ساخت در نظر گرفته شده است. این معیارها شامل فنی ، ارگونومیک ، اجتماعی و  حالی که در پشت به پنجره م

ری در  در مراحل طراحی ، ساخت و نگهدا  SHIP)فرهنگی ، سیستم های کم مصرف و سازگار با محیط زیست است. طرح سیستماتیک ، جامع ، میان رشته ای و مشارکتی )

با مدل سه بعدی از روش اجزای محدود تجزیه و تحلیل می شود. بازخور پرسشنامه های ارائه شده    SAP-2000نظر گرفته شده است. سیستم سازه با استفاده ازنرم افزار  

( ساختار 2ای سبک ، مهاربندها و چوب های محلی هستند. )( مواد خانه فولاده1رضایت ساکنان ساکن خانه را ارزیابی می کند. نتیجه گیری در پنج ماده گنجانده شده است: )

( ساکنان راضی هستند و به طور مثبت شرایط زندگی خود را پس از فاجعه بهبود 4( خانه نیازهای ایمنی و بهداشت را برآورده می کند. )3باید الزامات ایمنی را برآورده کند. )

 ارضا می کند.( خانه یک خانه ارگونومیک ساده را 5می بخشند. )

 

https://ocs.unud.ac.id/index.php/
https://doi.org/10.26687/archnet-ijar.v11i1.1134
https://dx.doi.org/10.5829/ije.2020.33.10a.03
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A B S T R A C T  

 

This study aims to investigate the computational effect of Earth's viscosity on the Coulomb stress 

changes. Therefore, several large earthquakes in the Alborz region are selected and Coulomb stress 

changes are calculated in them, then the Coulomb stress temporal changes are shown by assuming the 
earth as an elastic layer on a viscous- elastic half-space. The spatial and temporal changes of the crustal 

deformation process associated with earthquakes depend on several parameters including the thickness 

of the lithosphere, viscosity of the asthenosphere, and dip angle of fault. The findings of this study are 
presented by determining the impact of modeling results on each of the input parameters through the 

sensitivity analysis of co-seismic and post-seismic deformation due to the dip-slip and strike-slip 

faulting. In addition to the useful results reported for the impact of parameters, the obtained results 
indicate the occurrence of numerous aftershocks in a region with increased Coulomb stress from 0.1 to 

0.8 bar and the non-occurrence or low-occurrence of aftershocks in a region with reduced Coulomb 

stress. In addition to the predicted locations of aftershocks, it is also possible to determine the location 
of the next major earthquake using Coulomb stress change calculations. 

doi: 10. 5829/ije.2021.34.02b.07 
 

 

 
1. INTRODUCTION1 
 
Crustal deformation measurement by modern methods 

has an important impact on current tectonic studies. 

Even though these measurements provide valuable 

information about the way of current earth deformation 

for researchers, they have no answer for the causes of 

these deformations. Furthermore, these measurements 

cannot determine and justify the future or past tectonic 

earth behavior [1]. Therefore, different branches of earth 

sciences apply the mathematics and physics-based 

models. In crustal deformation studies, the fault models 

based on the geological, geodetic and seismic 

information provide valuable information about the 

properties and behavior of a fault during the time. Based 

on the previous observations, the models provide 

estimates of future deformations and seismic risks for 

researchers and are so valuable for neighboring big 

cities of active seismic zones [2]. For example, some 

studies have been done using an artificial neural 

networks (ANN) [3] or a  machine learning [4]. 

 

*Corresponding Author Email: tadbirtara@gmail.com (T. Sadeghian) 

Crustal deformation occurs locally at long-term 

intervals (Quaternary and Miocene) due to the 

earthquakes and landslides in major fault systems. 

Considering this fact, the collision boundary of Arabian 

and Eurasian planes are expanded in a large zone 

(almost within the political borders of Iran) and it is in 

fact like a soft wide boundary between two moving and 

colliding Arabian and Eurasian planes. Deformation 

resulting from this collision is distributed in a wide 

range of different faulting systems in Iran.  

This study seeks to indicate the computational 

impact of Earth's viscosity on Coulomb stress changes. 

Thus, several large earthquakes in the Alborz zone are 

selected and their Coulomb stress changes are 

calculated. The Coulomb stress changes are shown 

assuming the earth as an elastic layer on a viscous- 

elastic half-space.  

Modeling makes the temporal prediction of 

earthquakes possible. By modeling the Coulomb stress 

dynamic changes, the fault movements can be typically 

stimulated  by  the  movement  of tectonic plates and the  
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position parameters on these planes in target periods. 

Different points on the planes, typically around the fault 

and created coverage networks around it are modeled by 

changes in the horizontal and vertical positions. These 

points are simulated at defined time intervals. The 

displacement of points over time can be investigated 

and expanded through these tools and models.  

The research on the 1999 Marmara Earthquake 

Sequence in Turkey and the effects of Coulomb stress 

on it can be considered as the studies in this regard [5, 

6] or also the first research on San Andreas Fault and 

the static stress changes [7]. Furthermore, research was 

done by Freed and Lin [8] on the Viscoelastic Stress 

Transfer over time in the 1999 Hector Mine Earthquake. 

Another study in this regard was conducted by Wang in 

2008 on delay and triggering of an earthquake by a 

dynamic interaction between faults in the Xianshuihe 

fault zone in southwest China [9]. Paolucci et al. [10] 

also used a physics‐based numerical approach to a 

model of earthquake ground motion due to induced 

seismicity in the Groningen gas field. 
 

 

2. PROBLEM STATEMENT 
 
2. 1. A Three-dimensional Semi-analytical 
Viscoelastic Model for Temporal Analysis of 
Earthquake Cycles          The earthquake cycle 

analysis for large complex tectonic boundaries, which 

are deformed during thousands of years, needs the 

development of effective and complex models. In this 

study, Maxwell three-dimensional linear elastic semi-

analytical model is introduced and developed for 

utilizing the computational benefits of convolution 

theory in Fourier Theorem [11]. (According to 

convolution theory, the convolutive integrals can be 

solved by Fourier integral method). The new aspect of 

this model is the analytical solution for surface loading 

of an elastic plane on a viscoelastic half-space. When 

the model is fully implemented, the following cases will 

be simulated [12]  

1. Inter-seismic stress accumulation in the upper 

locked section of the fault  

2. Repeated earthquakes in pre-existing fault planes 

3. The response of elastic viscosity under-plane 

asthenosphere after rupture.  

According to the proposed approach, it is possible to 

investigate the thousand years of earthquake cycle along 

with the fault systems with complex three-dimensional 

geometry.  

The long-term tectonic loading, sudden fault rupture 

and post-seismic transient return are among the key 

factors of the earthquake cycle and represent the 

important spatial and temporal characteristics of crustal 

deformation. Understanding these dynamics for 

complex continental borders needs temporal three-

dimensional models that can simulate deformation at the 

large scale of time and space. These models should 

include both the real three-dimensional geometry of 

fault systems and the viscoelastic response of repeated 

earthquakes [13]. Even by limiting the quasi-static mode 

(no seismic waves), these models should include the 

time period from rupture (about 100 seconds) to return 

which takes about 1000 years as well as the longitudinal 

range from the fault thickness (about 500 m) to 

deformation boundary (about 1000 km) [14].  

The pure numerical algorithms, which even can be 

run in the most powerful computers, cannot sufficiently 

solve this wide range of length and time. Therefore, 

there is a need for improved analytical methods to 

reduce the numerical range of issues.  

This study provides a semi-analytical solution for 

the response of an elastic plane overlying a viscoelastic 

half-space due to the time-dependent volumetric point 

forces (Figure 1). Although the presented method 

expands an analytical method [15], it has the 

computational advantages compared to the numerical 

methods and has a qualitative agreement with most of 

the numerical pure studies. The three-dimensional issue 

is analytically solved both in vertical (z) and time (t) 

dimensions. While, a solution is expanded in two 

horizontal dimensions (x, y) in Fourier Transform space 

to utilize the advantages of convolution theory. Using 

this method, the fault horizontal pattern and distribution 

of slip can be without an increase in complex 

computational load. The three-dimensional model 

shown here can be easily run in a computer through a 

network that covers a spatial zone from 1 km to 2048 

km; this model can also be implemented for broader 

networks. 

The viscoelastic half-space has the viscosity 

coefficient of  . 
1d  and 

2d  are the low and high 

locking depth, respectively. The velocity vectors are 

applied in opposite directions to the fault plane. 

Here, the semi-analytical solution to the three-

dimensional viscoelastic issue is expanded for the 

vertical  strike-slip   fault  model   and  it  compares   the 
 

 

 
Figure 1. Three-dimensional fault Fourier model which 

simulates an elastic layer on a viscoelastic linear half-space 



357          T. Sadeghian and M. Emamgholi Babadi / IJE TRANSACTIONS B: Applications   Vol. 34, No. 02, (February 2021)   355-366 
 

numerical results compared to the known analytical 

solutions to assess the accuracy and efficiency of the 

technique. These models are necessary because the 

seismic and geodetic measurements only record a small 

part of the earthquake cycle on the main parts of the 

fault, thus the viscoelastic asthenosphere response 

which involves a long-term fault-fault connection 

remains with a weak bound. Furthermore, the 

mechanical post-seismic deformations leave numerous 

unanswered questions that are associated with the 

rheological parameters and ground time-dependent 

relaxation process.  

Several post-seismic models have been developed 

with adaption to the surface geodetic velocities. These 

models include the poroelastic flow of fluids in the 

upper crust, deep aftershocks and fault zone collapse. 

However, numerous efforts are taken to investigate 

these models from the post-seismic behavior. A model 

based on the viscoelastic connection between the upper 

elastic plane and a viscoelastic linear half-space is 

investigated in this study [16, 17]. 

Furthermore, the effect of gravity is considered in a 

viscoelastic model to ensure the results of vertical 

strikes.  

In addition to understanding the post-seismic 

deformation, numerous studies have focused on the 

three-dimensional development of the stress field. 

Coulomb stress changes caused by major earthquakes 

are utilized to explain the triggering of subsequent 

earthquakes and aftershocks [18–20]. 

Several stress transfer calculations are only based on 

the pure elastic models because the analytical solutions 

Okada [21] can be effectively measured in three 

dimensions for actual geometry of fault and rupture 

history. However, the viscoelastic models are needed to 

investigate the temporal deformation and earthquake 

triggering at the time scales comparable with return 

periods. As a result, several models of actual elasticity 

are developed and applied for stress triggering after 

major earthquakes.  

However, due to the limitations in computer speed 

and memory, most of these numerical models are 

limited with a relatively simple return interval and fault 

geometry. Therefore, the current models do not 

sufficiently show the three-dimensional interaction of 

multiple fault intersection branches covering several 

earthquake cycles. A complete model is combined from 

two concepts which can improve the seismic hazard 

analyses and provide a better understanding of the 

physics of the earthquake cycle [22].  

 

2. 2. Coulomb Stress            Coulomb stress is a 

criterion of shear stress loading on a fault with a 

particular azimuth. Positive Coulomb stress indicates 

the tendency towards the fault plane rupture and the 

negative stress indicates the non-tendency towards the 

fault plane rupture. This thesis uses the method by King 

et al. [7] and defined the Coulomb rupture criterion as 

follows:  

f f n   = −  (1) 

In this regard, 
n  and  are normal and shear stresses 

on the rupture plane respectively and 
f is the effective 

coefficient of friction. The model used in this study 

produces the three-dimensional displacement field 

vector from which the stress tensor is calculated. The 

shear stress and tension are assumed right-handed and 

positive because Coulomb stress is zero at the surface 

and becomes singular in locking depth. Coulomb stress 

is calculated at half locking depth and 
f  is assumed 

equal to 0.6. The main objective is to detect Coulomb 

stress accumulation both before and after the 

earthquake. 

 
2. 3. Coulomb Stress Change Modelling          To 

perform the calculations, a variety of parameters 

especially the parameters describing the reference fault 

(the fault model which is built by optimal input 

geometric and physical parameters and based on which 

the faults are compared) and receiver fault are 

introduced into the model. Reference fault is determined 

with rupture parameters (slip, depth, length and Rake 

angle) and fault geometry (strike and dip angles). The 

receiver plane of fault, on which the Coulomb stress 

change is determined, is described by geometry and 

mechanism of faulting (strike, dip and Rake angles) 

[23]. 
Furthermore, the friction coefficient of the receiver 

fault and the half-space elastic parameters should be 

determined. The friction coefficient is determined from 

0.6 to 0.8 using the experimental samples, but it seems 

that it is possible to change it at the interval from zero to 

0.8 in stress triggering studies. The calculated results 

show a high sensitivity to the friction coefficient. In 

performing the calculations, the coefficient of friction is 

selected equal to 0.6. Therefore, Poisson's ratio is 

selected equal to 0.25, 
5

8 10 bar for Young's modulus 

and 
10

3.3 10 Pascal for shear modulus [24]. 

Rupture parameters are the empirical parameters that 

connect the rupture length, width and average to the 

intensity of earthquakes. 

 

 
3. REFERENCE MODEL  
 
According to Figure 2 for the thickness of the elastic 

layer, the reference value of 41 km is used in this 

regard. Fault plane dip angle is selected equal to 20 

degrees and locking depth above the rupture plane equal 

to 6 km.  
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TABLE 1. Geometry of reference faults considers the Coulomb stress changes modeling due to an earthquake. 

Fault Length (km) Width (km) Locking depth (km) Dip (deg.) Rake angle (deg.) 
Slip 

Strike Dip 

Reference Fault 1 80 40 6.0 20.0 0.0 5.0 5.0 

Reference Fault 2 80 40 6.0 20.0 90.0 5.0 5.0 

 

 

Furthermore, according to Table 1, the rupture plane is 

considered as the dip and strike-slip rate with a slip of 5 

m and an area of 40×80 square kilometers. Dimensions 

in Figure 2 are selected according to the similar 

geometric values in previous studies [25, 26].  

In addition to the geometry and location of reference 

faulting, the physical environment of the upper elastic 

layer should be described with other values. For these 

parameters, the average international values are selected 

according to Table 2 
The applied half-space utilizes an elastic layer with a 

thickness of 41 km and a viscoelastic half-space. The 

coordinate system origin is at the top of the fault plane 

center and its x-axis is parallel to the longitudinal 

direction of the fault plane. The upper reference fault 

plane limit is at a depth of about 6 km from the ground. 

The fault plane is 80 km in length and 40 km in width 

and has a dip angle of 20 degrees to the horizontal level. 

 

 

4. DATA ANALYSIS 
 

4. 1. Rupture Parameters         The data of earthquake 

Mw= 7.4 (20.6.1990) in the Rudbar area was used for 

doing the calculations. Characteristics of this earthquake 

are extracted from the CMT catalog which gives us 

information such as the depth and magnitude of 

earthquakes as well as the spatial and temporal. 
 

4. 2. Dynamic Modelling of Coulomb Stress 
Changes in the Alborz Mountains          It is essential 

to know about the time and place of the severe 

earthquake and possible aftershocks due to the alarm 

before the earthquake and aftershocks to reduce the 

financial and human losses. Therefore, this question 

should be answered how the occurrence of an 

earthquake can cause another earthquake? This fact 

should be taken into account that an earthquake is along 

with faulting or rupture in the elastic crust of Earth. 

Therefore, the rupture criterion should be investigated in 

the elastic crust of Earth (Coulomb rupture criterion). 

According to the Coulomb rupture criterion, the 

tendency of rock to the elastic rupture is subject to 

normal and shear stresses imposed to the assumed 

rupture plane, and if the rate of Coulomb stress is higher 

than the critical limit, the elastic rupture or earthquakes 

 
Figure 2. The geometry of fault and reference environment 

used in modeling the sensitivity analysis 

 
 

TABLE 2. Physical properties of the elastic layer 

Depth 

(km) 

Wave 

velocity, 

P, (km/s) 

Wave 

velocity, 

S, (km/s) 

Density 

(kg/m3) 
Viscosity (Pa.s) 

41 6.7 3.87 2900 0.0 

 
will occur. Thus, the time-dependent modeling of 

Coulomb stress changes in the earth's crust caused by 

the tectonic co-seismic, post-seismic and pre-seismic 

activities, can be used as a criterion for estimating the 

time and place of earthquake hazard. This research  

Wells Experimental relations provide the slip rate; 

and we obtain the direction of fault movement, which is 

the boundary condition in this section, through the Focal 

mechanism for a strike-slip fault, for instance, the left-

handed Strike-Slip.  

The experimental relations [27] between the 

intensity of earthquake and rupture parameters are 

utilized to calculate the length and width of rupture as 

well as the detachment due to the earthquake as follows.  

( )log 2.44 0.59 wRLD M= − +   (2) 

( )log 1.01 0.32 wRW M= − +   (3) 

( )log 4.80 0.69 wAD M= − +   (4) 

In the above equations, Mw  is the earthquake moment 

rate, RLD is the subsurface rupture length in kilometer, 

RW is the width of rupture along the fault dip in 

kilometer and AD is the average rupture in meter.  
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4. 3. Three-dimensional Modelling of 
Displacement Field and Coulomb Stress Changes          
The model introduced by Okada [28] is utilized for 

modeling the three-dimensional displacement field of 

this earthquake, the results of the calculation are shown 

in Figures 3 and 4.  

 

4. 4. Investigating Coulomb Stress Time Changes 
for Selected Earthquakes           Afterward, Coulomb 

stress changes are measured for nine major mechanical 

and historical earthquakes with magnitudes greater than 

6 in the Alborz region at the intervals of 5 years 

assuming the strike and dip slip receiver faults (the 

faults in these regions are more from these two types). 

The characteristics of selected earthquakes are presented 

in Table 3. Figure 4 to Figure 7 show the Coulomb 

stress time changes at intervals of 5 years assuming the 

strike-slip receiver faults. Figure 8 to Figure 11 shows 

the Coulomb stress time changes at intervals of 5 years 

assuming  the dip-slip  receiver  faults.  Coulomb  stress 
 

 

 
Figure 3. Horizontal displacement model due to the 

earthquake of Mw = 7.4 (20.6.1990) in Rudbar area in meter 
 

 

 

time changes at intervals of 5 years can be seen in 

sequential forms.  

For calculations, an elastic layer with a thickness of 

41 km and a Lame coefficient of 40 GPa on the 

viscoelastic half-space with a Lame coefficient of 70 

GPa and a viscosity of 1.0×1020 Pas. To achieve more 

accurate results, the fault planes are divided into smaller 

pieces. The results of calculations indicate the Coulomb 

stress changes at different time intervals affected by the 

viscosity of the viscoelastic half-space.  
 

 

 
(a) 

 
(b) 

Figure 4. Coulomb stress time changes at 5-year time 

intervals assuming the Strike-slip receiver faults, a- Coulomb 

stress changes during an earthquake, b- Coulomb stress 

changes 5 years after the earthquake. 

TABLE 3. Characteristics of selected earthquake for a dynamic study of Coulomb stress changes 

Faults name rake dip strike Mag. Depth (km) lon (deg) lat (deg) Date (mm/dd/yyyy) 

North Alborz F. 126 30 106 Ms:6.3 12 53.32 36.36 4/11/1935 

North Alborz F. 90 45 120 Ms:6.8 13 52.47 36.07 7/2/1957 

Ipak F. 70 52 101 Ms:7.2 15 49.81 35.71 9/1/1962 

Khazar F. 126 30 106 Mw:6.1 15 54.77 36.68 10/29/1985 

North Alborz F. 24 83 91 Mw:6 30 52.97 35.9 1/20/1990 

Rudbar F. 32 73 300 Mw:7.4 18 49.35 36.99 6/20/1990 

Ipak F. 99 29 295 Mw:6.5 11 49.02 35.6 6/22/2002 

Kandevan F. 98 67 319 Ms:6.4 27 51.57 36.26 5/28/2004 

Khazar F. -156 67 211 ML:6.2 17 54.58 37.4 10/7/2004 
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(a) 

 
(b) 

Figure 5. Coulomb stress changes at 5-year time intervals 

assuming the strike-slip receiver faults: a - Coulomb stress 

changes 10 years after the earthquake, b - Coulomb stress 

changes 15 years after the earthquake 
 

 

 
(a) 

 
(b) 

Figure 6. Coulomb stress changes at 5-year time intervals 

assuming the strike-slip receiver faults a - Coulomb stress 

changes 20 years after the earthquake, b – Coulomb stress 

changes 25 years after the earthquake 

 
Figure 7. Coulomb stress changes at 5-year time intervals 

assuming the strike-slip receiver faults: Coulomb stress 

changes 30 years after the earthquake. 
 

 

4. 5. Numerical Results of Dynamic Changes in 
Coulomb Stress of Rudbar Zone Assuming the 
Strike-Slip Fault             The numerical value of the 

dynamic range for Coulomb stress in the Rudbar zone is 

investigated according to Table 4 for strike-slip faults.  

According to this assessment for strike-slip faults, 

the zones, which have had the increase and reduction in 

Coulomb stress over time, are identified and the 

numerical values of this increased Coulomb stress are 

determined in the North - North East - East – and West 

of Rudbar  zone.  Furthermore,  they  have  had  reduced 
 

 

 

Figure 8. Coulomb stress changes at 5-year time intervals 

assuming the dip slip receiver faults; a - Coulomb stress 

changes during the earthquake, b - Coulomb stress changes 5 

years after the earthquake 
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(a) 

 
(b) 

Figure 9. Coulomb stress changes at 5-year time intervals 

assuming the dip-slip receiver faults a - Coulomb stress 

changes 10 years after the earthquake, b - Coulomb stress 

changes 15 years after the earthquake  

 

 

 
(a) 

 
(b) 

Figure 10. Coulomb stress changes at 5-year time intervals 

assuming the dip-slip receiver faults: a - Coulomb stress 

changes 20 years after the earthquake, b - Coulomb stress 

changes 25 years after the earthquake 

 
Figure 11. Coulomb stress changes at 5-year time intervals 

assuming the dip-slip receiver faults Coulomb stress changes 

30 years after the earthquake 

 

 

Coulomb stress in North West - South East - South and 

Southwest directions. According to Table 4, the farther 

from the center of the faulting plane zone (during a 

constant time), the more the Coulomb stress is reduced. 

Furthermore, this stress is also enhanced both in spatial 

and time dimensions by imposing the 5-year intervals in 

some directions and reduced in other dimensions. 

Furthermore, the rate of changes has been positive in the 

enhanced Coulomb stress zone and negative in the 

reduced Coulomb stress zone.  

According to Figures 12 to 14, it is observed that 

most of the aftershocks occurred in an increased 

Coulomb stress zone. According to the number and 

location of an earthquake that occurred in the 5-year 

intervals, it can be concluded that in zones with high 

Coulomb stress, the earthquakes and subsequent 

aftershocks have been increased. For instance, the center 

of earthquakes in the Rudbar zone increased the 

Coulomb stress zone in 1995.  

As considered, the number of earthquakes that 

occurred in increased Coulomb stress in 2005 was 

greater than 1995 and 2000 and this indicates that the 

number and possibility of earthquakes in these regions 

has been higher over time and by increased Coulomb 

stress. Accordingly, this possibility can be higher for the 

regions with increased Coulomb stress during 2015 and 

2020.  
 

4. 6. Numerical Results of Dynamic Changes in 
Coulomb Stress of Rudbar Zone Assuming the 
Dip-Slip Fault            According to this assessment for 

dip-slip faults, the zones, which have had the increase 

and reduction in Coulomb stress over time, are 

identified and the numerical values of this increased 

Coulomb stress on dip-slip faults are determined in the 

North - North West- and South East of Rudbar zone. 

Furthermore, they have had reduced Coulomb stress in 

North East – South- and Southwest directions. 

According to Tables 5-8, the farther from the center of 

the  faulting  plane  zone  (during  a  constant  time), the 

more the Coulomb stress is reduced. Contrary to strike- 
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TABLE 4. Numerical results of dynamic changes in Coulomb 

stress of Rudbar zone in 5-year intervals assuming 

Time 
Coulomb 

stress 

Distance from 

fault center (km) 

Intervals of stress 

levels in Bar 

During an 
earthquake 

Increase 

0-50 0.6-0.8 

50-100 0.4-0.6 

100-200 0-0.4 

Reduction 

0-50 -0.6 

50-100 (-0.4)-(-0.6) 

100-200 0-(-0.2) 

5 years later 

Increase 

0-75 0.6-0.8 

75-120 0.4-0.6 

120-280 0-0.4 

Reduction 

0-140 (-0.6)-(-0.8) 

140-180 (-0.4)-(-0.6) 

180-350 0-(-0.4) 

10 years 

later 

Increase 

0-100 0.6-0.8 

100-130 0.4-0.6 

130-300 0-0.4 

Reduction 

0-150 (-0.6)-(-0.8) 

150-210 (-0.4)-(-0.6) 

210-350 0-(-0.4) 

15 years 
later 

Increase 

0-120 0.6-0.8 

120-200 0.4-0.6 

220-320 0-0.4 

Reduction 

0-100 (-0.6)-(-0.8) 

100-150 (-0.4)-(-0.6) 

150-250 0-(-0.4) 

20 years 
later 

Increase 

0-130 0.6-0.8 

130-180 0.4-0.6 

180-390 0-0.4 

Reduction 

0-80 (-0.6)-(-0.8) 

80-110 (-0.4)-(-0.8) 

100-110 0-(-0.4) 

25 years 

later 

Increase 

0-150 0.6-0.8 

150-200 0.4-0.6 

200-410 0-0.4 

Reduction 

0-70 (-0.6)-(-0.8) 

70-100 (-0.4)-(-0.6) 

100-170 0-(-0.4) 

30 years 
later 

Increase 

0-160 0.6-0.8 

160-180 0.4-0.6 

180-430 0-0.4 

Reduction 

0-60 (-0.6)-(-0.8) 

60-90 (-0.4)-(-0.6) 

90-150 0-(-0.4) 

 

 
Figure 12. Earthquakes occurred in increased Coulomb stress 

zone in 1995 
 

 

 
Figure 13. Earthquakes occurred in increased Coulomb stress 

zone in 2000 
 

 

 
Figure 14. Earthquakes occurred in increased Coulomb stress 

zone in 2005 

 

 

slip faulting, this stress is reduced both in spatial and 

time dimensions by imposing the 5-year intervals in 

some directions. Furthermore, the rate of changes has 

been negative-positive in the enhanced Coulomb stress 

zone and positive in the reduced Coulomb stress zone.  

 

 
TABLE 5. Properties of earthquakes created in Central Alborz 

and Rudbar zones in 1995 

Magnitude Depth Longitude Latitude 
Occurrence 

Time 
Date 

4.6 48 49.43 38.48 16:54 15/05/1995 

4.4 33 49.33 38.56 21:54 15/05/1995 

4.2 33 46.29 32.57 16:46:13 17/06/1995 

4.1 45 49.4 38.6 16:45:11 06/07/1995 

4.9 63 49.46 37.07 06:56:37 15/10/1995 

3.9 10 49.27 38.98 23:23:47 04/11/1995 
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TABLE 6. Properties of earthquakes created in Central Alborz 

and Rudbar zones in 2000 

Magnitude Depth Longitude Latitude 
Occurrence 

Time 
Date 

3.5 114 45.92 34.3 12:26:50 15/03/2000 

4.2 33 48.17 36.96 3:42:40 10/04/2000 

4.1 40 49.57 37.02 20:32:51 28/04/2000 

3.9 33 48.05 37.95 5:31:17 19/05/2000 

 

 
TABLE 7. Properties of earthquakes created in Central Alborz 

and Rudbar zones in 2005 (from CMT in Catalog) 

Magnitude Depth Longitude Latitude 
Occurrence 

Time 
Date 

3.7 14 49.74 37.06 11:31:38 01/01/2005 

2.6 14 49.83 36.64 7:02:27 02/01/2005 

2.5 49.68 49.68 36.64 0:0:34 09/03/2005 

3.7 48.83 48.83 35.63 5:41:13 10/03/2005 

3.4 48.85 48.85 35.59 12:3:23 08/04/2005 

3.8 43 49.42 36.86 8:44:13 14/04/2005 

2.4 45 49.60 35.66 20:39:2 17/05/2005 

2.5 14 48.96 35.61 7:48:6 03/06/2005 

3.9 14.1 48.75 35.73 3:50:45 24/07/2005 

3 15 49.60 36.97 10:42:22 24/08/2005 

2.5 15.4 49.921 36.72 23:37:42 02/11/2005 

2.7 24.9 49.60 36.68 16:20:55 29/11/2005 

 
 

TABLE 8. Numerical results of dynamic changes in Coulomb 

stress of Rudbar zone in 5-year intervals assuming the dip-slip 

fault 

Time 
Coulomb 

stress 

Distance 

from fault 

center (Km) 

Intervals of 

stress levels in 

Bar 

During an 
earthquake 

Increase 

0-75 0.6-0.8 

70-100 0.4-0.6 

100-130 0-0.4 

Reduction 

0-75 (-0.6)-(-0.8) 

75-130 (-0.4)-(-0.6) 

130-300 0-(-0.4) 

5 years later Increase 0-60 0.6-0.8 

60-80 0.4-0.6 

80-115 0-0.4 

Reduction 

0-70 (-0.6)-(-0.8) 

70-120 (-0.4)-(-0.6) 

120-260 0-(-0.4) 

10 years later 

Increase 

0-50 0.6-0.8 

50-65 0.4-0.6 

65-100 0-0.4 

Reduction 

0-50 (-0.6)-(-0.8) 

50-85 (-0.4)-(-0.6) 

85-220 0-(-0.4) 

15 years later 

Increase 

0-45 0.6-0.8 

45-60 0.4-0.6 

60-80 0-0.4 

Reduction 

0-45 (-0.6)-(-0.8) 

45-80 (-0.4)-(-0.6) 

80-200 0-(-0.4) 

20 years later 

Increase 

0-43 0.6-0.8 

43-55 0.4-0.6 

55-70 0-0.4 

Reduction 

0-45 (-0.6)-(-0.8) 

45-70 (-0.4)-(-0.6) 

70-170 0-(-0.4) 

25 years later 

Increase 

0-30 0.6-0.8 

30-40 0.4-0.6 

40-80 0-0.4 

Reduction 

0-35 (-0.6)-(-0.8) 

35-50 (-0.4)-(-0.6) 

50-140 0-(-0.4) 

30 years later 

Increase 

0-30 0.6-0.8 

30-40 0.4-0.8 

40-80 0-0.4 

Reduction 

0-30 (-0.6)-(-0.8) 

30-40 (-0.4)-(-0.6) 

40-140 0-(-0.4) 
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5. CONCLUSIONS AND SUGGESTIONS 

 
Spatial and temporal changes in the crustal deformation 

process associated with the earthquakes depend on 

several parameters; doing the sensitivity analysis on 

these parameters is very important. Three different 

variables, namely, lithosphere thickness, asthenosphere 

viscosity and dip angle of fault, are some of these 

parameters [29–32]. 

The following results are obtained by doing the 

sensitivity analysis in co-seismic and post-seismic 

deformation due to dip-slip and strike-slip faulting:  

The viscoelastic model sensitivity to input parameters is 

not correlated with the type of faulting.  

Co-seismic and post-seismic displacement analysis 

is highly dependent on the fault slip rate especially at 

the top of the rupture plane.  

The co-seismic displacement analysis is highly 

dependent on the fault plane dip angle. The surface 

measurements in rupture plane are the most appropriate 

information for determining the probable value of the 

fault dip angle.  

Co-seismic and post-seismic displacement analysis 

is a little dependent on the fault length.  

Co-seismic and post-seismic displacement analysis 

is highly dependent on the fault width especially at the 

top of the rupture plane.  

Co-seismic and post-seismic displacement analysis 

is highly dependent on the fault locking width especially 

at the top of the rupture plane and this dependence is 

higher for co-seismic displacement. 

The co-seismic displacement analysis has no 

sensitivity to the viscosity coefficient of the viscoelastic 

half-space, but the deviations from the reference model 

are high at the top of the rupture plane by changing the 

viscosity and elastic layer thickness according to the 

deformation analysis after the earthquake.  A little 

farther, where the horizontal displacement reaches the 

maximum level of another one, the viscosity and 

thickness of the elastic layer have again more impact 

than the dip angle of rupture level. Thus it is suggested 

to measure the viscosity in the zones with large post-

seismic displacement. Furthermore, this zone can 

provide information that is useful for determining the 

thickness of the elastic layer.  

In a general state, the fault dip angle can be obtained 

using the post-seismic deformation information.  The 

best place for finding the value of this parameter is 

where the direction of post-seismic displacement is 

changed. 

The co-seismic displacement analysis shows no 

sensitivity to the density of elastic layer or viscoelastic 

half-space; in contrast, the post-seismic displacement 

analysis shows a little sensitivity to the density of elastic 

layer or viscoelastic half-space, thus it is no suggested 

determining the density of elastic layer or viscoelastic 

half-space by this model.  

The occurrence of an earthquake can change the 

Coulomb stress distribution in the region and this leads 

to moving Coulomb stress changes, moving stress, even 

small, can lead to the rupture of surrounding faults even 

after a long time. This issue indicates the basic needs for 

modeling the Coulomb stress which refers to the future 

seismic hazards in the Iranian earthquake-prone plateau.  

If the change in Coulomb stress is modeled 

considering the inter-seismic properties of faults for an 

inter-seismic period and calibrated according to the 

Coulomb stress changes due to the co-seismic and post-

seismic movements, the obtained model can be utilized 

as a tool for warning before an earthquake or for 

predicting the earthquakes. The accuracy of a model is 

highly dependent on the accuracy of its input 

parameters. The biggest problem in this regard is the 

lack of accurate data on active faults or very little 

accurate information in this regard.  

According to various cases in selecting the reference 

fault geometry and physical properties of a reference 

environment, it is suggested choosing their value 

according to the physical and geometrical characteristics 

of a studied site and concerning the approximate and 

less-accurate values of non-geodetic methods for input 

parameters and their changes in the estimated error 

range of less-accurate methods.  

The distribution of GPS stations is in a way that they 

are not so appropriate for determining the fault locking 

depth. To achieve better results especially in the case of 

locking depth, it is suggested utilizing the denser GPS 

networks especially in areas close to the faults.  
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Persian Abstract 

 چکیده 
لددرزب بدددر  در مناقدده البددرز ان  ددا  و صورت محاسباتی می باشد. بدين منظور تعداد چنددد زمددیندر اين تحقیق، هدف بررسی تاثیر گرانروي زمین در تغییرات تنش کولمب به

کشسان، تغییرات زمانی تددنش کولمددب نشددان   -ي گرانروفضاصورت يک لايه کشسان روي يک نیمتغییرات تنش کولمب ناشی از آنها محاسبه شدب است، سپس با فرض زمین به

کددرب و کددرب، گرانددروي سسددتاي مرتبط با زلدله، تابع چندين پارام ر است از جمله آنها می توان به ض امت سنگ تغییرات مکانی و زمانی فرآيند تغییرشکل پوس هدادب شدب است. 

لددرزب و بعدددلرزب ناشددی از سازي به هر يک از پارام رهاي ورودي با انجام آنددالید اساسددیت در تغییرشددکل همن ايج مدلزاويه شیب گسل اشارب نمود. به منظور تعیین میدان تأثیر  

-اکثر پددسن ايج ااصل نشان دهندب وقوع لغد و ام دادلغد ن ايج اين پژوهش ارائه شدب است. علاوب بر ن ايج مفیدي که در ارتباط با تاثیر پارام رها گدارش شدب است، گسلش شیب

تددوان ها میلرزببینی مکان پسبر پیشها در مناطق کاهش تنش کولمب است. علاوبلرزببار و عدم وقوع يا وقوع تعداد کم پس  8/0تا    1/0ها در مناقه افدايش تنش کولمب از  لرزب

 هاي اصلی بعدي را نید با اس فادب از محاسبات تغییر تنش کولمب تعیین نمود.لرزبمکان زمین
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A B S T R A C T  
 

 

In the last five decades, the rise of the plastic industry led to increase in the waste of plastic in the 
environment, therefore the scientists were thinking to reduce plastic waste by recycling the plastic. On 

the other hand, there is a problem of collapse of gypseous collapsible soil upon wetting. In this paper, 

one of the methods to recycling plastic is adopted to improve the gypseous soil by mixing with 1% 
plastic fiber to increase the shear strength and improve collapsibility of soil at the state of saturation or 

soil wetting. The soil used is classified as SW-SM, the gypsum content is 39% and the relative density 

is equal to 73%. Fiber plastic is made from plastic waste in the environment of investigation. Several 
tests were conducted on the soil such as collapse test, direct shear test, also model loading test on the 

soil before and after mixing with fiber plastic. The worst case of gypsum soil is at saturation by rain or 

groundwater rise which was simulated during the loading test. It was concluded that the value of soil 
cohesion gradually increases from 2 MPa at the state of the natural soil to 11 MPa after mixing with 

1% of plastic fibers. From the three model loading tests, the load carrying capacity of a model footing 

on submerged gypseous soil increased from 2.66 MPa for untreated soil to 4.8 MPa when the soil is 
mixed with 1% plastic fiber and extended to a depth of 0.5 B. The earing capacity also increased to 6.8 

MPa when the soil is mixed with 1% plastic fiber and extended to a depth of B. 

doi: 10.5829/ije.2021.34.02b.08 
 

 

NOMENCLATURE 

USCS Unified Soil Classification System  CP Collapse potential  % 
Cu Coefficient of uniformity D15(B) The particle diameter through which (15% of soil) will pass 

Cc Coefficient of curvature D15(F) 
The particle diameter  through which (15% of filter material) 
will pass 

Gs Specific gravity D85(B) 
The particle diameter through which (85% of the soil) will 

pass 

E Void ratio  Internal friction angle 

e Change in void ratio c Cohesion, (kPa) 

 Change in the cell height Greek Symbols 

Ho Cell height 54
)(85

)(15
−

FD

FD
 

Filter equalization, The first part 

  Maximum shear stress,(kPa) 54
)(85

)(15
−

FD

FD  
Filter equalization, The second part 

B Width of model bace 100
1

100 
+


=




=

oo e

e
Cp

 

(Collapse potential %) equalization 

 
1. INTRODUCTION1 
 
Scientists pointed out to estimate in the year 2012 alone, 

that about 280 million tonnes of plastic have been used 

worldwide. But about 130 million tonnes of plastics 

were waste on earth. Therefore, 150 million tonnes of 
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plastic are remaining due to use in the daily lives of 

human beings.  

The growing use resulted in a massive upsurge in the 

quantity of plastic waste. These wastes have highlights 

impacts on the environment such as maculation and 

sapping of resources. Restoring plastic dumps and 

reusing it helps in alleviating environmental 

degradation. The recycled plastic waste in U.S.A get 
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was 5.7% of the total plastics waste, while Europe 

recycled 39% of the total plastics waste [1]. 

Studies have shown that gypseous soil is improved 

using waste materials such as fiber plastic that is content 

is available at low cost. Polypropylene that is one of the 

kinds of plastic waste is used to improve the soil shear 

strength. When the plastic fiber is added to the soil, this 

leads to help in mitigating the volume change behaviour 

[2].  

Collapse or unstable soil structure can produce vital 

problems for construction. Because the super layer of 

plastic fiber is tensile strength, its price is cheap, and it 

is widely available as waste material. Some scientists 

have suggested using it as improved soil mechanical 

properties [3]. For many causes such as home 

appearance, durability, ease of installation and energy 

efficiency, lead to vinyl siding to use in the building and 

construction industry besides using plastics have a 

variety of benefits, but the effects are noxious to the 

environment.  

Tang et al. [4] used plastic fiber to improve soil such 

as clay, life of fibers depends on the percentage 

temperature as (5, 10, 20) years at a temperature of 

(121, 110, 99)° C. The temperature of 120°C is stable 

and approved in the laboratory [5]. The method the 

fibers interact with soil particles was investigated using 

sensitive devices such as an optical microscope and a 

scanning electron microscope, of their studies it appears 

that the fiber feature that occurs during shearing does 

not rupture, but the defects of the fibbers are expanded, 

and some damage may occur in Figure 1. The damage is 

the beginning of the distance of the plastic fiber with 

any cutting style.  

Researchers pointed out that damage occurs most 

often when fiber is pressed by a high energy effect. The 

fibers lose their straightness become many bends 

(angles) at the end. Figure 1 shows what it interaction 

steps between the fiber and the particles of soil as 

hereunder: (a) Particles of soil being curb by fiber from 

packing tightly. (b) Also, particles of soil are triggering 

fiber stretch and imprints on the fiber allowing adhesion 

to develop [4]. 

 

Previous research that studied the problems of 

gypseous soil showed that the behavior of this soil 

refers to strong soil in its dry state, but it collapses when 

exposed to groundwater or rain due to the dissolution of 

gypsum in the water. Therefore, some researchers have 

undertaken studies to solve this problem, as follows: 

Injection of gypseous soil with acrylate liquid 

reduces  collapse by more than 50-60% [6]. 

Improving the properties of gypseous soil by using 

materials that increase the cohesion property between 

gypsum soil particles, for example (cement, kaolin, 

lime, calcium chloride, [7]. 

Using silicon oil was found to increase the 

parameters of shear strength of the soil by increasing the 

cohesion between the grains of soil [8]. 

Long-term soaking and leaching effects on the 

strength and stability properties of the gypseous soils 

stabilized by lime were studied by Aldaood et al., [9]. 

The stabilized soaked soil specimens showed that the 

collapsibility properties were decreased as compared to 

un-soaked specimens. 

Hydro-mechanical behavior of unsaturated 

collapsible soils can be drastically affected by saline 

infiltrations. Garakani et al. [10], investigated hydro-

mechanical characteristics of an unsaturated collapsible 

loessial soil diluted with saturated solutions of three 

different salts that are frequently involved in 

transportation infrastructure (namely NaCl, CaCl2 and 

KCl) by conducting scanning electron microscopy 

(SEM), filter paper, uniaxial compression and 

oedometer tests. Results implied that there is a critical 

saline degree of saturation (corresponded to each 

loading path and each mixing salt type), at which the 

magnitude and modality of the osmotic and matric 

suctions within the soil fabric are changed. In addition 

to experimental studies, empirical constitutive models 

are presented in this paper to predict the changes in 

strength, stiffness and yield stress of the tested 

collapsible soil subjected to different road salts. 

Comparisons show very good agreement between the 

laboratory test results and the model predictions.  

Collapse problem treatment of gypseous soil by 

nanomaterials was also studied. Hayal et al. [11] added 

Nano-silica to the soil. the collapse potential (CP) 

decreased whenever the Nano-silica increases until 1%, 

the percent of decrease in CP is about 91%. 

Zakaria [12] tried to improve soil strength properties 

and intrusion of reinforcing sorces into soil. The footing 

was modeled by a square steel plate 0.1 by 0.1 m. The 

footing is loaded as to have a stress of 40 kPa and 

settlement was receded in dry and in soaking conditions. 

Two depths of the geo-mesh reinforcement are used, 

one B (B is width of footing) and 0.5B. Results revealed 

that the best improvement obtained is the case of a 

square geo-mesh width of 7.5B and located at depth of 

B/2 under footing, with an improvement in terms of 

       
Figure 1. Behavior of the plastic fiber in soil 
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collapse settlement of 35%, and a settlement reduction 

in dry condition of 50%. The least improvement is the 

case of square geo-mesh with a width of 4B and depth 

of one B, and it was really negligible, about 4% 

decrease in collapse settlement.  

The objective of the present study is improving the 

collapsible soil characteristics through reducing the 

phenomenon of collapse of soaked gypseous soil by 

mixing the soil with plastic fiber. The study 

methodology includes tracing the changes in collapse 

potential investigated in the soaked gypseous soil before 

and after treatment by carrying out laboratory 

experiments including collapse test and direct shear 

strength test. 

 

 

2. MATERIALS AND MODEL PART TEST  
 
2. 1. Soil         The soil sample used is incurred from 

Iraq  with a gypsum content of 39%. The soil used can 

be categorized as (SW-SM) according to the Unified 

Soil Classification System (USCS). Figure 2 explains 

the grain size distribution of the soil used and Table 1 

explains the properties of soil that include percent of 

soil constituents, specific gravity, maximum and 

minimum dry unit weights and relative density. 
 

2. 2. Plastic Fibers Additives             The plastic fiber 

used is cheap and available in the market and is known 

as polypropylene (fiber plastic). The specifications of 

the polypropylene fiber are listed in Table 2 including 

the physical properties. Figure 3 shows the fiber plastic 

used. 
 

2. 3. Model Loading Tests 

 

2. 3. 1. Model Parts           The model consists of the 

following parts as shown in Figure 4.  
1. A steel container containing saturated gypsum soil 

prepared with dimensions  (350 x 500 x 300) mm. 

 

 

 
Figure 2. Soil grain size distribution 

TABLE 1. The Soil of physicals properties 

Index property s Index value Specification 

Gypsum content (%) 39 

ASTM D422-2001 [13] 

Sand % 94 

Silt & clay  % 4 

D10 0.1 

D30 0.19 

D60 0.7 

Coefficient of 

uniformity, Cu 
7 

Coefficient of curvature, 

Cc 
1.39 

Soil classification, 

(USCS) 
SW-SM 

Specific gravity, (Gs) 2.6 ASTM D854-2005 [14] 

Optimum moisture 

content (%) 
11.0 ASTM D-698 [15] 

Maximum  dry weight, 

(kN/m3) 
16.8 ASTM D4253-2000 [16] 

Minimum dry weight, 

(kN/m3) 
11.5 ASTM D4254-2000 [17] 

Angle of internal 

friction, ° 
36 ASTM D3080-1998 [18] 

Dry unit weight, (kN/m3) 15.2  

Void ratio, e 0.625  

Relative density (%) 73 %  

 

 

 
Figure 3. Fiber plastic 

 

 
2. Frame element structure used to carry the exenrual 

static load to the footing as increments. 

3. Dead weights used were (7.5 , 12.5 , 17.5 , 22.5, 27.5 

, 32.5) N.  

4. Dial gauges to read the settlement of the footing 

under external load.  

5. Square steel footing with dimensions (60 x 60) mm.  
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TABLE 2. Specification for polypropylene fibers (fiber 

plastic) [19] 

Fiber properties Values 

Fiber type Single fiber 

Length, (mm) 6 

Diameter, (mm) 0.034 

Density, (g/cm3) 0.91 

Tensile strength, (MPa) 350 

Young’s modulus, (MPa) 3500 

Fusion point , °C 165 

Burning point, °C 590° C 

Surface area, (m2/kg) 250 

Elongation, % 24.4 

Water absorption Nil 

Dispensability Excellent 

Acid & alkali resistance Very good 

 

 

 
Figure 4. Model loading test. 

 
 

A filter material was placed at the bed of the model to 

block the soil flow. The filter material was selected 

based on the following criteria in Equations (1) and (2) 

[20]: 

 
(1) 

 
(2) 

Figure 5, explains the grain-size distribution of the filter 

material. 
 
 

2. 4. Soil Bed Preparation for the Model            A 

water drainage network has been established at the 

bottom of the container to represent the reality of 

groundwater. This network is connected to a water tank 

at a height of 15 m. Through its faucets water is drained 

from the tank to the water drainage network to feed the 

 
Figure 5. The grain-size distribution of the filter material 

 

 

container with a water until the water reaches the 

surface of the model to ensure the representation of the 

reality of gypsum soil exposure. For groundwater rise 

saturation with rain together, a new system to make as a 

soil filter bed preparation is adopted to ensure that all 

specimens will be equally extremely wetted. The 

procedure consists of the following steps: 

1. A gravel layer was placed at the bed of the 

container to make the water able to dissipate as 

shown in Figure (6-a). 

2. The hollow plastic tubes have holes to allow the 

water to rise and pass through a uniform flow, 

Figures (6-b), (6-c). 

3. Fly mesh layer was put at the upper of the hollow 

plastic tubes to prevent and avert soil drop through 

the holes to the gravel layer and make an empty 

space within the filter layer, Figure (6-d). 

4. A soil filter was constructed from two layers 50 

mm each compacted at relative density of (73%). 

5. A double layer of fly-mesh was put over the layers 

mentioned above to prevent mixing between the 

filter and soil. Figure (6-e) illustrates the filter 

material installation. 
 

 

2. 5. Soil Saturation in the Model         The actual 

state of soil subjected to groundwater or rain is idealized 

by thoroughly soaking the sample with water. Soaking 

the soil with water was made for a period of one day to 

simulate the situation under the footing. The tested soil 

is supplied with water through the. The flow of water 

was through a plastic mesh below the filtered soil layer, 

the tank was closed off and the water flow to the model 

was stopped. 

FD

FD )(15
− 54

)(85

FD

FD )(15
− 54

)(85
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Figure 6.  Steps of preparation of soil model loading test 

 

 

2. 6. Model Tests           Three model tests were 

established: In the first model, a model foundation was 

tested on gypseous soil before treatment. The second 

and third models were tested for the foundation on 

gypseous soil after treatment by mixing with 1% of the 

plastic fibers. The mixed soil was extended to depths of 

(0.5B and 1B), respectively where B is the footing 

width. The testing procedure is illustrated in Figure 7. 

 

 

3. DATA ANALYSIS AND TESTING RESULTS 
 
3. 1. Shear Strength Test Results            To 

investigate the effect of mixing the soil with fiber on the 

 

 
Figure 7. Performing loading on gypseous soil pressure 

parameters of shear strength of the gypseous soil, direct 

shear test was carried out on the soil in its natural state 

and after treatment with plastic fiber. In this test, the 

time of sample soaking in water was 24 hours.  Figure 8 

explains the relationship between shear stress and 

normal stress for the soil at its natural soil state and also 

the soil after treatment by mixing with 1% fiber plastic 

material.  It is observed that both the cohesion and angle 

of internal friction increase. Table 3 summarizes the 

increase in the shear strength parameters (c and ) after 

mixing the soil with 0.1% fiber plastic. From the direct 

shear test, it is found that the soaked gypseous soil 

exhibits very high shear strength after treatment by 

mixing with 1% fiber plastic percent to be more than 5.5 

times from soil without treatment. Therefore, fiber 

plastic is considered a substance that contributes to 

improve the engineering properties, as it works as a 

reinforcement to bond the soaked gypseous soil 

particles and protect it from degradation. 

Nareeman and Fattah (2012) [21] found that the 

shear stress increased for soil reinforced by horizontal 

geonet layer, while the vertical displacement decreased. 

This is because the geonet layer works as a 

reinforcement layer that strengthens the soil and tends to 

increase shear strength of the soil. It can be seen that 

both compression and dilation of the soil are decreased 

by adding reinforcement layers. 

 

 
Figure 8. Relationship between shear stress and normal stress 

in the direct shear test 

 

 

 
TABLE 3. Results of direct shear test 

Percentage of fiber 0 1 

Cohesion, c  (kPa) 2 11 

Internal friction angle, ° 36 44 

Maximum shear stress 

(kPa) 

τ1 22.1 82.7 

τ2 26.5 93.9 

τ3 37.8 118.3 

 



S. M. Abdulrahman et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 02, (February 2021)   367-374                           372 

3. 2. Collapse Test Results             The results of the 

odometer test are described for the gypseous soil after 

mixing with polypropylene fiber (plastic fiber). The 

collapse potential is calculated as in Equation (3) [22]: 

100
1

100 
+


=




=

oo e

e
Cp

 
(3) 

Figure 9 shows that linear decrease of settlement and 

the void ratio for the soil can occur under 0.21 to 0.006 

MPa pressure. The figure shows a comparison of the 

results between the gypseous soil tested without 

treatment, and the gypseous soil after mixing with 1% 

plastic fibers. Moreover, Table 4 explains the decrease 

in the collapse of gypseous soil from 12.9 to 0.96 at 1% 

percentage of fiber plastic where the collapse potential 

is presented for each case. 

Fattah et al. (2013) [23] concluded that the gypseous 

soil exhibited similar behavior for all unsoaked 

specimens. The soil showed a clear peak value of shear 

stress at each normal stress. All soils have a cohesion 

component; this may be due to the cementing action of 

gypsum for untreated soil and the cementing action of 

gypsum and acrylate liquid for the treated soil. In 

addition, the soil samples exhibited dilation under all 

normal stresses. The results of specimens sheared after 

soaking show that the behavior of the stress-strain 

relationship is changed from dense state to lose state. 

The curves do not show a clear peak, so the tests were 

continued until the sample reached a 20% strain. All the 

samples revealed compression when sheared under all 

normal stresses. 

 

 

 
Figure 9. Pressure – void ratio relation for gypseous soil 

before and after mixing with plastic fiber 

 

 
TABLE 4. Collapse potential and  problem severity type 

Severity of the 

problem 

Collapse potential, 

Cp (%) 
Condition 

Severely  trouble 12.9 Before treatment 

No problem 0.96 After treatment 

3. 3. Model Loading Test Results                In the 

present study, the failure load is considered the load 

causing a settlement that represents 10% of the footing 

width. Figure 10 illustrates the model loading test 

results on saturated gypseous soils until failure occurs. 

At 10% of the footing width, the footing failure pressure 

is (2.66 MPa). Figure 11 shows the result of the pressure 

– settlement relation for the gypseous soil mixed with 

1% plastic fibers extended to a depth equal to half the 

width of the footing.  

At 10% of the footing width, the value of failure 

pressure is (4.8 MPa). Figure 12 illustrates the pressure 

– settlement relation for a footing model on gypseous 

soil mixed with 1% of plastic fibers and extended to a 

depth equalize to the width of the footing, failure occurs 

at a settlement of 10% of the footing width, the value of 

failure pressure is (6.8 MPa). After full inundation of 

collapsible soil, the bonds of cementing between 

particles get broken, and the remaining shear strength is 

derived from the inter-granular frictional forces. 

Consequently, the angle of internal friction can be 

utilized as an adequate parameters measure [24].  

In addition, fiber plastics provide another type of 

bond that resists inundation of collapsible soil, it is 

added to cohesion of soil particles. This treatment is 

considered economical, as it is used in a very small 

percentage, and it is an available material that can be 

obtained from the waste of plastic factories or consumed 

plastic water bottles or as polypropylene fibers material. 

The present action of fiber mixed gypseous soil can 

be compared with the results of Zakaria (2020) [12] 

who found that all reinforcement cases for the depth of 

0.5B show higher improvement ratios than the similar 

cases for depth one B, indicating that the majority of 

collapse potential is taking place in the zone of soil 

almost directly beneath footing. In addition that the 

sizes of the geo-mesh in the first case are smaller than 

that for the latters.  

After full inundation of collapsible soil, the 

cementing bonds between particles get broken, and the  
 

 

 
Figure 10. Relation between pressure and settlement for 

gypseous without treatment 
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Figure 11. Relation between pressure and settlement for 

gypseous with mixing with 1% plastic fiber extended to a 

depth of 0.5 B 
 

 

 
Figure 12. Relation between pressure and settlement for 

gypseous with mixing with 1% plastic fiber extended to a 

depth of B 

 
 

remaining shear strength is derived from the 

intergranular frictional forces. Consequently, the angle 

of internal friction can be utilized as an adequate 

measure of shear strength [25]. 

 

 

4. CONCLUSION 
 

It was noted through previous studies that no study 

had ever been done regarding the addition of plastic 

fibers to gypseous soil. Through this paper, the 

possibility of adding this material as an attempt to 

improve the soil has been made. In the light of 

experimental model tests and tests resultant, and also 

the following conclusions can be drawn: 

1. From the direct shear test, the soaked gypseous 

soil exhibits very high shear strength after 

treatment by mixing with 1% fiber plastic percent 

to be more than 5.5 times from soil without 

treatment.  

2. From collapse test results, the collapse potential of 

gypseous soil with gypsum content was 39% was 

12.9% and classified as (severely trouble). After 

treatment using 1% of fiber plastic, the collapse 

potential decreased to 0.96% only with a 

classification of (no problem) which indicates the 

interesting role of fibers in treatment of collapse 

problem. 

3. From the three model loading tests, the load 

carrying capacity of a model footing on 

submerged gypseous soil increased from 2.66 

MPa for untreated soil to 4.8 MPa when the soil is 

mixed with 1% plastic fiber and extended to a 

depth of 0.5 B. The earing capacity also increased 

to 6.8 MPa when the soil is mixed with 1% plastic 

fiber and extended to a depth of B. This means 

that mixing the soil to a limited depth below the 

footing with fiber could reveal a beneficial effect 

in decreasing the soil collapse. 
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Persian Abstract 

با بازیافت پلاستیک بودند. در  در پنج دهه گذشته ، ظهور صنعت پلاستیک منجر به افزایش ضایعات پلاستیک در محیط شد ، بنابراین دانشمندان در فکر کاهش ضایعات پلاستیک

الیاف پلاستیک جهت افزایش مقاومت برشی و بهبود قابلیت جمع شدن در حالت    ٪1ا  لوط شدن بخماین مقاله ، یکی از روشهای بازیافت پلاستیک برای بهبود خاک گچی با  

است. پلاستیک    ٪73و چگالی نسبی برابر با    ٪39طبقه بندی می شود ، محتوای گچ    SW-SMاشباع یا خیس شدن خاک در نظر گرفته شده است. خاک مورد استفاده به عنوان  

همچنین آزمون بارگذاری مدل    ی شود. چندین آزمایش روی خاک انجام شد مانند آزمایش ریزش ، آزمون برش مستقیم ،یکی ساخته معات پلاست یاالیافی در محیط تحقیق از ض

ه سازی شده ارگیری شبیآزمایش بروی خاک قبل و بعد از اختلاط با پلاستیک الیاف. بدترین حالت خاک گچ در اشباع شدن باران یا بالا آمدن آب زیرزمینی است که در هنگام  

 افزایش می یابد. MPa 11در حالت خاک طبیعی به  MPa 2به تدریج از الیاف پلاستیک  ٪1است. نتیجه گیری شد که مقدار انسجام خاک پس از مخلوط شدن با 
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A B S T R A C T  
 

 

The analysis and design of reinforced concrete slabs supported on 3-sides in masonry or reinforced 

concrete construction involve analytical formulations. In published analytical formulations, orthotropic 

coefficients and continuity factors are unknown parameters. To obtain moment carrying capacity of the 
slabs using available formulations, these factors must be required. In this research work, these orthotropic 

coefficients and continuity factors are presented for transverse loaded RC rectangular slabs supported on 
three sides under uniform area loading at top face of the slab. These coefficients were obtained using 

FEA (Finite element Analysis) based Structural Analysis Program (SAP) software. It is also validated 

with FEA (Finite element Analysis) based SCIA Engineer software and published formulations. It have 
been observed that obtained results are well comparable with published literature and FEM based 

software. Results presented in this research paper are conducive to predict the moment-field of the 

reinforced concrete rectangular slabs supported on three sides having one edge is unsupported. These 
coefficients will be very helpful for structural designers dealing with reinforced concrete slabs supported 

on three sides. 

doi: 10.5829/ije.2021.34.02b.09 
 

 
1. INTRODUCTION1 
 
The Slab is one of the integral parts of the construction 

practices, integrity of the same  affects the analysis and 

design of the structures. Due to different support 

conditions, like discontinuous and continuous edges and 

various aspect ratios, moment field of the slabs may vary. 

While  analyzing, the slabs haaving variation in moment-

field (bending moment) in orthogonal directions are 

considered to be non-isotropic slabs. In general practice 

of reinforced concrete construction, tensile steel is placed 

parallel to the edges due to which these slabs were also 

considered as orthotropic slabs. Moment-field develops 

at the continuous edges of the slab arise a need to 

calculate continuity factors and difference in moment 

field in orthogonal directions arise a need to calculate 

orthotropic coefficients. 

Nowadays, finite element method (FEM) analysis is 

adopted worldwide and researchers are also using FEM 
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in conjunction with yield line theory for analyzing slabs. 

Ingerslev [1] firstly came with the concept of yield line 

theory. Johansen [2-4] contributes a lot in this field and 

proceeds the Ingerslev work by introducing geometrical 

unknown variables to predict the failure mechanisms. 

After that several researchers [5-10] worked in the field 

of yield line analysis of reinforced concrete slabs and 

their work was accepted by world community. 

With the increase in use of FEM in engineering 

several researchers start using this technique in analyzing 

slabs. Al-Sabah and Falter [11, 12] presented a non-

iterative lower bound finite element method using 

rotation free elements to analyze the isotropic and non-

isotropic slabs which is safer than yield line theory due to 

lower bound approach. Gohnert [13] presented the yield-

line elements with the help of FEA to calculate the load 

carrying capacity of the slabs using both elastic and 

inelastic analysis. The theory proposed is called an over-

shoot method. Firstly, an elastic theory was used to 
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formulate the flexibility matrix in the form of 

compatibility equations using principle of virtual work. 

After that elastic analysis was transformed into an in-

elastic analysis by adapting the elastic flexibility matrix. 

Obtained results were validated within a maximum 

percentage difference of 10 percent with johansen yield 

line theory and within 20 percent with experimental data. 

Famiyesin et al [14] incorporate the membrane effect 

in the conventional yield line theory to mobilize the 

results obtained by the conventional yield line theory by 

using available test results. By using parametric study of 

FE based analysis, charts have been developed which are 

helpful to determine collapse load of the slab with 

different percentage of steel. Kwan [15] presented a new 

method for defining or predicting the yield line patterns 

of the slabs. In this method, yield line patterns were 

attained in terms of dip (rotation) and strike (orientation 

of axis of rotation) of slab surface using work method.  

Based on the above methodology,  a new computer 

program was produced in which users  no longer need to 

input any assumed yield line pattern however, program 

automatically adjusts the yield line pattern to obtain 

critical load factor. The limitation of this method is that 

it is not applicable to convex polygonal slabs. 

Singh and Kumar [16] presented a simplified 

approach using yield line theory for analyzing the three 

sides supported slabs by using equations of four sides 

supported slabs. Gupta and Singh [17]  formulated the 

design aids for the analyzing of the three-side supported 

RC rectangular slabs for different support conditions 

which were obtained with the help of yield line theory 

and FEA. Gupta and Naval [18] presented a simplified 

approach to analyze the slabs supported on two adjacent 

edges with the help of yield line theory. 

Abdul-Razzaq et al. [19] studied the behavior of post-

tensioned two way slab under flexure. Parametric study 

carried out by the author reveals that moment carrying 

capacity of the slabs having tendons placed in two 

directions is more than slabs having tendons in one 

direction. Wenjiao et al. [20] studied the crack response 

of reinforced concrete two way slab subjected to dynamic 

loading using finite element analysis. Authors observed 

that existence of initial cracks in slabs damage more than 

normal slabs under same loading condition. Colombo et 

al. [21] presented a new strip method considering tensile 

membrane action of the slabs when large deflections 

reached, where tensile membrane action plays a key role. 

This method was  used to obtain ultimate load carrying 

capacity of reinforced concrete two way slabs. The 

analytical model was validated for laterally restrained 

strips and slabs supported on four laterally unrestrained 

edges with experimental data. 

If we want to determine the moment-field of RC slabs 

correspond to any value of load, we have to know the 

orthotropic coefficients and continuity factors which we 

can’t obtain directly from the yield line theory. Singh et 

al. [16] stated that it is desirable to use orthotropic 

coefficients and continuity factors correspond to elastic 

distribution to determine bending moment for better 

performance under service conditions. Detailed literature 

reveals that many mathematical equations are available 

to obtain the moment-field of reinforced concrete slabs 

having different boundary conditions. However, in these 

formulations these parameters are still unknown. To 

encounter this problem, authors proposed the orthotropic 

coefficients and continuity factors of reinforced concrete 

slabs supported on 3-sides with one edge is unsupported 

carrying uniform area loading to obtain moment field of 

the RC slabs under service conditions. The proposed 

coefficients are very helpful for structural designers to 

analyze and design the slabs supported on three sides.  

 

 

2. NUMERICAL MODELLING 
 

Numerical modelling of the RC rectangular slabs 

supported on three sides was carried out using FEM 

based SAP software. SAP is useful for analyzing and 

designing the structural and non-structural elements. In 

this research work, SAP was used to obtain the moment 

field of the slabs which is helpful to procure the 

orthotropic coefficients and continuity factors. The 

whole methodology is shown by means of flow chart in 

Figure 1. 

Let us consider a slab having span Lx in x direction 

and Ly in y direction giving an aspect ratio r equals to 

Ly/Lx. Lx is parallel to free edge and is taken as 3m which 

is freeze for all cases whereas Ly is variable depending on 

the aspect ratio. The negative moment of resistance of the 

slabs was  observed at continuous edges in both 

directions i.e. 𝑚′𝑥  in x direction and 𝑚′𝑦 in y direction as 

shown in Figure 2. Similarly, the positive moment of 

resistance was  observed in both directions i.e. 𝑚𝑥  in x 

direction and 𝑚𝑦 in y direction. From these moments of 

resistance, orthotropic coefficients which is defined as 

the ratio of 𝑚𝑦 𝑚𝑥⁄  and continuity factors 𝑖1 and 𝑖2 

 

 

 
Figure 1. Flow chart of research methodology 
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Figure 2. Moment field acting on slab 

 

 

which are the ratio of 𝑚′𝑦 𝑚𝑦⁄  and 𝑚′𝑥 𝑚𝑥⁄  respectively 

were determined. 

 

2. 1. Description of Models        Slabs having different 

support conditions (Three sides discontinuous, three 

sides continuous, parallel sides discontinuous, parallel 

sides continuous and two adjacent sides discontinuous) 

and different aspect ratios (1.0, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 

1.7, 1.8, 1.9 and 2.0) were modelled. For modelling, four 

node shell type section was used and thickness of the slab 

was taken as 130mm. Mesh size is very critical while 

analyzing so, to get the precise results, sensitivity 

analysis was carried out to obtain an optimum mesh size 

which comes out to be 0.05 meter equally in both 

directions. This was obtained by reducing the size of 

mesh till it does not affect the results after further 

reducing the mesh size. 

 

2. 2. Material Properties          For modelling of the 

slabs, concrete material was used having compressive 

strength 20 MPa, Modulus of elasticity was obtained 

from the equation given in design code BIS: 456 [22] i.e. 

Modulus of elasticity = 5000√fck (1) 

where, fck is compressive strength of concrete which is 

taken as 20 MPa. Using equation (1) we get modulus of 

elasticity as 22360.67 MPa. Other properties of concrete 

such as Poisson ratio was taken as 0.15 and density of 

concrete as 25 KN/m3. 
 

 

3. SAP RESULTS 
 

Let us consider a  transverse loaded slab carrying uniform 

area loading 10 KN/m2 on the top face of the slab to 

obtain the moment-field of the slab. Figure 3 shows 

moment-field in x direction for the 3-sides supported 

continuous slab and Figure 4 shows moment-field in y 

direction for the 3-sides supported continuous slab. 

Results for different boundary conditions and different 

aspect ratios were presented in Table 1. 
 

 

4. VALIDATION OF SAP RESULTS 
 

Results obtained from SAP were validated with available 

formulations and FEM based SCIA Engineer software. 

 
Figure 3. Moment field in x direction for the 3-sides 

continuous slab for aspect ratio 1.5 from SAP 

 

 

 
Figure 4. Moment field in y direction for the 3-sides 

continuous slab for aspect ratio 1.5 from SAP  

 
 

4. 1. Validation with Timoshenko and Krieger        

Results obtained from SAP were validated with results 

published by Timoshenko and Krieger [23] for the case 

of 3-sides continuous slab having one edge is free for 

aspect ratio 1.0. The moment in x and y direction can be 

obtained from moment coefficients given in Table 2 

which were proposed in published literature. 

 

4. 2. Validation with SCIA Engineer        In SCIA 

Engineer, orthotropic RC rectangular slab supported on 

three sides was modelled having aspect ratio 1.5 i.e. Lx 

was taken as 3m and Ly was taken as 4.5m with five 

different support conditions. For validation of results, 

different material properties like compressive strength, 

modulus of elasticity, poisson’s ratio and density of 

concrete and mesh size were kept same as used in SAP 

software. For analysis, uniform area load of 10 KN/m2 

was applied at the top surface of the slab. Figure 5 depicts 

the moment field for the 3-sides supported continuous 

slab in x direction and Figure 6 shows the moment field 

for the 3-sides supported continuous slab in y direction. 

Comparative analysis given in Table 3 shows that 

results obtained from numerical simulation are well 

validated with available formulations given in the 

literature. This shows that results obtained from SAP can 

be used to obtain the orthotropic coefficients and 

continuity factors. The case of 3-sides continuous slab is 

only validated because the other cases like 3-sides 

Discontinuous, Parallel Supported sides Continuous and 
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Parallel Supported sides Discontinuous are related to the 

case of 3-sides continuous slab by varying the continuity 

factors. The case of slab supported on two adjacent 

discontinuous sides is not available in literature so this  

 

 

 

Figure 5. Moment field in x direction for the 3-sides 

continuous slab for aspect ratio 1.5 from SCIA Engineer 

 

case is validated with SCIA Engineer software. 

Comparative analysis given in Table 4 shows that 

results obtainerd from SAP are well comparable with 

SCIA Engineer software. 

 

 

 
Figure 6. Moment field in y direction for the 3-sides 

continuous slab for aspect ratio 1.5 from SCIA Engineer 

 
 

TABLE 1. Results obtained from finite element method (FEM) based SAP Software 

S. No. moment field 
Aspect ratio, r 

1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 

1 3-sides Discontinuous            

 Positive moment in x 9.70 10.17 10.53 10.81 11.02 11.18 11.31 11.41 11.48 11.53 11.58 

 Positive moment in y 2.85 2.90 2.92 2.94 2.95 2.95 2.96 2.96 2.96 2.96 2.96 

2 3-sides Continuous            

 Positive moment in x 3.85 3.90 3.91 3.92 3.91 3.91 3.90 3.90 3.89 3.89 3.89 

 Moment in x at continuous edge 8.08 8.05 8.00 7.96 7.93 7.91 7.89 7.88 7.87 7.87 7.86 

 Positive moment in y 1.17 1.19 1.20 1.20 1.21 1.21 1.21 1.21 1.21 1.21 1.21 

 Moment in y at continuous edge 5.09 5.10 5.11 5.11 5.11 5.12 5.12 5.12 5.12 5.12 5.12 

3 
Parallel Supported sides 

Continuous 
           

 Positive moment in x 3.93 3.93 3.92 3.91 3.91 3.90 3.89 3.89 3.89 3.89 3.89 

 Moment in x at continuous edge 8.06 8.00 7.96 7.92 7.90 7.88 7.87 7.87 7.86 7.86 7.86 

 Positive moment in y 1.46 1.47 1.47 1.47 1.47 1.47 1.47 1.47 1.47 1.47 1.47 

 Moment in y at continuous edge - - - - - - - - - - - 

4 
Parallel Supported sides 

Discontinuous 
           

 Positive moment in x 8.39 9.12 9.70 10.16 10.52 10.80 11.01 11.18 11.30 11.40 11.47 

 Moment in x at continuous edge - - - - - - - - - - - 

 Positive moment in y 2.23 2.37 2.46 2.53 2.57 2.59 2.61 2.62 2.63 2.63 2.63 

 Moment in y at continuous edge 10.58 10.80 10.95 11.04 11.11 11.15 11.18 11.20 11.21 11.22 11.23 

5 
Two adjacent sides 

Discontinuous 
           

 Positive moment in x 6.28 6.39 6.47 6.51 6.54 6.56 6.57 6.57 6.57 6.57 6.57 

 Moment in x at continuous edge 11.92 11.93 11.93 11.93 11.92 11.91 11.90 11.89 11.88 11.87 11.87 

 Positive moment in y 1.98 2.00 2.01 2.01 2.01 2.01 2.01 2.01 2.01 2.01 2.01 

 Moment in y at continuous edge - - - - - - - - - - - 
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TABLE 2. Moment coefficients given in Timoshenko and 

Krieger [23] 

b/a 
Mx = β1qa2 

β1 

My = β2qa2 

β2 

Mx = β3qa2 

β3 

My = β4qa2  

β4 

1 0.0444 0.0138 -0.0853 -0.0510 

 

 
TABLE 3. Validation of Results with published literature 

S. No. 
Support Conditions 

and moment field 

Aspect Ratio, r 

1.0 

1 
3-sides Continuous 

slab 

Results 

from SAP 

Results from 

literature [23] 

 

Positive moment in x 3.85 3.99 

Negative moment in x 

at continuous edge 
8.08 7.67 

Positive moment in y 1.17 1.24 

 
Negative moment in y 

at continuous edge 
5.09 4.59 

 

 
TABLE 4. Validation of Results with SCIA Engineer 

S. 

No 

Moment-Field and Boundary 

Condition 
SAP  SCIA  

1 3-sides Discontinuous   

 Positive moment in x 11.18 11.33 

 Positive moment in y 2.95 3.36 

2 3-sides Continuous   

 Positive moment in x 3.91 3.91 

 Moment in x at continuous edge 7.91 7.76 

 Positive moment in y 1.21 1.35 

 Moment in y at continuous edge 5.12 4.40 

3 Parallel Supported sides Continuous   

 Positive moment in x 3.90 3.90 

 Moment in x at continuous edge 7.88 7.74 

 Positive moment in y 1.47 1.63 

 Moment in y at continuous edge - - 

4 Parallel Supported sides Discontinuous   

 Positive moment in x 10.80 10.94 

 Moment in x at continuous edge - - 

 Positive moment in y 2.59 2.96 

 Moment in y at continuous edge 11.15 10.95 

5 Two adjacent sides Discontinuous   

 Positive moment in x 6.56 6.61 

 Moment in x at continuous edge 11.91 11.74 

 Positive moment in y 2.01 2.27 

 Moment in y at continuous edge - - 

 
 
5. RESULTS AND DISCUSSION 
 
Numerical simulation of the three sides supported 

reinforced concrete rectangular slabs for different 

boundary conditions and different aspect ratios carrying 

uniform area load was carried out with the help of SAP 

and results are presented by the authors in Table 1. 

Results presented in Table 1 were validated with 

available literature and with SCIA Engineer software and 

those results were presented in Tables 3 and 4 

respectively. 

Results obtained from SAP were used to discover 

orthotropic coefficients and continuity factors and results 

are given in Table 5. The moment distribution across the 

slab varies with boundary constraints, aspect ratio and 

loading condition. However, the orthotropic coefficients 

and continuity factors are function of bending moment 

itself. And, results presented in Table 5 shows that these 

coefficients change with boundary constraints and aspect 

ratio. 

These factors will be helpful for designers dealing in 

the slabs supported on 3-sides to calculate moment-field 

of the slabs using available analytical formulations in 

which these parameters are unknown.  

 

 

TABLE 5. Orthotropic coefficients and continuity factors 

S. No 
Support Conditions and moment 

field 

Aspect ratio, r 

1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 

1 3-sides Discontinuous            

 Value of μ 0.293 0.285 0.278 0.272 0.268 0.264 0.261 0.260 0.258 0.256 0.255 

2 3-sides Continuous            

 Value of μ 0.303 0.305 0.306 0.307 0.308 0.309 0.309 0.309 0.310 0.310 0.310 

 Value of 𝑖1 4.358 4.290 4.258 4.244 4.240 4.241 4.242 4.246 4.246 4.250 4.250 

 Value of 𝑖2 2.097 2.065 2.045 2.033 2.027 2.025 2.023 2.023 2.023 2.023 2.023 

3 
Parallel Supported sides 

Continuous 
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 Value of μ 0.372 0.373 0.374 0.376 0.376 0.377 0.377 0.377 0.378 0.378 0.378 

 Value of 𝑖1 - - - - - - - - - - - 

 Value of 𝑖2 2.051 2.035 2.028 2.024 2.023 2.022 2.022 2.022 2.023 2.023 2.023 

4 
Parallel Supported sides 

Discontinuous 
           

 Value of μ 0.265 0.259 0.254 0.249 0.244 0.240 0.237 0.234 0.232 0.231 0.229 

 Value of 𝑖1 4.752 4.564 4.446 4.373 4.326 4.298 4.282 4.273 4.270 4.269 4.268 

 Value of 𝑖2 - - - - - - - - - - - 

5 
Two adjacent sides 

Discontinuous 
           

 Value of μ 0.316 0.312 0.310 0.309 0.308 0.307 0.307 0.307 0.306 0.306 0.306 

 Value of 𝑖1 - - - - - - - - - - - 

 Value of 𝑖2 1.898 1.866 1.845 1.831 1.823 1.816 1.812 1.809 1.808 1.806 1.806 

 

 

6. CONCLUSION 
 
In this research work,  the orthotropic coefficients and 

continuity factors have been presented by the authors for 

the transverse loaded reinforced concrete rectangular 

slabs supported on 3-sides having one edge is 

unsupported for different boundary conditions carrying 

uniform area loading with the help of numerical 

simulation of FEM based Structural Analysis Program 

(SAP) software. It is possible to find these factors from 

published literature but all cases were not mentioned and 

if anyone wants to use the theory of plates, the equations 

used in these concepts are very cumbersome so it is not 

feasible to use these in daily routine. Yield line analysis 

is also a widely accepted tool for analysis of the slabs but 

it is not feasible to obtain orthotropic coefficients and 

continuity factors from yield line theory. The factors 

proposed by the authors can be used by the designers 

dealing with slabs supported on 3-sides to obtain the 

moment field of the slab. 

Results obtained from Structural Analysis Program 

(SAP) software were validated with available literature 

with a maximum percentage difference of 9.82 percent. 

Results obtained from SAP were also validated with 

FEM based SCIA Engineer software and results are in 

favour with a maximum percentage difference of 14.06 

percent. 

The results presented in table 5 are simple to apply in 

equations of yield line theory in routine flow of 

calculations for determining moment carrying capacity, 

and would save computational time for analyzing and 

designing of the slabs. 
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Persian Abstract 

 چکیده 
طرف در ساخت و سازهای بتونی یا بتن مسلح پشتیبانی می شوند ، شامل فرمول های تحلیلی است. در فرمولهای تحلیلی    3تجزیه و تحلیل و طراحی صفحات بتن آرمه که از  

سلبها با استفاده از فرمولاسیون های موجود ، این منتشر شده ، ضرایب ارتوتروپی و عوامل تداوم پارامترهای ناشناخته ای هستند. برای بدست آوردن ظرفیت حمل لحظه ای ا

بارگذاری عرضی که از سه طرف تحت بارگذاری    RCعوامل باید مورد نیاز باشد. در این کار تحقیقاتی ، این ضرایب ارتوتروپیک و فاکتورهای تداوم برای اسلبهای مستطیلی  

 تحلیل اجزای محدود مبتنی بر برنامه تحلیل ساختاری   (FEA) شده است. این ضرایب با استفاده از نرم افزار  منطقه یکنواخت در بالای صفحه دال پشتیبانی می شوند ، ارائه  

(SAP)   بدست آمد. همچنین با نرم افزار مهندسSCIA    و فرمولهای منتشر شدهFEA ( تأیید می شود. مشاهده شده است که نتایج به دست آمده با )تحلیل اجزا محدود

قابل مقایسه است. نتایج ارائه شده در این مقاله تحقیقاتی برای پیش بینی میدان گشتاور دالهای مستطیل بتونی مسلح که از سه    FEMشده و نرم افزار مبتنی بر  ادبیات منتشر  

ده از سه طرف پشتیبانی می شوند بسیار مفید  طرف دارای یک لبه پشتیبانی می شوند ، پشتیبانی نمی شود. این ضرایب برای طراحان سازه ای که با دال های بتونی تقویت ش

 خواهد بود. 
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A B S T R A C T  

 

Strength capacity of reinforced concrete columns is very important to resists and transmit the external 
loadings. For Architects the engineerings requirements to use small cross section of reinforced concrete 

columns or in case of poor control quality we need to increase the compressive strength of concrete or 

use a strengthening technique of the structural elements such as column. In the present paper, the 
behavior and strength of four steel fiber reinforced self-compact concrete columns reinforced by one 

layer of CFRP that is wrapped around a square of reinforced concrete columns subjected to static loads 

is investigated. Self-compacting concrete by using limestone powder is adopted and is mixed with 
different percentages of steel fiber such as 1%, 1.5% and 2%. Different tests are adopted to investigate 

the mechanical properties of self-compacted concrete mixed with different steel fiber percentages. Test 

results show that there is an increase in concrete mechanical properties such as compressive strength, 
splitting tensile strength and modulus of rupture that reflects on the increase in load capacity of column; 

specimens when wrapped by CFRP. The increment in columns strength capacity is more than 50% as 

compared with the control column. All the test specimens are modeled using finite element analysis by 
ANSYS and the numerical results are compared with tested specimens. 

doi: 10.5829/ije.2021.34.02b.10 
 

NOMENCLATURE 

𝐴𝑔  Gross area of section (mm2) h  Overall thickness or height of a member (mm) 

Ast  Total area of longitudinal reinforcement (mm2) nf  Number of plies of FRP reinforcement 

b  Width of rectangular cross section (mm) Pn  Nominal axial load strength at given eccentricity(N) 

Ef  Tensile modulus of elasticity of CFRP (MPa) r  Radius of the edges of a square or rectangular section 

confined with CFRP (mm) 

𝑓𝑐 
̀   Specified compressive strength of concrete (MPa) Greek Symbols 

𝑓𝑐𝑐
̀   Apparent compressive strength of confined concrete (MPa) φ  Strength reduction factor (0.85) 

ffe  Effective stress in the FRP; stress level attained at section 
failure (MPa) 

𝜀𝑓𝑒 Effective strain level in FRP reinforcement; strain level 
attained at section failure (mm/mm) 

fy  Specified yield strength of non-prestress steel reinforcement 

(MPa) 
𝜑𝑓  CFRP strength reduction factor ( 0.95 ) 

fl  Confining pressure due to CFRP jacket (MPa)  f CFRP reinforcement ratio 

𝑡 Nominal thickness of one ply of the FRP reinforcement 

(mm) 
 g 

Ratio of the area of longitudinal steel reinforcement to the 

cross-sectional area of a compression member 

ka  Efficiency factor for CFRP reinforcement (based on the 

section geometry) 
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1. INTRODUCTION 
 
Reinforced concrete columns are vertical structural 

elements that the main bearing transfer loads to the 

foundation. The column stability relies on the Euler 

formula is that based on the elastic analysis. The column 

stability depends on the column stiffness and the 

slenderness ratio. Short columns are classified based on 

the slenderness ratio. Axially loaded columns are those 

where the loads lie with the center of gravity of the 

column cross-section. An increase in compressive 

strength by adding steel fiber provides the column more 

strength and reduces the buckling for long term effects. 

Fibers are planned to advance flexural strength, tensile 

strength and toughness [1]. The presence of steel fibers 

makes the concrete matrix less workable such that usage 

of self-compact concrete is the best solution.  Mixing of 

steel fiber with self-compact concrete as additives 

material producing a new concrete with special 

specifications. Self-compact concrete (SCC) is the 

concrete compacted under its self-weight without use of 

a mechanical vibrator to stirring the concrete mix. 

Many studies concluded that the self-compact 

concrete is very useful to fill the spaces for heavy 

structural elements such as columns.  Many advantages 

for self-compact concrete that made the structural 

engineering adapt for example reduction in time of 

constructions, no noise, improved the capacity of the 

structural member by filling the spacing’s and giving 

excellent structural behavior. Superplasticizer is also 

used in concrete mix to avoid segregations and increase 

concrete workability. Different methodologies were 

adapted to strengthen if smaller cross section of concrete 

and re-strength were used when there is a damage in 

concrete. Fiber reinforced polymers (FRP) family such as 

Glass fiber reinforced polymers (GFRP), Armed fiber 

reinforced polymers (AFRP), Carbon Fiber reinforced 

polymers (CFRP) and Basalt fiber reinforced polymers 

(BFRP) has become increasingly popular for structural 

civil engineering applications. The advantages of FRP 

family are their high ratio of strength for the weight with 

corrosion resistance and their ease of use. Many 

researchers investigated the concrete mechanical 

properties that are mixed with steel fiber and explored a 

different structural member with and without wrapped by 

FRP family. Abdel-Hay [2], investigated the behavior 

and strength of reinforced concrete columns strengthened 

by CFRP. Then, test results showed that the ultimate load 

of the wrapped column increases due to the confinement.  

Karbhari and Eckel [3] tested reinforced concrete 

columns strength by jacket steel section concluded that 

the main reasons why the designers have not used jackets 

are low corrosion resistance, increase in dead load and 

expensive cost. Mirmiran et al. [4] tested concrete 

columns reinforced by fiber polymer bars in which test 

results indicated that the large deformation capacity with 

low corrosion to environmental gave more attention to 

use CFRP as an excellent option as an alternative and 

extremely efficient re-strength technique. Bogdanovic 

[5] studied the performance of reinforced concrete 

columns strengthened by FRP strips. Based on the test 

observations and recorded results, he indicated that the 

confinement effectiveness of CFRP relies on the concrete 

type, reinforcement, number and stiffness of FRP layers 

and loading status. Olivova and Bilcik [6] investigated 

reinforced concrete circular columns wrapped by FRP, 

and concluded that when the load was applied as 

eccentrically; not at the center of the column cross 

section, the mode of failure of the unconfined columns 

by CFRP was due to the crushing of the concrete on the 

compression side. Ou and Truong [7] studied the 

retrofitted damaged columns, and test results showed that 

the ductile failure mode occurs when the column was 

wrapped by CFRP. That means there was an 

enhancement in lateral strength of reinforced concrete 

columns. Abdel-Mooty et al. [8] looked out on the 

behavior of damaged reinforced columns wrapped by 

FRP columns and concluded that the electiveness of FRP 

improvement depends on the level of damage 

experienced. Ghosh and Sheikh [9] studied reinforced 

concrete columns wrapped by FRP and concluded that 

the influence of wrapping in the case of square section 

columns is more effective than rectangular columns. 

Ali et al. [10] investigated the effect of steel fibers on 

the mechanical concrete properties and the column 

capacity and found that the presence of steel fiber was 

adopted in concrete to reduce the cracks due to 

performing of a plastic hinge in the concrete. Ozturk et 

al. [11] studied the seismic analysis on the existing 

building and the methodology that it was adopted as 

retrofitted by CFRP in which the analysis results 

indicated that the presence of CFRP decreased the drift 

that came from lateral loadings. Ozturk et al. [12] studied 

the retrofit methodology by adopted FRP material on the 

existing building, analysis results showed that there are 

improvements in stable maximum drift due to apply of 

FRP as compared with the control building. Kianoush 

and Esfahani [13] investigated the axial compressive 

strength of reinforced concrete columns strengthened by 

FRP. Test results, the FRP wrap did not increase the 

strength of square columns with sharp corners. However, 

the square column with rounded corners exhibited higher 

strength and ductility compared to those with the sharp 

corners. 

 

 

2. AIM AND SIGNIFICANT OF RESEARCH  
 
Different tests for circular columns that were wrapped by 

CFRP but there were a few researchers that focused on 

the behavior and strength of square steel fiber reinforced 

concrete column was using wrapped by CFRP. The aims 
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and the significance of the present study are to evaluate 

the mechanical properties of new concrete as steel fiber 

self compacting concrete and the behavior and strength 

of wrapped reinforced concrete columns by CFRP sheets 

under the effect of axial static loadings. Different 

percentages of steel finer are adopted such as 1%, 1.5% 

and 2% added with self-compacting limestone powder to 

produce a new concrete of steel fiber self compacting 

concrete (SFSCC). The SFSCC is adapted to cast four 

short columns wrapped by CFRP to have the same 

scheme and then tested. Columns capacity, lateral and 

longitudinal displacement with full behavior for all tested 

columns are recorded and discussed. Finite element 

models are simulated for all tested specimens to 

checkouts the performance of composite columns. 

 

 

3. THEORETICAL ANALYSIS  
 

Wrapping of CFRP around compression structural 

members such as reinforced concrete columns will 

confine the column leading to an increase the strength 

axial compression load capacity. The presence of FRP 

strips around compression members also increases the 

tensile strength of column; also improves the ductility of 

concrete. The non-prestress concrete with tie 

reinforcements, the axial load capacity is [14]: 

∅𝑃𝑛 = 0.8∅[0.85𝜑𝑓 𝑓𝑐𝑐
̀  (𝐴𝑔 − 𝐴𝑠𝑡) + 𝑓𝑦𝐴𝑠𝑡   (1) 

The modified compressive strength of confinement 

concrete by applies Equation (2) as follows: 

𝑓𝑐𝑐
̀ = 𝑓𝑐 

̀ [2.25√1 + 7.9
𝑓𝑖

𝑓�̀�
− 2

𝑓𝑖

𝑓�̀�
− 1.25  (2) 

𝑓𝑖 =
𝑘𝑎 𝜌𝑓 𝑓𝑓𝑒 

2
=

𝑘𝑎 𝜌𝑓𝜀𝑓𝑒 𝐸𝑓

2
  (3) 

The reinforcement ratio for adopted square sections 

calculated as follows: 

ρ𝑓 =
2𝑡 𝑛𝑓 ( 𝑏+ℎ)

𝑏ℎ
  (4) 

𝐾𝑎 = 1 − 
(𝑏−2𝑟)2+(ℎ−2𝑟)2

3𝑏ℎ(1−𝜌𝑔)
  (5) 

 
 

4. EXPERIMENTAL PROGRAM–MATERIALS USED  
 
All raw materials that used to cast the short column 

specimens were tested using cement, aggregates, 

limestone powder (LSP) as a filler material for self- 

compacting concrete and steel fiber as follows: 
 

4. 1. Cement           Ordinary Portland cement-Type I was 

used, the test results complying with Iraqi standards 

specifications IQS No.5-1984 [15]. Tables 1 and 2 list the 

chemical composition and physical properties of cement. 

TABLE 1. Portland cement physical properties  

Properties Results 
Iraqi specification, 

Limits [15] 

Specific surface area, m2/kg 310 ˃ 230.0 

Time of sitting by Vicats apparatus 

Initial, hour: minute 1:41 ≥ 0.75 hours 

Final, hour: minute 3:45 ≤ 10.0 hours 

"Compressive strength, MPa" 

3 days 22.6 ˃ 15 

7 days 30 ˃ 23 

Soundness 

Autoclave, (%) 0.5 ˂ 0.8 

 

 

TABLE 2. Portland cement chemical composition 

Oxide composition 
Content 

(%) 

Iraqi specification 

Limit [15] 

Silica dioxide, SiO2 21.71 - 

Lime, Cao 61.81 - 

Iron oxide, Fe2O3 3.32 - 

Alumina trioxide, Al2O3 4.62 - 

Sulphates, SO3 2.53 ˂ 2.8 % 

Magnesia oxide, MgO 3.03 ˂ 5.0 % 

Insoluble residue 0.86 ˂ 1.5 % 

Loss on ignition 2.14 ˂ 4.0 % 

Lime saturation factor 0.84 0.66 to1.02 

 
 

4. 2. Aggregates               Coarse aggregate with maximum 

size of 12 mm and fine aggregate with maximum size of 

4.75 mm were used. The utilized fine and coarse 

aggregate properties are employed with the Iraqi 

specification No.45/1984 [16] as publicized in Tables 3 

and 4 correspondingly. 

 
4. 3. Limestone Powder            Limestone powder (LSP) 

was used as a filler material for the concrete mix as self- 

compacting concrete with fineness 315 m2/kg that is 

classified as fine aggregate gradation zone (2). Tables 5 

and 6 list the physical and chemical composition of LSP. 

 
 

TABLE 3. Grading of fine aggregate 

Sieve Size 

(mm) 

% Passing 

by weight 

Limits of the IQS. No.45-1984 

zone (2) [16] 

4.75 100 90-100 

2.36 89 75-100 

1.18 70.1 55-90 

0.60 58 35-59 

0.30 24.2 8-30 

0.15 3.1 0-10 
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TABLE 4. Grading of coarse aggregate 

Sieve size (mm) 
% Passing by 

weight 

Limits of the IQS. 

No.45-1984 [16] 

20 100 100 

14 94 90-100 

10 61 50 – 85 

5 5 0-10 

2.36 0 0 

 

 
TABLE 5. Physical composition of Limestone powder 

Physical form Fine aggregate gradation zone (2) 

Color White 

Fineness (Blain) (m2/kg) 315 

 

 

TABLE 6. Chemical composition of Limestone dust 

Oxide % Content 

Al2O3 0.61 

SiO2 1.22 

SO3 0.1 

Fe2O3 0.2 

MgO 0.32 

CaO 60.1 

L.O.I 36.5 

 
 

4. 4. Super-plasticizer               A chemical admixture 

based on modified polycarboxylic (Glenium 51) was 

used as a high range water reducing agent plus that 

matching the requirements of ASTM C-494 [17]. 

 

4. 5. Micro Steel Fiber             Steel fiber with 15 mm in 

length, 0.25 mm in diameter and tensile strength (2000 

MPa) was adopted.  

 

4. 6. Carbon Fiber Reinforced Polymers (CFRP)        
Sika - Wrap - 300C woven carbon fiber fabric is used to 

strengthen specimens. 

The roll of carbon fiber was 500 mm in width and 50 

m in length (standard roll). Table 7 lists the product 

description of the (CFRP) as per Sika Company and 

Figure 1 shows the typical CFRP roll. 

 
4. 7. Adhesive Materials        Sikadur-330 was adapted 

to bonded CFRP sheets with concrete column. Table 8 

lists the properties of the used adhesive material.  

The Sikadur-330 contained two containers, as A (1 

kg) and B (2 kg) mixed with uniform stirring to produce 

the final bond material with total weight (3 kg).  

TABLE 7. Technical properties of CFRP 

Sika Warp-300 C/60 Properties 

3900 Tensile strength, (MPa) 

1.5% % Elongation at break, (strain) 

300±15 Areal weight, (g/m2) 

230000 E-modulus, (MPa) 

1.79 Density, (g/cm3) 

0.166 Thickness, (mm) 

 

 

 
Figure 1. CFRP standard roll 

 
 

TABLE 8. Properties of the adhesive material 

Density 

at+23ᵒC (kg/l) 

E-Modulus 

(MPa) 

Tensile 

strength 

(MPa) 

Setting time 

(Minute) at 

35ᵒC 

% 

Elongation 

Parts (A+B) 

mixed: 1.31 

Flexural: 3800 

Tensile : 4500 
30 

Part A:part B 

ratio: 4:1 
0.9 

 

 

5. STEEL REINFORCEMENTS  
 

All columns specimens were reinforced by four rebars as 

main reinforcements with 10 mm in diameter that were 

tied by nine 4 mm in diameter.  The distribution of tied 

reinforcements at 115 mm center to center started from 

50 mm from each end in addition to two stirrups at each 

end that was shown in Figure 2. The column was 

designed based on the ACI-318-2014 [18] in which the 

concrete column is (415 kN) as ultimate strength capacity 

without CFRP. The mechanical properties for column 

reinforcement that tested based on ASTM A996M-05 

[19]. 
 
 

6. CONCRETE MIXES  
 

Theoretical mix design was calculated for required 

compressive strength of concrete with practical trail mix 

as normal and with additives materials. Slump flow, T50, 

L-box and V-funnel tests were performed to ensure the 

concrete working as self-compacting. Furthermore, the 

results listed in Table 9 were compared with the 

limitation of EFNARC- 2002 [20] and ACI 237R-07 

[21], the SC mix is conforming to specifications.  
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Figure 2. Column dimensions and test setup layout 

 

 
TABLE 9. Fresh SCC test results [10] 

Range of the 

EFNARC- 2002 [20] 
Results Test method 

650-800 710 Slump flow(mm) 

2-5 2 T500 (sec) 

6-12 9 V-funnel (sec) 

0.8-1 0.8 L-box (H2/H1) 

 
 
7. EXPERIMENTAL PROGRAM 
 
A total of four RC square column specimens were cast 

and wrapped by CFRP sheets that surrounded the 

circumference of column and then tested to investigate 

the effect of steel fiber ratio on the behavior of SCC 

warped reinforced concrete columns by CFRP sheets. 

Twenty-four cubes and prisms with dimensions as 

(150x150x150) mm and (100x100x400) mm respectively 

were cast and then tested to measure the compressive 

strength and flexural strength respectively. Cylinders 

with 150 mm in diameter and 300 mm in height were 

tested to measure the concrete compressive strength. The 

characteristics of tested specimens were presented in 

Table 10. C0%, C1%, C1.5% and C2% represent column 

specimen with (0, 1, 1.5 and 2)% steel fiber percentages 

respectively. 

 

 
TABLE 10. Characteristics of tested specimens 

Specimens 

Compressive 

strength (𝐟𝐜 
̀ ) 

(MPa) 

% Steel 

fiber ratio 

% CFRP 

by area 

CFRP 

width 

(mm) 

C0% 30 0.0 50 50 

C1% 30 1.0 50 50 

C1.5% 30 1.5 50 50 

C2% 30 2.0 50 50 

8. COLUMN SPECIMENS AND TEST PROCEDURE 
DESCRIPTION  
 
Four tested specimens as a square in cross-section 

(120x120) mm with column height 700 mm with cover 

20 mm are cast in laboratory at the University of 

Technology in Iraq. The main reinforcements are 410 

mm, and are tied by 94 mm uniformly distributed with 

layout. All specimens as short columns are tested by a 

hydraulic machine capacity of 2500 kN.  

Thick steel plates with 7 mm thickness are fixed at 

top and bottom of each specimen during test to avoid 

stress concentration and to ensure uniform applied load. 

The applied load is recorded by a calibrated load and by 

LVDT-dial gages are used to measure the vertical and 

horizontal displacement at the top of specimen. The 

applied vertical load increased incrementally with 10 kN.  

 

 
9. TEST RESULTS AND DISCUSSIONS  
 

Mechanical properties of a new concrete as SFSCC are 

investigated for all mechanical properties.  The main 

parameters that were observed during tests are the 

ultimate capacity of the columns, longitudinal 

displacements and lateral (buckling) displacements for 

all columns that wrapped by CFRP assuming that there 

are full interactions between the CFRP and concrete 

column and there are no slips. 

 

9. 1. Mechanical Properties          Mechanical 

properties for SFSCC are obtained by testing cubes, 

cylinders and prisms to find out the compressive strength, 

splitting tensile strength and modulus of rupture. The 

compressive strength of cubes was tested based on the 

BS1881-116 [22]. Test results showed that there is 

increment in compressive strength as compared with 

normal concrete. The increase in compressive strength 

relies on the steel fiber percentage. When there is 

increase in the steel fiber percentage that led to an 

increase in compressive concrete strength because of the 

steel fiber producing connections between the matrix 

components and prevent early failure due to reduce the 

cracks propagations that lead to increase in strength 

capacity for cubes, cylinders and the columns specimens. 

Indirect tensile test of SFSCC was carried out based on 

ASTM C496 [23]. Test results showed that there are 

increases in splitting tensile strength as compared to 

normal concrete. 

These increased in mechanical properties of SFSCC 

due to increase in inside tension resistance because 

increase in ductility and become more strength to prevent 

internal stresses. Modulus of ruptures test of SFSCC 

based on ASTM C78 / C78M-16 [24] was performed. It 

was found that there were increases in modulus of rupture 

as compared with normal concrete.  The presence of steel 
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fiber within the concrete matrix makes the concrete prism 

more ductile and resistant due to applied load that means 

the concrete is not still as brittle so that the SFSCC 

becomes more flexible. Table 11 lists the test results for 

all  specimens  and  their  comparison  with  normal 

concrete. 

 
9. 2. Structural Composite Columns            The 

ultimate capacities of the composite columns are listed in 

Table 12 increase in load capacities of composite column 

specimens. Table 12 lists the maximum axial and lateral 

displacement, and the percentage decrease in 

deformations.  

 
 
TABLE 11. Test results for all specimens and their comparisons 

with normal concrete 

Cube 

% Steel 

fiber 

Average compressive 

strength at 28 days (MPa) 

% Increase in 

compressive strength 

0 30 - 

1 35 16.67 

1.5 38 26.67 

2 42 4.00 

Cylinder 

% Steel 

fiber 

Average tensile strength at 

28 days (MPa) 

% Increase in tensile 

strength 

0 3.0 - 

1 3.2 6.67 

1.5 3.3 10.00 

2 3.5 16.67 

Prism 

% Steel 

fiber 

Average modulus of rupture 

at 28 days (MPa) 

% Increase in  

modulus of rupture 

0 4.2 - 

1 4.5 7.14 

1.5 4.6 9.50 

2 4.8 14.29 

 

 

10. MODE OF FAILURE  
 
Figure 3 shows the failure modes for all composite 

column specimens. The failure modes of composite  

columns occur in concrete and no pullout or spalling of 

CFRP at the end for each specimen's tests except 

specimen C0% in which the CFRP spall from the concrete 

column. The column C0% crushed at the central height 

that is mean in the compression face in addition to appears 

high cracks that propagated near the center of the 

specimen. Column C1%, crushed at middle with less 

crack, while composite columns C1.5% and C2% less 

crush and no CFRP are spalling occurs in middle due to 

increase in applied load.  

 Figures. 4 and 5 show the behavior of load versus the 

longitudinal and lateral displacement up to ultimate loads 

for all composite column specimens. Initially, the load – 

displacements behavior starts linear for all specimens. 

The slope of linear behavior represents the initial 

stiffness of the composite column is high due to the 

higher stiffness of composite column specimens that 

make the displacements small concerning applied load 

(increase in moment of inertial and equivalent of 

modulus of elasticity) because of composite action. 

When the load increases, the deformation becomes high 

and the slope of the curve becomes toward the horizontal 

direction due to decreased column stiffness up to ultimate 

loads. The inflection point becomes high when the steel 

fiber percentage increases and presences of CFRP that 

means there is enhancement in ductility in the range of 

elastic deformation (elastic load). The relationships 

between applied loads and displacements are 52%, 63%, 

67% and 72% from the ultimate loads that represent the 

inflections points for all columns are approximately 

linear and then after that become nonlinear for columns 

C0%, C1%, C1.5% and C2% respectively. The presence 

of CFRP that surrounded all specimens makes the 

concrete more confinements that help and work such as 

tie reinforcement so that the amounts of lateral 

displacements become less. No slip developed between 

the interface of CFRP and concrete at the interfaces 

between these two materials due to the amount of epoxy 

more than enough to work as full interaction. The 

strengthening technique (CFRP distributions along with 

the   height   of   the  specimen)   that  adopted  gave  and 

 

TABLE 12. Maximum axial and lateral displacements of composite columns 

Column 

mark 

Ultimate load 

(kN) 

Maximum 

longitudinal 

displacement (mm) 

Maximum lateral 

displacement 

(mm) 

% load 

capacity 

% Decrease of 

longitudinal 

displacement 

% Decrease of 

lateral 

displacement 

C0% 670 7.2 1.2 - - - 

C1% 710 6.8 1.1 5.97 5.55 8.33 

C1.5% 760 5.8 0.99 13.43 19.44 17.50 

C2% 810 5.2 0.94 20.9 27.77 21.67 
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Figure 3. Mode of failure for all specimens 

 

 

 
Figure 4. load-longitudinal displacement for all columns 

 
 

 
Figure 5. load- lateral displacement for all columns 

 

provides significant concrete confinement due to an 

increase in strength column capacity. Project the ultimate 

load of 0% steel fiber on all other specimens gave less 

longitudinal and lateral displacement. 

 
 
11. COLUMNS STRENGTH CAPACITY – ACI-440-2R-
2002 
 
Based on the ACI-318-2014 [18] as reinforced concrete 

column and ACI-440-2R-2002 [14] equations as 

compression members strengthening by FRP strips by the 

CFRP properties mentioned above, Table 13 lists the 

columns strength capacities and the comparisons 

between theoretical and experimental works. An increase 

in column capacity and reduction in longitudinal and 

lateral displacement rely on the increase in steel fiber 

percentage. 

 

 

12. COLUMNS MODELING - FINITE ELEMENT 
ANALYSIS  
 

Finite element analysis was performed in ANSYS 

software to simulate all column specimens that were 

strengthened by CFRP. Different elements are adopted 

for this purpose such as SOLID65 element for concrete 

material, LINK180 element for main reinforcement and 

stirrups, SHELL181 element to simulate CFRP layer 

[25]. The main assumptions considered in the numerical 

analysis were the plane section remains plane before and 

after applied loads, the concrete is homogeneous, full 

bounds between concrete and reinforcements, full 

interactions between the concrete and CFRP layers and 

the material nonlinearity of CFRP is linear up to failure.  

The support conditions and the applied loading were the 

same as experimental tests. Dimensions and mechanical 

properties that were adopted in numerical analysis to 

checkouts the performance of the tested specimens were 

the same as the experimental tests. Figure 6 shows the 

three-dimensional model of the element, main reinforce 

ments and stirrups, and CFRP layers simulations/ column 

model meshes. Figures 7 to 14 show the longitudinal and

 
 

TABLE 13. Compressions between experimental and theoretical columns strength capacities 

Column 

mark 

Ultimate load 

(experimental 

test) (kN) 

ACI-318-

2014 [18] 

without 

CFRP 

% Increase in 

capacity compare 

RC column (415 

kN) 

% Increase in capacity 

compare with ACI-318-

2014 [18] Without CFRP 

ACI-440-

2R-2002 

[14] 

(Experimental/ 

Theoretical) 

capacity 

% Difference 

in capacity 

RC Column - 415 - - - - - 

C0% 670 415 61.45 61.45 500 1.34 34 

C1% 710 456 71.08 55.70 550 1.29 29 

C1.5% 760 481 83.13 58.00 575 1.32 32 

C2% 810 515 95.18 57.28 602 1.34 34 
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Figure 6. Three-dimensional wireframe model, main and 

stirrups reinforcements, CFRP layers and the full model 
 

 

 
Figure 7. Longitudinal displacemnts along the C0% column 

model (mm) 
 

 

 
Figure 8. Lateral displacements along the C0% column 

model (mm) 

 

 
Figure 9. Longitudinal displacements along the C1% 

column model (mm) 

 
Figure 10. Lateral displacements along the C1% 

column model (mm) 

 

 

 
Figure 11. Longitudinal displacements along the C1.5% 

column model (mm) 

 
 

 
Figure 12. Lateral displacements along the C1.5% 

column model (mm) 
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Figuer 13. Longitudinal displacements along the C2% 

column model (mm) 

 

 

 
Figure 14. Lateral displacements along the C2% 

column model (mm) 
 

lateral displacements numerical results for all the models. 

Table 14 lists comparison between experimental and 

numerical results. Figures 15 and 16 show the 

comparison results between experimental and numerical 

analysis with 45o line for longitudinal and lateral 

displacement. All the points lie rounded the 45o line, 

which means that the numerical solution is conservative. 

The meaning of the comparison results is rounded to 

unity and the standard deviation value along with the 

variance are found were very so small. 
 

 

 
Figure 15. Comparison between finite element analysis and 

experimental test results for longitudinal displacements 
 
 

 
Figure 16. Comparison between finite element analysis and 

experimental test results for lateral displacements 

 

 
TABLE 14. Compressions between experimental tests with columns simulated by ANSYS 

Column 

mark 

Maximum 

longitudinal 

displacement 

experimental (mm) 

Maximum lateral 

displacement 

experimental 

(mm) 

Maximum 

longitudinal 

displacement 

ANSYS (mm) 

Maximum 

lateral 

displacement 

ANSYS (mm) 

%longitudinal 

displacement 

ANSYS/experimental 

%lateral 

displacement 

ANSYS/experimental 

C0% 7.2 1.2 7.30 1.22 101.01 101.66 

C1% 6.8 1.1 6.71 1.14 98.67 103.63 

C1.5% 5.8 0.99 5.76 0.98 99.31 99.98 

C2% 5.2 0.94 5.26 0.93 101.15 98.93 

Mean 

Standard division 

Variance 

1.0004 

0.0123 

0.000153 

1.0105 

0.0205 

0.00042 
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13. CONCLUSION 

 
Based on the experimental investigations, evaluations of 

the behavior and strength of SFSCC short composite 

columns subjected to static axial loads are examined. The 

following are the most important notices for observing 

and recording results: 

1. Increase in SFSCC mechanical properties due to a 

reduction in the voids between concrete mixes. 

2. Presences of steel fibers within the concrete mix 

increase the column capacity. 

3. Increase in steel fibers ratio that reduces longitudinal 

and lateral displacement 

4. Delay on the first crack loads on steel fiber concrete 

due to improvement in elastic displacement within the 

elastic zone of column specimens.  

5. The wrapped CFRP around the concrete columns 

increases the concrete strength and resistance due to 

concrete confinements that reflect an increase in concrete 

compressive strength.  

6. The column capacity as compared with the column 

capacity based on ACI-code, is increased due to the 

presence of steel fibers and CFRP strips. 

7. Enhancement for strength and ductility due to 

composite action of composite columns that increases the 

stiffness due to increment in the moment of inertia and 

transform modulus of elasticity. In practice as 

experimental tests, the full composite action between 

CFRP and concrete column gave an increase in column 

strength and resistance to applied load.  

8. The experimental strength capacity for each column is 

more than the theoretical analysis calculations that gave 

more safety in design, and there is an increase in column 

capacity as well as compared with the RC column only 

without strengthening. 

9. Numerical results for all models by ANSYS showed 

close matching results with the experimental tests. 

10. More specimens need to gate more information by 

taking more parameters such as CFRP laters and layouts, 

type of loading such as biaxial loadings. 
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Persian Abstract 

 چکیده 
  ی ها استفاده از مقطع کوچک ستون  ی، الزامات موتور برامعماران  یبرامهم است.    یارها بسو انتقال آن  یخارج  یمقاومت در برابر بارها  یبتن آرمه برا  یهامقاومت ستون  یتظرف

در مقاله حاضر، رفتار و  .  یممانند ستون استفاده کن   یاسازه  صر عنا  یت وتق  یک از تکن  یا   یمده  یشبتن را افزا  یمقاومت فشار  ید، ما بایفیتدر صورت عدم کنترل ک   یابتن مسلح  

  یک استات  یبتن مسلح تحت بارها  یهامربع از ستون  یککه به دور     CFRP  یهلا  یکه توسط  شد  یتتقو  یفولاد  یافشده با ال  یتخود متراکم تقو  یمقاومت چهار ستون بتون

شود.  می  مخلوط  %2  و  %5/1  ،%1فولاد مانند    یبرمختلف ف  یشود و با درصدهایاستفاده از پودر سنگ آهک اتخاذ م  باکم  بتن خود متراشده است.    ی، بررسقرار گرفته است

 یات دهد که در خصوصینشان م یشآزما یج مختلف فولاد انجام شده است. نتا یبرهایبتن خود متراکم مخلوط با درصد ف یکی مکان یات خصوص ی بررس ی برا یمختلف یهاآزمون

که توسط    ی ها هنگامبار ستون است. نمونه  یت ظرف  یشکننده افزااست که منعکس  یافته  یشافزا  ی شده و مدول پارگ  یمتقس  ی، مقاومت کششیبتن مانند مقاومت فشار  نیکی کام

CFRP عناصر محدود   یل و تحل  یه با استفاده از تجز  یش آزما  هاینمونه  تمام.  است  %50از    یشبا ستون کنترل ب  یسهها در مقامقاومت ستون  یت ظرف یشافزا  شوند.یم  یبندبسته

 شود. یم یسهشده مقا یشآزما یهابا نمونه یعدد یجشده و نتا یسازمدل ANSYSتوسط 
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A B S T R A C T  

 

Three parameters, size, shape of aggregate, and water to cement ratio, play important role on concrete 

behavior. To study the effect of these parameters, two types of aggregates were used, rounded (river) 

and sharped corners (broken). The maximum sizes of aggregates were chosen to be 9.5, 12.5, 19 and 25 
mm for water to cement ratio were 0.35, 0.42, 0.54 and 0.76. In this investigation, the total of 32 mixed 

designs were made. The stress-strain tests were performed on the entire samples, and the results were 

compared with the Popovics model. To further evaluate the analysis, three criteria, correlation 
coefficient, variation coefficient, and percentage of change in energy absorption were demonstarted. 

Analysis showed that there is significant differences between the Popovics model and our experimental 

results. The Modified Popovics model was introduced for better understanding the concrete behavior in 
compression. The proposed model covered a wide range of the parameters concerned in this 

investigation. The Modified Popovics model was comapred with several models such as the Popovics, 

Hognestad, Thorenfeldt, and Tsai and the results showed that modified approach has a better clarification 
for behavior of concrete in compression. Moreover, the results indicated that these models were more 

accurate for prediction of concrete behavior with rounded aggregates in comparison to sharped 

aggregates. 

doi: 10. 5829/ije.2021.34.02b.11 
 

 
1. INTRODUCTION1 
 
Concrete is a mixture of cementitious material, 

aggregate, and water. Variety of gravel shapes and water 

to cement ratio affect the behavior of concrete. 

The aggregate geometry influences required cement 

paste, placement factors (workability and pumpability), 

mechanical properties, and seismic parameters. Rounded 

aggregates are desirable because they joggle in the 

mixing and handling process. Aggregate can also contain 

flat or elongated shapes, and it is possible a thin, flat 

particle is oriented in the hardened concrete due to 

external stress and change in concrete strength [1–9]. 

Many researchers were trying to investigate the effect of 

gravel’s size and shape on concrete behavior [10, 11]. 

Ogundipe et al. [12] and Yu et al. [13] studied the role of 

coarse aggregate size on concrete behavior in 

 

*Corresponding Author Institutional Email: ali.taghia@qiau.ac.ir  
(S. A. Haj Seiyed Taghia) 

compression. The results of their experimental work were 

stated that compressive strength increases by raising of 

coarse aggregate size up to the specified limit. 

The water to cement ratio of concrete is important 

from the aspect of durability, impermeability and 

strength. Too high water to cement ratio, may cause 

inadequate structural capability and not provide a durable 

protective environment for the steel reinforcement, 

permitting rapid carbonation and subsequent loss of the 

protective alkaline environment for the steel [14].  

Rational analysis and the design of reinforced 

concrete structures are based on the prediction of stress–

strain concrete relationship. Hognestad [15], Smith and 

Young [16], Desayi and Krishnan [17], Kent and Park 

[18], Sargin et al. [19], Popovics [20], Wang et al. [21], 

Carreira and Chu [22], Thorenfeldt et al. [23], Tsai [24], 

Hsu and Hsu [25], Almusallam and Alsayed [26], Attard 
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and Setunge [27], Kumar [28], Lokuge et al. [29], 

Tasnimi [30], and Lokuge et al. [31], Nematzadeh and 

Hasan-Nattaj [32], Al-Tikrite et al. [33], and Peng et al. 

[34] have proposed a number of empirical expressions for 

the stress–strain curve of concrete in the past.  

The accuracy and reliability of stress–strain curve of 

concrete are dependent on two main parameters: testing 

circumstance and concrete properties. Testing 

circumstance includes reliability of the instruments, 

shape and size of the specimen, strain rate, and the type 

of strain gauge. Concrete characteristics depend on many 

interrelated variables such as water to cement ratio, the 

mechanical and physical properties of cement and 

aggregate, and the age of specimen when is tested.  

The Popovics model [20] is one of the model which 

is used to study concrete behavior in compression. This 

model will be explained in the following section. 

 

1. 1. Popovics Stress-Strain Model of Unconfined 
Concrete            Figure 1 represents the Popovics model 

[20] which proposes a single equation, is used to describe 

unconfined concrete stress-strain behavior as given by 

Equation (1).  

A major appeal of this model is that, it only requires 

three parameters to control the entire pre and post peak 

behavior.  

The parameters define the curve are: εc, concrete 

strain, fc, concrete stress, f′c, concrete compressive 

strength, and ε′c, concrete strain at f′c. 

𝑓𝑐

𝑓𝑐
′ =

𝑛(
𝜀𝑐

𝜀𝑐
′ )

(𝑛−1)+ (
𝜀𝑐

𝜀𝑐
′ )𝑛

     (1) 

In the equation, n, can be expressed as an approximate 

function of the compressive strength of normal weight 

concrete as: 

n = 0.4 × 10−3𝑓𝑐
′(𝑝𝑠𝑖) + 1     (2) 

The Popovics equation works well for most normal 

strength concrete (f′c<55 MPa), but for higher strength 

concrete, it lacks the necessary control over the slope of 

the post-peak branch. 

 

 

 
Figure 1. Popovics stress-strain model for unconfined 

concrete behavior 

Besides the Popovics model, there are the other 

models, Hognestad [15], Thorenfeldt et al. [23] and Tsai 

[24] which are used for concrete behavior estimation. In 

this research, these models are used for validation of 

proposed stress-strain model and explained in the 

following sections. 

 

1. 2. Hognestad Stress-Strain Model of Unconfined 
Concrete               Hognestad [15] sugessted a stress-strain 

relation for unconfined concrete as followed: 

 fc = fc
′ [

2εc

εc
′ − (

εc

εc
′ )

2
]       (3) 

The definition of εc, fc, ε′c, f′c parameters are similar to 

the Popovics models explained in section 1.1. 

 

1. 3. Thorenfeldt Stress-Strain Model of 
Unconfined Concrete       Thorenfeldt et al. [23] 

modified the Popovics [20] equation to adjust the 

descending branch of the concrete stress-strain equation. 

The Thorenfeldt et al. [23] sugessted the following 

relation for the unconfined concrete: 

fc

fc
′ =

n(
εc

εc
′ )

(n−1)+ (
εc

εc
′ )nk

     (4) 

In Equation (4) ‘k’, takes a value of 1 for values of (εc/ 

ε′c)<1 and values greater than 1 for (εc/ ε′c)>1. Thus by 

adjusting the value of ‘k’ the post-peak branch of the 

stress-strain equation can be made steeper. This method 

can be illustrated for high-strength concrete where the 

post-peak branch becomes steeper with a raise in the 

concrete strength. 

 

1. 4. Tsai Stress-Strain Model of Unconfined 
Concrete       Tsai [24] presented a generalized form of 

the Popovics [20] relation, which has greater control over 

the post-peak branch of the stress-strain equation. Tsai’s 

relation includes two additional parameters, one to 

control the ascending and a second to control the post-

peak behavior of the stress-strain curve. The sugessted 

stress-strain equation for unconfined concrete by Tsai is 

shown below: 

y =
mx

1+(m−
n

n−1
)x+

xn

n−1

     (5) 

where y=fc/f'c= the ratio of the concrete stress to the 

ultimate strength, x=εc/ε'c= the ratio of concrete strain to 

the strain at y=1, m=E0/Ec= the ratio of initial tangent 

modulus to secant modulus at y=1, ′n′=a factor to control 

the steepness rate of the descending portion of the stress-

strain equation. The following expressions were 

expressed for the factors ′m′ and ′n′. 

m = 1 +
17.9

fc
′      (6) 

n =
fc

′

6.68
− 1.85 > 1     (7) 
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For assessment, 32 mix designs are considered to 

check the compatibility of the Popovics model with the 

stress-strain experimental data in compression. The 

samples cover a wide range of size and shape of 

aggregate, and water to cement ratio. 

The following section explains the outline of 

experimental programs. 

 

 
2. EXPERIMENTAL PROGRAM  
 

In this section, the material types, mix design, 

preparation and curing are described, respectively. 

 
2. 1. Material Types            The ordinary Portland cement 

is used in the specimens. They are made according to 

ASTM C150 [35] standard. The gravel and sand 

aggregates are of river type in accordance with ASTM 

C33 [36] standard. The sand sizes range from 0 to 4.75 

mm with apparent weight of 2650 kg/m3 in SSD 

(Saturated Surface Dry) state with 24-hour water 

absorption of 1.5%, and additionally, the super-

plasticizer of  P10-3R type is used based on ASTM C494 

[37]. Gravels, rounded and sharped types, are in four 

different sizes with maximum diameters of 9.5, 12.5, 19, 

and 25 mm, as shown in Figure 2. 

 
2. 2. Mix Design              In this study, 32 mix designs are 

used and summarized in Table 1. Three samples are built 

for each mix design and as a result, three stress-strain 

plots are obtained from three experiments, the plots are 

averaged out to a single stress-strain curve and it is 

considered as an averaged plot.  
In Table 1, the codes designate the following:  

Character WC followed by the numbers 1-4 are: 

water to cement ratio (W/C) with 0.76, 0.54, 0.42 and 

0.35, respectively, GN and GB followed by the numbers 

1-4 stand  for  Gravel  of  Natural  (rounded  corners),  

Gravel of  Broken  (sharped  corners),  and  the  maximum  

size of coarse aggregate 9.5, 12.5, 19, and 25 mm, 

respectively. 

 

 

 
Figure 2. Images demonstrate the size of sieved aggregates; 

(a): Rounded type; (b): Sharped type 

TABLE 1. Mix designs used in the different samples 

NO. Code 

Maximum 

Gravel Size 

(mm) 

Gravel 

(kg/m3) 

Sand 

(kg/m3) 

Cement 

(kg/m3) 
W/C 

1 WC1GN1 9.5 1290 898 250 0.76 

2 WC1GN2 12.5 1290 898 250 0.76 

3 WC1GN3 19 1290 898 250 0.76 

4 WC1GN4 25 1290 898 250 0.76 

5 WC1GB1 9.5 1290 898 250 0.76 

6 WC1GB2 12.5 1290 898 250 0.76 

7 WC1GB3 19 1290 898 250 0.76 

8 WC1GB4 25 1290 898 250 0.76 

9 WC2GN1 9.5 1170 820 350 0.54 

10 WC2GN2 12.5 1170 820 350 0.54 

11 WC2GN3 19 1170 820 350 0.54 

12 WC2GN4 25 1170 820 350 0.54 

13 WC2GB1 9.5 1170 820 350 0.54 

14 WC2GB2 12.5 1170 820 350 0.54 

15 WC2GB3 19 1170 820 350 0.54 

16 WC2GB4 25 1170 820 350 0.54 

17 WC3GN1 9.5 1090 762 450 0.42 

18 WC3GN2 12.5 1090 762 450 0.42 

19 WC3GN3 19 1090 762 450 0.42 

20 WC3GN4 25 1090 762 450 0.42 

21 WC3GB1 9.5 1090 762 450 0.42 

22 WC3GB2 12.5 1090 762 450 0.42 

23 WC3GB3 19 1090 762 450 0.42 

24 WC3GB4 25 1090 762 450 0.42 

25 WC4GN1 9.5 947 663 550 0.35 

26 WC4GN2 12.5 947 663 550 0.35 

27 WC4GN3 19 947 663 550 0.35 

28 WC4GN4 25 947 663 550 0.35 

29 WC4GB1 9.5 947 663 550 0.35 

30 WC4GB2 12.5 947 663 550 0.35 

31 WC4GB3 19 947 663 550 0.35 

32 WC4GB4 25 947 663 550 0.35 

 

 
2. 3. Preparation and Curing of Specimens           
First, concrete is constructed and then inserted into pre-

prepared cylindrical molds (with dimensions of 15 cm × 

30 cm). They are kept in constant temperature and 

humidity for 24 hours in order to harden. After 24 hours, 

the specimens are removed from the molds and are placed 

into a water pond with temperature of 20 2 °C for 

curing. The curing time of the samples is equal to 28 days 

in order to do stress-strain tests. 
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3. RESULTS AND DISCUSSION  
 
3. 1. Plots of Stress-Strain for Experiment and 
Popovics Model        The stress-strain tests are 

performed on all 32 mix design samples. All the plots are 

analyzed but since there are too many results to be 

explained, authors discuss only two representative of mix 

designs, WC2GN1 and WC2GB1. Figures 3a and 3b 

demonstrate the stress-strain plots according to the tests 

and Popovics models [20] for two mix designs, 

WC2GN1 and WC2GB1, respectively. 

The following section describes three criteria to 

evaluate the capability of Popovics model [20] to explain 

the stress-strain data obtained through experiments.  

 

3. 2. Definition of Criteria for Comparing the 
Stress-Strain Testing Results with the Popovics 
Model             These criteria are defined separately, in the 

next sections which provide the possibility of comparing 

stresses between behavioral models and the experimental 

results within the limit of concrete strain. 
 
3. 2. 1. Criterion 1: Correlation Coefficient       
Correlation coefficient is a numerical measure, meaning 

a statistical relationship between two variables (X, Y). 

These variables (here stresses) are obtained from 

corresponding strains of the two curves, test and model. 

These   variables   (here   stresses)   are   obtained    from 
 
 

 
(a) 

 
(b) 

Figure 3. Plots of stress-strain for the test and Popovics 

model; (a): Mix design, WC2GN1; (b): Mix design, 

WC2GB1 

corresponding strains of the two curves, test and model. 

The equation for the correlation coefficient [38]  can be 

written as:  

ρX,Y =
∑(X−X̅)(Y−Y̅)

√∑(X−X̅)2 ∑(Y−Y̅)2
     (8) 

where, X ̅and Y ̅ are the means of two variables. 

All values assume in the range from −1 to +1, where 

+1 indicates the strongest possible agreement and −1 the 

strongest possible disagreement. If the value of 

correlation coefficient is close to zero, it is indication of  

no or weak correlation. 

The correlation coefficients between experimental 

data and the Popovics model for the whole samples 

(Table 1) are evaluated. These coefficients are reported 

for rounded and sharped aggregates, separately. The 

estimated average correlation coefficients between the 

Popovics model and the experimental data are equal to 

0.985 and 0.971 for rounded and sharped aggregates, 

respectively. They indicate a fairly acceptable 

correlations, specially for rounded aggregates. 

 

3. 2. 2. Criterion 2: Variation Coefficient           The 

coefficient of variation (CV) is a statistical measure of 

the dispersion of data points in a data series around the 

mean. The coefficient of variation represents the ratio of 

the standard deviation to the mean. In this research, data 

points are stresses for corresponding strains. The 

coefficient of variations are evaluated between 

experimental data and the Popovics model [20] for the 

whole samples (Table 1). These coefficients are reported 

for rounded and sharped aggregates, separately.  
The average results show that there are limitations of 

1.08% and 1.68% for rounded and sharped  aggregates, 

respectively,  in difference between the variation 

coefficient in the Popovics model [20] and the 

experimental data which are negligible. 

 

3. 2. 3. Criterion 3: Percentage of Change in Energy 
Absorption             The percentage of change in energy 

absorption is defined by the following expression: 

p = |
Areaexp−AreaPopovics

Areaexp
| ⨯ 100      (9) 

In which: P is percentage of change in energy absorption, 

Areaexp represents area under the stress-strain curve of 

experimental data, and AreaPopovics is area under the 

Popovics stress-strain curve. 

It should be noted that the area under the stress-strain 

curve implies the absorbed energy in stress-strain 

behavior. MATLAB software [39] is used for calculating 

this area for each specified curve. The percentages of 

change in energy absorption are estimated based on 

Equation (9) for the entire samples (Table 1). These 

percentages are reported for rounded and sharped 

aggregates, separately. The average changes in energy 

absorption are equal to 7.8% and 11.5%, for rounded and 
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sharped aggregates, respectively which are fairly 

significant values.  

To overcome this difference, a modified relation is 

proposed regarding Popovics model in the next section. 

 

3. 3. The Modified Popovics Model          The drift 

among the data in two stress-strain plots, experiments 

and Popovics model [20], is attributed to the lack of 

parameters (i.e. size, shape of aggregate, and water to 

cement ratio) in mathematical formulation of Popovics 

model [20]. Popivics model only considers compressive 

strength in establishing the stress-strain curve, whereas 

parameters such as shape and size of aggregate are 

effective on integrity of concrete matrix. Moreover, 

water to cement ratio parameter specifies the 

effectiveness of cement paste and its cohesion in 

mixtures. As a result, these parameters are determinative 

on failure strain and the trend of stress-strain curve. 
The Popovics model with new coefficients, is 

introduced, and is called Modified Popovics model in 

order to distinguish from the Popovics model.  

The modified model is similar to the Popovics model; 

just the parameter ‘’m’’ is added. The Modified Popovics 

model is suggested as follows: 

𝑓𝑐

𝑓𝑐
′ =

𝑛𝑚(
𝜀𝑐

𝜀𝑐
′ )

(𝑛−1)+ (
𝜀𝑐

𝜀𝑐
′ )𝑛𝑚

     (10) 

“m” is the minor modification coefficient obtained from 

the following equation: 

m = s . F(𝑑𝑟).  F(𝑤𝑐𝑟)    (11) 

In Equation (11), s is representative for the effect of 

aggregate geometry (Table 2) and F(dr) is the aggregate 

size function in which the independent variable dr is 

defined as: 

𝑑𝑟 =
𝑑𝑖

𝑑0
     (12) 

where in, di is maximum size of aggregates in mm (i.e. 

9.5, 12.5, 19 and 25 mm), d0: is the base size of aggregate 

(assumed here 12.5 mm), and F(wcr) is the water to 

cement ratio function in which the independent variable 

wcr is defined as: 

𝑤𝑐𝑟 =
𝑤𝑐0

𝑤𝑐𝑖
     (13) 

where in, wci is water to cement ratio (i.e. 0.76, 0.54, 0.42 

and 0.35) and wc0 is the base water to cement ratio 

(assumed here 0.76). 

F(dr) and F(wcr) functions as well as “s” are obtained 

by the curve fitting of stress-strain tests data with the 

Modified Popovics model. This regression is based on 

the three mentioned criteria in section 3.2. The functions 

F(dr), F(wcr) and the coefficient “s” are obtained as 

follows: 

F(𝑑𝑟) = 0.12 𝑑𝑟 + 0.63    (14) 

F(𝑤𝑐𝑟) = −0.25 w𝑐𝑟 + 1.25    (15) 

TABLE 2. Calculation of ''s'' coefficient based on curve fitting 

 Rounded corners Sharped corners 

“s” value 1.2 1 

 
 

In the following section, the equation of Modified 

Popovics model, Equation (10) is plotted for only two 

mix designs.  

 

3. 4. Comparison of Stress-Strain Experimental 
Data with Popovics and Modified Popovics Models         
In order to better understand the trend of Equation (10), 

stress-strain plots are drawn for two representative mix 

designs, WC2GN1 and WC2GB1 (See Figure 4). 

This section focuses on compatibility of stress-strain 

experimental data with Popovics and Modified Popovics 

models aided by three criteria, defined in section 3.2 

“Definition of criteria for comparing the stress-strain 

testing results with the Popovics model”. The data from 

stress-strain tests are used to support plotting the Figures 

5-7 and 9-11. 

 

3. 4. 1. Correlation Coefficient Criterion for 
Comparison             In Figure 5, the average correlation 

coefficients   of   experimental  data  are  compared  with  

 

 

 
(a) 

 
(b) 

Figure 4. Plots of stress-strain for the test, Popovics and 

Modified Popovics models; (a): Mix design, WC2GN1; (b): 

Mix design, WC2GB1 
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Figure 5. Comparison of average correlation coefficients 

from experimental data with Popovics and Modified 

Popovics models 

 

 

the Popovics and Modified Popovics models for rounded 

and sharped aggregates, separately. 
From this figure, the average correlation coefficients 

of the Popovics model [20] are equal to 0.985 and 0.971 

for rounded and sharped aggregates, respectively, but the 

coefficient in Modified Popovics model, increases to 

0.995 for both types of aggregates. These improvements 

are not tangible. 

 

3. 4. 2. Variation Coefficient Criterion for 
Comparison       Figure 6 shows the comparison of 

average variation coefficients of experimental data with 

Popovics and Modified Popovics models for rounded and 

sharped aggregates, separately. 

Figure illustrates the average variation coefficients of 

the Popovics model are equal to 1.08 % and 1.68%, but 

the coefficients in Modified Popovics model, reduce to 

0.36% and 0.30% for rounded and sharped aggregates, 

respectively, which are not a significant differences. 

 

3. 4. 3. Percentage of Change in Energy Absorption 
Criterion for Comparison              In Figure 7, the 

average changes in energy absorption of experimental 

data   are   compared   with  the  Popovics  and  Modified 

 
 

 
Figure 6. Average variation coefficients from experimental 

data with Popovics and Modified Popovics models 

 
Figure 7. Average changes in energy absorption from 

experimental data with Popovics and Modified Popovics 

models 

 

 

Popovics models for rounded and sharped aggregates, 

separately. 

As demonstrated in Figure 7, the average changes in 

energy absorption of the Popovics model are equal to 

7.8% and 11.5% for rounded and sharped aggregates, 

respectively, but these values decline to 2.7% and 2.5% 

for the Modified Popovics model, which shows a 

significant decrease and indicates that the Modified 

Popovics model has a better acceptable performance in 

modeling of concrete behavior.  

The proposed model leads to more accurate results in 

comparison to the Popovics model. That is because, the 

proposed model was extracted and pulled out from the 

experimental data and the curve fitting. In the following 

sections, in order to reach an overall approach, the 

capability of the other models mentioned in 

“Introduction” section is plotted and compared with the 

Modified Popovics model. 

 

3. 5. The Plots of the Other Models in Comparison 
with the Modified Popovics Model       The Modified 

Popovics model is plotted with other models described in 

the “Introduction” section. These models are Hognestad, 

Thorenfeldt, and Tsai. In Figure 8, for instance, the 

strain-strain experimental data for two representative mix 

designs WC2GN1 and WC2GB1 along with the other 

models, are presented. 
 

3. 6. Validation of the Other Models with the 
Modified Popovics Model        This section 

concentrates on comparative study of the Modified 

Popovics model with the models mentioned in section 1, 

aided by three criteria as defined in section 3.2, 

“Definition of criteria for comparing the stress-strain 

testing results with the Popovics model”. 
 

3. 6. 1. Correlation Coefficient Criterion for 
Validation       Experimental data are used to calculate 

correlation coefficients of Modified Popovics, 

Hognestad,  Thorenfeldt,  and  Tsai  models  for  rounded 
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(a) 

 
(b) 

Figure 8.  Plots of stress-strain for the test, Modified 

Popovics, Hognestad, Thorenfeldt, and Tsai models; (a): 

Mix design, WC2GN1; (b): Mix design, WC2GB1. 

 
 

and sharped aggregates, separately. The coefficients are 

averaged out and demonstrated in Figure 9. 
The maximum value among those values belongs to 

the Modified Popovics Model, which implies the better 

estimation of concrete behavior with respect to the other 

models.  

Also, according to this criterion, the figure indicates 

that the prediction of concrete behavior with rounded 

aggregates is more precise compared to sharped 

aggregates for all the models duscussed in this article. 

 

3. 6. 2. Variation Coefficient Criterion for 
Validation          Similarly, in Figure 10, the average 

variation coefficients of Modified Popovics, Hognestad 

[15], Thorenfeldt et al. [23] and Tsai [24] models are 

reported for rounded and sharped aggregates, separately. 

The minimum value among those values belongs to the 

Modified Popovics model which shows the better 

estimation of concrete behavior with respect to the other 

models.  
Once again, this figure illustrates that by considering 

the entire models, the prediction of concrete behavior 

with rounded aggregates is more accurate relative to 

sharped aggregates. 

 

3. 6. 3. Percentage of Change in Energy Absorption 
Criterion for Validation              With the similar 

method, in Figure 11, the average changes in energy 

absorption of Modified Popovics, Hognestad, 

Thorenfeldt and Tsai models are reported for rounded 

and sharped aggregates, separately. The minimum value 

among those values belongs to Modified Popovics model 

that displays the better estimation of concrete behavior 

with respect to the other models. Lastly, according to this 

criterion, this figure confirms that considering the entire 

models, the prediction of concrete behavior with rounded 

aggregates is more accurate relative to sharped 

aggregates. 

The utilization of the other models, Hognestad, 

Thorenfeldt, and Tsai, for verification of proposed model 

illustrates that parameters such as water to cement ratio, 

shape and size of aggregate have ability to affect the 

behavior of stress-strain in concrete. This shows that 

proposed model is accurate regarding to the description 

of concrete behavior in comparison to the other models 

used in this research . 
 

 

 
Figure 9. Average correlation coefficients from experimental data with Modified Popovics, Hognestad, Thorenfeldt, and Tsai 

models 
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Figure 10. Average variation coefficients from experimental data with Modified Popovics, Hognestad, Thorenfeldt, and Tsai models 

 

 

 
Figure 11. Average changes in energy absorption from experimental data with Modified Popovics, Hognestad, Thorenfeldt, and 

Tsai models 

 
 

4. CONCLUSION 
 

In this paper, at first, the Popovics model was compared 

with the experimental results. The tests considered the 

effects of concrete characteristics such as size and shape 

of aggregate, and water to cement ratio.  

Then, the Popovics model was modified to have a 

good fit with the results obtained through experimental 

tests. For comparison and validation of modified model, 

three criteria were chosen, correlation coefficient, 

variation coefficient, and percentage of change in 

energy absorption.   

The following are the summary of the conclusion: 

1. The average correlation coefficient between 

Popovics model and experimental data were 0.985 

and 0.971 for rounded and sharped aggregates, 

respectively, but these values increased to 0.995 for 

both aggregate types with the Modified model, 

which did not show any significant improvement 

with respect to the old values. 

2. The average variation coefficient between Popovics  

model  and  experimental  data  were  1.08%  and 

1.68% but then, these values reduced by 0.36% and 

0.30% for rounded and sharped aggregates, 

respectively regarding the Modified model, which 

did  not  apparently  indicate  any  tangible 

differences. 

3. The average change in energy absorption for 

Popovics model with respect to experimental data 

were 7.8% and 11.5% but then, these values 

significantly declined regarding the Modified model 

by 2.7%, and 2.5% for rounded and sharped 

aggregates, respectively, which clearly reflected the 

capability of Modified model. 

4. The three criteria confirmed that the prediction of 

concrete behavior with rounded aggregates is more 

reliable in comparison to the sharped aggregates for 

all the models discussed in this article. 

5. It was reasonable to conclude that Modified 

Popovics model expressed clearly the behavior of 

concrete in compression in comparison to 

Hognestad, Thorenfeldt, and Tsai models. 
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Persian Abstract 

 چکیده 
ای( و تیزگوشه  اين پارامترها، دو نوع سنگدانه گردگوشه )رودخانه كنند. برای مطالعه اثر  سه پارامتر، اندازه، شکل سنگدانه و نسبت آب به سیمان، نقش مهمی بر رفتار بتن ايفا می 

انتخاب شدند. در اين بررسی، در مجموع   76/0و    54/0،  42/0،  35/0میلیمتر برای نسبت آب به سیمان    25و    19،  12/ 5،  5/9)شکسته( استفاده شد. حداكثر اندازه سنگدانه ها  

كرنش بر روی تمام نمونه ها انجام شد و نتايج با مدل پوپوويچ مقايسه شد. برای ارزيابی بیشتر تحلبل انجام شده، سه معیار -های تنشطرح اختلاط ساخته شدند. آزمايش  32

مدل اهی را نشان داد.  ضريب همبستگی، ضريب تغییرات و درصد تغییر در جذب انرژی بکار رفت. تحلیل نتايج، اختلاف قابل توجهی بین مدل پوپوويچ و نتايج آزمايشگ

ای از پارامترهای مورد بررسی در اين تحقیق را پوشش داد. مدل پوپوويچ پوپوويچ اصلاح شده برای درک بهتر رفتار بتن در فشار معرفی شد. مدل پیشنهادی، طیف گسترده 

صلاحی، وضوح بهتری برای رفتار بتن در فشار دارد. علاوه بر  اصلاح شده با چندين مدل مانند پوپوويچ، هاگنستاد، تورنفلد و سای، مقايسه شد و نتايج نشان داد كه رويکرد ا

 های تیزگوشه دقت بهتری دارند.های گردگوشه در مقايسه با سنگدانهبینی رفتار بتن با سنگدانه ها برای پیشاين، نتايج نشان داد كه اين مدل

 



IJE TRANSACTIONS B: Applications  Vol. 34, No. 02, (February 2021)   403-413 
 

 
Please cite this article as: N. Arish, F. Marignetti, Evaluation of Linear Permanent Magnet Vernier Machine Topologies for Wave Energy 
Converters, International Journal of Engineering, Transactions B: Applications  Vol. 34, No. 02, (2021)   403-413 

 
International Journal of Engineering 

 

J o u r n a l  H o m e p a g e :  w w w . i j e . i r  
 

 

Evaluation of Linear Permanent Magnet Vernier Machine Topologies for Wave 

Energy Converters 

a Faculty of Electrical and Computer Engineering, Semnan University, Semnan, Iran 
b Department of Electrical and Information Engineering the University of Cassino and South Lazio, Cassino, Italy 

 
 

P A P E R  I N F O   

 
 

Paper history: 
Received 29 September 2020 
Received in revised form 26 November 2020 
Accepted 09 December 2020 

 
 

Keywords:  
Wave Energy  
Energy Converter 
Permanent Magnet Shape 
Vernier Machine 
Halbach Array  
Linear Machine  
Finite Element Method  
 
 
 
 
 
 
 

A B S T R A C T  
 

 

Today, the importance of using vernier machines in wave energy converters has increased 

because of its simple structure and ability to generate a lot of thrust force at low speeds due 

to the magnetic gear effect. The linear vernier permanent magnet machine has been designed 

in various structures. Proper design and selection of the main parameters of the machine will 

improve performance and increase the efficiency of the linear vernier machine. One of these 

parameters is the shape of the permanent magnets and how they are magnetically oriented. 

The novelty of this paper is the reduction of leakage flux, achieved by changing the shape 

and orientation of the permanent magnet. Three types of linear permanent magnet vernier 

machines with different permanent magnet structures and orientation, including V-shape, 

Halbach array and consequent-pole are presented.  The considered machines have been 

compared to each other and to the existing machine in terms of airgap flux density, back 

EMF, PM flux, Inductance, thrust force, detent force, loss, efficiency, power factor, flux 

density and flux line, using the finite element method in the same conditions and with the 

same volume of permanent magnets. The results show that the magnetic orientation and 

shape of the permanent magnet have a considerable effect on the leakage flux, and all the 

proposed models have a lower leakage flux and better performance compared to the existing 

model. 

doi: 10.5829/ije.2021.34.02b.12 
 

 
1. INTRODUCTION1    

 

The belief that non-renewable energies will run out one 

day has always been the best motivation for researchers 

and scientists to think about how to take advantage of 

clean energy as well as replacing non-renewable energy 

[1, 2]. Wave energy and wind energy is one of the most 

important renewable energies due to its relatively high 

energy density and high predictability, which requires 

electric converters to exploit it [3, 4]. Linear Permanent 

Magnet Vernier Machine (LPMVM) is one of these 

converters, which has been used widely in several 

structures and operated base on the magnetic gear effect 

[5]. Magnetic gear effect is a phenomenon that magnetic 

field in the air gap with a small movement of translator 
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changes remarkably, which provides the ability to 

produce high thrust force at low speeds. The reason for 

this feature is the existence of a large number of magnetic 

pole pairs. Each structure of LPMVM has advantages and 

disadvantages that are used based on constraints, location 

and circumstances. The Vernier machine, in addition to 

advantages such as high torque production at low speeds 

and a robust and simple structure, has one main 

drawback. High leakage flux due to the presence of 

several pairs of magnetic poles causes low power factor 

(PF) that is an inherent fundamental weakness among all 

the vernier machines [6]. Over time, various methods 

have been proposed to improve the PF and performance 

of LPMVM, each one reducing leakage flux. One of the 

most important factors influencing leakage flux and 
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power factor is the structure of magnets and their 

magnetic orientation [7]. Shi et al. [8] and Almoraya et 

al. [9], changing the shape and orientation of the 

permanent magnets from simple to skew, were able to 

diminish leakage flux in the air gap and increase the 

electromagnetic performance of the proposed machines. 

Huo et al. [10] by adding smaller magnets with a 

horizontal magnetic orientation to larger magnets with 

vertical magnetic orientation, created an integrated 

Halbach array that reduces leakage flux and increases 

machine efficiency. Zhao et al. [11] and shi et al. [12] 

improved thrust force, flux density and back EMF in the 

presented machines by dividing the magnet into smaller 

magnets in different magnetic directions and converting 

the magnet with a simple array to Halbach array. 

Nematsaberi et al. [13], by using the spoke array 

permanent magnet instead of a simple permanent magnet 

and adding non-magnetic material decreased the leakage 

flux remarkably which raised the thrust force and PF. 

Arish et al. [14] have improved the performance of the 

proposed machine by reducing leakage flux and 

increasing generation of the magnetic field by hybrid 

structure and the simultaneous use of two different 

permanent magnet structures, skew and Halbach [15]. 

Khaliq et al. [16] have reduced the leakage flux in the 

proposed machine by using a spoke array permanent 

magnet in the dual stator structure. Arish et al. [17] by 

using high-temperature superconductor (HTS) material 

as bulk between the slot of stator reduced leakage flux 

and improved electromagnetic performance of the 

proposed machine. Almoraya et al. [18] by changing the 

magnetic circuit,  not only reduced the volume of PM but 

also increased the performance of the proposed machine. 

The purpose and novelty of this paper are to improve the 

performance of the existing LPMVM and reducing 

leakage flux by changing the magnetic orientation and 

shape of the permanent magnets. Therefore, three models 

are presented with the same volume of PM, but different 

geometry and orientation. All PMs are located on the 

stator as a Halbach array, V-shape, Consequent-pole, and 

base-line (existing) which are shown in Figure 1. The 

structure of this article is as follows: all the models are 

examined in section 2. The main function of the 

presented machines is analyzed section 3. The 

electromagnetic characteristics in all models are analyzed 

by FEM and compared with each other in section 4,  and 

finally, the conclusion is given in the last part. The 

research methodology is also summarized in Figure 2 as 

a flowchart.  

 

 

2. MACHINE STRUCTURE 
 
The operation of all the proposed models is in the form 

of wave energy converters installed on shallow shores so 

that the stator is fixed on the shore and there is a 

mechanical arm in the water that transmits the wave 

energy to the translator and moves it which is shown in 

Figure 3. The energy of wave with variable speeds is 

captured by a mechanical arm and changed to the 

standard range by mechanical gear. A power electronic 

converter is used for the network connection of the wave 

energy converter which links the voltage of the wave 

energy converter with a changing frequency and 

amplitude to the network with a fixed frequency and 

amplitude, because of the irregular movement of 

continuously varying speed.  All models have been made 

of laminated iron translator and stator which 3-phase 

concentrated winding and NdFeB rare earth magnet are 

located on the stator. All models have a total of six coils 

which each phase has two coils. The stator contains six 

major teeth in which each of them is divided into smaller 

teeth which are known as flux modulation teeth. All 

models have been designed at a constant permanent span 

and the same condition such as materials, geometry, 

speed, armature current, number of turn per coil and 

frequency. The key design parameters of the Baseline 

model are depicted in Figure 4 and written in Table 1. 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 1. Machines structure. (a)  Baseline model (existing), 

(b) Consequent-pole model, (c) Halbach model, (d) V-shape 

model 
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Figure 2. The flowchart of the research methodology 

 

 

 
Figure 3. Operation of the linear permanent magnet vernier 

machine as a wave energy converter 

 

 

 
Figure 4. The key design parameters of the Baseline model 

 

 

2. 1. Baseline Model           The Baseline model is known 

as a simple and rigid structure with high thrust force and 

force density [19]. In this structure, permanent magnets 

are mounted on the surface of the stator as tandem and 

TABLE 1. The key design parameters of the Baseline model 

Items Unit Proposed machine 

Rate current A 7 

Speed m/s 1.5 

Thickness of PM mm 3 

g mm 2 

wy mm 10 

wt mm 16 

wst mm 6 

wsl mm 9 

hst mm 6 

hm mm 8.25 

ht mm 46.25 

wc mm 14 

hc mm 17 

τs mm 15 

lPM mm 9 

wd mm 26 

 

 

without any space. All PMs are magnetized in two 

vertical magnetic orientations (upward and downward) 

one after another. 
 
 

2. 2. Consequent-pole Model         The Consequent-

pole model is as same as the Baseline model in terms of 

structure and operation [20]. The only difference between 

them is the thickness of PMs, which, in the Consequent-

pole pole model, is twice the Baseline model. Also, 

orientation in the major teeth is in one direction and 

changes by every major tooth. So that, if the magnetic 

orientation of all magnets on the first major teeth is 

upward, the magnetic orientation of all magnets in the 

consequent major teeth is downward. 
 

2. 3. Halbach Model        In this structure, permanent 

magnets are divided into three segments in which a 

vertical magnetized magnet is located between two 

horizontal magnetized magnets. The middle part 

generates the main flux, while two other parts operate as 

a flux barrier and reduce leakage flux at the edge of the 

magnets. Thickness and width of the Halbach array PMs 

have a remarkable effect on the performance of the 

machine and, with the correct selection of the width of 

segments based on Equations (1) and (2), both back EMF 

and PM flux can be sinusoidal and symmetrical [11].  

 (1) 

(2)    

+    v shw w2

                                                                               vhw w
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2. 4. V-Shape Model         In this structure, simple 

permanent magnets are divided into two segments as V-

shape which are magnetized in two different horizontal 

orientations that guide the flux into the teeth of the stator 

and the translator. Skewing of permanent magnet reduces 

leakage flux, detent force, and ripple force [21].  
 

 

3. OPERATION 
 

The pole pitch and teeth pitch of the Vernier machine 

play a prominent role in its operation. The pole pitch of 

the translator is given by Rostami et al. [22]: 

ns
s

la

 =    (3) 

where ns and la are the active teeth number of the stator 

and active length of the linear permanent magnet vernier 

machine, respectively. The frequency of a linear 

permanent magnet Vernier machine is related to the 

translator's speed (v) and translator pole pitch (τs) , as:  

f

s

v


=   (4) 

The relationship between the number of pole pairs of the 

air gap (Pw) and the permanent magnet field (Ppm) and 

stator teeth (Ps) can be expressed as follows : 

s

P

P P
s

w

pm

P

−

=   (5) 

The gear ratio (Gr) has been known as the ratio of the 

number of stator's teeth and pole pairs of the air gap [12]: 

Gr

Ps

Pw

=    (6) 

The speed of the magnetic field generated by the 

permanent magnet is directly related to the gear ratio and, 

increasing gear ratio, the speed of the magnetic field 

increases. This expresses that the speed of magnetic field 

(Veff) is much larger than the speed of the translator: 

v

Ps

Pw

Veff
Gr = = (7) 

Magnetic gear effect in Vernier machine is a unique 

feature, and a considerable change in the magnetic field 

causes all models to be capable of generating high thrust 

force at low-speed with small displacement. The 

magnetic gear effect operates at one pole pitch in four 

main steps. In all models, when the permanent magnet is 

aligned with the translator's teeth, which is defined as the 

initial position (X=0), linkage flux is at the maximum 

value. By moving the translator at the right hand as a 

quarter of the translator's pole pitch (X= 1/4 τs), the 

linkage flux drops to zero. In the next positions (X= 1/2 

τs) and (X= 3/4 τs), the flux linkage reaches the minimum 

value and zero, respectively. This cycle is repeated by 

moving the translator for all models.  The effect of the 

magnetic gear ratio has been depicted for the Baseline 

model in Figure 5 for four main positions. As can be seen, 

the low change of the mechanical position of the 

translator leads to a significant change of linkage flux. 

Waveforms of back EMF and PM flux have been 

depicted in four main positions for phase B in Figure 6. 
 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5. The effect of the magnetic gear ratio in four main 

positions 

 

 

 
Figure 6. Waveforms of back EMF and PM flux in four 

main positions for phase B 
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4. ANALYSIS AND COMPARISON  
 
Basically, the analysis of electric machines in two-

dimensional and three-dimensional space is done by the 

FEM by solving the partial differential equations 

governing meshing. There are different ways to solve 

these equations that eventually all come to the same 

answer [23, 24].  

To increase the accuracy of the analysis, the number 

of mesh elements can be increased and the mesh size can 

be minimized. These actions may result in an increase in 

the computation time, although with a little improvement 

of the results accuracy. Therefore, in order to increase the 

accuracy of the results and decrease the computation 

time, in some areas like the air gap, where the flux lines 

change more, the size of the mesh can be selectively 

decreased and the number of mesh elements can be 

raised. To find the best number of meshes, analyses have 

been done for the baseline model with the various number 

of the mesh by step of 2000 meshes ie: (4000, 6000, 

8000, 10000, 12000, 14000, 16000 and 18000). For a 

better comprehension, all electromagnetic characteristics 

of the baseline model have been written in Table 2 for 

various range of mesh. It is evident that 12000 number of 

meshes which were created on the surface of the 

electrical machine is the best step for analyses, because 

after that not only the results don’t change considerably 

but also it is time-consuming. The meshing method for 

the Baseline model is shown in Figure 7. For an accurate 

and fair comparison, performance analysis of all models 

has been carried out at the transient (full-load) and 

magnetostatic (no-load) states at the same geometry, 

materials, speed, current, frequency, turn per coil, magnet 

pitch and volume. The only variable are the shape and 

orientation of PM. All analyses have been done in terms 

of back EMF, PM flux, inductance, thrust force, loss, PF, 

efficiency and detent force. The conditions of sea wave 

are very different and consequently, the translator's speed 

changes continually during its performance. All analyses 

for all models have been done for a wide range of speeds 

(0.5 to 3 m/s). Results of electromagnetic analyses of all 

models respected to the speed have been depicted in 

Figure. 8. As can be seen, speed of translator does not 

have considerable impact on the inductance and  
 

 

 
Figure 7. The meshing method of the Baseline model 
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Figure 8. Electromagnetic charictristics of all models 

respect to speed. a)PM flux, b) Back EMF, c) Inductance, d) 

Thrust force 

 

 

inductance in all speeds is constant. On the other hand, 

by increasing speed of the translator, PM flux and back 

EFM increased too. 
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TABLE 2. The electromagnetic characteristic of baseline 

model for various number of meshes 

Number 

of 

meshes 

PM flux 

(Wb) 

Back 

EMF 

(V) 

Inductance 

(mH) 

Detent 

force 

(N) 

Thrust 

force 

(N) 

4000 0.0135 10.4 61.3 39 680 

6000 0.0136 10.45 61.5 39.8 684 

8000 0.0137 10.5 61.9 40.3 686 

10000 0.0137.5 10.55 62.1 40.6 688 

12000 0.0138 10.6 62.21 41 690 

14000 0.01383 10.63 62.26 41.1 691 

16000 0.013835 10.68 62.28 41.3 691.2 

18000 0.013839 10.69 62.29 41.5 691.5 

 

 

However, by raising the speed of translator, thrust 

force in all models at first increases and then reduces. It 

shows that linear vernier machine is able to generate high 

thrust force at the low speed (0.5 -1.5 m/s). It should be 

noted that by increasing the speed of translator, ripple of 

thrust force increases and waveforms of PM flux and 

back EMF lose their pure sine. Following that, best 

performance of all models is at the range speed of (0.5 to 

1.5 m/s).  

 

4. 1. No-load Performance Analysis               No-load 

analysis has been done at the open circuit position while 

just PM generate a magnetic field. Analysis of the air gap 

flux density, PM flux, back EMF, detent force, and flux 

line distribution have been carried out in this state. Since 

in all models, magnet volume and magnet span are 

constant, the flux line generated by PMs is also constant. 

The reduction of leakage flux increases the magnetic 

field in the core and improves electrical machine 

performance. Figure 9 shows flux line distribution for all 

models which according to this figure, the flux path of 

flux linkage and leakage flux are at the same position 

(x=0).  As can be seen, leakage flux in the air gap is 

various in all models and is higher in the Baseline model 

compared to other models. It is evident that the shape and 

magnetic orientation of the permanent magnet have a 

considerable impact on the leakage flux. Figure 10 

depicts the air gap flux density of all models. The 

interaction of teeth of the translator and magnetic field 

generated by PM results in magnetic flux in the air-gap. 

Peak values of air-gap flux density for the Baseline 

model, Consequent-pole model, Halbach model and V-

shape model are 0.510 T, 523 T, 0.543 T and 0.310 T, 

respectively. Halbach array and Consequent-pole model 

have higher air-gap flux density compared to other 

models indicating that these two models have the lowest 

flux leakage. The back EMF is a derivative of PM flux 

over time, which means that these parameters are 

interdependent and change accordingly. The reduction of 

leakage flux increases the effective flux and magnetic 

field which accordingly increases the PM flux and then 

back EMF. 

 

 

(a)

(d)

(c)

(b)

 
Figure 9. Flux line distribution for all models. (a) Baseline 

model, (b) Consequent-pole model, (c) Halbach model, (d) V-

shape model 

 

 

 
Figure 10. Comparison of air gap flux density 

 

 

By changing the flux path in the core of the machine,  the 

value and the orientation of the PM flux in the winding 

will change simultaneously, which makes inducing the 

back-EMF [11]. 

  
= = =             (8) EMF v

dt dx dt dx

m m m
. .

d d ddx
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where, x, v and ѱ are translator movement, translator 

speed and PM flux. Figures 11 and 12 show back EMF 

and PM flux for all models at the same speed and 

condition. It is evident that Halbch and Consequent-pole 

models generate higher PM flux and back EMF 

compared to other models, due to the low leakage flux. 

RMS values of PM flux for Baseline model, Consequent-

pole model, Halbach model and V-shape model are 

0.0138 Wb, 0.0196 Wb, 0.0204 Wb and 0.0141 Wb, 

respectively. Also, maximum values of back EMF for 

Baseline model, Consequent-pole model, Halbach model 

and V-shape model are 10.6 V, 17.5 V, 18.4 V and 12.2 

V, respectively. In the Halbach model, the flux is finely 

distributed in the air gap in comparison to the near-

constant flux density above the inset magnet, because the 

flux spreads uniformly through the pole piece, so the 

waveform in this model is more sinusoidal than other 

models. Detent force is a detrimental factor in the 

performance of electric machines, causing vibration and 

noise and reducing machine efficiency [25, 26]. Detent 

force consists of two main factors, slot effect and end 

effect. In linear vernier machines, end effect has a great 

impact on the detent force. The detent force for all models 

is shown in Figure 13. The peak 2 peak values of the 

detent force for Baseline model, Consequent-pole model, 

Halbach model and V-shape model are 41 N, 53 N, 17 N 

and 28 N, respectively. 

 

4. 2. Full-load Performance Analysis              Full-load 

analysis has been done while winding and PM generate 

magnetic field simultaneously. Analysis of flux density 

distribution, inductance, thrust force, PF, loss and 

efficiency has been carried out in this state. The flux-

density distribution for all models is depicted in Figure 

14. As can be seen, magnetic field in all models in the 

teeth of the stator and translator is higher than in other 

parts of the machine.The maximum value of the magnetic 

field is in the standard range and lower than 2T, which 

clarifies that all machines operate properly and are not 

saturated. Inductance for each phase in Vernier machine 

are obtained at the full load state. For example, for phase-

A, self-inductance can be calculated when DC current 

(ia=7A) is applied to phase-A, while other phases are at 

the no-load state (Ib=Ic=0) [25]. 

( 0, ) ( 0)I I I I I I I
a ab c a a b c

L
aa I

 = = = − = = =

= 
(9) 

Figure 15 depicts the Inductance for all models. The 

average values of inductance for Baseline model, 

Consequent-pole model, Halbach model and V-shape 

model are 62.21 mH, 72.67 mH, 72.85 mH and 76.38 

mH, respectively. The equivalent circuit of phase-A has 

been drawn in Figure 16. The terminal voltage for phase-

A for the vernier machine can be obtained by Equation 

(10): 

 
Figure 11. Comparison of PM flux 

 

 
Figure 12. Comparison of back EMF 

 

 
Figure 13. Comparison of detent force 

 

(a)

(d)

(c)

(b)

 
Figure 14. Flux density distribution for all models. (a)  Base 

line model, (b) Consequent-pole model, (c) Halbach model, 

(d) V-shape model 
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Figure 15. Comparison of inductance 

 

 

 
Figure 16. The equivalent circuit of phase-A 

 

 

dia
V R I L Ea a sph ph

dt
= + + (10) 

The terminal voltage of phase-A is obtained by adding 

the no-load back EMF with voltage drop of the armature 

resistance and armature inductance. 

The power factor in linear Vernier permanent magnet 

machine is low as shown in the phasor diagram. The 

phasor diagram has been depicted in Figure 17 by 

neglecting stator resistance. Because of the insignificant 

internal resistance, the voltage drop can be neglected for 

simple computation [13]. 

cos
2 2

( )

E Eph ph

V E I Xph q qph

 =

+

  
(11) 

where, Eph is no-load back EMF, Vph is the terminal 

voltage, Iq is the q-axis current and Xq is the q-axis 

inductance. For constant terminal voltage, by 

diminishing current and average of inductance, PF can be 

improved. Figure 18 shows the variation of thrust force 

for all models with respect to the current.  The Halbach 

model has the best overload capability than the 

Consequent-pole model because of the magnetic 
 

 

 
Figure 17. Phasor diagram 

orientation. In fact, the saturation range in the halbach 

PM is larger than using a simple PMs disposition. 

Increasing the current value from 1 A to 7 A, the thrust 

force increases dramatically and, increasing further, all 

models saturate and the thrust force does not change 

considerably, which clarifies that 7 A is the best selection 

for the current. The thrust force for all models is in Figure 

19. The average values of the thrust force for Baseline 

model, Consequent-pole model, Halbach model and V-

shape model are 690 N, 860 N, 840 N and 660 N, 

respectively. The ratio of the peak-to-peak value of the 

thrust force to the average of the thrust force is defined 

as the ripple force. This index may be used to reduce the 

ripple force noise and diminish vibrations, so to improve 

performances of the electrical machine: 

max min
100

Force Force
Ripple Force

Forceavg

−
− =    

(12) 

Ripple force is caused by several reasons: 

asymmetrical three-phase windings and high amount of 

detent force, higher harmonics in the waveform of back-

EMF and non-sinusoidal stator current waveforms and 

air gap flux-density.  In order to reduce the value ripple 

force using concentrated winding, skewing slot of the 

translator and PM, and selecting suitable magnetic gear 

ratio are effective solutions [26-28]. The ripple force for 

Baseline model, Consequent-pole model, Halbach model 

and V-shape model is 24, 16, 14, 29%, respectively. In 

order to determine the cost-effectiveness in terms of the 

generation of thrust force for all models, the average 

thrust density of the machines can be calculated 

according to literature [29, 30]. Where, F, 

 

 

 
Figure 18. Thrust force of all models respect to the current 

 

 

 
Figure 19. Thrust force waveforms for all models at 7 A 
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V and Fd are the average of thrust force, active volume of 

machine and force density, respectively. The values of 

force density for Baseline model, Consequent-pole 

model, Halbach model and V-shape model are 34055 

N/m3, 42446 N/m3, 41458 N/m3 and 32574 N/m3, 

respectively. The shear stress for all models can be 

obtained by the following formula [9]: 

F
Fd

V

=   (13) 

F

Aairgap

 =  (14) 

where σ is the shear stress and Aairgap is the air gap area. 

The values of shear stress for Halbach array, V-shape, 

Consequent-pole and Bbase-line are 953 KN/m2, 1187 

KN/m2, 1160 KN/m2 and 911 KN/m2, respectively. The 

PF is one of the most critical parameters in Vernier 

machines, because it is normally low due to high leakage 

flux. PF can be calculated as follows [6]: 

1
   

1
PF

LI



=

+

 
(15) 

where, ϕ, I and L are the PM flux, phase current and 

inductance in the LPMVM, respectively. Clearly, 

reducing inductance and phase current and increasing 

PM flux, the power factor will increase. PF for Baseline 

model, Consequent-pole model, Halbach model and V-

shape model is 0.21 , 0.23, 0.22, 0.19, respectively. Core 

losses are created by the alternating magnetic field in the 

iron parts. The major components of the core losses are 

the hysteresis and the eddy current losses. Eddy current 

loss is created as a coil is wrapped around a core and an 

alternating AC supply is applied. The flux produced in 

the coil is alternating as long as the supply to the coil is 

alternating. Altering the flux by the core causes an 

induced emf inside the core, based on the Faraday’s law 

of electromagnetic induction. The current starts to flow 

in the core by the emf induction. Hysteresis loss is 

generated by the magnetization and demagnetization of 

the core caused by the flow of the current in the forward 

and reverse directions, that laminating the core can 

decrease the eddy current losses and hysteresis losses. 

The total loss and efficiency for all models at fixed 

current density and coil area are calculated and 

compared. Total loss for the Baseline model, 

Consequent-pole model, Halbach model and V-shape 

model are 21 W, 20.7 W, 20.5 W, 20.3 W, respectively. 

Efficiency for all models can be calculated as follows: 

100
P lossout

Pout


−

=    (16) 

Efficiency for the Baseline model, Consequent model, 

Halbach model and V-shape model are 75, 86, 85 and 

80%, respectively. The main electromagnetic parameters 

of all models have been written in Table 3. Also, For 

better comprehension, the performance of similar 

structures of the vernier machine which were explained 

in the introduction has been compared to all the presented 

models in Table 4. 
 

 

TABLE 3. The comparison of electromagnetic characteristics 

 Unit 
Baseline 

Model 

Consequent-

pole Model 

Halbach 

Model 

V-

shape 

Model 

Airgap 

flux 
T 0.510 0.523 0.543 0.310 

PM flux Wb 0.0138 0.0196 0.0204 0.0141 

Back EMF V 10.6 17.5 18.4 12.2 

Inductance mH 62.21 72.67 72.85 76.38 

Detent 

force 
N 41 53 17 28 

Thrust 

force 
N 690 860 840 660 

Ripple 

force 
% 24 16 14 29 

Force 

density 
N/m3 34055 42446 41458 32574 

Shear 

stress 
KN/m2 953 1187 1160 911 

Loss W 21 20 20.5 20.3 

Efficiency % 75 86 85 80 

PF - 0.21 0.22 0.23 0.19 

TABLE 4. Performance comparison of similar structures 

 

PM 

flux 

(RMS) 

Induced 

voltage 

(Max) 

Inductance 

(Avg) 

Thrust 

force 

(Avg) 

PF 

Unit Wb V mH N  

A model [6] 0.036 9.4 - 599 0.74 

B model [7] - 59 16.3 818 0.65 

C model [8] - 40 - 2332 0.51 

D model [9] 0.057 65 - 1087 - 

E model [10] - 21.4 - 1650 0.47 

F model [11] 0.18 86 - 2200 0.28 

G model [12] 0.081 23 18.1 1860 - 

H model [13] 0.049 34 16 2300 - 

I model [14] 0.49 167 - 4950 - 

J model [15] 0.141 60 43 1860 - 
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Basline 

model 
0.0138 10.6 62.21 690 0.21 

Halbach 

model 
0.0204 18.4 72.85 840 0.23 

V-Shape 

model 
0.0141 12.2 76.38 660 0.19 

Consequent-

pole model 
0.0196 17.5 76.67 860 0.22 

 

 

5. CONCLUSION 
 
In this article, three structures of LPMVM have been 

proposed. All structures have a concentrated winding 

mounted on the stator and PM on the translator as 

Halbach array, V-shape array, and Consequent-pole 

array. The purpose of this paper is to analyze the effect 

of magnetic orientation and shape of the PM on the flux 

leakage and performance of LPMVM, operating as a 

wave energy converter. For a fair comparison, all models 

are compared to each other using the FEM method using 

the same condition and geometry in terms of airgap flux 

density, back EMF, PM flux, Inductance, thrust force, 

detent force, loss, efficiency, power factor, flux density, 

and flux lines. The highest value of the air gap flux 

density belongs to the Halbach model, which indicates 

that this model has the lowest flux leakage. Also, the 

maximum RMS of the PM flux, power factor, and peak 

values of the back EMF belongs to the Halbach model. 

Moreover, the lowest peak-to-peak value of the detent 

force belongs to the Halbach model which shows that the 

Halbach model has the lowest ripple force. Minimum and 

maximum of total loss and efficiency belong to 

Consequent-pole model, respectively. Also, the 

maximum value of force density, shear stress, and 

average thrust force belongs to the Consequent-pole 

model. It should be noted that the minimum of the 

average value of the inductance belongs to the Halbach 

model and the V-shape model.  The results show that 

changing the shape and orientation of PM has a 

considerable effect on the performance of LPMVM  

which is used for wave energy converters. 
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Persian Abstract 

 چکیده 
که به   است  یافته  افزایش  پایین  سرعتهای زیاد در  رانش  نیروی  ایجاد  در  آن  توانایی  دلیل ساختار ساده و  به  موج  انرژی  مبدلهای  ورنیر در  ماشین های  از  استفاده  اهمیت  ،امروزه

  باعث   دستگاه  اصلی  انتخاب مناسب پارامترهای  و  طراحی  ماشین خطی ورنیر با آهنربا دایمی در ساختار های مختلفی طراحی شده است.  .دلیل  اثر دنده ای مغناطیسی است

نوآوری این مقاله کاهش شار    .آنهاست  مغناطیسی  گیری  جهت  نحوه  و   ربا  آهن  شکل  پارامترها  این   از   یکی.  شود  خطی می    ورنیر   های   ماشین  کارایی  افزایش  و  عملکرد  بهبود

 جمله از مختلف آهنربای ساختار با جهتگیری مغناطیسی و ورنیر خطی ماشین نوع سه ، نشتی با تغییر شکل و تغییر جهتگیری مغناطیسی آهنرباهای دایمی است. به طوری که

V  هوا شکاف شار تراکم نظر از شده گرفته نظر در ماشین های. است شده ارائه  متعاقب قطب و هالباخ آرایه ، شکل ، EMF  شار ، برگشتی PM ، رانش  نیروی ، اندوکتانس 

  آهنربا یکسان  حجم  و  شرایط یکسان  با نرم افزار مکسول تحت    محدود   المان  روش  از  استفاده  چگالی شار و خطوط شار با    ،ضریب قدرت   بازدارندگی، تلفات، راندمان،  نیروی  ،

. نتایج نشان میدهند که جهت گیری مغناطیسی و شکل آهن ربا های دایمی بر روی شار نشتی تاثیر قابل توجهی دارد و همه ی مدل  اند شده با یکدیگر و ماشین موجود مقایسه 

 عملکرد بهتری دارند. های ارایه شده نسبت به مدل موجود شار نشتی کمتر و
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A B S T R A C T  

 

This article presents a new method for detecting heterogeneities in wind data set to predict wind speed 

based on the well-known Hidden Markov Model (HMM). In the proposed method, the HMM categorizes 
the wind time series into some groups in which each group represents a wind regime. Each regime uses 

an internal first-order Markov Chain (MC) for forecasting, and the combination of all regimes outputs 

generates the final wind speed forecast. The model proposed in this study is called “Hierarchical Markov 
Model ”. The first layer detects and separates wind regimes as heterogenic groups of wind data by the 

use of wind direction data, based on  HMM, and the second layer forecasts the wind speed using MC. 

The proposed model is implemented and tested using real data. Its effectiveness in terms of temporal 
stationary index is compared with that of a first-order MC-based method. The results showed that more 

than 70% improvement can be achieved in wind speed prediction by the proposed method. Moreover, it 

gives a probability distribution function of wind speed prediction, which is sharper than the one obtained 
with the first-order MC; means that more precise prediction.  

doi: 10. 5829/ije.2021.34.02b.13 
 

NOMENCLATURE 

𝛤  Transition probability matrix 𝛼  Initial distribution 

𝑃𝑟  Probability value 𝑥𝑡  Number of successes 

𝑀𝑡  The sequence of random variables 𝑛𝑡  Number of experiments at time t 

𝛾𝑖,𝑗  Probability of transition from state i to state j 𝜋𝑖  Probability of success 

𝑛𝑖,𝑗  Number of transitions from state i to state j m Number of  multinomial-HMM states 

𝑤𝑡  Wind speed (m/s) q Number of quantized levels of HMM 

𝑣𝑡  Quantized wind speed 𝐷𝑗  Quantized wind direction 

𝛽  Temporal stationary  𝑅  Wind regime 

T Number of time intervals 𝑑𝑡  Wind direction 

𝑘  Number of Markov states 𝑉𝑡  Wind speed state vector 

LT Likelihood   

 
1. INTRODUCTION1 
 
The wind is one of the most important atmospheric 

phenomena due to its influence on many aspects of 

human life. Decision-making, in many ways, is directly 

dependent on the wind. Examples include urban air 

pollution management, wind-power-plant generation, 

maritime and air transport, tourism, and sports. Wind 

 

*Corresponding Author Email: navid.ch@gmail.com (N. Chiniforoush) 

speed forecasting has an essential role in wind-power-

plant generation and operation because the generated 

power depends directly on wind speed if it is between two 

upper and lower thresholds [1]. So, this issue has been 

the subject of intense research. For example, 

comprehensive studies have been conducted on the wind 

by Keyhani et al. [2] to investigate wind energy potential 

as a power generation source. 
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In meteorology, using numerical weather prediction 

(NWP) models is a common method of wind forecasting. 

NWP models use physical models of the atmosphere and 

oceans to predict the weather based on current weather 

conditions. These models, which are mainly used for 

large-scale phenomena,  provide accurate results in long-

term forecasts [3]. As discussed by Han et al. [4], 

statistical post-processing of NWP ensembles improved 

the results. They compared and analyzed the statistical 

post-processing methods, including bias-corrected and 

probabilistic forecasts of wind speed to provide more 

accurate weather information. However, NWPs are not 

efficient in terms of high computational volume in short-

term and very short-term forecasts. In such cases, 

statistical models are preferred [5]. 

Short-term wind speed models are built upon either 

probability distribution theory or time series analysis 

approach. In probability distribution models, it is 

assumed that the wind speed follows a specific 

probability distribution such as Weibull. In these 

methods, the parameters of the probability distribution 

function are estimated, usually based on historical data. 

Since these historical data do not always obey one type 

of distribution, considering a particular distribution may 

cause a significant error in these conditions. 

Autoregressive Moving Average (ARMA) and Markov 

Chain (MC) are two methods in the time series analysis 

group. MCs have been used in many applications for 

wind speed modelling. The main feature of these models 

is their ability to incorporate both statistical and temporal 

characteristics of wind speed. In contrast to ARMA,  

MCs (despite their simplicity) can model time-dependent 

wind characteristics. Recent studies have shown that the 

simplicity of MCs makes them a valuable tool in 

modelling. However, MCs are not capable of modelling 

wind characteristics at high frequencies [6]. Wind speed 

time series had been found as long-term correlated 

statistics [7]. Therefore, Statistical methods have been 

used comprehensively to improve wind field simulation 

and wind forecasting. Liu et al. [8] presented an improved 

wind field simulations by the non-Gaussian Least Square 

model by precisely and stably simulating velocity 

skewness and kurtosis  . 

Based on Markov Model, several studies have been 

carried out for forecasting weather parameters like 

temperature and wind. Shamshad et al. [9] compared the 

results of the first and second-order MC for wind 

forecasting and showed that the second-order MC does 

not improve the results so much. 

Tagliaferi et al. [6] showed the Nested Markov Chain 

(NMC) for wind modelling improves MC’s accuracy and 

temporal correlation without excessively increasing 

computational time. The NMC can be considered as an 

extended MC such that each state itself is a standalone 

MC process. In this model, the time series is generated 

using an internal MC. Here, non-Markovian models can 

also be used to generate the inner layer time series in this 

process. In some studies, the semi-Markov model has 

been used to improve the accuracy and autocorrelation of 

standard MCs [10]. This is because of the model’s ability 

to save past transitions through an auxiliary random 

process. The characteristics of this model are as follows. 

First, the time step is not constant; second, the random 

variable may have any distribution; and third, the 

duration of being in each state affects the transition 

probability.  

The wind is affected by other meteorological 

parameters such as air temperature, air pressure and 

relative humidity. These parameters have cyclic change 

over a day and a season. As a result, wind changes have 

a daily periodic regularity [11, 12] or a seasonal period 

[13]. Xie et al. [14] presented a non-homogeneous 

Markov Chain (NHMC) wind speed model to develop a 

more accurate method for modelling wind speed time 

series by considering seasonal and daily changes for wind 

speed. 

Ailliot and Monbet [15] used the Markov Switching 

Auto-Regressive (MSAR) model to describe the time 

series of the wind. In this method, some self-recursive 

models were used to describe the temporal behaviour of 

wind speed. Switching between these models is 

controlled by HMM. Also, non-homogeneous hidden 

Markov-switching models for wind time series were used 

by Ailliot et al. [16]. 

Generally, the aforementioned researches did not 

separate the behaviour of different wind regimes in order 

to achieve better forecasting results. Most of Markov-

based methods use the MC only for predicting wind 

speed. In reality, detecting and separation of wind 

regimes is an important issue. This issue cannot be 

achieved through MCs.  

Major efforts have been invested in finding a way to 

accommodate heterogeneous groups with distinct 

probability distribution function in wind direction time-

series to produce a sharper and more accurate 

probabilistic wind speed forecast. For this aim, HMM can 

be utilized as a powerful tool. The aim of this article is to 

take the hidden Markov model to detect heterogeneities 

in wind data set from which wind regimes can be 

extracted. States of the model are in fact wind regimes, 

and the subsystems of each regime (HMM state) is a six-

state MC denoting the specific wind speed interval. This 

hierarchal model gives us the probability of having a 

wind speed within a specific interval in a specific regime 

in the near future 

This paper is structured as follows. Following this 

introduction, the first-order MC and its stationary 

evaluation are briefly explained in section 2. The 

theoretical concept of mixed models is described, and 

HMM is introduced. Based on the described features, a 

new method for predicting wind speed is proposed based 

on HMM, and an evaluation method is developed based 
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on temporal stationary test. Having applied this method 

to real data, the results are compared with those of the 

first-order MC in section 3 and the advantages of the 

proposed model are described. Considerations for real-

time applications are also discussed in this section. 

Section 4 concludes the paper with a summary and gives 

an outlook on future works. 

 

 
2. MATERIAL AND METHODS 
 

2. 1. Markov Theory            The various versions of 

Markov models have been used in different engineering 

fields. MCs are used for short-term predictions. Semi-

Markov models have been commonly used where state 

transition probabilities in systems are time-dependant. 

HMMs are used to find heterogeneities in data sequences 

and time-series, i.e., for behaviour recognition [17]. 

In this article, HMM is taken to detect and separate 

wind regimes as heterogenic groups of wind data. Each 

regime is, in fact, a state of this HMM. Members of each 

group are then modelled with an MC for wind prediction. 

In the following, the Markov chain and hidden Markov 

theorems are briefly explained.  

 

2. 1. 1. First Order Markov Chain            A sequence 

of random variables (time-series) {𝑀𝑡: 𝑡 ∈ N}  is an MC 

if for all 𝑡 ∈ N it satisfies the property 

𝑃𝑟(𝑀𝑡+1|𝑀𝑡 , … ,𝑀1) =  𝑃𝑟(𝑀𝑡+1|𝑀𝑡). It means that 

considering the history of the process up to time t is 

equivalent to considering the most recent value 𝑀𝑡.  
In a first-order k-state MC, the transition probability 

matrix 𝜞 has a size of k × k represented as Equation (1): 

𝜞 = [

𝛾1,1 𝛾1,2 … 𝛾1,𝑘
𝛾2,1 𝛾2,2 … 𝛾2,𝑘
⋮ ⋮ ⋮ ⋮
𝛾𝑘,1 𝛾𝑘,2 … 𝛾𝑘,𝑘

]    (1) 

where 𝛾𝑖,𝑗  represents the probability of transition from 

state i to state j. This probability is calculated as Equation 

(2): 

𝛾𝑖,𝑗 =
𝑛𝑖,𝑗

∑ 𝑛𝑖,𝑗𝑗
    (2) 

where 𝑛𝑖,𝑗 is the number of transitions from state i to state 

j in the whole time-series. Partitioning the whole range 

of wind speed to several equal or unequal levels gives the 

states of the representing MC of the system. A simple 

way is to take all partitions equal, except the last one, and 

to partition the whole range into some levels (here, for 

example, 6) as Equation (3):  

𝑣𝑡 =  𝑖     𝑖𝑓     5(𝑖 − 1) ≤ 𝑤𝑡 < 5𝑖  ,   𝑖 = 1, 2, 3, 4, 5 

𝑣𝑡 =  6     𝑖𝑓     5𝑖 ≤ 𝑤𝑡   ,      𝑖 = 6  
(3) 

where  𝑤𝑡   is  wind  speed  (m/s)  and  𝑣𝑡 is  the  quantized 

wind speed. Probabilistic wind speed prediction in the 

next step can be declared easily using Equation (4). 

𝑉1 = 𝑉0 . 𝜞   (4) 

where 𝑉0 is the initial condition vector, indicating the 

current wind state. For example, if six levels are 

considered for wind speed, the vector 𝑉0 = [ 0 1 0 0 0 0] 
shows that the system is currently in state 2. In this case, 

according to Equation (4), 𝑉1 shows the probability of 

each state in the next step. This method is only valid 

when the Markov process is not time-dependent (i.e. it is 

stationary). 

A common way to test the temporal stationary 

attribute of an MC of a time-series is dividing the time-

series into two or more parts and designing an MC for 

each part. The primary Markov chain is stationary if the 

transition probability matrices of each part’s MC 

are nearly equal. One way for evaluation of the temporal 

stationary conditions, parameter 𝛽 is defined by Equation 

(5) [9]. 

𝛽 = 2∑ ∑ 𝑛𝑖,𝑗(𝑡)ln (
𝛾𝑖,𝑗(𝑡)

𝛾𝑖,𝑗

𝑘
𝑖,𝑗

𝑇
1 ) ,     t =  1, 2, . . . , T (5) 

where T is the number of time intervals, k is the total 

number of states, and  𝑛𝑖,𝑗(𝑡) and 𝛾𝑖,𝑗(𝑡) are the numbers 

of occurrence and probability of transitions from state i 

to state j, respectively.  

Such an MC is stationary if 𝛽 has a 𝜒2 distribution 

with 𝑘(𝑘 − 1)(𝑇 − 1)  degrees of freedom. It is 

stationary in a 5% confidence interval if 𝛽 <
𝜒2 (5% , Degrees of Freedom). 
 

2. 1. 2. Hidden Markov Model          Hidden Markov 

model is a well-known model for univariate or multi-

variable  time  series  and  is  specially  used  for 

modelling discrete series such as group series or counting 

series. 

Hidden Markov Model {𝑋𝑡 ∶ 𝑡 ∈  ℕ } is a special 

kind of dependent mixed models. Considering 𝑴(𝑡) and 

𝑿(𝑡) as histories from 1 to t, this model is expressed as 

Equation (6). 

𝑃𝑟(𝑀𝑡|𝑴
(𝑡−1)) =  𝑃𝑟(𝑀𝑡|𝑀𝑡−1),  𝑡 = 2, 3, … 

𝑃𝑟(𝑋𝑡|𝑿
(𝑡−1), 𝑴(𝑡) ) =  𝑃𝑟(𝑋𝑡|𝑀𝑡),   𝑡 𝜖 𝑁  

(6) 

The model has two parts. One is ‘parameter 

process’ {𝑀𝑡 ∶ 𝑡 = 1,2, … } which is unobserved and 

satisfies Markov property. The other is ‘state-dependent 

process’ {𝑋𝑡 ∶ 𝑡 = 1,2, … }, where the distribution of 𝑋𝑡 
depends only on the current state 𝑀𝑡  and is not dependent 

on previous states or observations. {𝑋𝑡 } is an m-state 

HMM, if the Markov chain {𝑀𝑡} has m states. Whenever 

the model stays in one of these states, the distribution of 

the model will be its corresponding 𝑋𝑡; i.e., {𝑋𝑡 ∶ 𝑡 =
1,2, … }. This structure is expressed with the directional 

graph of Figure 1. 
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Figure 1. Directional graph of HMM model structure. In this 

model, the parameter process selects one of M1, M2, M3, M4 

and its corresponding distribution (X1, X2, X3, X4) is 

determined. 

 

 

Likelihood of an m states HMM (LT) for the data 

sequence (𝑥1, 𝑥2, … , 𝑥𝑇) with initial distribution 𝜶 and 

transition probability matrix 𝜞 , is expressed by Equation 

(7) where 𝑷(𝑥𝑇) is the probability of occurrence of 𝑥𝑇 

and 𝟏 is a row vector of ones. 

𝐿𝑇 = 𝜶𝑷(𝑥1)𝜞𝑷(𝑥2)𝜞𝑷(𝑥3)…  𝜞𝑷(𝑥𝑇)𝟏
′  (7) 

 

2. 1. 3. Multinomial-HMM            When the output of 

an experiment is binary (success or failure), the binomial 

model is used to calculate the probability of success in a 

certain number of experiments. Binomial probabilities 

are expressed by Equation (8). 

𝑝𝑖(𝑥𝑡) = (
𝑛𝑡
𝑥𝑡
) 𝜋𝑖

𝑥𝑡(1 − 𝜋𝑖)
𝑛𝑡−𝑥𝑡    (8) 

where 𝑥𝑡 is the number of successes, 𝑛𝑡 the number of 

experiments at time t and 𝜋𝑖 is the probability of success. 

For instance, if “Tails” is the success in tossing a coin, 

and in the first experiment there are five times toss with 

two “Tails” outcome, then 𝑛1=5 and 𝑥1=2.  

“Binomial-HMM” Model is a type of HMM in which 

the observed values {𝑥𝑡: 𝑡 = 1,… , 𝑇}, are the number of 

successes in 𝑛1, 𝑛2, … , 𝑛𝑇 independent Bernoulli 

experiments. A model with m states has m values for 

success probability 𝜋𝑖 (𝑖 indicates each of the states).  

A “multinomial-HMM” is the extended model of 

binomial-HMM. In this case, it is assumed that there are 

q possible outcomes in each experiment, where    𝑞 > 2.  

Therefore, the number of observed results is 𝑞 times the 

previous case and is: {𝑥𝑡𝑗: 𝑡 = 1,… , 𝑇; 𝑗 = 1,… , 𝑞} and 

𝑥𝑡1 + 𝑥𝑡2 +⋯+ 𝑥𝑡𝑞 = 𝑛𝑡 (𝑛𝑡 is the number of 

experiments at time t). For example, in a 6-state dice 

throw, if the dice is thrown seven times in the first 

experiment and the number “3” comes twice, then 𝑛1 =
7 and 𝑥13 = 2. The vector 𝑋𝑡, which contains all 

observations at time t, can be written as Equation (9). 

𝑋𝑡 = (𝑥𝑡1, 𝑥𝑡2, … , 𝑥𝑡𝑞)   (9) 

For an m-state “multinomial-HMM” model, there is a 

𝑚 ×𝑚 transition probability matrix Γ. Each of the m 

states is associated with a multinomial distribution, and 

each of these multinomial distributions has q unknown 

probabilities (emission), which for state i, denoted by 

𝜋𝑖1 , 𝜋𝑖2   … , 𝜋𝑖𝑞 . 

An important case of the multinomial–HMM is 

obtained by considering 𝑛𝑡   = 1 for all t. In this case, as 

∑ 𝑥𝑡𝑘 = 1
𝑞
𝑘=1 , in the vector 𝑋𝑡 with dimension 𝑞, one of 

the elements is “1”, and the rest is “0”. Considering: 

𝑋𝑡 = (0, . . . ,0 ⏟    
𝑗−1

, 1 , 0, . . . ,0 ⏟    
𝑞−𝑗

)  

Defining 𝛑(𝑗) = 𝑑𝑖𝑎𝑔(𝜋1𝑗  , … , 𝜋𝑚𝑗), the likelihood of 

observed groups 𝑗1 , 𝑗2 , … , 𝑗𝑇  at times 1, 2, … , 𝑇  is 

expressed as Equation (10) [18]. 

𝐿𝑇 = 𝜶𝛑(𝑗1)𝚪𝛑(𝑗2)𝚪…  𝛑(𝑗𝑇)𝟏
′   (10) 

 
2. 2. A Novel Method for Wind Forecasting             In 

this section, a novel wind speed forecasting method is 

presented based on a hierarchical Markov model. This is 

a two-layer model, in which the top layer is a 

Multinomial-HMM. In this layer, each state, representing 

a particular wind regime, is a firs-order MC for which 

each state represents a specific wind speed interval. 

Figure  2  shows  the  basic  structure  of  the  proposed 

model.  

The proposed method is suitable for very short-term 

wind forecasting (from a few seconds up to a few hours). 

Hourly forecasts of wind direction and speed are widely 

used for daily public planning. Meanwhile, shorter times 

are usually employed, for example, in wind turbine 

management to maximize the receivable power and 

prevent damage to equipment [19-21]. 

This kind of forecasting also is useful for aircraft 

landing and take-off processes. 

 

2. 2. 1. Method Implementation     The 

implementation of the proposed method, results in 

predicting probability values for wind speed, leading to 

improved results of the well-known first-order MC. 

Figure 3 illustrates the proposed method. The method 

includes the following three phases. 

• Phase A: HMM definition and parameter estimation 

• Phase B: Regime separation 

• Phase C: Online forecasting 

 

 

 
Figure 2. Structure of the proposed hierarchical Markov 

model 
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Each phase has some steps as the following: 

Phase A: 

a. In this step, wind speed and direction time series at a 

given interval is gathered and pre-processed to produce 

training data for estimating model parameters. Like other 

data-driven methods, the completeness and proper 

sequence of collected data must be checked. The purpose 

of this step is to ensure the validity of the wind time 

series. For better consistency, data series should be 

examined and, in case of missing, should be recovered 

based on an interpolation algorithm. When the wind 

speed is zero, the wind direction is assumed invalid and 

deleted from the data set. The observed wind direction 

data should be treated in a way that any single observed 

wind direction is coded from 1 to 16, depending on lying 

in one of the 16 conventional directions N, NNE, …, 

NNW. Thus, there are 16 possible outcomes for any 

single direction value i.e. 𝐷1, 𝐷2, … , 𝐷16 . 
b. In this step, the maximum likelihood problem for the 

“multinomial-HMM” model problem based on the well-

known Baum-welch algorithm on wind direction time 

series is solved such that to determine the model 

parameters to maximize Equation (10). These parameters 

are the transition probability matrix between m states 

(𝛤𝑚×𝑚) and the probability corresponding to each of 

𝐷1, 𝐷2, … , 𝐷16  in each state (emissions). Considering 

m=2, each direction 𝐷𝑗  is associated with two probability 

values: the probability of occurrence in state one 𝜋1𝑗 and 

the probability of occurrence in state two 𝜋2𝑗. 

Phase B: 

c. In this step, the wind time series is separated into two 

parts according to probability corresponding to each of 

16 directions. Any direction that is more likely to occur 

in the first state falls into the first part, and any direction 

that is more likely to occur in the second state falls into 

the second one. Equation (11) shows the procedure. 

𝑖𝑓     𝜋1𝑗 > 𝜋2𝑗    𝑡ℎ𝑒𝑛    

   𝐷𝑗 ∈ 𝑅1   

     𝑒𝑙𝑠𝑒     𝐷𝑗 ∈  𝑅2 ,  

  𝑖 = 1,… , 𝑞  

 (11) 

This is used to separate wind time series into two groups 

𝑅1  and 𝑅2 according to wind direction, which is named 

them as “wind regime” from now on. 

d. In this step, the transition probability matrix of the 

first-order MC is calculated . 
According to Equations (1) and (2) represent wind 

speed time series in each regime.   

Phase C: 

e. In this step, online wind speed and direction are 

measured, and the most probable regime is chosen 

according to the direction. 

f. In the last step, wind speed is predicted based on 

current wind speed and the first-order MC corresponding 

to the dominant regime and also considering transition 

probability between regimes. 

The above six steps can also be carried out for more 

numbers of regimes. 

 

2. 2. 2. Method Evaluation Approach            Generally, 

the most important criterion to evaluate Markov models 

is to compare the transition probability matrix obtained 

from the test data with the transient probability matrix 

obtained from the training data. The more the similarity 

between these two transition probability matrices is, the 

more successful the forecasting model will be. 

“Temporal Stationary” is one of the most practical 

comparison tools. 
 

 

 
 

 
Figure 3. Proposed Flowchart for Implementation of HMM 

Model, a. Flowchart Part I (Modeling), b. Flowchart Part II 

(Forecast) 
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Using the proposed method, the temporal stationary 

value for the whole model is calculated as follows. By 

choosing T=2, the Equation (5) is simplified as Equation 

(12), and the degree of freedom is equal to 𝑘(𝑘 − 1). 

𝛽 = 2∑ (𝑛𝑖,𝑗(1)𝑙𝑛 (
𝛾𝑖,𝑗(1)

𝛾𝑖,𝑗

𝑘
𝑖,𝑗 ) + 𝑛𝑖,𝑗(2)𝑙𝑛 (

𝛾𝑖,𝑗(2)

𝛾𝑖,𝑗
))  (12) 

As the wind time series has been partitioned into two 

regimes, according to step C of the proposed method, 

temporal stationary of each regime is calculated by 

Equation (12). The value of  𝛽𝐸𝑥𝑡𝑒𝑛𝑑𝑒𝑑  can then be 

computed from the expanding Equation (13). 

𝛽𝐸𝑥𝑡𝑒𝑛𝑑𝑒𝑑 =
𝑛(1)𝛽1+𝑛

(2)𝛽2

𝑛(1)+𝑛(2)
 ,   (13) 

where 𝛽1 and 𝛽2 are the temporal stationary values of the 

first and the second groups, respectively, and 𝑛(𝑟) is the 

number of the existing elements in regime 𝑟, 𝑟 = 1,2. 

To compare the performance of the proposed model 

against the first-order MC, it is necessary to calculate and 

compare their β values for wind time-series data. The 

smaller value indicates a better (near to reality) forecast. 

To calculate the temporal stationary index of first-

order MC for two-time series {𝑀1, 𝑀2, … ,𝑀𝑛} and 

{𝑁1, 𝑁2, … , 𝑁𝑛},  it is enough to find 𝛾𝑖,𝑗(1)   for the first 

time-series and 𝛾𝑖,𝑗(2) for the second time-series 

according to  Equation (2).  The 𝛾𝑖,𝑗 is then calculated 

according to Equation (2) for the time-series 

{𝑀1, 𝑀2, … ,𝑀𝑛 , 𝑁1, 𝑁2, … , 𝑁𝑛}. Now the value of 𝛽 can 

be calculated cording to Equation  (12). To calculate 

temporal stationary of the proposed method, each of the 

time-series {𝑀1, 𝑀2, … ,𝑀𝑛}  and  {𝑁1, 𝑁2, … , 𝑁𝑛}  should 

be split into groups according to the defined HMM 

regiems. Group one of the first time-series and group one 

of  the second time-series are used to calculate 𝛽1and 

send groups of them are used to calculate 𝛽2. Then having 

the number of elements each group, it is easy to calculate 

the temporal stationary of the proposed method by 

Equation (12). 

 

2. 3. Implementation of The Proposed Forecasting 
Method          In this section, the proposed method is 

implemented and examined by real wind time series. The 

results are compared to the first-order MC. It is assumed 

that the inner layer of each regime is a first-order MC. 

The states are defined as described in Equation (3).  

 

2. 3. 1. Field Data            The measured values of wind 

speed and direction near the runway 29 of Imam 

Khomeini International Airport (IKIA) were taken as test 

data. Direction and speed of wind in this site are 

measured and saved every 30 seconds by an anemometer 

that is installed at the top of a 10 meters length mast. The 

installed anemometer is of WMT700 type with a 

measuring range of 0.01 to 75 m/s and accuracy of ±0.1 

m/s or 2 % of reading, whichever is greater. Ultrasonic 

sensors provide reliable data due to their extremely low 

measuring threshold, good stability, accuracy and their 

ability to operate in harsh and cold climates [22]. 

The mast is placed at coordinates 35° 24' 54"  N, 51° 

9' 46" E close to the runway as shown in Figure 4. 

Statistical data for four years (2013 to 2016) was 

gathered. It was seen that the ratio of missing data to all 

data is less than 0.1% in the entire collection period in 

our data set. The collected data are used by the proposed 

method, and the results are gathered to study. Previous 

studies on the wind in Tehran was carried out based on a 

3-hour period measured long-term wind speed data of 

meteorological station in Mehrabad airport in Tehran [2]. 

An Alternative data source would be remote sensing 

systems that gather the data remotely over a wide area as 

reported in literature [23, 24] for precipitation. 

 

2. 3. 2. Parameters Estimation          The two-state 

HMM is fed with eight sets of monthly test data (The 

wind speed of March and July of the year 2013 to the year 

2016). Eight  sets of parameters are presented in in Tables 

1 and 2, which correspond to the eight sets of these 

monthly data. 

Table 1 shows that the transition probability matrices 

for the same month of different years are more similar 

than the values of the other months. 

From Table 2, it is observed that 16 probabilities 

associated with each state in March 2013 (𝝅𝟏𝒋 and  𝝅𝟐𝒋)  

are almost similar to other March months, while they 

differ from values of July months. Also, those values are 

approximately similar in all July months. 

 

 

 
Figure 4. Position of runway anemometer of IKIA 

 

 

TABLE 1. Transition probability matrix for each of eight data 

sets (March and July of four consecutive years from 2013 to 

2016). 

 July March 

2013 𝚪 = [
0.9935 0.0065
0.0085 0.9915

] 𝚪 = [
0.9883 0.0117
0.0281 0.9719

] 

2014 𝚪 = [
0.9950 0.0044
0.0055 0.9945

] 𝚪 = [
0.9844 0.0156
0.0291 0.9709

] 

2015 𝚪 = [
0.9930 0.0070
0.0095 0.9905

] 𝚪 = [
0.9896 0.0104
0.0217 0.9783

] 

2016 𝚪 = [
0.9941 0.0059
0.0066 0.9934

] 𝚪 = [
0.9861 0.0139
0.0202 0.9798

] 
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TABLE 2. 16 probabilities associated with each state in two 

groups of identical months in four consecutive years. All of the 

probabilities multiplied by 1000. 

 
March 

2013 

March 

2014 

March 

2015 

March 

2016 

Direction 𝝅𝟏𝒋 𝝅𝟐𝒋 𝝅𝟏𝒋 𝝅𝟐𝒋 𝝅𝟏𝒋 𝝅𝟐𝒋 𝝅𝟏𝒋 𝝅𝟐𝒋 

1 N 0 40 0 64 0 79 0 59 

2 NNE 0 36 0 66 39 6 50 16 

3 NE 0 14 0 64 58 0 60 10 

4 ENE 21 88 1 58 36 0 34 0 

5 E 48 3 48 3 51 0 40 0 

6 ESE 127 0 117 0 100 0 109 0 

7 SE 81 0 91 0 82 0 73 0 

8 SSE 30 0 40 0 35 0 37 0 

9 S 29 0 29 0 22 0 20 0 

10 SSW 36 0 26 0 17 0 21 0 

11 SW 30 0 33 0 21 0 17 0 

12 WSW 93 0 113 0 68 0 78 0 

13 W 219 0 216 0 207 0 195 0 

14 WN 284 68 280 48 257 101 247 121 

15 NW 2 594 6 544 1 647 3 677 

16 NNW 0 166 0 162 0 165 0 155 

 
July 

2013 
July 

2014 
July 

2015 
July 

2016 

Direction 𝝅𝟏𝒋 𝝅𝟐𝒋 𝝅𝟏𝒋 𝝅𝟐𝒋 𝝅𝟏𝒋 𝝅𝟐𝒋 𝝅𝟏𝒋 𝝅𝟐𝒋 

1 N 1 93 0 62 3 77 5 73 

2 NNE 3 31 2 62 74 4 2 28 

3 NE 50 2 53 5 98 0 48 0 

4 ENE 61 0 62 0 85 0 55 0 

5 E 177 0 200 0 155 0 165 0 

6 ESE 395 0 464 0 329 0 380 0 

7 SE 170 0 161 0 153 0 168 0 

8 SSE 65 0 33 0 51 0 81 0 

9 S 53 0 13 0 32 0 76 0 

10 SSW 12 2 10 2 16 2 11 2 

11 SW 13 19 1 10 4 14 9 24 

12 WSW 0 19 0 15 0 24 0 14 

13 W 0 38 0 28 0 74 0 54 

14 WN 0 186 0 206 0 191 0 201 

15 NW 0 480 0 492 0 470 0 480 

16 NNW 0 129 0 117 0 143 0 123 

 

 

In Table 2, the probability values are shown by factor 

× 1000 for readability. For instance, in the first row, the 

numbers 0 and 40 in columns “March 2013” show that 

the north wind has a probability of 0  in regime 1 (i.e., in 

regime 1 northern wind does not exist) and 0.04 in regime 

2. It can be concluded that every northern wind belongs 

to regime 2. 

The results of Table 2 also are presented in Figures 5 

and 6 in a bar graph form. As expected, the probability 

values for the same two months are not quite the same. 

But they are much closer than two months apart. 

 

2. 3. 3. Regime Separation             Using Equation (11), 

in March 2013, directions 1, 2, 3, 4, 15 and 16 are 

assigned to regime 2. The remaining directions are 

assigned to regime one as Equation (14). 

𝑅1 = {5,6,7,8,9,10,11,12,13,14} ,  
𝑅2 = {1,2,3,4,15,16} ,  

(14) 

The sets 𝑅1 and 𝑅2 are used to separate March 2013 wind 

speed time series into two groups according to the 

corresponding direction. A first-order MC now can be 

used to forecast wind speed in each of the two separated 

groups. The transition between pre-quantized levels of 

wind speed is now modelled as a first-order MC. 

Moreover, the transition probability matrix for each 

group (Γ1 and Γ2) is calculated as Equation (2). These 

matrices will be used later for wind forecasting. 

 

2. 3. 4. Online Forecasting              Now, as the wind 

time series of March 2013 has been used for parameter 

estimation, wind forecasting for March is feasible. 

 

 

 

 
Figure 5. 16 probabilities associated with each state in 

regime 1 and regime 2 in July 2014 and July 2015 



N. Chiniforoush and G. Latif Shabgahi / IJE TRANSACTIONS B: Applications   Vol. 34, No. 02, (February 2021)   414-426                421 

 

 

 

 

 
Since sets 𝑅1 and 𝑅2

2 will be the 

dominant regime. In this case, for the next sample,  𝑅2 

will remain dominant with probability 𝛾22 =0.97 and 

dominant regime will be changed from 𝑅2 to 𝑅1 with 

probability 𝛾21 =0.03 according to Table 1. 

As described in the previous section, Γ1 is the 

transition probability matrix of the first-order MC of 

wind speed in regime 1. Regarding Equation (15), if  𝑅1 

is dominant regime in current and next steps,   𝑉𝑡 × Γ1 is 

vector of probabilistic wind forecasting in the next step, 

when 𝑉𝑡 representing the vector of current wind speed. 

Considering the possibility of transitions between 

regimes, the forecasting of wind speed in the next step 

would be as Equation (15), 

{
𝑖𝑓 𝑑𝑡 ∈  𝑅1      𝑽𝒕+𝟏 = 𝛾11 . 𝑽𝒕 × 𝚪𝟏 + 𝛾12 . 𝑽𝒕 × 𝚪𝟐

𝑖𝑓 𝑑𝑡 ∈  𝑅2      𝑽𝒕+𝟏 =  𝛾21 . 𝑽𝒕 × 𝚪𝟏 + 𝛾22 . 𝑽𝒕 × 𝚪𝟐

  (15) 

where 𝛾𝑖𝑗  , 𝑖, 𝑗 = 1,2 are the elements of regime transition 

probability matrix and 𝑑𝑡 is the measured current wind 

direction. 𝑉𝑡 is the current vector of wind speed; for 

example, it is  [0 1 0 0 0 0] if there are six quantized 

levels for wind, and if the wind speed yields currently in 

the second level. 𝑉𝑡+1 denotes the forecasting vector of 

the wind speed distribution in the next time step. Finally, 

Γ𝑖  , 𝑖 = 1,2 are wind speed transition probability matrices 

in regimes 1 and 2.  

showing 𝑉𝑡+1 as 𝑉𝑡+1
1  when 𝑑𝑡 ∈  𝑅1 and as 𝑉𝑡+1

2  when 

𝑑𝑡 ∈  𝑅2 , then Equation (16) will be obtained. 

  [
𝑽𝒕+𝟏
𝟏

−− −
𝑽𝒕+𝟏
𝟐

]   =  [
𝛾11 𝛾12
𝛾21 𝛾22

] . [
𝑽𝒕 . 𝚪𝟏
− − −
𝑽𝒕 . 𝚪𝟐

]   

=  𝜸  . [
𝑽𝒕 𝟎
𝟎 𝑽𝒕

] . [
𝚪𝟏
𝚪𝟐
]  

 (16) 

where 𝜸  is a   2 × 2 matrix whose elements are 𝛾11 to 𝛾22. 

Equation (16) can be expanded for more number of 

regimes as Equation 17). 

[
 
 
 
𝑽𝒕+𝟏
𝟏

𝑽𝒕+𝟏
𝟐

⋮
𝑽𝒕+𝟏
𝒎 ]
 
 
 

= 𝜸 . 𝒅𝒊𝒂𝒈(𝑽𝒕). [

𝚪𝟏
𝚪𝟐
⋮
𝚪𝒎

]  (17) 

where 𝜸  is an   𝑚 ×𝑚 transition probability matrix of 

HMM states, 𝒅𝒊𝒂𝒈(𝑽𝒕) is a diagonal matrix whose 

elements of its main diagonal are 𝑽𝒕, and  𝚪𝒊, 𝑖 = 1, . . , 𝑚 

is the transition probability matrix of the first-order MC 

of wind speed for each separated group. Figure 7 shows 

the overall process, which is a two-layer Markov model . 

 

 

3. RESULTS 
 

The proposed method has the following two advantages 

compared with the first-order MC. 

• Temporal stationary improvement. 

• Regimes identification 

 

3. 1. Temporal Stationary Improvement        The 

First-order MC is the base of several extended methods 

that have been introduced by researchers for wind 

forecasting [9]. Extensions generally have been 

presented in the form of adding inner layers in the form 

of MC, ARMA, or semi-Markov process to the main MC  

[6, 10, 14]. In all of these works, a first-order MC in 

conjunction  with  some auxiliary process was utilized to 

 

 

 
Figure 7. Schematic of the proposed model. The upper layer 

is a two-state HMM. The lower layer is an n-state MC 

Figure 6. 16 probabilities associated with each state in 

regime 1 and regime 2 in March 2014 and March 2015 

 are known in Equation (14), it is 

easy to find the current dominant regime as long as the 

wind direction can be measured online. For example, the 

wind direction of 93° is coded as 4 (as yields in the 4th 

zone of 16 conventional directions). So 𝑅
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develop a more accurate method for modelling wind 

speed time-series. The proposed method in this article 

presents a new method for using wind direction time-

series as extra information to enrich the MCs for 

modelling the wind speed time-series. In other words, the 

proposed method can be used as the base method instead 

of first-order MC in all of the presented complex methods 

as listed above.  

To evaluate the efficiency of the proposed method, 

the results of the proposed method are compared with the 

results of the first-order MC, which introduced by 

Shamshad et al. [9] using real data. 

The wind data of four consecutive years at IKIA  wind 

station are processed using the first-order MC, and the 

temporal stationary index of two similar months is 

obtained in two consecutive and non-consecutive years. 

The results are presented in Table 3. Same processing 

was carried out using the proposed method with two, 

three and four regimes. The results are presented in 

Tables A1, A2 and A3 of the appendix as well as Figure 

8. Obtaining temporal stationary index, for two similar 

months of two years as mentioned before, means using 

the one month as the training data and the other one as 

the testing data.  

Comparing the results shows that the proposed 

method improves the temporal stationary index in most 

cases. For example, the first number on the top left of  
Table 3 (i.e., 144), shows that the temporal stationary 

value is 144 for January 2013 and January 2014 when the 

first-order MC is used. Meanwhile, it is 97.1 when the 

proposed method is used with two states (m=2), 

according to Table A1 of the appendix. According to 

Tables A2 and A3 of the appendix, the temporal 

stationary value is 81.97 when m=3 and 74.81 when 

m=4.  

 

 
TABLE 3. Temporal stationary values of the first-order 

MC for two identical months of two different years. 

Month/Year 13-14 13-15 13-16 14-15 14-16 15-16 

1 144 187 215 199 363 78 

2 152 61 95 209 149 75 

3 83 87 147 57 170 115 

4 48 91 99 99 147 126 

5 243 259 99 126 165 194 

6 107 143 187 80 61 90 

7 107 381 65 323 223 278 

8 245 231 883 196 728 467 

9 40 245 157 212 131 241 

10 168 143 88 34 203 125 

11 126 184 215 65 246 177 

12 5 124 155 135 171 42 

Inspecting the results show the proposed method 

improves temporal stationary value in about 70% of cases 

when m=2, 80% of cases when m=3 and 85% of cases 

when m=4 against the first-order MC. 

Figure 8 shows the summarized results of the 

comparison of Table 3 and Tables A1 to A3 of the 

appendix. Percentage of improvement of the proposed 

method with the different number of regimes is shown in 

Figure 8. It is seen that the proposed method gives better 

temporal stationary index at least in 50% of cases in some 

months, while 100% improvement is not entirely rare. 

Improvement is better for larger values of m. However, 

increasing the number of states increases the 

computational cost. The computational cost of 

implementation of HMM has a proportional relation to 

the computational cost of the calculation of likelihood, as 

presented in Equation (7). The calculation of likelihood 

needs 𝑇𝑚2 operations, where T is the number of elements 

of time-series of observation, and m is the number of 

regimes. As the T is constant, the computational cost ratio 

of m regime separation to first-order MC ( m=1) is 𝑚2. 

Figure 9 shows the percentage of improvement vs 

computational cost when the number of regimes 

increases  to  4.  It  shows  that  increasing  the  number 

of   regimes   improves   the   results   and   increase   the 

 

 

 
Figure 8. Percentage of improvement by the proposed 

method with 2, 3 and 4 regimes against first-order MC in 

different months. 

 

 

 
Figure 9. Improvement percentage vs ratio of the 

computational cost when the number of regimes increases 
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computational cost. Figure 9 shows that investing 

computational power four times more, with respect to the 

first-order MC results in the improvement percentage of 

70% for 6×12=72 times of model rum. Improvement 

percentage for investing nine times (when m=3) and 

sixteen times(when m=4) more computational power 

with respect to the first-order MC are also shown in 

Figure 9. It is clear that increasing computational power 

doesn’t offer the main changes in improvement 

percentage for a higher value of m. Figure 9 also shows 

that the effect of increasing the value of m from 2 to 3 in 

winter is much more than the summer   
 

3. 2. Regimes Identification        To see how this 

approach works for regime identification, the wind speed 

in March 2014 is forecasted a) with the first-order MC 

(results showed in Figure 10) and b) with the proposed 

method with m=2 (results showed in Figure 11 and 

Figure 12). 
 

 

 
Figure 10. Results of wind speed forecasting based on the 

first-order MC. From left to right and then top to bottom, 

respectively, the graphs correspond to the current wind 

speed level of 1 to 6. 
 

 

 
Figure 11. Results of wind speed forecasting based on the 

proposed method, when regime 1 is dominant. From left to 

right and then top to bottom, respectively, the graphs 

correspond to the current wind speed level of 1 to 6. 

 
Figure 12. Results of wind speed forecasting based on the 

proposed method, when regime 2 is dominant. From left to 

right and then top to bottom, respectively, the graphs 

correspond to the current wind speed level of 1 to 6. 
 

 

To define states of the first-order MC (Equation (3)), 

the wind speed is quantized into six levels, each taken as 

a Markov state. Each of the six graphs in Figure 10 shows 

the probability of wind level in the next step. The top-left 

graph in this figure shows this probability when the 

current level of wind is 1; the middle top graph shows 

that value when the current level of wind is 2, and so on. 

The same order (from left to right and then from top to 

bottom) was considered for Figures 11 and 12. In Figures 

11 and 12, it is assumed that the dominant regime is 

currently 1 and 2, respectively . 

This example shows that by applying the proposed 

model, the single probability distribution of Figure 10 is 

separated into two probability distributions, as shown in 

Figures 11 and  12. Now, the dominant regime can be 

determined by online measuring of wind direction from 

which the relevant probability distribution is selected 

(Figures 11 or 12). This separation increases the 

concentration of the predictive distributions. For 

example, Figure 12 shows that levels 4 and 5 of wind 

speed have zero occurrence probability in regime 2, while 

the occurrence probability for these two levels of wind 

speed is not zero in regime 1 (Figure 11). Also, it is seen 

that level 3 of wind speed in regime one will remain 

unchanged or goes to level 4 of wind speed (Figure 11), 

while in regime two it will remain unchanged or goes to 

level 2 (Figure 11). This kind of distinction is one of the 

advantages of the proposed method  . 

According to long-term observations, there are two 

dominant wind directions at the IKIA weather station. 

One direction is from mountain-to-plain at night, which 

flows from the northern elevations of Tehran to the desert 

in the direction from 270 to 360°. The other is desert wind 

toward the mountain, in the opposite direction from about 

90 to 180°. 

This phenomena matches with the output of the 

proposed  method  and is well visible in the results of the 
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separation of dual regimes performed for all months over 

the four years. In winter, when large-scale phenomena 

are mainly active, in addition to the two aforementioned 

wind directions due to local conditions, there is one more 

dominant wind direction from the south-west. This 

causes to have better results in three regimes separation 

in winter times against summer times. 

 
 

4. CONCLUSIONS  
 

This  article  presented  a  model  for  wind  speed 

forecasting based on the classification of a wind data set 

into some groups (regimes). Each regime has specific 

statistical behaviour. Actually, the model has two 

cascade layers, so it is called “Hierarchical Markov 

Model”. The first layer of the model detects and separates 

wind regimes as heterogenic groups of wind data by 

using wind direction data, based on  HMM, and the 

second layer forecasts the wind speed under this regime 

using MC. 

The model was implemented and tested with four 

years historical data belong to IKIA, and its results 

compared with those of a first-order MC-based method. 

For this comparison, two indices: temporal stationary and 

Probability Distribution Function (PDF) shape of the 

wind speed forecast, were used. The comparison results 

showed that the proposed method improves temporal 

stationary index (improves prediction accuracy) against 

the first-order MC in at least 70% of cases. Moreover, 

wind regimes identified by the proposed method match 

the long-term observations of local experts. Indeed, our 

method gives a PDF which is sharper than the one 

obtained with the first order MC for forecasted wind 

speeds; means that more precise prediction.  

The proposed method can be used as a suitable tool 

for very short-term wind forecasting in aircraft landing 

and takeoff process, planning of wind power plants, and 

so on. The main restriction of the proposed method is its 

incapability to forecast rare events such as strong wind 

which doesn’t have enough frequency to affect the 

element of MCs. It would be an area of future research to 

deploy the remote sensing instruments to capture the rare 

extreme events before the entrance to the target zone and 

enrich the forecasts. 
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6. APPENDIX 
 
The wind data of four consecutive years at IKIA wind 

station  are processed using the proposed method and the  

temporal  stationary  index of two similar months is 

obtained in two consecutive and non-consecutive years. 

The results are presented in Tables A1, A2 and A3.  

 

 
TABLE A1. Temporal stationary values of the proposed 

method for two identical months of two different years. m=2 

Month/Year 13-14 13-15 13-16 14-15 14-16 15-16 

1 97.17 124.8 129.6 113.4 179.4 76.96 

2 129.5 71.22 91.37 159.4 156.1 78.91 

3 77.7 111.9 117.9 84.2 146.1 81.99 

4 64.37 93.85 114.6 79.54 97.44 110.6 

5 175.1 207.1 102.1 99.8 115.3 147.1 

6 124.4 145.5 173.8 84.6 79.97 87.26 

7 59.01 232.5 109 244.3 133.5 163.3 

8 201.1 166 430.9 242.9 412.7 208.4 

9 55.25 189.6 132.1 176.5 142.6 115.1 

10 163.9 120.2 75.27 95.96 205 119.4 

11 111.5 134.6 125.4 62.05 187.6 145.5 

12 2.5 134 126.4 145.1 138.9 79 

 

 

 

In Tables A1-A3, white cells show the cases for 

which, the proposed method improves the temporal 

stationary against first-order Markov chain (Table 3). 

Gray cells indicate the cases with no change, and dashed 

cells show the cases for which the proposed method 

worsens the temporal stationary compared to the first-

order MC. 

 
 
TABLE A2. Temporal stationary values of the proposed 

method for two identical months of two different years. m=3 

Month/Year 13-14 13-15 13-16 14-15 14-16 15-16 

1 81.77 128.1 122.1 107.7 175.5 75.08 

2 109.1 62.73 93.84 132.1 129.4 98.67 

3 63.83 78.59 108.5 82.07 117.9 82.58 

4 69.87 94.3 103.5 70.71 99.06 91.28 

5 132.1 166.8 93.57 89.65 80.78 134.6 

6 120.5 133.9 153.9 91.22 83.38 82.49 

7 62.79 207.8 102.1 218.4 129.8 153.7 

8 185.5 150.5 378.7 196.4 344.9 181.5 

9 51.82 216.7 111.1 166.5 113.8 143.7 

10 116.3 102.9 59.96 71.76 131.8 88.49 

11 75.91 82.19 101.4 51.27 135 102.8 

12 1.898 114.1 90.36 121.6 99.11 68.33 

 

 
TABLE A3. Temporal stationary values of the proposed 

method for two identical months of two different years. m=4 

Month/Year 13-14 13-15 13-16 14-15 14-16 15-16 

1 74.81 117.4 111.2 104.8 162.4 64.98 

2 105.1 63.59 88.04 146.9 93.13 91.34 

3 58.62 73.22 108 88.61 120.5 79.89 

4 57.73 91.25 98.27 69.53 95.82 84.92 

5 130.6 168.1 83.21 86.35 71.63 122.3 

6 97.03 96.97 109.7 82.47 74.77 69.94 

7 61.7 214.3 108 205.1 122.1 146.9 

8 178 136.9 342.5 178.2 286.7 173.1 

9 60.38 124.1 94.48 134.6 104.8 129.5 

10 116.5 99.36 60.72 77.21 140 88.74 

11 70.52 78.95 99.69 49.77 127.3 97.08 

12 1.839 111.6 82.42 118.9 90.87 68.06 
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Persian Abstract 

 چکیده 
های سری زمانی باد ارائه  های موجود در داده( که به خوبی شناخته شده است، برای آشکارسازی ناهمگونیHMMاین مقاله روشی جدید را با استفاده از مدل پنهان مارکوف )

ها، یک زنجیره مارکوف کند. در داخل هر گروه از دادهبندی میمعرف یک رژیم باد هستند طبقههایی که هر کدام  ه، سری زمانی باد را به گروHMMدهد. در روش ارائه شده،  می

کند. مدل معرفی شده در این مقاله مدل سلسله مراتبی مارکوف  بینی نهایی سرعت باد را تولید میها پیششود و ترکیب خروجی همه رژیمبینی باد استفاده میمرتبه اول برای پیش

کند و لایه دوم سرعت باد را با استفاده از زنجیره  های ناهمگون در داده جهت باد جداسازی میهای باد را به عنوان گروه، رژیمHMMشود. لایه اول با استفاده از  نامیده می

با مقایسه مقدار ایستایی زمانی با زنجیره مارکوف مرتبه اول  شود و موثر بودن آن  سازی و آزموده میکند. روش پیشنهادی با استفاده از داده واقعی پیادهبینی میمارکوف پیش

بینی تابع درصد موارد دارند. علاوه بر آن، مدل پیشنهادی پیش 70بینی سرعت باد توسط مدل پیشنهادی در بیش از یافتنی بودن بهبود پیششود. نتایج نشان از دستسنجیده می

 تر است.بینی دقیق دهد که به معنای پیشارائه می توزیع احتمال سرعت باد را تیزتر و متمرکزتر 
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A B S T R A C T  

 

Human action recognition has undoubtedly been under research for a long time. The reason being its 

vast applications such as visual surveillance, security, video retrieval, human interaction with 
machine/robot in the entertainment sector, content-based video compression, and many more. Multiple 

cameras are used to overcome human action recognition challenges such as occlusion and variation in 

viewpoint. The use of multiple cameras overloads the system with a large amount of data, thus a good 
recognition rate is achieved with cost (in terms of both computation and data) as the overhead. In this 

research, we propose a methodology to improve the action recognition rate by using a single camera 

from multiple camera environments. We applied a modified bag-of-visual-words based action 
recognition method with the Radial Basis Function-Support Vector Machine (RBF-SVM) as a classifier. 

Our experiment on a standard and publicly available dataset with multiple cameras shows an improved 

recognition rate compared to other state-of-the-art methods.  

doi: 10. 5829/ije.2021.34.02b.14 
 

 
1. INTRODUCTION1 
 
The development of technology has made the camera a 

very easily available gadget, to the point that almost 

everybody these days uses a digital camera for capturing 

pictures or recording videos on a daily basis. In 

profession video recording for film production many 

cameras are in use simultaneously. The director of the 

film decides which camera has captured the best scene 

for a particular moment. But it is not always possible for 

a human administrator to be present for making such 

decisions. Thus, an automated machine that can decide 

which camera has produced the best scene can be 

valuable. The best information depends on the best view 

which in turn depends on several points. A view from one 

angle for a particular action may not be a good view from 

another angle for that same action. Thus the analysis of 

the video is required to select the best camera for the 

particular action. With the advent of technology and the 

rising number of videos, analyzing a video for the 

purpose of action recognition has gained tremendous 

importance in the field of computer vision. Action 

 

*Corresponding Author Email: pranoti.sk@gmail.com 
(P. S. Kavimandan) 

recognition is quite helpful especially in fields such as 

surveillance, security, robotics, etc. It also plays a vital 

role in intelligent systems. The aim here is to identify the 

category of actions performed in the video from the 

viewpoint of a selected camera. 

In this work, we propose a methodology to recognize 

human actions performed by an actor by selecting a 

prominent camera in the multi-camera scenario. This 

technique helps to avoid the data processing captured by 

all the cameras. We rely here on the principle that 

different cameras capture different views, all of which are 

not good enough to recognize the action. Thus, we 

develop a score for each of the cameras based on two 

factors: limb visibility and limb movement. Depending 

on the score, one of the cameras is chosen as the 

‘prominent camera and selected for further processing. 

To testify the methodology, standard databases such as 

IXMAS [23] are used. The structure of the remaining 

paper is as follows: literature survey is discussed in 

Section 2; Section 3 explains the methodology in detail; 

in Section 4 results are discussed; followed by a 

conclusion and future work in Section 5.  
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2. RELATED WORKS 

 
Action recognition from multiple views has been broadly 

studied in two approaches, the 2D approach and the 3D 

approach. 2D approaches deal with methods that use data 

from multiple cameras captured independently; whereas 

3D approaches deal with multiple cameras that have been 

set up at a fixed location [1]. 2D approaches can be 

divided into two categories. First, the view independent 

category where data from all cameras is captured 

independently. And then either action is represented with 

view-invariant features [2-5] or several classifiers are 

fused for classification [6]. In Yilmaz and Shah [2], a 

moving camera is used for capturing data. Thus along 

with humans, the camera trajectory is also moving. 

Authors proposed the geometry of dynamic scenes to 

recognize human action in a number of challenging 

sequences. Ashraf et al. [3] have used the notion of 

projective depth to implement the view-invariant action 

recognition method. Projective depth is unaffected by the 

camera’s orientation and thus has been used to recognize 

similar actions. In Junejo et al. [4], self similarity 

descriptors are used since, according to the authors, they 

are very stable and do not require a correlation between 

multiple views. A novel action descriptor is constructed 

using a temporal Laplacian Eigen map that converts 

view-dependent videos to a stylistic invariant embedded 

manifold for every single view in Lewandowski et al. [5]. 

Ahmad and Lee [6] proposed a novel method to 

recognize human action from a random view by 

combining features from silhouettes and optical flow. 

Other approaches used universal classifiers to 

recognize actions from the data received from each 

camera [7-10]. A novel algorithm based kernelized 

structural SVM is used as a classifier to recognize human 

action from a random view in Wu and Jia [7]. Zhu et al. 

[8] proposed a novel multi-sensor fusion method and the 

universal classifier random forest is used for action 

recognition. Action videos are represented as prototypes 

of human body postures using self-organizing maps that 

are spatially related in Iosifidis et al. [9]. Subsequently, 

action classification is done using multi-layer 

perceptrons in a Neural Network. Wang et al. [10] used 

cross-view action recognition with a K-NN-like 

classifier. Local features extracted from the input video 

form a bag of word using k-means clustering. The action 

is recognised bases on the transfer probability between 

visual words. 

3D approaches usually combine all the visual 

information (2D human poses) gathered from each 

camera to represent it in the form of features that are 

eventually used for action recognition. Thus actions are 

represented as consecutive 2D human poses. Volumetric 

data helps to generate a system that is robust as proposed 

by Pierobon et al. [11]. It also helps to overcome the 

problem of self-occlusion that is obvious in the multi-

camera environment. They have used only posture 

dependent characteristics as descriptors. Weinland et al. 

[12] have introduced Motion History Volumes (MHV) as 

a descriptor that is viewpoint independent. They used 

Fourier transforms in cylindrical co-ordinates around a 

vertical axis to align and compare their results. Another 

representation such as spherical harmonics has been used 

as a descriptor by Kazhdan et al. [13]  with the purpose 

of avoiding calculations for the optimal alignment which 

are unfeasible. Their descriptor is rotation invariant. 

Gkalelis et al. [14] have used fuzzy vector quantization 

(FVQ) and linear discriminant analysis (LDA) to model 

and recognize different human movements. They have 

exploited rich data in multi-view videos and have used 

Discrete Fourier Transform (DFT), since it is circular and 

shift-invariant, to solve correspondence issues between 

training and testing samples. Holte et al. [15] took 

advantage of intensity and depth maps both captured by 

SwissRanger SR4000 camera. According to them this 

combination and the use of Motion Context (HMC) as an 

action descriptor improved the detection quality. Holte et 

al. [16] again used HMC along with 3D Motion Context 

(3D-MC) as the motion descriptor. Few authors, Feizi 

[17] and Sezavar et al. [18] have implemented 

Convolution Neural Network (CNN) for their 

methodologies, but Support Vector Machine (SVM) 

seems to be the better choice since the main focus is to 

reduce the computation time and cost [19]. Approaches 

based on 3D methods are found to be superior to 

approach based on 2D methods concerning recognition 

accuracy [20]. To deal with the important challenges in 

human action recognition such as variation in viewpoint 

and occlusion, the basic solution is to use multiple 

cameras, and thus literature concerning multiple cameras 

has been studied. But multiple camera usage hampers the 

complexity and running time of the system. To deal with 

it, in this research paper, we propose a human recognition 

technique to chose a prominent camera from the multi 

camera environment. We propose to gather initial data 

from multiple cameras but to process the data only from 

a prominent camera. 
 

 

3. METHODOLOGY 
 

Figure 1 shows the block diagram of the proposed 

methodology.   The video along with the action expected 

 

 

 
Figure 1. Flowchart of the proposed methodology 
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to be recognized is given as input. From the action, video 

silhouettes are extracted from all of the available 

cameras. Based on extracted silhouettes, information 

regarding limb visibility and movements can be 

discovered. We later calculate two scores namely, 

temporal score and spatial score for each camera. Based 

on the combination of these scores,  a total score for each 

camera is calculated. The camera with the highest score 

is chosen as the most prominent camera, and the feature 

vector is represented for that prominent camera.  These 

feature vectors act as input to the RBF-SVM classifier to 

recognize human action. 

 
3. 1. Silhouettes Extraction              The initial step in 

the methodology is silhouette extraction. This step 

requires background subtraction. Background 

subtraction has its own set of challenges such as 

variations in lighting, noise, etc. In the proposed 

methodology, the background has been modeled using a 

very popular technique known as the Gaussian Mixture 

Model (GMM) [21] since it is considered to be the most 

trustworthy background estimation method. This GMM 

technique is an adaptive mixture model that helps to deal 

with the problem of lighting variations, motion 

repetition, etc. 

 
3. 2. Selection of a Prominent Camera               To 

select a prominent camera, first of all, a score for each 

camera is developed for every camera on two factors. 

One is the limb movement and the other is limb visibility. 

We rely on the fact that when limb movement is 

significant, we can say that the silhouettes in the video 

will also move significantly. Thus a good motion of limbs 

indicates that the camera capturing it has a good chance 

of recognizing the action successfully and in lesser time. 

Lesser time here implies that the data from the camera 

other than the prominent camera need not be processed. 

A camera will develop a good score if it captures 

significant limb movement. This is called a score for 

temporal measure (Ct). Since we are interested in the limb 

movements, we picked out cameras which views show 

significant variations in movement, be it anywhere in the 

camera view. To calculate the limb movement, we need 

to develop the Motion Energy Image (MEI) [22]. MEI is 

found out using the following Equation (1): 

𝑀𝐸𝐼(𝑥, 𝑦) =  ⋃ 𝐵(𝑥, 𝑦, 𝑡)𝜏−1
𝑡=0   (1) 

where, B(x, y, t) is a sequence of a binary images that 

highlights the area where motion has occurred. Let the 

most prevalent frame concerning the number of pixels be 

denoted by 𝐵𝑚𝑎𝑥(𝑥, 𝑦), thus we define the confidence 

score of the camera for temporal measure Ct by the 

following Equation (2): 

𝐶𝑡 = 1 −  
∑ 𝐵𝑚𝑎𝑥(𝑥,𝑦)𝑥,𝑦

∑ 𝑀𝐸𝐼(𝑥,𝑦)𝑥,𝑦
   (2) 

The other fact that we rely on is that when limb 

visibility is good, the silhouettes tend to generate a 

concave profile. To find out the concavity of the shape, 

we define a spatial measure called a confidence score for 

the spatial measure 𝐶𝑠as given in Equation (3): 

𝐶𝑠 = 1 −
𝑉𝑜𝑙𝑠𝑡

𝑉𝑜𝑙𝑐ℎ
  (3) 

where 𝑉𝑜𝑙𝑠𝑡  is the Spatio-temporal volume and 𝑉𝑜𝑙𝑐ℎ is 

the convex hull. Both  𝐶𝑡  and 𝐶𝑠scores are delimited by 

1, to always keep them positive. Both of these confidence 

scores for each camera are multiplied to calculate 

Confidence Score for a camera (Cc). Thus Confidence 

Score for a camera (Cc) is a combination of the 

Confidence score for temporal measure (Ct) and the 

Confidence score for spatial measure (Cs) as shown in 

Equation (4): 

𝐶𝑐 = 𝐶𝑡. 𝐶𝑠  (4) 

Thus we get the final score of each camera. Based on this 

score, the camera with the highest score will be chosen 

as the 'prominent camera' and feature vectors from that 

particular camera are processed further rather than 

processing data from all cameras. To recognize an action, 

we are using the modified bag-of-visual-words method 

described in literature [23]. 

 

3. 3. Feature Vector Representation and 
Classification               Bag-of-visual-words methods are 

popular but these methods fail to preserve the 

information related to the geometry of the structure. Thus 

the method described in literature [23] is used to 

overcome this drawback. According to this method, a 

Harris 3D detector has been used to extract 

spatiotemporal points of interest.  

The Histogram of Oriented Gradients (HOG) and 

Histogram of Optical Flow (HOF) descriptors are used to 

express interest points. Thus a bag-of-visual-word is 

created using these spatiotemporal interest points for 

representing an action and the contribution of cluster 

points is calculated. Depending on the difference among 

them the contextual distance among the points of a cluster 

is determined. Directed graphs are then created which are 

described by Laplacian. A Radial Basis Function Support 

Vector Machine (RBF-SVM) is fed with the feature 

vector corresponding to those Laplacians for action 

recognition.  

 

 

4. RESULT DISCUSSION 
 

The dataset used for validation is IXMAS [24]. It consists 

data of 11 actions performed by 5 male and 5 female 

actors from five static cameras. Figure 2(a-e) shows 

frames from the IXMAS dataset, and the actor here, 

namely ‘Daniel’, is acting a 'kick'. In Figure 3(a-e) the 

same actor is acting a 'punch'. Frames of all five cameras 
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have been shown for both of the actions, kick and punch 

in the figures. Figure 4(a-d) shows the result of the 

computation of temporal and spatial confidence scores 𝐶𝑡 

 and 𝐶𝑠 for different cameras. Table 1 shows temporal 

and spatial scores 𝐶𝑡  and 𝐶𝑠 calculated for all the five 

cameras, Camera 0-Camera 4 of the IXMAS dataset for 

 

 

     
(a) Camera 0 (b) Camera 1 (c) Camera 2 (d) Camera 3 (e) Camera 4 

Figure 2. (a-e) Frames from IXMAS dataset with actor Daniel acting ‘kick’ in all 5 cameras 

 

 

     
(a) Camera 0 (b) Camera 1 (c) Camera 2 (d) Camera 3 (e) Camera 4 

Figure 3. (a-e) Frames from IXMAS dataset with actor Daniel acting ‘punch’ in all 5 cameras, (a) 𝐶𝑡 = 0.62, (b) 𝐶𝑡 = 0.48, (c) 

𝐶𝑠 = 0.58, (d) 𝐶𝑠 = 0.50 

 
 

    
(a) (b) (c) (d) 

Figure 4. Figure showing scores for different cameras; (a) 𝐶𝑡 score for Daniel’s kick action in Camera 0 (Figure 2 a); (b) 𝐶𝑡 score 

for Daniel’s kick action in Camera 2 (Figure 2 c); (c) 𝐶𝑠 score for Daniel’s punch action in Camera 0 (Figure 3 a); (d) 𝐶𝑠 score for 

Daniel’s punch action in Camera 3 (Figure 3 d) 

 

 
TABLE 1. Temporal and spatial scores 𝐶𝑡 and 𝐶𝑠 and the final confidence score 𝐶𝑐 calculated for all 5 cameras Camera 0-Camera 4 

of IXMAS dataset. Prominent camera’s Confidence score 𝐶𝑐 is highlighted. 

Action 
Camera 0 Camera 1 Camera 2 Camera 3 Camera 4 

Ct Cs Cc Ct Cs Cc Ct Cs Cc Ct Cs Cc Ct Cs Cc 

Check watch 0.38 0.22 0.083 0.55 0.42 0.231 0.49 0.50 0.245 0.60 0.45 0.270 0.29 0.45 0.130 

Cross arms 0.30 0.27 0.081 0.50 0.53 0.265 0.54 0.55 0.297 0.59 0.50 0.295 0.42 0.66 0.277 

Scratch head 0.33 0.40 0.132 0.52 0.32 0.166 0.56 0.51 0.285 0.55 0.61 0.335 0.45 0.45 0.202 

Sit down 0.54 0.52 0.280 0.53 0.56 0.296 0.52 0.58 0.301 0.56 0.60 0.336 0.32 0.28 0.089 

Get up 0.28 0.35 0.098 0.52 0.55 0.286 0.50 0.52 0.260 0.51 0.49 0.249 0.49 0.52 0.254 

Turn Around 0.34 0.47 0.159 0.36 0.45 0.162 0.45 0.57 0.256 0.52 0.59 0.306 0.27 0.31 0.083 

Walk 0.53 0.50 0.265 0.55 0.49 0.269 0.53 0.49 0.259 0.56 0.50 0.280 0.30 0.42 0.126 

Wave 0.50 0.58 0.290 0.45 0.59 0.265 0.42 0.54 0.226 0.60 0.58 0.348 0.49 0.60 0.294 

Punch 0.55 0.58 0.319 0.58 0.61 0.353 0.45 0.48 0.216 0.49 0.50 0.245 0.52 0.60 0.312 

Kick 0.62 0.58 0.359 0.60 0.58 0.348 0.48 0.50 0.240 0.52 0.45 0.234 0.49 0.54 0.264 
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10 actions such as checking the watch, crossing arms, 

scratching head, sitting down, getting up, turning around, 

walking, waving, punching and kicking. Prominent 

camera’s confidence score 𝐶𝑐 is highlighted. Figure 5 

shows the graphical results for 𝐶𝑡, 𝐶𝑠, and 𝐶𝑐 of all the 

five  cameras  for  10  actions  in  the  IXMAS  dataset.  

It  can   be  noted  from  the  graph  that  no  single   camera 

can  be  labeled  as  a  prominent  camera.  It  depends  on 

the  action  to  be  recognized  as  in  which  camera  would 

be  the  prominent  camera.  Table  2  shows  the 

comparison    of the   proposed   method   with    the   other 

methods.  As  can  be   seen  from  the  table,  Camera 0 

gives   a   good  accuracy  of  90.8%  while  recognizing 

the  action  ‘Kick’.  Camera  1 is good for actions ‘Get 

up’  and  ‘Punch’  whereas  Camera  2  for  ‘Cross  arms’ 

with  an  accuracy  of  90.6%  and 92.4% respectively. 

For  all  other  actions,  Camera  3 gives a worthy 

accuracy  of  91.2%.  Thus, we can also observe that if 

the prominent camera is chosen for action recognition, 

significant  computation can be avoided by not 

processing the data from cameras other than the 

prominent camera. 
 

 

 
Figure 5. Shows the graphical results for confidence score 𝐶𝑐 of all the five cameras for 10 actions in the IXMAS dataset 

 

 

TABLE 2. Comparison of Proposed Method with other methods 

Method 
Accuracy (in Percentage) 

Camera 0 Camera 1 Camera 2 Camera 3 Camera 4 

Junejo I. et al. [4] 74.8 74.5 74.8 70.6 61.2 

Wu, X. et al. [7] 86.5 83.8 86.1 84.5 87.4 

Wang J. et al. [10] 88.4 85.3 88.3 86.5 87.2 

Proposed Method 90.8 (Kick) 
90.6 

(Get Up, Punch) 

92.4 

(Cross Arms) 

91.2 

(All other actions) 
90.6 

 

 
5. CONCLUSION AND FUTURE WORK 
 

In this paper, we have worked on the methodology of 

recognizing an action in an environment with multiple 

cameras. When multiple cameras are considered, along 

with their advantages comes the major disadvantage of 

computing time and cost because of the large amount of 

data. In our proposed methodology we have used the 

single camera with the most significant information for 

action recognition. We have given a score to each camera 

and based on this score the camera with the most 

significant information is chosen. As shown in Table 1, 

the prominent camera has been highlighted in yellow. 

The prominent camera may differ depending on the 

action, for example, the prominent camera in case of the 

action ‘Checking watch’ is Camera number 3 whereas, 

for the action ‘Kich’ it is Camera number 0. Thus, we 

processed the data from only a prominent camera among 

all the cameras to reduce the processing time and cost. In 

the future, we can fuse information from more than one 

prominent camera to further improve the recognition rate.  
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Persian Abstract 

 چکیده 
  ربات /    نیماش  با  انسان  تعامل  دئو،یو  یابیباز  ت،یامن  ،یبصر  نظارت   مانند  آن  گسترده  یکاربردها  آن،  لیدل.  است  بوده  قیتحق  تحت  که  مدتهاست  شک  بدون  انسان  عمل  صیتشخ

  دگاه ید  در  ریی تغ   و  انسداد  مانند  انسان  عملکرد  صیتشخ  یهاچالش  بر  غلبه  یبرا  نیدورب  ن یچند  از.  است  گرید  موارد  و  محتوا  بر  ی مبتن  لمیف  یسازفشرده  ،یسرگرم  بخش  در

 سربار   عنوان  به(  داده  و  محاسبه  نظر)از   نهیهز  با  یخوب  شناخت  زانیم  نیبنابرا  کند،یم   بار  حد  از  شیب  داده  یادیز  مقدار  با  را  ستمی س  نیدورب  نیچند  از  استفاده.  شودیم  استفاده

 اصلاح   روش   کی  ما .  میکنیم   شنهادیپ  نی دورب  طی مح  نیچند  از   منفرد   ن یدورب  ک ی  از  استفاده   با   عملکرد  صیتشخ زانیم  بهبود  یبرا روش  ک ی  ما  ق،ی تحق  ن یا  در.  شودیم  حاصل

  مجموعه   کی  یرو  بر  ما   شیآزما.  میکرد  اعمال  یبندطبقه  عنوان  به  را  RBF-SVM))   یشعاع-یبانیپشت  عملکرد  بردار  نیماش  با  شده  اصلاح   یریتصو  کلمات   بر  یمبتن  عمل  شده

 .دهدیم نشان را  شرفتهیپ یهاروش ری سا با سهیمقا در  بهتر صیتشخ زانیم ،نیدورب  نیچند با عموم دسترس در و استاندارد داده
 

https://doi.org/10.2312/SGP%2FSGP03%2F156-165
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A B S T R A C T  
 

 

In this paper, an enhanced self-checking carry select adder (CSeA) architecture is introduced. However, 
we first show that the carry select adder design presented by akbar and lee does not have the self-checking 

property in all of its parts in spite of the stated claim. Then, we present a corrected design with the self-

checking property that requires more overheads. In addition, we reveal some mistakes in reporting the 
transistor count of the proposed design in the literature in different sizes, and correct them which again 

leads to more transistor count and overhead. At the end, due to the fact that the performance of a CSeA 

depends on its grouping structure, the area overheads of different CSeAs including the corrected designs 
and the best of previous self-checking designs will be evaluated with respect to the same-size and 

different-size grouping structures. These evaluations show the comparison of different CSeAs, more 

appropriate compared to the previous evaluations. 

doi: 10.5829/ije. 2021.34.02b.15 
 

 
1. INTRODUCTION1 
 
Current technologies used for manufacturing digital 

processing units are highly susceptible to environmental 

effects which may lead to improper operation of a 

processing unit because of a fault or error. Therefore, 

handling the erroneous situations in the form of 

fault/error detection or correction is highly required. 

Among the processing units, the adders are very 

important due to their usage as one of the main functions. 

Thus, there exist various reported designs to address error 

detection in the adders such as those reported in literature 

[1-5] in addition to the multipliers [6,7] even in the 

reversible logic domain. The carry select adder (CSeA) 

is one of the fast adders utilized in the processing 

systems. Many researches have been conducted in recent 

years to reduce the cost and enhance the performance and 

reliability of the CSeAs [1, 5, 8-10]. The self-checking 

CSeA design is discussed in the researches of Akbar and 

Lee [1, 8]. However, Valinataj  et al. proposed a method 

to achieve multiple fault/error detection is proposed for 

the CSeAs [5]. Moreover, some improvements in delay, 

 
*Corresponding Author Email: m.valinataj@nit.ac.ir (M. Valinataj) 

energy or power and the silicon area were reported in 

literature [9,10].  

The CSeA proposed by Akbar and Lee [1] is the best 

design with respect to the area overhead among its 

previous CSeA designs that attempt to achieve the self-

checking property. However, this design is not entirely 

self-checking because a fault on some parts can result in 

an erroneous output without any detection. The concept 

of self-checking is related to the fault detection, and 

includes fault-secure and self-testing characteristics. A 

design with these characteristics is called totally self-

checking [11]. A circuit is said fault-secure if it remains 

unaffected by a fault or it indicates a fault once as soon 

as it occurs [11]. However, a circuit is said self-testing if 

it is guaranteed that for each modelled fault there is at 

least one input vector, occurring during the normal 

operation of the circuit that detects it [12]. In summary, a 

single fault will be detected in a self-checking design if it 

shows a wrong result. The CSeA operation of Akbar and 

Lee [1] is correct at the absence of faults. However, if a 

fault occurs and produces a wrong result, the error 

detection probability is not 100%. Thus, in this paper, the 

self-checking property of the CSeA presented by Akbar 
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and Lee [1] is attained by adding some gates. In addition, 

the mistakes regarding transistor count will be removed 

that were caused by the incorrect assumptions of the 

required transistors for some gates and modules. 

The speed of the CSeA is because of the parallel 

additions and also its grouping structure. Many of the 

existing CSeAs in literature [13-15] incorporate the 

square-root (SQRT) architecture to have a lower delay. 

This architecture utilizes a different-size grouping. 

However, the same-size groups can be utilized as well, to 

consume lower area or transistor count. The basic CSeA 

with either the SQRT grouping or the same-size grouping 

includes two ripple carry adders (RCA) in parallel in each 

group. However, the binary to excess-1 convertor (BEC) 

was used by Ramkumar and Kittur [13] instead of the 

second RCA in each group, which leads to lower area and 

power consumption but more delay. In this paper, the 

corrected self-checking CSeA based on the design in 

literature [1] is also investigated with respect to different 

grouping structures as the existing design lacks this 

evaluation. 

 

 

2. INVESTIGATION OF the CSeA proposed by 
Akbar and Lee  
 

Akbar and Lee [1] designed a single-group or single-

stage of CSeA with different sizes with the aim of being 

low-cost and self-checking. This design can be used in 

real CSeAs with a specific grouping structure. The 

foundation of this CSeA is the BEC-based CSeA design 

proposed in literature [13] in which the RCA with the 

input carry equal to '1' is replaced by the BEC circuit for 

lowering the required area and power consumption. 

Therefore, this design is naturally more cost effective 

than the predecessor self-checking CSeA in literature 

[8,16] which are based on the basic CSeA design. In the 

design of Akbar and Lee [1], the self-checking property 

of the CSeA is obtained utilizing the self-checking 

modules. This CSeA is stated below. 

 
2. 1. Self-checking Full Adder            There exist 

various full adder (FA) designs in the literature such as 

[17, 18]. However, the concept of self-checking FA was 

initially introduced by Akbar and Lee [1], and later was 

used in other researches [3, 5]. This concept is based on 

the fact that when all three inputs of a FA, i.e. two input 

operands A and B and input carry Cin, are equal, then, 

the output sum (Sum) and output carry (Cout) will be 

equal, as well. On the other hand, these outputs will not 

be equal if all of the three inputs are not equal. This 

property can be used for designing a self-checking FA if 

a tester circuit called the equivalence tester (Eqt) and the 

error detection logic are appended to the FA, as shown in 

Figure 1. In the following, Equations (1) and (2) describe 

the operation of FA according to Figure 2a, and 

Equations (3) and (4) show the Boolean operation of 

equivalence tester and error detection logic shown in 

Figure 1, respectively. 

𝑆𝑢𝑚 = 𝐴⨁𝐵⨁𝐶𝑖𝑛  (1) 

𝐶𝑜𝑢𝑡 = 𝐴. 𝐵 + 𝐶𝑖𝑛. (𝐴 + 𝐵)  (2) 

𝐸𝑞𝑡 = 𝐴.𝐵. 𝐶𝑖𝑛 + �̅�. �̅�. 𝐶𝑖𝑛̅̅ ̅̅
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

  (3) 

𝐸𝑓 = 𝑆𝑢𝑚⨀𝐶𝑜𝑢𝑡⨀𝐸𝑞𝑡  (4) 

In the equations above, the symbols ⨁ and ⨀ depict 

XOR and XNOR operations, respectively. Based on 

Equation (3), the equivalence tester checks the inputs, 

and Eqt will become '0' if the equivalence of the inputs is 

verified; otherwise, it will become '1'. Then, the error 

function (Ef) is computed in Equation (4) using two 

XNOR operations. This equation sets Ef to '1' if a single 

fault has been detected based on the values of two outputs 

and Eqt. Otherwise, the FA is fault-free or more than a 
 

 

 
Figure 1. Proposed self-checking full adder in [1] 

 

 

 
(a) 

 
(b) 

Figure 2. The full adder (a) without logic sharing used in 

[1], and (b) with logic sharing 
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single fault exist (which is not important because a self-

checking design only guarantees single fault detection). 

It is worth mentioning that Equations (1) and (2) describe 

a FA without logic sharing between the outputs Sum and 

Cout as shown in Figure 2a. The usage of a FA without 

logic sharing is required to attain the self-checking 

property. In fact, a common logic between the outputs 

prevents to detect a single fault occurring in the common 

logic since it affects both outputs Sum and Cout, and 

destroys the self-checking property. The FA shown in 

Figure 2b uses a shared logic between the outputs and can 

be used for the low-cost adders. 

 

2. 2. Entirely Self-checking Problem       The two-bit 

single-group CSeA proposed by Akbar and Lee [1] is 

depicted in Figure 3. This design can be extended to 

larger groups by replicating the middle part (the logic for 

Sum bit 1) as many as required. In this CSeA, a NOT 

gate, some AND and XOR gates are used based on the 

BEC circuit which is utilized instead of the RCA with the 

input carry equal to '1'. The existing FAs constitute the 

RCA with the input carry equal to '0', and 2-to-1 

multiplexers (MUX) operate in parallel to produce sum 

bits and the final Cout of the group based on the value of 

the input carry (Cin). 
The CSeA shown in Figure 3 uses the self-checking 

FAs and thus any single fault in each self-checking FA 

will be detected by an Ef signal if it produces a wrong 

result. In [1] for making the entire CSeA a self-checking 

design, the pass-transistor-based XOR-XNOR gate from 

the literature [19] with the self-checking property is 

utilized instead of the XOR gates shown in Figure 3. This 

self-checking XOR-XNOR gate is shown in Figure 4. As 

shown in this figure, two inputs a and b with their 

complements enter the gate and the results of XOR and 

XNOR operations are produced. If a fault occurs inside 

this gate, the outputs will be the same instead of being the 

complement of each other and thus the fault can be 

detected. In addition, in [1] instead of the ordinary 2-to-

1 MUX, the self-checking 2-to-1 MUX proposed in 

literature [16] is utilized. As shown by Vasudevan at al. 

[16], this 2-to-1 MUX produces two one-bit outputs that 

are complement of each other. Similar to the self-

checking XOR-XNOR gate, if a fault occurs inside this 

MUX, the outputs will not be the complement of each 

other and the fault can be detected. It should be noted that 

the second outputs of self-checking XOR gates and 

multiplexers are not shown in Figure 3. 

The main problem of the design shown in Figure 3 is 

that the NOT and AND gates are not self-checking and 

thus destroy the overall self-checking property. The 

output of these gates enters a self-checking MUX or XOR 

gate. However, due to the fact that these self-checking 

modules can help to detect only the internal faults, their 

outputs cannot assist to show an erroneous input. In fact, 

there is not any control on the inputs of these modules. 

For example, if a fault on the AND gate shown in Figure 

3 causes its output to toggle, the output of the XOR gate 

in the MOFC part will definitely change, and this error 

can propagate to the output carry of the group. A similar 

case exists for the NOT gate in the first bit position of the 

adder that can make Sum bit 0 erroneously.  
 

2. 3. Transistor Count Problem       There exist some 

mistakes in the work of Akbar and Lee [1] regarding 

transistor count of some gates and modules based on the 

CMOS implementation as follows: 

The first mistake is that the authors used the transistor 

count of FA presented by Vasudevan et al. [16] as the 

number of required transistors for their FA. However, the 

transistor implementation of the FA by Vasudevan et al. 

shows that it is a type of FA with logic sharing, and thus 

cannot be used inside a self-checking FA. Therefore, 

according to Figure 2a that shows the FA without logic 

sharing requires an extra OR gate compared to Figure 2b, 

the real transistor count for the FA part of the self-

checking FA presented Akbar and Lee [1] will be more. 

To obtain the transistor count of a FA shown in Figure 

2a, different approaches can be used. The gate level 

implementation of carry generation logic requires 18 

transistors, after adding 20 transistors for the two CMOS 

XNOR gates based on [16], the summation of 38 

transistors is achieved. It should be noted that this is  
 
 

 
Figure 3. The 2-bit CSeA proposed in [1] as the self-

checking design 

 

 
Figure 4. Self-checking XOR-XNOR gate proposed in [19] 
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based on the fact that the two XOR gates of Figure 2a can 

be replaced by two XNOR gates without altering the 

Sum. In another calculation, the FA without logic sharing 

has an extra OR gate compared to the FA with logic 

sharing. Thus, it requires 28 transistors based on [16] plus 

6 transistors for the OR gate which leads to 34 transistors. 

Besides, if we use the 6-transistor CMOS XOR gate 

(such as the one discussed by Fathi et al. [20]) that does 

not lead to any voltage loss in the output, the minimum 

number of transistors require for the FA without logic 

sharing will be 18+2×6=30 in which 18 is for the carry 

generation logic and the other term is for two XOR gates. 

Therefore, the FA without logic sharing will have at least 

two more transistors than those stated Akbar and Lee [1]. 

The second mistake is that the mentioned number of 

transistors for the equivalence tester module is 12. 

However, according to Equation (3), this module cannot 

be implemented with less than 18 transistors because it 

includes six PMOS transistors, six NMOS transistors and 

three NOT gates according to the basic CMOS 

implementation depicted in Figure 5.  

The third mistake is that the authors assumed four 

transistors for each self-checking XOR which is based on 

the self-checking XOR-XNOR gate proposed in 

literature [19]. However, Figure 4 shows that this gate 

requires eight transistors due to the fact that the inverted 

inputs should also be produced before entering the gate 

and these inverted inputs do not exist beforehand in the 

circuit.  

The fourth mistake, as a minor mistake, is that the 

authors did not account the transistors of the NOT gate in 

the first bit position. It is obtained based on the transistor 

count calculation presented in Table 4 from the literature 

[1].  

Table 1 shows the reported number of transistors in 

[1] and the corrected transistor counts for the related 

gates and modules. In this table, transistor count of the 

self-checking FA is computed based on its components 
 
 

 
Figure 5. Transistor-level CMOS implementation of 

Equation (3) as Eqt signal 

 

TABLE 1. Transistor count correction of different modules in 

CSeA  

Module 
No. of transistors 

reported in [1] 

Corrected No. 

of transistors 

FA 28 30 

Equivalence tester (Eqt) 12 18 

Self-checking FA 48 56 

Self-checking XOR from 

[19] 
4 8 

Module for final Cout 

(MOFC) 
16 20 

 

 

including a FA, the equivalence tester and two XNOR 

gates for the error detection logic in which a four-

transistor implementation is assumed for the XNOR gate. 

In addition, MOFC includes an XOR and a 2-to-1 MUX 

based on Figure 3, and will have 20 transistors since the 

self-checking MUX presented by Vasudevan et al. [16] 

includes 12 transistors and the self-checking XOR 

requires eight transistors. 

 

2. 4. The Need for Two-pair Two-rail Checkers       
As stated by Akbar and Lee [1], the proposed CSeA could 

remove a tree of two-pair two-rail checkers needed to 

compare the outputs of each two FAs of the ith location 

in the two RCAs of the self-checking CSeA proposed by 

Vasudevan et al. [16]. However, two complement outputs 

of each self-checking MUX in [1] were left intact similar 

to that of the design in [16]. In addition, the complement 

outputs of the self-checking XOR-XNOR gates used by 

Akbar and Lee [1] were left intact, as well. Despite the 

fact that each of these self-checking components 

produces two identical outputs when a fault internally 

occurs, there should be another circuit that produces a 

general error signal by investigating all existing output 

pairs. The best way for this integration is the use of two-

pair two-rail checkers similar to the ones used Vasudevan 

et al. [16]. Therefore, for two output pairs of two 

multiplexers a two-pair two-rail checker is required that 

is implemented by eight transistors according to the 

literature [21]. Similarly, two output pairs of two self-

checking XOR-XNOR gates require a two-pair two-rail 

checker. Two-pair two-rail checkers can be arranged in 

the tree structure, a tree for self-checking multiplexers 

and a tree for self-checking XOR-XNOR gates. An m-bit 

self-checking CSeA requires (m–1) two-pair two-rail 

checkers for each tree. Thus, the CSeA proposed by 

Akbar and Lee [1] requires around 15% to 20% more 

transistors for handling all of the complement outputs. 
 

 

3. THE PROPOSED SELF-CHECKING CSeA 
 

Based on the entirely self-checking problem described 

earlier, the corrected self-checking CSeA with the 
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general size of n bits is proposed according to Figure 6. 

Based on this figure, a small redundant logic is utilized 

for each non-self-checking gate (NOT or AND) in each 

bit position. It should be noted that the proposed 

corrected self-checking CSeA is an n-bit single-stage or 

single-group CSeA which can be used to construct larger 

CSeAs with the same-size or different-size groups. 

In a self-checking design, a single fault is detected 

if it can change the output. Thus, to make entirely self-

checking the first bit position of the CSeA depicted in 

Figure 6, a fault on the NOT gate must be detected as well 

as a fault inside the self-checking FA or MUX. This can 

simply be performed using an ordinary XNOR gate 

comparing S0
0 and S0

1 since these signals should be the 

complement of each other. To make entirely self-

checking the bit positions from the second to the last, the 

same logic is used in these bit positions to cover the 

probable faultiness of the AND gates. In fact, in each bit 

position the complemented output of the AND gate is 

generated by a NAND gate, and then an ordinary XNOR 

gate compares these outputs. If these two outputs are the 

same, the output of the XNOR gate will be set to '1' 

indicating a fault inside the AND or NAND gate behind 

it. It is worth mentioning that the XNOR gates used for 

the comparisons to have the self-checking property is not 

required; because a fault on an XNOR gate will set its 

output to '1' remembering that a single fault is guaranteed 

in a self-checking design. The new error signals E0 to E(n-

1) shown in Figure 6 can enter an OR gate together with 

the Ef signals to produce the overall error detection 

signal. 

The following theorem can be used to prove the self-

checking property of the corrected CSeA shown in Figure 

6: 

Theorem 1. A logic fault occurred inside the CSeA 

shown in Figure 6 will be detected if it makes an internal 

or external error. Thus, this CSeA has the self-checking 

property. 

Proof. The internal components of the CSeA shown in 

Figure 6 can be divided in three parts, the self-checking 

FAs, multiplexers, and the simple gates. As shown in 

Section 2.1, a single fault inside a self-checking FA will 

be detected if it affects one of its components including 

the internal FA, the equivalence tester logic or one of the 

XNOR gates producing the error signal Ef. In addition, 

all the multiplexers and XOR gates shown in Figure 6 are 

the self-checking designs according to Section 2.2, and 

each of them generates two complement outputs. 

Therefore, these complement outputs can be checked to 

detect probable internal errors. The remaining gates are a 

NOT and an XNOR in the first bit position, and three 

gates including AND, NAND and XNOR in the other bit 

positions. In the first bit position, an internal error in the 

NOT or XNOR will set E0 to '1'. In the other bit positions 

(i from 1 to n–1), an internal error in the AND, NAND or 

XNOR will definitely set Ei to '1' since the outputs of 

AND and NAND gates must be the complement of each 

other. It is worth mentioning that most of internal errors 

lead to a wrong result (erroneous Sum or Cout). However, 

some internal errors such as the output of a faulty NAND 

gate do not lead to a wrong result although they activate 

an error signal.  

Based on Theorem 1, the detection of a single logic 

fault is guaranteed. However, many multiple-fault 

situations can be detected in this CSeA because of the 

existence of many internal error indicators.  

It should be noted that the delay of the proposed 

single-stage self-checking CSeA shown in Figure 6 is the 

same as that of the CSeA based on Figure 3 with the same 

size. In fact, the new gates and also all the error indicating 

signals are outside of the critical path.  
 
 

4. EXPERIMENTAL RESULTS AND EVALUATIONS 
 

In this section, at first, the effect of corrected transistor 

count on the CSeA design of Akbar and Lee [1] is 

evaluated along with the area overhead of the proposed 

corrected self-checking CSeA. Then, the effect of 

different grouping structures is evaluated when multi-

group CSeAs with different sizes are constructed based 

on the corrected self-checking CSeA, the CSeA design of  

 
 

 
Figure 6. The proposed n-bit self-checking CSeA 
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Akbar and Lee [1] after transistor count correction, and 

the best of previous self-checking designs. As mentioned 

before, this investigation has not been performed by 

Akbar and Lee [1] and only single-group CSeAs have 

been evaluated. 
 

4. 1. Area Estimation               Transistor count has been 

used for the area estimation of the similar designs in 

literature [1,8,16]. Thus, in this paper this parameter is 

used for the comparisons. In addition to the corrected 

number of transistors presented in Table 1, we should 

know the transistor count of the remaining gates or 

components according to Table 2. In this table, similar to 

the work of Akbar and Lee [1], we assume four 

transistors for XNOR based on one of its CMOS 

implementations. 

Based on Figure 3 and Tables 1 and 2, the first bit 

position of the CSeA in the literature [1] with corrected 

transistor count requires 70 transistors as it includes a 

self-checking FA, a self-checking MUX, and a NOT 

gate. But the other bit positions require 82 transistors. 

Moreover, based on Figure 6, the proposed corrected 

self-checking CSeA requires four and eight more 

transistors compared to that of the CSeA in [1], for the 

first and the remaining bit positions, respectively, 

because of the extra gates. Thus, the following equations 

can be used to compute the transistor count of each n-bit 

group in the CSeAs: 

T.C. of n-bit group after transistor count correction 

= T.C. of 1st bit position + (n–1) × T.C. of other bit 

positions+ T.C. of MOFC 

= 70+82(n–1)+20 = 82n+8 

(5) 

T.C. of n-bit group in the corrected self-checking 

CSeA 

= 74+90(n–1)+20 = 90n+4 

(6) 

where T.C. stands for transistor count. 

Table 3 depicts the number of transistors required 

for the implementation of CSeAs in addition to their 

overheads. The transistor overheads are obtained 

compared to the basic non-self-checking CSeA. It should 

be noted that all CSeAs in this table are single-stage or 

single-group which can be used to construct larger 

adders. In addition, for simplicity, extra two-pair two-rail 

checkers have not been accounted in the corrected 

results. As stated in Section 2.4, these checkers lead to 

more transistor count. For more illustration, Figure 7 

shows the area overheads in percent based on transistor 

count for the initial CSeA in [1] and its corrected versions 

compared to the basic non-self-checking CSeA. As 

perceived from this figure, the real overheads are much 

more than the ones reported by Akbar and Lee [1]. 

 

4. 2. Effect of Grouping Structures       If a CSeA is 

utilized as the adder part of a processing core, it is used 

in a multi-group structure. Thus, as none of the grouping 

structures has been investigated by Akbar and Lee [1], in 

this section, the area overheads are evaluated with respect 

to different grouping structures. 

 

4. 2. 1. SQRT Grouping       This structure utilizes a 

different-size grouping in such a way that it leads to the 

minimum delay. In fact, in a SQRT grouping, the group 

sizes are determined in such a way that the delay required 

for the preparation of two sum bits in a group to be almost 

the same as the delay for the input carry arrived from the 

previous group. A basic 16-bit CSeA with the SQRT 

grouping is shown in Figure 8. Based on this figure, the  
 

 

TABLE 2. Transistor count of the other utilized gates or 

modules in the self-checking CSeA 

Module No. of transistors 

NOT 2 

2- input NAND 4 

2- input AND 6 

XNOR 4 

Self-checking MUX from [16] 12 

 

 
 

TABLE 3. Comparison of single-group CSeAs based on transistor count 

Adder size 

(bit) 

Non-self-

checking CSeA 
CSeA in [1] with mistakes 

CSeA in [1] after transistor 

count correction 

Proposed corrected self-

checking CSeA (Figure 6) 

Transistor count 

[16] 

Transistor 

count [1] 

Transistor 

overhead [1] 

Transistor 

count 

Transistor 

overhead 

Transistor 

count 

Transistor 

overhead 

4 284 286 2 336 52 364 80 

6 420 426 6 500 80 544 124 

8 556 566 10 664 108 724 168 

16 1100 1126 26 1320 220 1444 344 

32 2188 2246 58 2632 444 2884 696 

64 4364 4486 122 5256 892 5764 1400 



439                       M. Valinataj / IJE TRANSACTIONS B: Applications  Vol. 34, No. 02, (February 2021)   433-442                                           

 

 
Figure 7. Transistor count overheads of the initial and 

corrected single-group CSeAs 
 

 

16-bit SQRT CSeA consists of a single 2-bit RCA in the 

least significant bits and the groups with the sizes of 2, 3, 

4 and 5 bits, respectively. The best SQRT grouping for 

the 8-bit CSeA includes a single 2-bit RCA in the least 

significant bits, and two groups with the sizes of 2 and 4 

bits, respectively. For the 32-bit SQRT CSeA after the 

first 2-bit RCA, the groups with the sizes of 2, 3, 4, 6, 7 

and 8 bits lead to the minimum delay, and for the 64-bit 

SQRT CSeA after the first 2-bit RCA, the groups with 

the sizes of 2, 3, 4, 6, 7, 8, 9, 11 and 12 bits are the best  

sizes [15,22]. 

Here, to achieve more real results compared to Section 

4.1, a comparison is performed for the SQRT CSeAs 

between the basic or non-self-checking CSeA, the CSeA 

in [1] after transistor count correction, the corrected self-

checking CSeA in this paper based on [1], and the self-

checking CSeA in [8] as the best of predecessor self-

checking designs. It should be noted that the design 

described in [8] is the corrected version of the CSeA 

design proposed Vasudevan et al. [16]. Thus, the design 

in [8] has been used for comparisons. 

Figure 8 also shows the critical path for delay. The 

SQRT grouping reduces the delay compared to the same-

size grouping by trying to make identical the delay of the 

multiplexers chain on the shown critical path and the 

delay of the RCAs in the last group. However, after 

synthesising, because of the increasing fan-out on the 

output carries of the groups, the multiplexers chain will 

have a higher delay. As a result, the corrected self-

checking CSeA in this paper has the same delay 

compared to the self-checking CSeA in [1]. However, 

both have lower delay compared to the CSeA in [8] since 

it uses a tree of two-pair two-rail checkers in each group 

that finally increases the total delay. The exact delay 

improvement over [8] can be estimated using the method 

introduced by Fathi et al. [20]. 

As stated before, Equations (5) and (6) show the 

transistor count of the n-bit groups for the CSeA in [1] 

after transistor count correction and the corrected self-

checking CSeA, respectively. However, these equations 

can be used to compute the transistor count of multi-

group CSeAs with either different-size or same-size 

grouping because the total transistor count can be 

obtained by adding the transistor count of all the groups. 

To compute the transistor count of an n-bit group in the 

non-self-checking CSeA and the self-checking design in 

[8], some equations similar to Equations (5) and (6) can 

be derived which lead to 70n+14 and 78n–4, respectively. 

However, it should be noted that the self-checking CSeA 

in [8] requires some extra transistors equal to 8×(m–1) 

that should be added to the total transistor count since an 

m-bit multi-group CSeA based on [8] requires (m–1) 

number of two-pair two-rail checkers, as well. However, 

for a fair comparison, transistors of extra two-pair two-

rail checkers have not been accounted.  

Based on the literature [16], each two-pair two-rail 

checker can be implemented by eight transistors. In 

addition, each FA of the non-self-checking CSeA and the 

self-checking design in [8] is implemented by 28 

transistors according to Vasudevan et al. [16]. 

Using the equations obtained for n-bit groups of four 

different CSeAs, the number of required transistors for 

each adder size is computed. The obtained results are 

shown in Table 4. For example, in the 8-bit corrected 

self-checking CSeA, a 2-bit RCA, a 2-bit group and a 4-

bit group require 112, 184, and 364 transistors, 

respectively, which lead to the total transistor count of

 

 

 

 
Figure 8. Basic non-self-checking 16-bit CSeA with the SQRT grouping 
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TABLE 4. Transistor count of different CSeAs utilizing the 

SQRT grouping 

 

 
660. It is worth mentioning, in contrary to the other 

adders, the first 2-bit RCA in the self-checking design of 

[8] should be a 2-bit group in all adder sizes shown in 

Table 4 because of its own architecture to achieve the 

self-checking property. 

For more illustration, Figure 9 depicts transistor 

overheads of three different SQRT CSeAs compared to 

the non-self-checking design based on Table 4. 

According to Figure 9, different from Figure 7, in all 

adder types the overhead decreases when the adder size 

increases. In addition, the corrected self-checking CSeA 

with the SQRT grouping requires lower overheads 

compared to its single-group counterpart based on Figure 

7. 

 
4. 2. 2. Same-size Grouping       Another grouping 

structure utilized in the CSeAs is the same-size grouping 

in which all the groups and the single RCA in the least 

significant bits of the adder have the same size. 

Generally, this structure leads to lower transistor count 

compared to the SQRT grouping. However, it requires 

more delay, as well. The best size for the same-size 

groups is √𝑚 for each m-bit CSeA. 

Here to achieve the results for the same-size 

grouping, only the 4-bit and 8-bit sizes are investigated 

for simplicity, which are the best sizes for 16-bit and 64-

bit CSeAs, respectively. Using the equations stated 

before for different CSeAs, the transistor counts of the 

CSeAs with the same-size grouping are obtained and 

shown in Tables 5 and 6 for 4-bit and 8-bit group sizes, 

respectively. In addition, Figures 10 and 11 depict 

transistor overheads of three different CSeAs compared 

to the non-self-checking design based on Tables 5 and 6, 

respectively. Similar to Figure 9, Figures 10 and 11 show 

that in all adder types the transistor overhead decreases 

when the adder size increases. Moreover, an important 

result is that the corrected self-checking CSeA which is 

based on the design in [1] is not always better than that  

 
Figure 9. Transistor count overheads of the SQRT CSeAs 

 

 

TABLE 5. Transistor count of different CSeAs utilizing 4-bit 

groups. 

 

 

TABLE 6. Transistor count of different CSeAs utilizing 8-bit 

groups 

 

 

 
Figure 10. Transistor count overheads of the CSeAs with 4-

bit groups 
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16 1092 1348 1292 1388 
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Adder 

size 

(bit) 

Non-self-
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CSeA 

Self-
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design [8] 
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after 

transistor 

count 
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Corrected 
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8 406 672 560 588 

16 994 1352 1232 1316 

32 2170 2712 2576 2772 

64 4522 5432 5264 5684 

Adder 

size 
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count 
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32 1946 2728 2440 2620 

64 4242 5464 5096 5516 
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Figure 11. Transistor count overheads of the CSeAs with 8-

bit groups 
 

 

of in [8] with respect to transistor count. In fact, 

according to Figures 9 to 11 the corrected design is better 

in smaller sizes, and in larger CSeAs the self-checking 

design in [8] will require fewer transistors. 
 

 

7. CONCLUSIONS 
 

In this paper, we showed that the CSeA proposed by 

Akbar and Lee [1] is not a complete self-checking design 

and also has some mistakes in counting the number of 

required transistors. Thus, the transistor counts were re-

evaluated, and a new design was proposed to achieve a 

self-checking CSeA. Both transistor count re-evaluation 

and design modification show that this CSeA incurs more 

overheads. Moreover, to obtain more realistic results and 

overheads, different grouping structures including the 

same-size and different-size groups were applied on the 

corrected CSeAs and the best of previous self-checking 

designs proposed in [8]. The evaluations revealed that the 

CSeA proposed in [1] after applying all needed 

corrections requires lower transistor count only in some 

adder sizes compared to the best of previous self-

checking CSeAs. 
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Persian Abstract 

 چکیده 
کننده انتخاب رقم نقلی ارائه شده در  دهیم که جمعگردد. با این حال، در ابتدا نشان می کننده انتخاب رقم نقلی بهبودیافته با ویژگی خودتست معرفی می در این مقاله، یک جمع 

با ویژگی خودتست که نیازمند سربارهای بیشتری است  های طرح نیست. سپس، طرح اصلاح شده  برخلاف ادعای مطرح شده در آن دارای ویژگی خودتست در همه بخش  ]1[

ها منجر به تعداد نماییم که اصلاح آن کننده را بیان میهای مختلف جمع برای اندازه   ]1[گردد. علاوه براین، چندین اشتباه در محاسبه تعداد ترانزیستور طرح پیشنهادی  ارائه می 

بندی استفاده شده در آن است، سربارهای مساحت  کننده انتخاب رقم نقلی وابسته به ساختار گروها توجه به این که کارایی یک جمع گردد. در پایان، ب ترانزیستور و سربار بیشتر می 

قرار خواهد گرفت.  های با اندازه یکسان و اندازه متفاوت مورد ارزیابی بندیهای اصلاح شده و بهترین طرح خودتست قبلی با توجه به گروههای مختلف شامل طرح کنندهجمع

 دهند. تر نشان می های انتخاب رقم نقلی متفاوت را مناسب کنندههای گذشته، مقایسه میان جمعها در مقایسه با ارزیابی این ارزیابی 

 

https://doi.org/10.1109/TVLSI.2020.2983458
https://doi.org/10.1109/4.192049
https://doi.org/10.1049/el:20010430
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A B S T R A C T  
 

 

Nowadays, due to the availability of low-cost and high-resolution digital cameras, and the rapid growth 

of user-friendly and advanced digital image processing tools, challenges for ensuring authenticity of 
digital images have been raised. Therefore, development of reliable image authenticity verification 

techniques has high importance in digital life. In this paper, we proposed a blind image splicing detection 

method based on color distribution in the neighborhood of edge pixels. First, we extracted edge pixels 
using contourlet transform. Then, to accurately distinguish the authentic edges from tampered ones, 

Interquartile Range (IQR) criteria are utilized to illustrate the distribution of Cr and Cr histograms of the 
spliced boundaries in YCbCr color space. Finally, a segmentation method is used to improve the 

localization performance and to reduce especially the computational time. The effectiveness of the 

method has been demonstrated by our experimental results obtained using the Columbia Image Splicing 
Detection Evaluation (CISED) dataset in terms of specificity and accuracy. It is observed that the 

proposed method outperforms some state-of-the-art methods. The detection accuracy is approximately 

97 with 100% specificity. 

doi: 10.5829/ije.2021.34.02b.16 
 

 
1. INTRODUCTION1 
 

In recent years, the rapid development of digital 

technology has emerged a great demand for forgery 

detection algorithms. Forgery detection methods can be 

mainly divided into two categories: active and passive 

methods [1]. Active methods are based on the procedure 

of embedding a kind of information in authentic image. 

Passive methods detect tampering in a given image 

without any prior knowledge of the authentic image. 

Passive methods, popularly known as blind methods, can 

be classified into copy-move (copy–paste or cloning) and 

splicing forgery detection categories [2, 3]. In copy-move 

methods, one or more parts of the authentic image are 

copied and pasted onto other parts of the same image. 

Therefore, the copied/pasted parts belong to the same 

image. Image splicing forgery detection method involves 

composition or merging of more than one image to 

produce a forged image.  

 

*Corresponding Author’s Email: maliheh_habibi@pnu.ac.ir  (M. 

Habibi) 

Most of the existing copy-move and splicing forgery 

detection approaches use a three-major-steps procedure. 

First, they extract representative features from a given 

image; then, a suitable classifier is chosen and trained 

using the features. Finally, the trained model is used to 

classify given image into authentic and forged image 

category [1, 3-11]. 

Some prior works have suggested image splicing 

detection based on the Camera Response Function (CRF) 

abnormality [12], and CRF inconsistency [13] in 

different image regions of the tampered images. Image 

splicing detection based on run length is proposed in 

literture [14, 15]. According to He et al. [14], the edge 

gradient matrix of an image is computed, and followed 

by approximate run length calculation. High detection 

accuracy and low computational complexity with fewer 

features is claimed in this method. Attempts to model the 

tampered boundary can be frequently found in the 

splicing detection approaches [16]. Some image splicing 
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detection methods based on Hilbert-Huang transform 

(HHT) and moments of characteristic functions (CF) 

with wavelet decomposition (IQMs) are introduced. The 

presence of sharp changes between different regions and 

surrounding is valuable point in splicing image detection 

techniques [17].  

Inconsistency at splicing boundaries is an important 

feature in splicing detection technique. Splicing detection 

based on color edge inconsistency were considered [18, 

19]. A color image splicing detection technique based on 

a grey level co-occurrence matrix (GLCM) of edge image 

was outlined by Wang et al. [18]. They showed that the 

Chroma channel (Cb or Cr component)performs better 

thanYluminance component for detecting tampered edge 

pixels. So, the splicing edges would be detectable in 

Chroma channel [18]. Fang et al. [19] proposed a color 

image splicing detection method based on luminance. 

This method shows, in HSV color space, Hue histograms 

of tampered boundaries contain separated double peaks 

than histograms of Saturation or Value channel. Hue 

histogram entropy is used to label tampering boundaries.  

The reminder of this paper is organized as follows. In 

section 2, a brief review on contourlet transform is 

presented. The contourlet transform is used to detect edge 

pixels carefully. Section 3 describes our proposed 

splicing detection method by considering inconsistency 

at tampering boundaries in YCbCr color space. The 

experimental results and our analysis are reported in 

section 4. The conclusion of this paper is presented in 

section 5. 
 

 

2. The COBTOURLET TRANSFORM 
 

Detection of edge with low error rate has dominant 

influence on splicing detection algorithms based on 

tampering boundaries. For this reason, in this paper we 

use the contourlet transform  for splicing detection. The 

contourlet transform as an improvement for curvelet 

transform was introduced by Do and Vetterli [20]. The 

contourlet transform is a directional multi-resolution 

image representation that is used to show curves and fine 

details in the image. It also can describe lines and textures 

of images [21]. The directional multi-resolution 

representation contourlet takes advantages of the intrinsic 

geometrical structure of images, and is appropriate for 

the analysis of the image edges [22]. Figure 1 illustrates 

a comparison between the basic elements of wavelet and 

contourlet transforms near a smooth contour. In 

contourlet transform, the basic elements are oriented at a 

variety of directions with different aspect ratios [20, 23]. 

Therefore, it can successfully detect curves in images. 

The authentic contourlet transform is a double filter 

bank structure. It is constructed as a combination of 

Laplacian pyramid (LP) and directional filter bank 

(DFB). The LP decomposes image into low pass and high 

pass sub-bands, iteratively [24]. Each high pass sub-band 

is then further decomposed by DFB to show directional 

information [25]. Therefore, the point discontinuities are 

identified by the LP. Then, a directional filter bank is 

used to connect these points into linear structure., The 

contourlet filter bank is shown in Figure 2 [26]. In 

contourlet transform, there are various directions at each 

scale, and the number of sub-bands can be determined by 

the user (see Figure 2). 
 

 

3. PROPOSED METHOD 
 
As mentioned earlier, we use contourlet transform to 

extract edges efficiently. First, we extract edges of test 

image as edge image. Then, further process is performed 

on the edge image to demonstrate tampered edge pixels. 

A simplified diagram of the proposed method is 

illustrated in Figure 3. 

 

3. 1. Abnormality of Tampered Boundary in Color 
Space          In this section, for appropriately 

distinguishing authentic edges from tampered ones, we 

extract features from image edges in color space, 

especially  in chroma channel. Since human eye is more 

sensitive to luminance than to chrominance [21], most of 

splicing detection technique only use luminance 

component of the color space [8]. Mahalakshmi et al. [8] 

incorporated the inconsistency of color distribution at 

splicing boundaries which was used to detect forgery in 

HSV color space, especially from H channel. One may 

convert RGB to YCbCr color space and apply the forgery 

method on YCbCr images [18, 27-29]. In this paper, we 

use YCbCr color space by extracting features from Cb 

and Cr components (chrominance) rather than Y 

(luminance). In Figure 4, the Y, Cb and Cr histograms of 

authentic and tampered edge pixels of an image are 

shown respectively.  
 

 

  
(a) (b) 

Figure 1. The basic elements located along smooth curves: 

(a) wavelet versus (b) contourlet transform [23] 
 

 

 
Figure 2. Contourlet filter bank (Pyramidal DFB). The point 

discontinuities are computed by the Laplacian Pyramid, and 

then linked into linear structure by Directional Filter Banks 

[26] 

(2,2)

IMAGE

Laplacian Pyramid Directional Filter Banks  

.

.

.

.  .  .
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https://www.google.com/search?q=fact+that+human+eye+is+more+sensitive+to+luminance+than+to+chrominance&spell=1&sa=X&ved=2ahUKEwiYoITfurPoAhXfSBUIHR_8BcsQkeECKAB6BAgMECQ
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Figure 3. Flow chart of the proposed splicing image detection algorithm 

 

 

  

  
tampered edge pixel authentic  edge pixel 

(a) 

  

  
tampered edge pixel authentic  edge pixel 

(b) 

  

  
tampered edge pixel Authentic  edge pixel 

(c) 

Figure 4. (a) Y component histograms, (b) Cb component 

histograms, and (c) Cr component histograms from two 

tampered (left) and authentic (right) edge pixels of an image 

 

 

There is a little difference between the  Y component 

histograms of tampered and authentic edge pixels, as 

shown in Figure 4(a). However, there are considerable 

differences between histograms of tampered and 

authentic edge pixel associated with the Cb and Cr 

components, as shown in Figures 4(b) and 4(c). In 

tampered edge pixels, the histogram values are left 

justified or right justified. In other words, the bins are 

empty in the middle for the Cb and Cr channels. For this 

end, the dispersion of histogram bins can be used to 
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Convert input image to 
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discriminate between the forgery and authentic edge 

pixels. After further investigation on the statistical 

dispersion criteria, we consider interquartile range (IQR) 

for splicing edge pixels detection. IQR divides the data 

set into four equal parts from Q1 to Q3 (Figure 5). Hence, 

in this paper, we used the distance between Q1 and Q3 to 

distinguish splicing edge pixel from authentic one 

(subsections 3.2). For tampered pixels, IQR of Cb and Cr 

histogram bins is zero. 

 

3. 2. Interquartile Range Criterion            As shown 

above, the histograms associated with the Cb and Cr of 

the tampered edge pixels have no value for the bins 

around the middle. The interquartile range, also called 

the mid-spread or H-spread,is a measure of statistical 

dispersion, based on dividing a data set into quartiles [30, 

31]. Quartiles tell us about the spread of a data set by 

dividing the data set into four equal parts (quarters). The 

values that separate parts are denoted by Q1, Q2, and Q3, 

respectively, which are obtained using the following 

equation: 

Qi =
i∗N

4
+

1

2
                      (1) 

where Qi is the ith quartile (for i = 1,3) and N is the 

number of histogram bins. 

The box shows the interquartile range (the distance 

between Q1 and Q3), as shown in Figure 5. 

The IQR of a set of values is calculated by subtracting 

the first quartile (Q1) from the third quartile (Q3). The 

interquartile range is computed using the following 

equation: 

IQR = Q3 − Q1                (2) 

For all edge pixels in edge image, IQR of Cb and Cr 

histogram bins are calculated. Then, each edge pixel with 

IQR equal to zero is labeled as tampered pixel. 

 
3. 3. Improving the Splicing Detection Method by 
Segmentation Algorithm          The proposed method 

in this paper considers splicing edge pixels from the 

image for forgery detection. Hence, edge pixels are 

extracted in a pre-processing step. Indeed, the input 

image is initially segmented, then, the border pixels of 

the segmented regions will be further processed. The pre-

processing step slightly improves accuracy of the forgery 

detection and significantly reduces the execution time for 

forgery detection. After testing image segmentation 

 

 

 
Figure 5. The interquartile range (IQR = Q3 − Q1) 

methods [32-34], it is observed that the segmentation 

method does not significantly influence the proposed 

method’s performance. We choose segmentation 

algorithm for pre-processing stage that is described by 

Nock et al. [33]. 

 

 

4. EXPERIMENTAL RESULTS 
 

To demonstrate effectiveness of the proposed approach, 

experimental results are presented in this section. We 

have evaluated our proposed approach with a series of 

experiments. We used the Columbia Image Splicing 

Detection Evaluation Dataset (CISED) for the 

experiments [35], which is a benchmark for image 

splicing detection algorithms. The database contains 183 

authentic and 180 tampered color images of sizes range 

from 757 × 568 to 1002 × 66. 

The tampered images were constructed from the 

authentic images. In this dataset, for each tampered 

image, there is one image that identified as ‘edgemask’ 

image. Hence, we use the edgemask image to evaluate 

our proposed method. The experiments were performed 

using the MATLAB (R2018b) tools on PC environment 

(the 64-bit version of Windows 10, Intel® core™ i7-

4710HQ CPU, 2.50GHz and 8GB RAM). Figure 6 shows 

the results of the proposed method for two metrics: 

variance and the interquartile range. In Figures 6(b) and 

6(c), the white pixels indicate the splicing boundary. 

The second experiment is performed to test the effect 

of the segmentation algorithm on our method. By using 

the segmentation algorithm for preprocessing, the 

number of pixels are decreased for processing. 

Therefore, our method reduces the computational 

complexity. Time consuming of our proposed approach 

with segmentation algorithm as preprocessing method for 

the images shown in Figure 7 is summarized in Table 1. 

As seen above, by applying segmentation algorithm, 

not only the spliced boundaries are detected accurately, 

but also the time of our approach is decreased obviously, 

as can be seen in Figure 6 and Table 1. For further 

comparison, the average run-time of the proposed 

approach and some methods on CISED dataset are listed 

in Table 2. 

In Table 2, it can be seen that our proposed method is 

better than the others. 

The average time of the proposed approach by using 

segmentation algorithm is reduced by approximately one 

third, as shown in Table 2. Since we claim that our 

method with pre-processing step dramatically reduces the 

computation time, the time of our method with and 

without pre-processing step for each image in CISED 

dataset are shown in Figure 8. 

For evaluation of the performance of the proposed 

method, we demonstrate a detailed analysis of the 

proposed approach based on evaluation metrics such 
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(a) (b) (c) 
Figure 6. The sample results of the proposed method. (a) 

spliced image (b) variance metric (c) IQR metric 

 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

   

(j) (k) (l) 
Figure 7. Some example splicing images of the CISED 

dataset (used in Table 1) 

TABLE 1. Time cost of our proposed method by considering 

segmentation time (s) 

Method 

Image 

Our method (without  

segmentation) 

Our method (with 

segmentation) 

Figure 7.a 551 154 

Figure 7.b 699 223 

Figure 7.c 118 91 

Figure 7.d 369 159 

Figure 7.e 1424 244 

Figure 7.f 515 180 

Figure 7.g 931 89 

Figure 7.h 277 176 

Figure 7.i 1018 217 

Figure 7.j 128 27 

Figure 7.k 248 136 

Figure 7.l 615 174 

 

 

as specificity and accuracy by Equations (3) and (4). 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (𝑇𝑁𝑅) =
𝑇𝑁

𝑇𝑁+𝐹𝑃
  (3) 

Accuracy =
TP+TN

TP+TN+FP+FN
  (4) 

where TP (True Positive) is the number of spliced pixels 

which are detected correctly as spliced, FP (False 

Positive) is the number of authentic pixels which are 

detected wrongly as spliced, TN (True Negative) is the 

number of  authentic pixels which are correctly detected 

as authentic and FN (False Negative) is the number of 

spliced pixels which are wrongly detected as authentic. 

In Figures 9(a) and 9(b), the specificity and accuracy rate 

of the proposed method with and without pre-processing 

step for each image in CISED dataset are shown, 

respectively. 

In CISED dataset, the size of images changes from 

757 × 568 to 1002 × 66. Hence, this is reason for 

increasing computation time at the right-hand side of the 

graph (Figure 8). 

 

 
TABLE 2. Comparison of run time of various methods on 

CISED dataset 

Methods Running time (s) 

Le-Tien[36] (input-450) 308.76 

Le-Tien[36] (input-300) 243.75 

Huh et. al.[37] 212.64 

Xiao et. al.[38]( patch-level CNN) 375.76 

Our method (without segmentation) 573.72 

Our method (with segmentation) 211.93 

https://scholar.google.com/citations?user=kw9OWjMAAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=kw9OWjMAAAAJ&hl=en&oi=sra
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Figure 8. Comparisons time of the proposed approach with (blue solid line with diamond markers) and without (red solid line with 

circle markers) pre-processing step for each image in CISED dataset 
 
 

 
(a) 

 
(b) 

Figure 9. Comparisons (a) the specificity rate and (b) the accuracy rate of the proposed approach with (blue solid line with 

diamond markers) and without (red solid line with circle markers) pre-processing step for each image in CISED dataset 
 
 

To evaluate the performance of our proposed method, 

the specificity and accuracy rate of our approach and 

other methods on CISED dataset is illustrated in Table 3. 

It is clearly seen that the proposed method performs 

better than some state-of-the-art methods. 

According to the results summarized in Table 3, the 

specificity and accuracy rate of the proposed method are 

99.96 and 97.08, on the CISED dataset, respectively. The 

proposed method has better accuracy rate compared to 

other methods except the methods proposed by Abrahim 
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et al. [39], and Jaiswal and Srivastava [40]; but the 

proposed method has the highest specificity rate. 

In Figure 10, the bar graph represents the comparative 

result of our method with other state-of-the-art methods. 

 

 
TABLE 3. The comparison of the proposed method with other 

detection methods in terms of detection accuracy and 

specificity rate on CISED dataset. 

Methods Specificity Accuracy 

Muhammad et al. [6] 95.53 96.39 

Zhang and Zhao [41] - 91.38 

He and Lu [42] 94.32 93.55 

Agarwal et. al. [43] 88.63 91.14 

Saleh et. al. [44] - 94.17 

Zhao et al. [45] - 93.14 

Jaiswal and Srivastava [40] 98.58 98.80 

Park et. al. [46] - 94.80 

Han et. al. [47] 94.58 92.89 

Rao et. al.[48] - 96.38 

Zhao et. al [49] 93.75 93.36 

 Abrahim et. al.[39] 96.07 99.43 

Huh et. al.[37] - 87.00 

Zhang et. al.[50] 95.33 94.10 

Pomari et. al [51] - 96.00 

Our method (without segmentation) 99.86 96.94 

Our method (with segmentation) 99.96 97.08 

 

 

 
Figure 10. Specificity (blue) and Accuracy (orange) rate of 

our method and comparative methods 
 

 

5. CONCLUSIONS 
 
In this paper, we have proposed a splicing image 

detection approach based on color distribution of edge 

pixels in chroma space. At the initial stage, the input 

image is converted to YCbCr space. Next, edge image is 

extracted using contourlet transform.  Finally, for each 

edge pixel, we use IQR metric of the Cb and Cr histogram 

bins to distinguish between the tampered and authentic 

edge pixels. In order to dramatically decrease the 

computational time and also improve the localization 

performance, the segmentation algorithm is used for pre-

processing stage. Experimental results demonstrate that 

our proposed method outperforms all comparative the 

state-of-the-art methods on computational time and 

specificity rate. We can see the specificity and accuracy 

of our method are approximately to 100 and 97% on the 

CISED dataset, respectively. 
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Persian Abstract 

 چکیده 
توانند در دسترس همگی قرار گیرند. از طرف دیگر، در زمینه پردازش تصاویر دیجیتالی، ابزارهای پذیری بالا و قیمت پائین میهای دیجیتال با تفکیکهای اخیر، دوربینسالدر  

تصاویر بدست آمده، به وجود آید. لذا، توسعه روش هایی   هایی برای اطمینان از صحتیابند. این عوامل باعث شده است که چالشقدرتمند و کاربرپسند به سرعت توسعه می

  لبه   ی ها  کسلیپ   یگیرنگ در همسا  عی بر اساس توزبرای تایید اعتبار یک تصویر، نقش به سزایی در زندگی دیجیتالی امروزی دارد. در این مقاله، یک روش تشخیص جعل  

های همسایگی آن نیز در نظر گرفته شده و  شوند. سپس، به ازای هر پیکسل لبه، پیکسلونتورلت استخراج میهای لبه با استفاده از تبدیل کشود. ابتدا، پیکسلپیشنهاد می

برای    (IQR)شود. در این مقاله، برای شناسایی پیکسل جعلی از پیکسل واقعی، از معیار دامنه چارکی  ترسیم می  YCbCrاز فضای رنگ    Crو    Cbهای  هیستوگرام مولفه

شود. در نهایت، برای کاهش زمان محاسباتی و افزایش دقت روش پیشنهادی در تشخیص مکان جعل، از  استفاده می  Crو    Cbهای  های هیستوگرامیع میلهتعیین نحوه توز

کارایی روش پیشنهادی مورد استفاده قرار  ،  برای ارزیابی میزان  specificityو      accuracyشود. دو معیار  عنوان یک گام پیش پردازش استفاده میبندی بهالگوریتم فطعه

 accuracyهای مطرح در این زمینه عمل کرده است و  دهد که روش پیشنهادی بهتر از روشنشان می  CISEDاعمال روش پیشنهادی بر پایگاه تصاویر   گیرد. نتایجمی

  درصد است. 100درصد و نزدیک  97روش پیشنهادی به ترتیب  specificityو
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A B S T R A C T  
 

In this paper, a new feature extraction method is presented based on spectro-temporal representation of 
speech signal for phoneme classification. In the proposed method, an artificial neural network approach 

is used to cluster spectro-temporal domain. Self-organizing map artificial neural network (SOM) was 

applied to clustering of features space. Scale, rate and frequency were used as spatial information of each 
point and the magnitude component was used as similarity attribute in clustering algorithm. Three 

mechanisms were considered to select attributes in spectro-temporal features space. Spatial information 
of clusters, the magnitude component of samples in spectro-temporal domain and the average of the 

amplitude components of each cluster points were considered as secondary features. The proposed 

features vectors were used for phonemes classification. The results demonstrate that a significant 
improvement is obtained in classification rate of different sets of phonemes in comparison to previous 

clustering-based methods. The obtained results of new features indicate the system error is compensated 

in all vowels and consonants subsets in compare to weighted K-means clustering.  

doi: .5829/ije.2021.34.02b.17 
 

 
1. INTRODUCTION1 
 

Spectro-temporal representation of the speech signal is 

considered as one of the important approaches to 

increase efficiency of speech recognition [1, 2]. One of 

the limitations of this model is its high dimensional 

output [3–5]. The output of auditory model is four-

dimensional array including the scale, rate, frequency, 

and time. In recent years, auditory model was used to 

extract the spectro-temporal features in many 

applications of speech processing [6–13]. Because of 

large dimensions of spectro-temporal features space, 

selection of discriminative features is a crucial task for 

phoneme classification. Therefore, in recent researches, 

clustering methods were used to reduce dimension of 

spectro-temporal features space and extract valuable 

discriminative information of speech signal. In these 

methods, output of this model was considered as the 

primary features vectors and clustered using Gaussian 

Mixture Model and weighted K-Means [14–17]. Then, 
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the mean vectors and covariance matrices elements of 

the clusters are considered as secondary features in each 

speech frame. However, the high computational cost of 

these methods limited their usability in practical 

applications. In this article a new method is proposed to 

extract the discriminative features in spectro-temporal 

domain. The specific contributions of the manuscript 

can be described as follows: 

In the proposed method, the artificial neural network 

was used for clustering of spectro-temporal domain 

according to the capability of artificial neural networks 

to cluster high-dimensional data [18–21]. The scale, the 

rate, the frequency and magnitude of each point were 

assumed as primary features in input vector to cluster 

using the artificial neural network. The mean vectors, 

covariance matrices of clusters and the average of the 

amplitude components of each cluster points were 

considered as attributes in the secondary feature vectors. 

The proposed secondary feature vectors were used to 

classify different categories of phonemes. 

 

 



N. Esfandian and K. Hosseinpour / IJE TRANSACTIONS B: Applications   Vol. 34, No. 02, (February 2021)   452-457                       453 

 

Clustering-based spectro-temporal feature 

extraction method is briefly discussed in section 2. The 

proposed secondary feature extraction using the 

artificial neural network in spectro-temporal domain is 

presented in section 3. In section 4, the proposed 

features are experimentally evaluated for phoneme 

classification of English languages and compared to 

existing clustering-based approaches. Finally, the paper 

is concluded in section 5. 

 

 

2. SECONDARY FEATURES EXTRACTION 
METHOD IN SPECTRO-TEMPORAL DOMAIN 
USING CLUSTERING METHOD 
 
The auditory model has two main stages. In the primary 

stage of this model, an auditory spectrogram was 

extracted for the input acoustic signal. In the cortical 

stage, the spectro-temporal features of speech were 

extracted by applying a set of two dimensional spectro-

temporal receptive field (STRF) filters on the 

spectrogram. The output of cortical stage of auditory 

model is 4-dimensional vector (scale, frequency, and 

time). In the clustering-based feature extraction method, 

the multi-dimensional cortical output was clustered 

using Gaussian Mixture Model (GMM) and Weighted 

K-Means (WKM) clustering algorithm. Then, attributes 

of the clusters such as components of mean and variance 

vectors were considered as secondary features. Finally, 

the extracted secondary features were sorted using their 

estimated weight in the clustering algorithm. 

 

 

3. SPECTRO-TEMPORAL FEATURES EXTRACTION 
USING ARTIFICIAL NEURAL NETWORK 
 
In recent researches, the artificial neural network was 

used to extract the secondary features in various 

application of speech processing [22–24]. In the 

proposed feature extraction method, the artificial neural 

network was used for clustering of spectro-temporal 

space. The overall architecture of the proposed method 

illustrated in Figure 1. As it is shown, in the first stage, 

the auditory spectrogram of the speech signal was 

computed. Then, in the cortical stage, spectro-temporal 

modulations were estimated. The auditory spectrogram 

was obtained using an infinite impulse response (IIR) 

filter bank with 128 frequency channels between 180 

and 7246 Hz at the resolution of 24 channels per octave. 

In addition, a time constant of 8ms was used for the 

leaky time integration and filter-bank outputs were 

sampled every 4 ms to compute the auditory 

spectrogram. Temporal parameter of the filters (rate) 

ranging from 2 to 32 Hz and spectral parameter of the 

filters (scale) ranging from 0.25 to 8 cycle/octave are 

considered to represent the spectro-temporal 

modulations of the speech signal. In the next stage, the 

primary feature vector was extracted using thresholding 

techniques. The spatial information (scale, rate and 

frequency) and the magnitude of each point were 

considered in primary feature vectors. Therefore, 

primary feature vectors, 𝑣𝑖 = ( 𝑟𝑖 , 𝑠𝑖 , 𝑓𝑖, |𝐴𝑖|), were four-

dimensional vector. In this vector, 𝑟𝑖denotes the rate, 𝑠𝑖 is 

the scale,
 

𝑓𝑖 is the frequency and |𝐴𝑖| is magnitude 

component of each point in spectro-temporal space. 

These vectors were clustered by the artificial neural 

network. Eventually, the secondary feature vectors were 

extracted using the output data of artificial neural 

network, and used for phoneme classification. In the 

primary feature extraction algorithm, the amplitude of 

each sample in spectro-temporal feature space (|𝐴𝑖|) 

was compared with the maximum amplitude value 

(|𝐴𝑚𝑎𝑥|) in a speech frame. If the amplitude of each 

point was higher than an empirically determined 

threshold value, this point was considered in input 

vector for clustering. Therefore, valuable discriminative 

information was only considered in the clustering 

process. In the proposed secondary feature extraction 

method, self-organizing map artificial neural network 

(SOM) was used for clustering of spectro-temporal 

feature space. SOM is the unsupervised networks. 

Primary feature vectors, 𝑣𝑖 was 4-dimensional vector. 

Therefore, the input vector of SOM network was a 

𝑁 × 4 matrix which contains N four-dimensional 

samples. As a result, N four-dimensional input was 

applied to the SOM network to cluster spectro-temporal 

domain. In the previous research, three clusters were 

used for clustering of spectro-temporal feature space in 

each frame. In this study, assuming three clusters in each 

frame, three neurons were considered for the artificial 

neural networks. Block diagram of SOM network is 

shown in Figure 2. Three-dimensional representation of 

extracted clusters using SOM network for /g/ phoneme 

is shown in Figure 3.

 

 

 
Figure 1. The overall architecture of proposed feature extraction method 
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Figure 2. Block diagram of SOM network 

 

 

 
Figure 3. Representation of extracted clusters for /g/ 

phoneme using SOM network 

 

 
3. 1. Clustering-based Features Extraction using 
SOM Network in Spectro-temporal Domain            In 

proposed secondary feature extraction method, three 

mechanisms were considered for feature selection in 

spectro-temporal domain. In the first mechanism, 18 

components consist of mean vector (𝜇𝑖 =

 (𝜇𝑟𝑖
 , 𝜇𝑠𝑖

 , 𝜇𝑓𝑖
 )) and variance vector of clusters (𝜎𝑖 =

 (𝜎𝑟𝑖
 , 𝜎𝑠𝑖

 , 𝜎𝑓𝑖
 )) were considered (𝑉𝑆𝑂𝑀,18 = ( 𝜇𝑖 , 𝜎𝑖)). 

Spatial information of clusters was considered in this 

mechanism. The attributes of clusters were sorted with 

respect to their energy in spectro-temporal space. In the 

second mechanism, 24 attributes were considered in 

secondary features vectors (𝑉𝑆𝑂𝑀,24). In this feature 

vector, mean and variance vectors of clusters were also 

sorted based on energy measure. Each mean or variance 

vector consists of four components as 𝜇𝑖 =

 (𝜇𝑟𝑖
 , 𝜇𝑠𝑖

 , 𝜇𝑓𝑖
, 𝜇𝐴𝑖

 ) and 𝜎𝑖 =  (𝜎𝑟𝑖
 , 𝜎𝑠𝑖

 , 𝜎𝑓𝑖
, 𝜎𝐴𝑖

 ). In this 

mechanism, spatial information and the magnitude 

component of each point were considered in the 

secondary features vectors. In the third feature selection 

mechanism, secondary features vectors consist of 27 

attributes (𝑉𝑆𝑂𝑀,27). In this mechanism, in addition to 4-

dimensional information of clusters, the average of the 

amplitude components of each cluster points were 

considered as attribute. The average of the amplitude 

components of each cluster, w̅, was calculated as 

follows: 

1

n
w

iiW
N


==

 (1) 

where, 𝑤𝑖  denotes the weight of each point (magnitude 

component) in spectro-temporal domain. n and N are the 

number of clusters and the number of points in each 

cluster. 

 
 

4. EXPERIMENTAL RESULTS 
 

To evaluate the performance of the proposed method, all 

types of secondary features vectors (secondary features 

vectors include 18, 24 and 27 attributes), were used for 

phonemes classification. The proposed features were 

evaluated on clean speech from TIMIT database [25]. In 

this study, SVM classifier was used for phoneme 

classification [26]. In addition, the optimum values of 

RBF-SVM parameters (kernel parameter γ and miss-

classification cost C) were empirically determined using 

a grid search strategy to optimize the classification rate. 

 

4. 1. Classification Test              The classification error 

rate of phonemes (/ b /, / d /, / g /) was tabulated for some 

dialects of TIMIT database using the proposed features 

in compare to Mel-frequency cepstral coefficients  

(MFCC) [27] and WKM-based feature vectors (see 

Table 1). 

It is obvious that, the classification results were 

improved using the proposed features in compare to 

MFCC and WKM-based features. Also, it is observed 

that the proposed feature vector consisting of mean and 

variance vectors of clusters and the average of the 

amplitude components, 𝑉𝑆𝑂𝑀,27, gave considerable better 

results for phoneme classification. Therefore, using the 

average of the amplitude components of each cluster in 

the secondary feature vectors improves the phoneme 

classification rate. Therefore, most of experiments were 

performed using proposed feature vector including 27 

attributes (𝑉𝑆𝑂𝑀,27). Confusion matrix for classification 

of (/b/, /d/, /g/) phonemes using WKM-based features 

and proposed features in were shown in Tables 2 and 3. 

It was found that the phoneme /d/ was recognized better 

than in compare to other phonemes and the greatest error 

rate was observed for the phoneme /b/ which was 

recognized incorrectly as /d/. 

Simulation was down using MATLAB. Processing 

time evaluation of proposed features in comparison of 

MFCC and WKM-based features was shown in Table 4. 
 
 

TABLE 1. /b/,/d/,/g/ phonemes classification error rate 

Dialect MFCC WKM 𝑽𝑺𝑶𝑴,𝟏𝟖  𝑽𝑺𝑶𝑴,𝟐𝟒  𝑽𝑺𝑶𝑴,𝟐𝟕  

Dialect1 32.1 25.9 24.9 23.3 22.8 

Dialect2 35.6 29.2 31.6 29.0 28.1 

Dialect3 35.7 28.4 28.1 26.2 26.7 

Dialect7 35.1 29.3 27.4 28.4 28.6 

Average 35.4 28.2 28.0 26.7 26.6 
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TABLE 2. Confusion matrix for phoneme classification using 

WKM-based features 

                               Recognized 

Corrected 

 b d g 

b 66.9 27.7 5.4 

d 10.1 82.3 7.6 

g 14.9 16.8 68.4 

 

 

TABLE 3. Confusion matrix for phoneme classification using 

proposed features 

                               Recognized 

Corrected 

 b d g 

b 66.5 32.2 1.3 

d 8.9 83.3 7.8 

g 9.1 13.6 77.3 

 

 

TABLE 4. Processing time evaluation of proposed features in 

comparison of WKM-based features 

 MFCC WKM 𝑽𝑺𝑶𝑴,𝟏𝟖 𝑽𝑺𝑶𝑴,𝟐𝟒 𝑽𝑺𝑶𝑴,𝟐𝟕 

Processing 

Time (s) 
49.1 45.7 32.1 34.5 36.8 

 
 

As it can be observed, processing time of proposed 

feature extraction method is less than other features. 

Phoneme classification results in using the proposed 

features on different categories of phonemes were 

compared to multidimensional features (MDF) [28], 

MFCC and WKM clustering-based features as shown in 

Table   5.    In    consonant    and    vowel    subsets,   the 
 

 

TABLE 5. Phonemes classification error rate using MDF, 

MFCC and WKM-based and proposed features 

Phonemes MDF MFCC WKM 
Proposed 

features 

Relative 

improvement 

(%) 

Voiced Plosives 

(/b/,/d/,/g/) 
32.1 38.4 25.9 22.8 11.9 

Unvoiced Plosives 

(/p/,/t/,/k/) 
32.3 37.1 31.9 30.3 5.0 

Voiced Fricatives 

(/v/,/dh/,/z/) 
16.6 25.9 18.9 16.1 14.8 

unvoiced Fricatives 

(/t/,/s/,/sh/) 
12.9 20.3 11.1 8.4 24.3 

Nasals 

(/m/,/n/,/ng/) 
49.9 50.3 49.7 42.6 14.2 

Front Vowels 
(/ih/,/ey/,/eh/,/ae/) 

43.0 41.5 35.6 17.7 50.2 

Back Vowels 
(/uw/,/uh/,/ow/,/aa/) 

29.4 38.1 36.5 18.1 50.4 

Diphthongs 

(/ay/, /aw/, /oy/) 
32.7 33.9 28.1 21.6 23.1 

classification error rate was improved using the 

proposed secondary features in comparison to MDF, 

MFCC and WKM-based features. In addition, the 

relative error improvement in phoneme classification in 

compare to WKM based features is shown in this table. 

In vowels, the greatest improvement was obtained for 

front vowel 50.2 and back vowel 50.4. 
 

 

5. CONCLUSION 
 
In this paper, clustering-based method was presented for 

secondary features extraction in spectro-temporal 

domain. In the proposed method, the spectro-temporal 

domain was clustered using SOM artificial neural 

networks to extract valuable discriminative information 

of speech signal. Three types of secondary feature 

vectors were applied for phonemes classification. 

Spatial information, the magnitude component of each 

sample in spectro-temporal domain and the average of 

the amplitude components of each cluster points were 

considered as attributes in proposed features vectors. 

The proposed features were evaluated in compare to 

MDF, MFCC and WKM clustering-based features for 

phonemes classification. The experimental results 

indicate that the proposed features performed better for 

phoneme classification in comparison to MFCC, MDF 

and WKM-based features. The greatest improvement 

was obtained for back vowel 50.4. In consonants, the 

greatest improvement was achieved for unvoiced 

fricatives 24.3. 
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Persian Abstract 
 چکیده 

  ی برا   یاز شبکه عصب   یشنهادی،واج ارائه شده است. در روش پ  یبندطبقه  یگفتار برا یگنالس  یزمان  -یفیط   ییبازنما  یبر مبنا  یژگیاستخراج و  یدروش جد  یکمقاله،    یندر ا

نرخ و فرکانس به    یاس،ها اعمال شد. مقی ژگیو  یفضا  یبندخوشه  ی ( براSOMخود سامان )  یژگی نگاشت و  ی شود. شبکه عصبی استفاده م  یزمان  -یفیط  یفضا  یبندخوشه

در نظر    یزمان   - یفیط  یها در فضایژگیانتخاب و  ی برا  یزماستفاده شد. سه مکان  یبندخوشه  یتم شباهت در الگور  یژگیهر نقطه و مولفه دامنه به عنوان و  ی عنوان اطلاعات مکان

  یدر نظر گرفته شد. بردارها  یهثانو  یهایژگیدامنه نقاط هر خوشه به عنوان و  یهالفهمو  یانگینو م  یزمان  -یفیط  یها، مولفه دامنه نقاط  در فضاخوشه  یگرفته شد. اطلاعات مکان

بر   مبتنی یهایژگیبا و یسهها در مقامختلف واج یهادر دسته یبنددر نرخ طبقه یادهد، بهبود قابل ملاحظهینشان م یجها استفاده شد. نتاواج یبندطبقه یبرا یشنهادیپ یژگیو

صدا در یصدادار و ب یهاواج یهایرگروهز یهدر کل  یستم س ی کند که خطایآشکار م ید،جد ی هایژگیبه دست آمده با استفاده از و یجموجود به دست آمده است. نتا یبندخوشه

 است. یافتهدار بهبود وزن یانگینم K یبندبا خوشه یسهمقا
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A B S T R A C T  

 

Accurate segmentation of lesions from dermoscopic images is very important for timely diagnosis and 
treatment of skin cancers. Due to the variety of shape, size, color, and location of lesions in dermoscopic 

images, automatic segmentation of skin lesions remains a challenge. In this study, a two-stage method 

is presented for the segmentation of skin lesions using Deep Learning. In the first stage, convolutional 
neural networks (CNNs) estimate the approximate size and location of the lesion. A sub-image around 

the estimated bounding box is cropped from the original image. The sub-image is resized to an image of 

a predefined size. In order to segment the exact area of the lesion from the normal image, other CNNs 
are used in the DeepLab structure. The accuracy of the normalization stage has a significant impact on 

the final performance. In order to increase the normalization accuracy, a combination of four networks 

in the structure of Yolov3 is used. Two approaches are proposed to combine the Yolov3 structures. The 
segmentation results of the two networks in the DeepLab v3+ structure are also combined to improve 

the performance of the second stage. Another challenge is the small number of training images. To 

overcome this problem, the data augmentation is used along with different modes of an image in each 
stage. In order to evaluate the proposed method, experiments are performed on the well-known ISBI 

2017 dataset. Experimental results show that the proposed lesion segmentation method outperforms the 

state-of-the-art methods. 

doi: 10. 5829/ije.2021.34.02b.18 
 

 
1. INTRODUCTION1 
 

Nowadays, cancer is one of the most common reasons of 

mortality in humans worldwide. One of the most 

prevalent cancers is melanoma skin cancer. This disease 

is initiated when a specific type of skin cell named 

melanocyte starts to over-grow out of control [1]. 

Therefore, attempts to diagnose this disease in early 

stages are very important for more rapid treatment and 

increasing the chance of survival [2]. Visual inspection 

during laboratory assessments and medical examination 

of skin lesions might cause misdiagnosis due to 

similarities of skin lesions and normal skin tissues [3]. In 

the recent decade, dermatologists have begun to use an 

invasive imaging tool called dermoscopy which provides 

an enlarged image of skin lesion through polarized light 

[4].  It shows more details of the skin structure and 

improves the correctness of the diagnosis in comparison 
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to visual observation.  However, observation and 

verification of dermoscopy images by dermatologists is 

subjective, difficult, and time-consuming [4]. Thus, an 

automatic accurate skin lesion recognition system is very 

critical to support dermatologists in decision-making. 

One essential primary stage in any computer-based 

diagnostic system for detecting melanoma is automated 

segmentation of skin lesions [5–7]. The lesion 

segmentation remains a challenge due to the large variety 

of skin lesions in color, shape, texture, location, and size 

in dermoscopy images. In addition, low contrast borders 

between lesions and surrounding tissues, existence of 

ruler sign, blood vessels, hair, air bubbles, and changes 

of brightness are amongst the barriers to  accurate 

segmentation [8].  

Generally, there are various methods for image 

segmentation, such as methods based on edge detection, 

thresholding, region detection, feature clustering [9-10], 
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as well as supervised methods such as those based on 

deep neural networks [11]. Various supervised methods 

have been used for segmentation of skin lesions such as 

decision tree, support vector machine, and neural 

networks. Indeed, these methods use low-level features 

[8]. Recently, image segmentation based on deep 

learning has become one of the main image segmentation 

methods. Deep learning based on Convolutional Neural 

Networks (CNNs) is a powerful method. CNN is capable 

to exclude more appropriate features in comparison to the 

features extracted by conventional methods [12–14]. The 

first application of CNN-based method in semantic 

segmentation was presented by Ciregan et al. [15, 16].  

In 2017, Burdick et al. investigated the effect of 

segmentation boundary expansion involving pixels 

around the target lesion. They used ISBI 2016 Challenge 

dataset [17] to evaluate the experiments. They found the 

preprocessing techniques that create bounds larger than 

the actual lesion can potentially improve the performance 

of the classifier [18]. You et al., in 2017 prersented a two-

stage method to segment and classify skin lesions using 

fully convolutional residual network (FCRN). They 

examined their method on the ISBI 2016 dataset, and 

achieved the accuracy of 94.9% [19]. Yuan et al. in 2017 

presented a method for segmentation of skin lesions 

using deep fully convolutional networks (FCN). They 

employed the Jaccard distance as a loss function of the 

FCN. They evaluated their method on ISBI 2016 and  

PH2 datasets, and reached the accuracy of 95.5%, and 

93.8%, respectively [20].  

In 2017, Lin et al. comprised two skin lesion 

segmentation approaches, C-means clustering and U-

Net-based histogram equalization. Their work was 

evaluated on the ISBI 2017 dataset. The clustering 

technique achieved a dice index of 61% and the U-Net 

method results in the accuracy of 77% [21]. Li et al., 

proposed another approach based on a lesion index 

calculation unit (LICU) and multi-scale fully-

convolutional residual networks. They evaluated their 

approach on the ISBI 2017 dataset and achieved 71.8% 

in Jaccard index [22]. Bi et al. followed the FCN 

architecture to add convolutional and deconvolutional 

layers, which upsample the feature maps derived from 

Resnet to output the score mask. They achieved Jaccard 

index of 76.1% on ISBI 2017 dataset [23]. Yuan and Lo 

proposed a method for segmentation of skin lesions 

based on convolutional-deconvolutional neural networks 

(CDNN). They trained their model through various color 

spaces. Their method was ranked first in the ISBI 2017 

lesion segmentation challenge with a Jaccard index of 

76.5% [24]. Al-Masni et al.  (2018) conducted a study on 

segmentation of skin lesions and designed a full 

resolution convolutional network. They performed the 

examinations on ISBI 2017 and PH2 datasets, and 

achieved 77.11% and 84.79% by Jaccard criteria, 

respectively [8].  

Baghersalimi et al. presented a full convolutional 

neural network, DermoNet, to segment skin lesions. In 

DermoNet, subsequent layers could reuse the 

information extracted from previous layers. The Jaccard 

values of DermoNet on ISBI 2017 dataset was 78.3% 

[25]. 

Hasan et al., proposed a Dermoscopic Skin Network 

(DSNet) to segment skin lesions. To reduce the number 

of network parameters, depth-wise separable convolution 

layers were used in their network. They achieved the 

Jaccard value of 77.5% on the ISBI 2017 dataset [26]. 

Tang et al. developed a skin lesion segmentation 

method based on separable U-Net and took advantage of 

the separable convolutional block and the U-Net 

architectures, simultaneously. The Jaccard index of their 

method on ISBI 2017 dataset was 79.26% [27]. 

For many applications, both local and global 

information on lesions and normal tissues are required to 

increase the segmentation accuracy. Many researchers 

have used multi-flow architectures to combine local and 

global information [28]. Chen et al. used three CNNs 

which receive information on lesion from different 

aspects as input. The features extracted from each CNN 

were concatenated as output, constituting the final 

feature vector [29]. Similarly, Kawaraha and Hamarneh  

introduced a method for classifying skin lesions using 

multi-flow CNN. In this method, the flows worked on 

various versions of resolution of the image [30].  

These studies indicated that the combination of 

several CNNs with various details can improve the final 

performance. In this study, combinations of CNNs have 

been used to improve the accuracy of each stage of the 

proposed method.  

Our contributions in this work are as follows: Using 

normalization stage before the segmentation stage. 

- Using state-of-the-art CNNs in both normalization and 

segmentation stages. 

- Combination of Yolo networks to improve the accuracy 

of the normalization stage. 

- Proposing a novel combined structure for Yolov3 to 

combine the results of  Yolo networks. 

- Combination of DeepLab v3+ networks to improve the 

segmentation accuracy. 

- Using various modes of images to overcome large 

variety of lesions and low number of training images. 

 

 

2. MATERIALS AND METHODS 
 
2. 1. Dataset                 The proposed segmentation method 

was evaluated on a well-known and open ISBI 2017 

challenge dataset. This dataset was prepared by the 

International Skin Imaging Collaboration (ISIC) archive 

[31], and was presented online [32]. This dataset consists 

of 8-bit RGB dermoscopy images of sizes from 540×722 

to 4499×6748 pixels. Out of 2750 images, 2000, 150, and 
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600 images have been categorized for training, 

validation, and test, respectively. 

 

2. 2. Proposed Method              The purpose of lesion 

segmentation is extraction of skin lesions from 

dermoscopy images in order to help disease diagnosis. In 

recent years, various methods such as U-Net and FCN 

have been used for medical image segmentation. FCN 

and U-Net, as well as other single-stage methods are 

sensitive to the lesion size. Very large and very small 

lesions decrease the accuracy of single-stage 

segmentation methods. In addition, various locations of 

lesions in images increase the complexity of networks 

and reduce the performance. In our experiments by using 

single-stage methods, we observed that a significant 

number of inaccurate segmentation occurred in two 

categories of skin images: the images in which the lesion 

was very big or very small, and the images in which the 

lesion was not in the center. Therefore, it is better to add 

a stage before the segmentation stage to normalize the 

size and location of lesions in images. This will reduce 

complexity of the  network training in the segmentation 

stage. The proposed method consists of two stages of 

normalization and segmentation. The normalization 

stage estimates the approximate size and location of 

lesions. This stage yields normal images in which the 

lesions have similar sizes and are placed in the center. In 

the following stage, lesions will be more accurately 

segmented from the normalized images compared to the 

original input images. The overall framework of the 

proposed lesion segmentation method is illustrated in 

Figure 1. 

 

2. 3. Size and Location Normalization of Lesions          
Any error in the normalization stage leads to high costs 

in performance of the segmentation stage. Hence, the 

accuracy of the normalization stage is very important. 

One of the possible errors in the normalization stage 

occurs when the cropped image does not include any part 

of the lesion. It means that some pixels of the skin lesion 

do not exist in the output image of the normalization 

stage. For these images, before entering the segmentation 

stage, a part of the lesion is missed. Therefore, the high 

accuracy in the normalization stage is very important. If 

the accuracy of the normalization is not large enough, it 

might cause reduction in the final accuracy compared to 

single-stage segmentation methods (without 

normalization stage). In the proposed method, 

convolutional neural networks with definite structures 

presented for object detection will be used as the 

normalization stage. CNNs are very competent and 

practical in applications of object detection and 

classification. Various common deep networks based on 

CNN were being proposed and used for the above 

applications [33].  

Object  detection  networks  such  as  R-CNN [34], 

Fast R-CNN   [35],   and   Faster   R-CNN   [36]   combine  

 
Figure 1. The overall framework of the proposed method 

 

 
convolutional networks with region proposal networks. 

Methods of Single Shot multi-box Detector (SSD)  [37] 

and You Only Look Once (Yolo)  [38] detect objects only 

in one convolutional process without region proposals 

[33]. Amongst various methods for object detection, 

Faster R-CNN usually shows appropriate accuracy, but 

its computational cost is very high as compared to Yolo 

[39]. The accuracy of Faster R-CNN might be higher than 

that of Yolo in many applications of detection, but the 

speed of Yolo is far greater than that of Faster R-CNN 

[40]. On the other hand, in implementations, the score 

value for Faster R-CNN is usually very close to 1, even 

in cases of misdetection. However, the score value in 

Yolo is usually proportional to the correctness of 

detection. In other words, Yolo presents lower scores for 

the samples which cannot be detectted definitely. As 

pointed above, one of the approaches that can be 

implemented to enhance the accuracy of the detection is 

the combination of the results of several detectors. This 

ability of Yolo that presents the scores proportional to the 

detection accuracy is very important and applicable in 

combining detectors. In this paper, due to the ability of 
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Yolo for combination as well as its reasonable accuracy 

and speed appropriateness, a combination of several 

Yolo detectors is used in the normalization stage.  

Yolo is a CNN-based object detection algorithm 

which divides the image into several sub-regions. Then, 

it predicts bounding boxes and class probabilities for 

each of the sub-regions. Yolo algorithm predicts two 

values for any anchor box: one of them is the class 

probabilities, and the other one is the bounding box 

characteristics [38].  

To improve the performance of Yolov1, a second 

version, Yolov2, was developed. Yolov2 uses an identity 

mapping and concatenating feature maps from a previous 

layer to capture low-level features [41]. 

In Yolov3, the feature map are taken from one of the 

last layers of a pre-trained network. The feature map is 

upsampled by 2. Another feature map from earlier in the 

network is concatenated with the upsampled features.   

This allows Yolov3 to  get  both meaningful semantic and 

finer-grained information from the feature maps.  Some 

convolutional layers process these combined feature 

maps [42]. Yolov3 has two outputs in scales of 1 and 2 

that are used in the training phase. We use the latest 

version of Yolo, Yolov3, in our experiments. 
 

2. 4. Combining Networks in The First Stage               
In order to improve the performance of the normalization 

stage, a combination of several networks is used with the 

overall structure of Yolov3 containing different pre-

trained networks. Several pre-trained networks exist with 

each possessing specific characteristics. Indeed, if an 

inappropriate pre-trained network is used for an 

application, a suitable efficiency will not be achieved. 

The difference of each pre-trained network is due to the 

number of layers, the number of convolutional filters, 

and their complexities [43]. Using transfer learning 

concept, the weights of a network trained based on a 

specific dataset such as ImageNet, can be used and 

trained again by a different dataset to be used in another 

application. Utilizing learned weights in pre-trained 

networks, the model can be trained at a higher speed 

based on the new dataset. The first layers of pre-trained 

networks were trained to detect primary and main 

features of an image such as borders, corners, round 

formats, basic geometric shapes, and colors [33]. In this 

study, various pre-trained networks such as VGG [44], 

AlexNet [13], Resnet [45], GoogleNet [46], and 

Inception [47] are used as the basis networks of the 

Yolov3 structures. The constructed Yolo networks are 

further investigated, and those with a higher performance 

in the validation set are selected for combining the results 

in the normalization stage. As shown in Figure 1, the 

outputs of Yolo networks include the coordinates and 

size of the estimated bounding boxes of detected lesions. 

In the proposed method, two approaches to combine the 

Yolo networks are introduced. 

In the first approach, the outputs of Yolo networks are 

combined by averaging the coordinates and size of the 

bounding boxes obtained by each Yolo network. 

Meanwhile, the outputs of some Yolo detectors might 

have a low score. Therefore, for an input image, amongst 

all 𝑁 outputs of detectors, the 𝑀 (𝑀 ≤  𝑁) outputs with 

the largest score are used to combine and determine the 

final bounding box.  

To improve the performance of each Yolo network in 

the normalization stage, for an input image, totally four 

modes are considered and applied to the input of each 

Yolo network, as follows:  

1. Input image 

2. Horizontal flip of input image 

3. Vertical flip of input image 

4. Input image with 180 degrees rotation 

Four corresponding outputs will be calculated by 

applying their inverse transforms. Thus, for each input 

image, each detector makes four bounding boxes with 

corresponding scores in the output. By combining 𝑁 

detectors, totally 4𝑁 bounding boxes will be achieved. 

3𝑁 out of 4𝑁 bounding boxes with the largest score will 

be considered for averaging and determining the final 

bounding box as follows: 

𝑥 =
∑ ∑ 𝛼𝑖𝑗𝑥𝑖𝑗

4
𝑗=1

𝑁
𝑖=1

∑ ∑ 𝛼𝑖𝑗
4
𝑗=1

𝑁
𝑖=1

  (1) 

𝛼𝑖𝑗 = {
1 𝑆𝑐𝑜𝑟𝑒𝑖𝑗 is in the set of 3𝑁 largest scores

0 elsewhere
  (2) 

where 𝑆𝑐𝑜𝑟𝑒𝑖𝑗  and 𝑥𝑖𝑗   are the estimation score and the 𝑥 

coordinate of upper left corner of the bounding box of the 

j-th mode of the input image estimated by the i-th 

network, respectively.  𝑦, 𝑤, and ℎ of the final bounding 

box are calculated in a similar way.  

In the second approach, the trained Yolo networks 

and an additional convolutional network are combined to 

construct a novel combined Yolo structure as shown in 

Figure 2. In this figure, the yellow boxes are the Yolov3 

networks which are trained separately. The weights of 

layers of these networks are freezed during the training 

of the combined Yolo structure. To have better results, 

the outputs of trained Yolo networks should be combined 

with respect to the content of the input image. Hence, an 

additional convolutional network (green boxes) are 

employed to extract useful features from the input image 

to be used in the combination procedure. Briefly, in the 

second approach, the combined Yolov3 structure learns 

how to combine the outputs of frozen Yolo networks 

according to features of input images. Four parameters of 

convolution layers in Figure 2 are respectively the filter 

size, number of filters, stride, and the zero padding size. 

To avoid missing any parts of lesion in the normal 

image, it is better to consider a margin around the 

estimated bounding box before the image cropping. To 

do this,  the estimated bounding box is extended on both  
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sides in both vertical and horizontal directions. The 

extended box is cropped from the input image and is sent 

to the segmentation stage. The extent of margin around 

the estimated bounding box is considered as 30% of the 

size of bounding box in each direction. The bounding 

boxes estimated by Yolov3 structures based on four pre-

trained networks, final estimated bounding box, extended 

box, and the normalized image for an instance image are 

displayed in Figure 3. 

The bounding boxes estimated by Yolov3 structures 

based on four pre-trained networks, final estimated 

bounding box, extended box, and the normalized image 

for an instance image are displayed in Figure 3. The red, 

green, blue, and yellow colours in Figure 3(a-d) are 

related to the first, second, third, and forth modes of the 

input image. Green rectangle in Figure 3(e) is the correct 

bounding box of the lesion. The red and blue rectangles 

are  the  bounding  boxes  estimated  by  the  first  and  

the    second    Yolo    results    combination   approaches, 

respectively. The red rectangles with dashed lines are the 

extended box around the lesion estimated by the first 

combination approach. The extended box is cropped and 

resized to construct the normal image (Figure 3(f)). 

 
2. 5. Segmentation Stage          Various methods and 

networks are used for semantic segmentation of images 

in different applications. One of the novel structures is 

the DeepLab structure [48]. 

DeepLab is a model of deep learning for 

segmentation of images. In general, the DeepLab 

architecture is based on a combination of two common 

Spatial Pyramid Pooling and Encoder-decoder networks 

architectures [49].  

Different DeepLab structures have been proposed 

over time. DeepLab v1 [48], DeepLab v2 [50], DeepLab 

v3 [51], and DeepLab v3+ [49] are the various structures 

of DeepLab. DeepLab v1 uses atrous convolution to 

control the resolution at which feature maps are 
 

 

 
Figure 2. The proposed combined Yolov3 structure 
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(a) (b) 

  
(c) (d) 

  
  

(e) (f) 

Figure 3. Result of normalization stage for a sample image.  

(a), (b), (c), and (d) are the bounding boxes estimated by 

Yolov3 structures based on Resnet50, Resnet101, VGG16, and 

VGG19, respectively.  (e) The correct bounding box is shown 

with a green box. The red and blue rectangles are the bounding 

boxes estimated by the first and the second Yolo results 

combination approaches, respectively. The red dashed 

rectangle is the extended box around the lesion estimated by 

the first combination approach. (f) Normalized image. 
 
 

computed [48]. In DeepLab v2, by using atrous spatial 

pyramid pooling (ASPP), objects are segmented on 

multiple scales with effective fields-of-view and filters at 

multiple sampling rates [50]. To capture more 

information, DeepLab v3 augments the ASPP module via 

image-level feature. 

It also includes batch normalization parameters. 

DeepLab v3+ includes an effective decoder module to 

improve the segmentation results [49]. 

We use DeepLab3+ structure [49] in the segmentation 

stage of our proposed method. To improve the 

performance of our segmentation stage, totally eight 

different  modes  of  input  image  are  considered  as 

follows: 

- Input image, Horizontal and Vertical flips of the image, 

the image rotated by -45, 45, 90, 180, and 270 degrees. 

The output of each input mode is rotated or is flipped 

back to the original mode. The final result is obtained by 

combining the outputs. The final output of the 

combination is a binary image in which, a pixel is 

considered as lesion if the corresponding pixel in at least 

𝑛 out of 𝑚 output images are recognized as lesion. 

2. 6. Combining Networks in the Second Stage           
Similar to the normalization stage, in order to increase 

the accuracy, combinational results of some networks 

can be used in the segmentation stage.  In our 

experiments, combination of segmentation results of 

VGG19 and Resnet50 networks in DeepLab3+ structure 

has been used to improve the overall lesion segmentation 

performance. 

 

2. 7. Evaluation Metrics             A commonly used 

metric to evaluate object detection methods is the mean 

average precision (𝑚𝐴𝑃). In our experiments, to evaluate 

performance of the normalization stage in more details, a 

metric named 𝐵𝑜𝑥𝐼𝑂𝑈 is defined as the intersection over 

union (𝐼𝑂𝑈) of the estimated bounding box with the 

correct bounding box of lesions in the ground truth: 

𝐵𝑜𝑥𝐼𝑂𝑈 =  
𝑇𝑃𝐵𝑜𝑥

𝑇𝑃𝐵𝑜𝑥+𝐹𝑁𝐵𝑜𝑥+𝐹𝑃𝐵𝑜𝑥
  (3) 

For evaluating semantic segmentation methods, the 

following metrics have been used in the literature. 

Sensitivity (𝑆𝐸𝑁) represents the rate of pixels of skin 

lesion correctly detected. On the other hand, specificity 

(𝑆𝑃𝐸) is the rate of pixels of non-skin lesions classified 

correctly [52]. The Jaccard index (𝐽𝐴𝐶) is an intersection 

over union (𝐼𝑂𝑈) of the result mask with the ground truth 

mask [53]. Index of Dice (𝐷𝐼𝐶) measures the similarity 

of classified skin lesions through ground truth [54]. 

Accuracy (𝐴𝐶𝐶) shows the overall performance of 

segmentation [53]. The Matthew correlation coefficient 

(𝑀𝐶𝐶) measures the correlation between the segmented 

and annotated pixels. 𝑀𝐶𝐶 returns values in a range of 

[−1 +1] [53]. All these criteria  are computed from the 

confusion matrix elements as follows [53]: 

𝑆𝐸𝑁 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (4) 

𝑆𝑃𝐸 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
  (5) 

𝐽𝐴𝐶 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁+𝐹𝑃
  (6) 

𝑆𝐸𝑁 =  
2.𝑇𝑃

(2.𝑇𝑃)+𝐹𝑃+𝐹𝑁
  (7) 

𝐴𝐶𝐶 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
  (8) 

𝑀𝐶𝐶 =  
𝑇𝑃.𝑇𝑁−𝐹𝑃.𝐹𝑁

√(𝑇𝑃+𝐹𝑃).(𝑇𝑃+𝐹𝑁).(𝑇𝑁+𝐹𝑃).(𝑇𝑁+𝐹𝑁)
  (9) 

 
 

2. 8. Results           In our experiments, cropped images 

in the normalization stage were resized to 448×448 

pixels. Due to the hardware limitation, the mini-batch 

size was set to 8 samples. Experiments were performed 

by using 6GB NVIDIA GeForce RTX2060 GPU.  
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Table 1 reports the values of the mean average 

precision (𝑚𝐴𝑃) and 𝐵𝑜𝑥𝐼𝑂𝑈 for each of the pre-trained 

networks using the Yolov3 structure in the normalization 

stage. The Jaccard index of final semantic segmentation 

is the main factor for comparison of different networks 

[32]. The values of this metric are reported in the last 

column of Table 1. The DeepLab3+ structure based on 

Resnet50 was used for segmentation in this table. 

In the segmentation stage, two pre-trained networks, 

VGG19 and Resent50 were used in the DeepLab3+ 

structure. For an input image, by considering eight input 

modes and two segmentation structures, totally 16 output 

images were achieved. In the final output binary image, 

𝐼𝐵𝑊, a pixel was considered as lesion if at least it was 

recognized as lesion in 6 out of 16 output images as 

follows: 

𝑝𝑟  (𝑥 , 𝑦) =  
1

16
 [∑ ∑ 𝑜𝑖𝑗 (𝑥, 𝑦)7

𝑗=1
2
𝑖=1 ]  (10) 

𝐼𝐵𝑊 (𝑥 , 𝑦) =  {
1               𝑝𝑟(𝑥, 𝑦) ≥ 𝑃0

0                                𝑒𝑙𝑠𝑒 
  (11) 

where oij is the binary output image of i-th network 

corresponding to the j-th mode of the input image and 

𝑃0 =
6

16
. Table 2 provides the results of various 

combinations of networks in the normalization and 

segmentation stages. A comparison among various 

methods based on 7 evaluation metrics are given in 

Table 3. In the proposed method I, Yolov3 structure 

based on VGG19, and DeepLab3+ structure based on 

Resnet50 were used in the normalization and 

segmentation stages, respectively. The first and second 

combination    approaches    were    employed     in    the 
 

 
TABLE 1. Performance of different Yolov3 structures based 

on various pre-trained networks 

Backbone network 

of the Yolov3 
mAP (%) 

Mean 

BoxIOU 

(%) 

Overall 

segmentation 

Jaccard (%) 

Vgg 19 91.36 79.62 79.12 

Resnet 101 90.55 77.97 78.92 

Vgg 16 91.85 79.03 78.79 

Resnet 50 90.68 78.93 78.77 

Resnet 18 90.87 78.04 78.43 

Densenet 201 90.68 78.86 78.40 

Mobilenet v2 88.99 78.00 78.04 

Shufflenet 89.49 77.52 78.04 

Alexnet 88.87 75.81 77.75 

Googlenet 84.69 74.06 76.31 

Squeezenet 59.48 54.98 59.26 

Xception 51.57 48.46 54.21 

Inception v3 45.29 44.46 50.15 

TABLE 2. Performance of different combinations of Yolov3 

structures in normalization stage and different combinations of 

DeepLab3+ structures in segmentation stage 
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normalization stages of the proposed method II and the 

proposed method III, respectively. The segmentation 

stages of the proposed method II and proposed method 

III consisted of the combination of two DeepLab3+ 

structures based on VGG19, and Resnet50. 

 
 

3. DISCUSSION 
 
In this paper, a method based on deep learning was 

proposed to segment lesions from dermoscopic images. 

Deep neural networks require many training images due 

to a large number of trainable parameters. 

In applications for which enough training images are 

not available, two general techniques are used to 

compensate the lack of enough training data: data 

augmentation and transform learning. In this paper, for 

the data augmentation, rotation, horizontal, and vertical 

flips, image resizing with the ratio between 0.8 and 1.2, 

and brightness alteration were randomly applied to the 

training images and the augmented training set consisted 

of 8000 images. 

In the proposed method, by adding the normalization 

stage prior to the segmentation stage, the inputs of the 

segmentation stage contained normalized lesions with far 

fewer varieties in size and location. This caused 

reduction in complexity of the training procedure in the 

segmentation stage and improved the segmentation 

performance.  As can be observed in Table 1,  the use of  
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TABLE 3. Comparison among various methods based on different metrics 

 SEN SPE ACC MCC AUC DIC JAC 

Yuan et al. [24] 82.50 97.50 93.40 - - 84.90 76.50 

Li et al. [22] 82.00 97.80 93.20 - - 84.70 76.20 

Bi et al. [23] 82.20 98.50 93.40 - - 84.40 76.00 

Lin et al. [21] - - - - - 77.00 62.00 

Al-masni et al. [8] 85.40 96.69 94.03 83.22 91.04 87.08 77.11 

Baghersalimi et al. [25] - - - - - - 78.30 

Tang et al. [27] 89.53 96.32 94.31 - - 86.93 79.26 

Hasan et al. [26] 87.5 95.5 - - - - 77.5 

Proposed method I 88.90 95.47 93.94 83.53 92.17 87.01 79.12 

Proposed method II 89.07 96.01 94.26 84.19 92.54 87.46 79.77 

Proposed method III 89.21 96.08 94.29 84.35 92.61 87.57 79.96 

 

 

  

Figure 4. Distributions of BoxIOU (Detection Jaccard index) and overall Jaccard index obtained by Yolo-Squeeznet and DeepLab-

Resnet50 respectively in the normalization and segmentation stages 

 
 

  

  

  
Figure 5. Distributions of 𝐵𝑜𝑥𝐼𝑂𝑈 (Detection Jaccard index) and overall Jaccard index obtained by different combinations of 

networks in the normalization and segmentation stages 
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inappropriate pre-trained networks in the normalization 

stage considerably reduced the overall performance. 

The 𝑚𝐴𝑃 values of the detection stage associated 

with some pre-trained networks such as Sqeezenet, 

Xception, and Inception v3 were obtained lower than 

60%. The reason is that these networks had been 

particularly trained and optimized for mobile 

applications [39]. 

Further, Table 1 indicates that the final segmentation 

performance is proportional to the performance of the 

normalization stage. In other words, in cases where the 

value of 𝑚𝐴𝑃 was achieved considerably larger than 

other cases, the value of final Jaccard was definitely 

greater.  

To illustrate the effect of the normalization stage on 

the performance of our overall lesion segmentation 

method, distributions of 𝐵𝑜𝑥𝐼𝑂𝑈 and overall Jaccard 

index method have been shown in Figures 4 and 5. In 

each row of these figures, similarity between 

distributions of 𝐵𝑜𝑥𝐼𝑂𝑈 and overall Jaccard index 

demonstrates that the performance of the overall 

segmentation is highly affected by the performance of the 

detection in the normalization stage.  

The use of the Yolo structure in the normalization 

stage made it possible to apply valid score values of the 

detection for combining the outputs of several networks. 

The results in Table 2 indicate that by combining four 

networks of Yolov3 based on the Resent and VGG 

networks, the value of 𝑚𝐴𝑃 in the normalization stage as 

well as the final Jaccard index is increased.  

The left and the right images in Figure 6 are 

respectively the results of the normalization stage and the 

final segmentation results of four difficult sample 

images. The proposed method could not correctly 

segment the lesions in these images and their Jaccard 

values have been obtained lower than 20%. As can be 

observed in the left column of Figure 6, the main reason 

of low segmentation accuracy of these images is that the 

proposed method could not accurately detect the lesion 

area in the normalization stage. 

In Figures 6 and 7, rectangles with solid red and green 

lines are the estimated and the correct bounding boxes, 

respectively. The red rectangles with dashed lines are the 

extended estimated bounding boxes, which have been 

cropped and resized to enter the segmentation stage.  

From the images in the right side, the green, red, 

yellow, and black areas respectively represent TP, FP, 

FN, and TN of the confusion matrix. In the first and 

second rows of Figure 6, the detected lesions were much 

wider than the correct lesions. In the third and fourth 

rows, the lesions have been detected smaller than the 

correct ones. As can be observed, segmentation of lesions 

in these images are very difficult even for experts. 

On the other hand, four difficult images for which the 

Jaccard values have been obtained greater than 85% are 

illustrated in Figure 7. 

  

  

  

  
Figure 6. Four difficult sample images that have not been 

accurately normalized and segmented 
 

 

  

  

  

  
Figure 7. Four difficult sample images that have been 

accurately normalized and segmented 
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In these sample images, very small and very big 

lesions, lesions with low-contrast boundaries, various 

lesion locations, and existence of hairs and regions 

similar to lesions are the main challenges. However, the 

proposed method accurately detected and segmented the 

lesions. 

The best results were obtained by using our combined 

Yolov3 structure in the normalization stage. The second 

combination approach in the normalization stage 

performed better compared to the first approach. The 

reason is that in the second approach, the combined 

structure was trained to combine the results of the Yolo 

networks. While in the first approach, the combination 

was performed without any learnable parameters. 
 
 

4. CONCLUSION 
 
Developing a highly accurate lesion segmentation system 

considerably helps dermatologists to diagnose skin 

cancer in a timely and correct manner. In this paper, a 

two-stage model was presented to improve the 

performance of skin lesion segmentation. In the proposed 

method, the images entered the normalization stage, in 

which the variety of sizes and locations of the lesions in 

the input images were reduced. A novel combined 

Yolov3 structure was proposed to combine results of four 

Yolov3 networks. The output of the normalization stage 

was an image, in which the lesion was approximately 

located in the centre and had a predefined size. The 

normalized images in the first stage were imported into 

the second stage. The segmentation stage consisted of a 

combination of two CNNs in the DeepLab3+ structure. 

The main reason of applying the normalization stage 

before the segmentation part was that the segmentation 

methods are generally sensitive to the size and location 

of objects. The varieties of sizes and locations of objects 

in images complicate the training of the model. 

Normalization of the images greatly improved the 

performance of the proposed lesion segmentation 

method. 
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Persian Abstract 

 چکیده 
تنوع شکل، اندازه، رنگ و محل  لیمهم است. به دل اریبس مارانیاز مرگ ب یریو درمان به موقع سرطان پوست و جلوگ صیتشخ در یپوست ریاز تصاو عات یضا قیدق جداسازی

  عات یضا  یجداساز  یبرا  یروش دو مرحله ا  کیمطالعه،    نی. در اشودمحسوب میچالش  یک  همچنان    یپوست  عات یخودکار ضا  یجداساز  ،یدرموسکوپ  ریدر تصاو  عات یضا

  رامون یپ  ریتصوریز  کیشود.  زده می   نیتخم  یچشیپی  عصب  های  توسط شبکه  عهیضا  یب یتقر  یمکان  تیشود. در مرحله اول، اندازه و موقع ارائه می   قی عم  یریادگ یبر    یمبتن  یپوست

از    عهیضا  قیدق  هیناح   یشود. به منظور جداسازنرمال می   ،شده  نییتع   شیاز پ  با ابعادِ  ریتصو  کیشده و به    جدا  یاصل  ریاز تصو  عه،یبر ضا  طیمح  یزده شده  نیتخم  لِیمستط

  ش یمنظور افزا  بهدارد.    ییبسزا  ر یتاث  ییبر عملکرد نها  ی. دقت مرحله نرمال سازرندیگمورد استفاده می    DeepLabدر ساختار    یچش یپ  ی عصب  ینرمال شده، شبکه ها  ریتصو

توسط   یجداساز جینتاپیشنهاد می شود.   Yolov3دو روش به منظور ترکیب ساختارهای شود. استفاده می  Yolov3چهار شبکه در ساختار  ب یاز ترک ،یدقت مرحله نرمال ساز

  ی است. برا  یآموزش ریوجود تعداد کم تصاو نهی زم ن یاز چالشها در ا گر ید یکی. ابدیبهبود  زی قت مرحله دوم نشوند تا دمی  بیبا هم ترک زی ن +DeepLab3دو شبکه در ساختار 

در هر مرحله از    ریتصو  کیمختلفِ    یمودها   یریبه کارگ  نیموجود و همچن  ریدر تصاو  یراتییتغ   جادیبا ا  یآموزش  ریاضافه کردن تعداد تصاو  یاز راهکارها  ،مساله  نیا  غلبه بر

دهد که  نشان می  شهایآزما  جیشوند. نتاانجام می  ISBI 2017مجموعه داده شناخته شده    یبر رو  شهای، آزمایشنهادیروش پ  یابیشود. به منظور ارزاستفاده می   یشنهادیروش پ

 کند.موجود ارائه می یروشها ینسبت به تمام  یعملکرد بهتر یشنهادیروش پ
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A B S T R A C T  
 

 

The purpose of this paper is to design a green Blood Supply Chain (BSC) network regarding expiration 

date and backup facilities. The proposed model is a bi-objective Mixed Integer Programming (MIP) one. 
The two objective functions are to minimize the total cost and the detrimental environmental impacts of 

shipping between facilities and generated wastes in the network. A Goal Programming (GP) approach is 

used to convert the multi-objective model into a single one. Moreover, to meet the demand, blood groups 
and plasma expiration date are also investigated. Since it has been proven that plasma of the people who 

have fully recovered from COVID-19, can help other patients to recover from this insidious disease; 
therefore, the proposed BSC network can supply the needs of this particular category of patients as well. 

To examine the feasibility of the proposed model, some random examples with different dimensions are 

generated and solved using the CPLEX solver of GAMS software. Furthermore, a real-case problem in 
Esfahan (Iran) was investigated to illustrate the applicability of the proposed model, and the sensitivity 

analysis was performed as well. Results approved the applicability of the proposed model in a real 

situation.  

doi: 10.5829/ije.2021.34.02b.19 
 

 

1. INTRODUCTION1 
 

Blood Supply Chains (BSCs) have been one of the most 

interesting areas in the literature of the healthcare 

systems in recent years. What distinguishes the BSC 

from the other supply chains is that blood is not an 

ordinary commodity. Also, unlike the business supply 

chains, which are profit-oriented, the BSC is service-

oriented. Besides, lack of blood products can increase the 

mortality rate. Meanwhile, blood products are very 

perishable. These criteria make BSC more complicated 

[1, 2]. 

The first step in the BSC is collecting blood from 

donors. After that, testing and production of blood 

products in the labs and sending them to hospitals are 

other steps which form a BSC. One of the most critical 

challenges for managers of the BSC is a continuous 

increase in demand for blood products while the rate of 

 

* Corresponding Author Email: tavakoli@ut.ac.ir (R. Tavakkoli-

Moghadam) 

donors decreases so that American Red Cross reported in 

2014, just 10% of US residents are blood donors. In 

addition, costs of testing, production of blood products, 

shipping, storage, and distribution are significant for 

officials of the healthcare systems. It means that 

managers expect to have a BSC that concurrently meets 

the demands, reduces wastages, and minimizes costs. 

Nonetheless, the perishability of most of the blood 

products leads to constraints and considerable costs for 

this sophisticated supply chain. Obviously, without a 

particular decision support framework, managers of the 

BSC will not be able to meet the demands for most of 

these products in a timely manner [3]. 

In the literature of the BSC, there are a wide variety 

of papers designed a BSC network regarding their own 

features. However, in Table 1, we only summarized some 

of them due to the page limitation.  
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TABLE 1. Selected papers of the BSC 
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[1] 
Network 
design 

*       Taguchi method Tehran/ Iran 

[4] 
Network 

design 
 * 

Cost 

minimization 
    Branch & 

Bound 
Tehran/ Iran 

[5] 
Network 
design 

 *  

Cost minimization; 

Transportation time 

minimization; Maximization 
of tests' reliability 

   ε-constraint Tehran/ Iran 

[6] 
Network 

design 
 *  

Cost minimization; 

Transportation time 
minimization 

   

Max–Min; 

Utility function; 

Goal 
attainment; LP-

metric; Goal 
Programming 

Tehran/ Iran 

[7] 
Network 
design 

 *  
Cost minimization; The 

average blood delivery time 
minimization 

   
ε-constraint; 

Lagrangian 
relaxation 

 

[8] 
Location-
Allocation 

 * 
Cost 

minimization 
 *   

Tabu search; 

Bayesian belief 
network 

Jamshedpur/ 
India 

[9] 
Network 
design 

* * 
Cost 

minimization 
  *  Branch & Cut Tehran/ Iran 

[10] 
Network 
design 

 * 
Cost 

minimization 
 *   GAMS/CPLEX 

solver 
Tehran/ Iran 

[11] 
Network 

design 
 *  Cost minimization; Shortage 

minimization 
*   Goal 

Programming 

Qaemshahr/ 

Iran 

[12] 
Network 

design 
 *  Cost minimization; Shortage 

minimization 
* *  

Fuzzy VIKOR; 

GAMS/CPLEX 
solver 

Tehran/ Iran 

[13] 
Network 

design 
 * 

Cost 

minimization 
 *   Lagrangian 

relaxation 
 

[14] Allocation  * 
Shortage 

minimization 
  *  Greedy 

heuristic 
Wenchuan/ 

China 

[15] 
Location-
Inventory 

* * 
Cost 

minimization 
  *  

IBM ILOG 

CPLEX 
software 

Sichuan/ 
China 

[16] 
Network 
design 

 *  Cost minimization; Shortage 
minimization 

 *  ε-constraint  

[17] 
Network 
design 

 * 
Cost 

minimization 
    GAMS/MIP 

solver 
Not clear 

[18] 
Network 

design 
 * 

Cost 

minimization 
 *   

Self-Adaptive 

Imperialist 

Competitive; 

Invasive Weed 
Optimization 

Mazandaran/ 

Iran 

[19] 
Network 
design 

 *  

Cost minimization; 

Detrimental environmental 

impacts minimization; Total 
social impacts maximization 

*   

ε-constraint; 

Simulated 

Annealing; 
Harmony 

Search 

 

Present 
study 

Network 
design 

 *  
Cost minimization;  

Detrimental environmental 
impacts minimization 

* * * 
Goal 

Programming 
Esfahan/ Iran 
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With respect to the above-mentioned studies, we have not 

observed any research on the BSC investigating backup 

facilities, wastes, blood groups, and expiration date in 

satisfying demands simultaneously. Also, it seems that 

there has been no research on the BSC in Esfahan up to 

this time. Hence, regarding the importance and necessity 

of the subject and lack of any research on this area, the 

purpose of this paper is to design a green BSC network 

considering backup facilities, wastes, blood groups, and 

expiration date for Esfahan.  

Similar to the classic supply chains, costs of 

establishing a BSC are important. Furthermore, there is 

the possibility of generating wastes because of blood 

contamination during the processes (because of pollution 

of test tubes or other devices), blood corruption due to 

inappropriate temperature conditions, leaking blood 

bags, etc. Therefore, minimizing the costs of establishing 

a BSC, along with minimizing the costs of waste and 

other detrimental environmental impacts, are significant 

for managers of Esfahan Blood Transfusion Organization 

(EBTO).   

Consequently, the proposed model is a bi-objective 

MIP model, in which the first objective function is to 

minimize the total costs, whereas the second objective 

function is a green function, which investigates the 

environmental aspects of the problem. Also, regarding 

the experts’ opinions of the EBTO, this study focuses on 

plasma product. While the proposed network is able to 

supply the patients’ needs the plasma in Esfahan, with 

minimum costs and the minimum amount of waste, it can 

also involve recovered patients of COVID-19. In other 

words, since it has been proven that plasma of people 

who have fully recovered from COVID-19 can help other 

patients recover from COVID-19; therefore, the current 

network can supply the needs of this particular category 

of patients as well.  

To summarize, the most contributions of the present 

research can be highlighted and listed below: 

✓ To the best of our knowledge, it is the first BSC study 

considering backup facilities, blood groups, and 

expiration date simultaneously.  

✓ With respect to the type of variables and objective 

functions, the proposed model is a green one, which 

actually is novel compared with the previous studies 

in the BSC literature. 

✓ It is the first BSC network for EBTO so far that can 

efficiently supply required demands.  

✓ Because of considering different scenarios in 

satisfying demands, the proposed model is flexible 

enough to cope with fluctuations in demands. 

✓ With respect to the significance of plasma in treating 

COVID-19 patients, the proposed model can be 

invaluable from the perspective of the COVID-19 

pandemic as well. 

The rest of this paper is organized as follows: 

In section 2, the problem and assumptions are defined 

and the proposed model is formulated. Also, the solution 

approach is explained. Section 3 examines the feasibility 

of the proposed model and results of solving the model 

for a real-case study along with a sensitivity analysis   and 

practical recommendations to managers are presented. 

Finally, in section 4, the most important results and 

directions for future research are provided. 

 

 

2. MODEL AND METHODS 
 

In this paper, a BSC network considering blood groups 

and expiration date has been designed. Figure 1 shows 

the network of this problem. As illustrated in this figure, 

the network of this paper has three echelons, including 

blood collecting centers, laboratories for quality 

assurance and producing blood products, and demand 

centers (hospitals).  

Donors refer to blood collecting centers. These 

centers receive blood from donors and transfer to labs. 

Blood labs send blood products to demand points 

(hospitals) after completing the required tests. Also, there 

are two types of facilities at all echelons of the network, 

i.e. permanent facilities and backup facilities.  

The proposed model is a bi-objective MIP model. The 

first objective function minimizes total costs, including 

the establishment cost of facilities, cost of transportation, 

and cost of holding inventory by designing appropriate 

constraints and taking into account the level of demand 

at the hospitals regarding blood groups. The second 

objective function minimizes the detrimental 

environmental impacts of shipping between facilities and 

the amount of generated wastes in the network.   

In the proposed model of this study, according to the 

experts’ opinions of the EBTO, a blood product; namely, 

plasma has been considered.   

 

 
Figure 1. Proposed Blood Supply Chain Network 
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Moreover, in order to meet the demand, blood groups 

and plasma expiration date have also been investigated. 

The assumptions of the proposed model are as follows: 

➢ The establishment cost of all facilities is 

deterministic and fixed. 

➢ Operation and shipping costs are deterministic and 

fixed. 

➢ The shipping and operation times are deterministic 

and fixed and are based on the "day" unit. 

➢ All collected blood at collecting centers will transfer 

to labs. 

➢ There is blood inventory neither in laboratories nor 

collecting centers. Inventory is kept just in hospitals. 

➢ A blood product (plasma) is considered. 

➢ There is a percentage of waste at the lab and hospital. 

  

2. 1. Indices          Let 𝐼 = (𝑖, 𝑖𝑏) be set of blood 

collecting centers, where 𝑖 is permanent blood collecting 

center while 𝑖𝑏 indicates a backup blood collecting 

center. Also, 𝐽 = (𝑗, 𝑗𝑏) and 𝐾 = (𝑘, 𝑘𝑏) are set of labs 

and hospitals which similare to blood collceting centers, 

there are two types of labs and hospitals as well, i.e. 

permanent lab/hospital, and backup lab/hospital. Further, 

𝐺 = {𝑔|𝑔 = 1, … , 8}  denotes blood groups. 

Additionally, 𝑉 and 𝑇 are vehicle set and period set 

respectively. Besides, 𝑆 exhibit the set of scenarios as 

well.  

The parameters and variables used in this model are 

presented as follows: 
𝑀 A very large number 

𝑎𝑖 
Operation time at the blood collecting center for 

each unit of blood 

𝑎𝑗  Operation time at the lab for each unit of blood 

𝑎𝑘 
Operation time at the hospital for each unit of 

blood 

𝑡𝑜𝑖 Total operation time at the blood collecting center 

𝑡𝑜𝑗 Total operation time at the lab 

𝑡𝑜𝑘 Total operation time at the hospital 

𝑑𝑘𝑔𝑠𝑡 
Blood demand of hospital k in period t for blood 

group g under scenario s 

𝑐𝑎𝑝𝑖𝑔𝑡 
Capacity of blood collecting center i in period t 

for blood group g 

ℎ𝑘𝑔𝑡 
Holding cost in hospital k in period t for blood 

group g 
𝑠𝑐𝑗𝑗𝑔𝑡 Capacity of lab j in period t for blood group g 

𝑠𝑐𝑘𝑘𝑔𝑡 Capacity of hospital k in period t for blood group 

g 

𝑐𝑖𝑔𝑡 Operation cost of blood collecting center i in 

period t for blood group g  

𝑐𝑗𝑔𝑡
′  Operation cost of lab j in period t for blood group 

g 

𝑐𝑘𝑔𝑡
′′  Operation cost of hospital k in period t for blood 

group g 

𝑐𝑞𝑖𝑗  Fixed cost of using arc between i and j 

𝑐𝑞𝑗𝑘
′  Fixed cost of using arc between j and k 

𝑓𝑖𝑖 Fixed cost of collecting center establishment 

𝑓𝑖𝑏𝑖𝑏 
Fixed cost of backup collecting center 

establishment 

𝑓𝑗𝑗 Fixed cost of lab establishment 

𝑓𝑗𝑏𝑗𝑏  Fixed cost of backup lab establishment 

𝑓𝑘𝑘 Fixed cost of hospital establishment 

𝑓𝑘𝑏𝑘𝑏 Fixed cost of backup hospital establishment 

𝑡𝑡𝑖𝑖𝑗 
Transportation time from the blood collecting 

center i to the lab j 

𝑡𝑡𝑖𝑗𝑘 
Transportation time from the lab j to the hospital 

k 

𝑠𝑐𝑣𝑣 Capacity of vehicle 

𝑐𝑣𝑣 Setup cost of vehicle 

𝑇𝑔𝑚𝑎𝑥 Expiration date 

𝐸𝐼𝑖𝑗𝑖𝑗  
Environmental impacts of shipping between 

nodes i and j 

𝐸𝐼𝑗𝑘𝑗𝑘 
Environmental impacts of shipping between 

nodes j and k 

𝐷𝐶 Cost caused by generating each unit of waste 

𝑙𝑗 Waste percentage of lab 

𝑙𝑘 Waste percentage of hospital 

𝑥𝑖𝑗𝑔𝑠𝑡 
Amount of blood transported of group g from the 

blood collecting center i to the lab j in period t 

under scenario s 

𝑦𝑗𝑘𝑔𝑠𝑡 
Amount of plasma transported of group g from 

the lab j to the hospital k in period t under 

scenario s 

𝑖𝑛𝑣𝑘𝑔𝑠𝑡 
Amount of plasma inventory of group g in 

hospital k in period t under scenario s 

𝑤𝑖𝑖 
A binary variable which will be 1 if a collecting 

center is established at node i; 0, otherwise 

𝑤𝑖𝑏𝑖𝑏 

A binary variable that will be 1 if a backup 

collecting center is established at node i; 0, 

otherwise 

𝑤𝑗𝑗 
A binary variable that will be 1 if a lab is 

established at node j; 0, otherwise 

𝑤𝑘𝑘 
A binary variable that will be 1 if a hospital is 

established at node k; 0, otherwise 

𝑤𝑘𝑏𝑘𝑏  
A binary variable that will be 1 if a backup 

hospital is established at node k; 0, otherwise 

𝑣ℎ𝑣 
A binary variable that will be 1 if a vehicle v  is 

used; 0, otherwise 

𝑞𝑖𝑗 
A binary variable that will be 1 if arc between i 

and j is used; 0, otherwise 

𝑞𝑗𝑘
′  

A binary variable that will be 1 if arc between j 

and k is used; 0, otherwise 

𝐻𝑃𝑡 Amount of waste at period t 

 

2. 2. Model Formulation 

(1) 

Min 𝑍1 =  ∑ ∑ ∑ ∑ ∑ 𝑐𝑖𝑔𝑡𝑡𝑠𝑔𝑗𝑖 . 𝑥𝑖𝑗𝑔𝑠𝑡 +
∑ ∑ ∑ ∑ ∑ 𝑐𝑗𝑔𝑡

′
𝑡𝑠𝑔𝑗𝑖 . 𝑥𝑖𝑗𝑔𝑠𝑡 +

∑ ∑ ∑ ∑ ∑ 𝑐𝑘𝑔𝑡
′′

𝑡𝑠𝑔𝑘𝑗 . 𝑦𝑗𝑘𝑔𝑠𝑡 +

∑ ∑ ∑ ∑ ℎ𝑘𝑔𝑡. 𝑖𝑛𝑣𝑘𝑔𝑠𝑡𝑡 + ∑ 𝑓𝑖𝑖 . 𝑤𝑖𝑖 +𝑖𝑠𝑔𝑘

∑ 𝑓𝑗𝑗 . 𝑤𝑗𝑗 +𝑗 ∑ 𝑓𝑘𝑘 . 𝑤𝑘𝑘 + ∑ 𝑓𝑖𝑏𝑖𝑏 . 𝑤𝑖𝑏𝑖𝑏 +𝑖𝑏𝑘

∑ 𝑓𝑗𝑏𝑗𝑏 . 𝑤𝑗𝑏𝑗𝑏 + ∑ 𝑓𝑘𝑏𝑘𝑏 . 𝑤𝑘𝑏𝑘𝑏𝑘𝑏𝑗𝑏 +
∑ ∑ 𝑐𝑞𝑖𝑗 . 𝑞𝑖𝑗 + ∑ ∑ 𝑐𝑞𝑗𝑘

′ . 𝑞𝑗𝑘
′ + ∑ 𝑐𝑣𝑣. 𝑣ℎ𝑣 𝑣𝑘𝑗𝑗𝑖    

(2) 
Min 𝑍2 = ∑ ∑ 𝐸𝐼𝑖𝑗𝑖𝑗 . 𝑞𝑖𝑗𝑗𝑖 + ∑ ∑ 𝐸𝐼𝑗𝑘𝑗𝑘 . 𝑞𝑗𝑘

′
𝑘𝑗 +

∑ 𝐷𝐶. 𝐻𝑃𝑡𝑡   

s.t. 
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 (3) ∀𝑘, 𝑔, 𝑠,  
∑ 𝑦𝑗𝑘𝑔𝑠𝑡𝑗 − 𝐻𝑃𝑡 = 𝑑𝑘𝑔𝑠𝑡 + 𝑖𝑛𝑣𝑘𝑔𝑠𝑡 −

𝑖𝑛𝑣𝑘𝑔𝑠𝑡−1  

(4) ∀𝑖, 𝑔, 𝑠, 𝑡 ∑ 𝑥𝑖𝑗𝑔𝑠𝑡 ≤ 𝑐𝑎𝑝𝑖𝑔𝑡.𝑗 𝑤𝑖𝑖  

(5) ∀𝑗, 𝑔, 𝑠, 𝑡 ∑ 𝑥𝑖𝑗𝑔𝑠𝑡 ≥𝑖 ∑ 𝑦𝑗𝑘𝑔𝑠𝑡𝑘   

(6) ∀𝑗, 𝑔, 𝑠, 𝑡 ∑ 𝑥𝑖𝑗𝑔𝑠𝑡 ≤ 𝑠𝑐𝑗𝑗𝑔𝑡 .𝑖 𝑤𝑗𝑗   

(7) ∀𝑘, 𝑔, 𝑠, 𝑡 ∑ 𝑦𝑗𝑘𝑔𝑠𝑡𝑗 ≤ 𝑠𝑐𝑘𝑘𝑔𝑡. 𝑤𝑘𝑘  

(8)  ∑ 𝑤𝑖𝑏𝑖𝑏 ≥ 1𝑖𝑏   

(9)  ∑ 𝑤𝑗𝑏𝑗𝑏 ≥ 1𝑗𝑏   

(10)  ∑ 𝑤𝑘𝑏𝑘𝑏 ≥ 1𝑘𝑏   

(11) ∀𝑗, 𝑠, 𝑡  ∑ ∑ 𝑥𝑖𝑗𝑔𝑠𝑡𝑔 ≤ ∑ 𝑠𝑐𝑣𝑣. 𝑣ℎ𝑣𝑣𝑖   

(12) ∀𝑘, 𝑠, 𝑡  ∑ ∑ 𝑦𝑗𝑘𝑔𝑠𝑡𝑔 ≤ ∑ 𝑠𝑐𝑣𝑣. 𝑣ℎ𝑣𝑣𝑗   

(13) ∀𝑖, 𝑗, 𝑘  
(𝑡𝑡𝑖𝑖𝑗 . 𝑞𝑖𝑗) + (𝑡𝑡𝑖𝑗𝑘 . 𝑞𝑗𝑘

′ ) + (𝑡𝑜𝑖. 𝑤𝑖𝑖) +

(𝑡𝑜𝑗. 𝑤𝑗𝑗) + (𝑡𝑜𝑘. 𝑤𝑘𝑘) ≤ 𝑇𝑔𝑚𝑎𝑥  

(14) ∀𝑖  𝑎𝑖 . ∑ ∑ ∑ ∑ 𝑥𝑖𝑗𝑔𝑠𝑡𝑡 ≤𝑠𝑔𝑗 𝑡𝑜𝑖  

(15) ∀𝑗  𝑎𝑗 . ∑ ∑ ∑ ∑ 𝑦𝑗𝑘𝑔𝑠𝑡𝑡 ≤𝑠𝑔𝑘 𝑡𝑜𝑗  

(16) ∀𝑘  𝑎𝑘 . ∑ ∑ ∑ ∑ 𝑑𝑘𝑔𝑠𝑡𝑡𝑠𝑔𝑘 ≤ 𝑡𝑜𝑘  

(17) ∀𝑖, 𝑗  ∑ ∑ ∑ 𝑥𝑖𝑗𝑔𝑠𝑡 ≤𝑡𝑠𝑔 𝑀. 𝑞𝑖𝑗   

(18) ∀𝑗, 𝑘  ∑ ∑ ∑ 𝑦𝑗𝑘𝑔𝑠𝑡 ≤𝑡𝑠𝑔 𝑀. 𝑞𝑗𝑘
′   

(19) ∀𝑖, 𝑗  ∑ ∑ ∑ 𝑥𝑖𝑗𝑔𝑠𝑡 ≥𝑡𝑠𝑔 𝑀. (1 − 𝑞𝑖𝑗)  

(20) ∀𝑗, 𝑘  ∑ ∑ ∑ 𝑦𝑗𝑘𝑔𝑠𝑡 ≥𝑡𝑠𝑔 𝑀. (1 − 𝑞𝑗𝑘
′ )  

(21) ∀𝑘, 𝑡  𝐻𝑃𝑡  =
∑ ∑ ∑ 𝑙𝑗 . 𝑦𝑗𝑘𝑔𝑠𝑡 +𝑠𝑔𝑗 ∑ ∑ 𝑙𝑘 . 𝑖𝑛𝑣𝑘𝑔𝑠𝑡𝑠𝑔   

(22)  𝑥𝑖𝑗𝑔𝑠𝑡  , 𝑦𝑗𝑘𝑔𝑠𝑡 , 𝑖𝑛𝑣𝑘𝑔𝑠𝑡, 𝐻𝑃𝑡 ≥ 0 

(23) 
𝑤𝑖𝑖 , 𝑤𝑗𝑗 , 𝑤𝑘𝑘 , 𝑤𝑖𝑏𝑖𝑏 , 𝑤𝑗𝑏𝑗𝑏 , 𝑤𝑘𝑏𝑘𝑏 , 𝑣ℎ𝑣, 𝑞𝑖𝑗 , 𝑞𝑗𝑘

′ ∈

{0,1}  

The objective function (1) minimizes the total cost of 

the network, including transportation costs, holding 

inventory cost, and the establishment cost of centers. The 

objective function (2) minimizes the amount of generated 

wastes and the detrimental environmental impacts of 

shipping between facilities.  

Constraint (3) ensures that each hospital's demand is 

met. Constraint (4) states that the amount of the sent 

blood from each collecting center should not be greater 

than the capacity of that center. Constraint (5) states that 

the amount of plasma that is transferred from the lab to 

the hospital cannot exceed the amount of blood that is 

sent from the collecting center to the lab. Constraint (6) 

states that the amount of the sent blood to the lab should 

not exceed the capacity of the lab. Constraint (7) states 

that the amount of the sent plasma to each hospital should 

not exceed the hospital's capacity. Constraints (8) to (10) 

assure the establishment of backup facilities in each 

echelon of the network. Constraints (11) and (12) state 

that the transferred blood from the collecting center to the 

lab, and the transferred plasma from the lab to the 

hospital should not exceed the vehicle capacity.  

Constraint (13) provides the maximum allowed time 

for consuming the plasma. Constraint (14) relates to the 

operation time at the collecting center and indicates that 

the operation time at the collecting center should not 

exceed a certain limit. Constraint (15) relates to the 

operation time in the lab and indicates that the operation 

time of the lab should not exceed a certain limit. 

Constraint (16) relates to the operation time at the 

hospital and indicates that the operation time at the 

hospital should not exceed a certain limit. Constraints 

(17) to (20) relate to using arcs between collecting centers 

and labs, and arcs between labs and hospitals. Constraint 

(21) specifies the amount of the generated wastes in each 

period in the laboratory and hospital. Eventually, 

constraints (22) and (23) define the domains of the 

decision variables. 

 
2. 3. Solution Approach          Multi-objective problems 

are problems that have more than a single objective 

function. These objectives usually are not compatible. In 

fact, optimizing one of the objectives can lead to a non-

optimal solution for others. In such a situation, some 

methods make a trade-off among all objectives’ solutions 

[11, 20, 21].  

Goal Programming (GP) is one of these methods, 

which have been deployed in this research. In this paper, 

we use the GP approach for solving the bi-objective 

problem. The method is based on determining goals for 

all objectives and then minimizing the deviations from 

these goals. In this procedure, we should use deviation 

variables. There are two types of deviation variables. The 

𝑑𝑖
+ means the amount of objective is more than the goal 

while 𝑑𝑖
− means the amount of objective is less than the 

goal. The GP model minimizes the sum of these 

deviations [11]. 

The following GP approach is employed in the 

current research for solving the bi-objective problem: 

(24)  𝐌𝐢𝐧 ∑ 𝑾𝒊(𝒅𝐢
+ + 𝒅𝐢

−)𝒏
𝒊=𝟏   

  s.t. 

 (25) 𝒌 = 𝟏, 𝟐, … , 𝒒  𝒉𝒌(𝑿) = 𝒐𝒓 ≤ 𝒐𝒓 ≥ 𝟎 
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 (26) 𝒊 = 𝟏, 𝟐, … , 𝒏  𝒇𝒊(𝑿) − 𝒅𝐢
+ + 𝒅𝐢

− = 𝐠𝐢 

 (27) 𝒊 = 𝟏, 𝟐, … , 𝒏 𝒅𝐢
+, 𝒅𝐢

− ≥ 𝟎 

where 𝑑i
+ and 𝑑i

− will be calculated using Equations (28) 

and (29): 

  (28) 𝒅𝐢
+ = {

𝒇𝒊(𝑿) − 𝒈𝒊     𝐢𝐟  𝒇𝒊(𝑿) > 𝒈𝒊

𝟎                         𝐨𝐭𝐡𝐞𝐫𝐰𝐢𝐬𝐞
    

  (29) 𝒅𝐢
− = {

𝒈𝒊 − 𝒇𝒊(𝑿)     𝐢𝐟  𝒇𝒊(𝑿) < 𝒈𝒊

𝟎                         𝐨𝐭𝐡𝐞𝐫𝐰𝐢𝐬𝐞
    

It should be noted that the sum of weights should be 1 . 

∑ 𝑊𝑖
𝑛
𝑖=1 = 1   (30) 

The solution steps of the problem are as follows: 

I. The problem is solved for each objective function 

separately to determine the value of goals. 

II. The value of its goal is used as the right-hand side 

for each objective function and by adding 

deviation variables, the equation is considered as 

a new constraint in the initial model. 

III. Pareto solutions are calculated by using different 

weights of objective functions. 

IV. Based on experts’ opinions, the best answer is 

selected among the dominant solutions. 

 

 

3. RESULTS AND FINDINGS 
 

To approve the accuracy and feasibility of the proposed 

model, the model is implemented for sample problems 

with different dimensions that are generated randomly. 

All computations are done using CPLEX solver of 

GAMS software on a laptop with Intel Core i5, 2.5 GHz 

and 4 GB of RAM. Tables 2 and 3 depict dimensions of 

the sample problems and values of input parameters 

respectively. Also, results of solving sample problems 

are presented in Table 4. 

After solving the sample problems and validating the 

proposed model, to verify the applicability of the 

proposed model, a real problem is investigated in 

Esfahan, a metropolitan city in Iran with about  2,000,000 
 

 

TABLE 2. Dimensions of sample problems 
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1 2 2 3 2 1 1 2 

2 4 4 6 4 2 4 2 

3 10 8 12 8 4 4 2 

4 20 12 25 8 4 8 4 

5 25 15 30 8 7 12 4 

TABLE 3. Distribution of input parameters 

Values Parameter Values Parameter 

uniform(30, 50) 𝑓𝑖𝑏𝑖𝑏 uniform(150,250) 𝑓𝑖𝑖  

uniform(50, 75) 𝑓𝑗𝑏𝑗𝑏 uniform(250,350) 𝑓𝑗𝑗  

uniform(80, 100) 𝑓𝑘𝑏𝑘𝑏 uniform(300,500) 𝑓𝑘𝑘  

uniform(3,6) 𝑑𝑘𝑔𝑠2𝑡 uniform(1,3) 𝑑𝑘𝑔𝑠1𝑡  

uniform(1,10) 𝐸𝐼𝑖𝑗𝑖𝑗 uniform(1,10) 𝐸𝐼𝑗𝑘𝑗𝑘  

uniform(0.3,0.5) 𝑡𝑡𝑖𝑗𝑘 uniform(0.3,0.5) 𝑡𝑡𝑖𝑖𝑗   

uniform(4,18) 𝑐𝑗𝑔𝑡
′  uniform(2,9) 𝑐𝑖𝑔𝑡  

uniform(1,5) 𝑐𝑞𝑖𝑗 uniform(2,9) 𝑐𝑘𝑔𝑡
′′   

uniform(3,8) ℎ𝑘𝑔𝑡  uniform(1,5) 𝑐𝑞𝑗𝑘
′

  

 

 

TABLE 4.  Objective values of sample problems 

Objective values Objective functions Problem No. 

6477 f1 
1 

75 f2 

11728 f1 
2 

527 f2 

28780 f1 
3 

923 f2 

63976 f1 
4 

2290 f2 

89518 f1 
5 

3173 f2 

 

 

residents according to the last census in 2016. Tables 5 

and 6 show the parameters of the case study. Moreover, 

demands with respect to different blood groups in each 

scenario have been presented in Tables 7 to 9. 

After solving the problem for Esfahan, Pareto 

solutions are obtained and Table 10 includes these 

values. It should be noted that for more convenience, all 

values in this table are divided into 10,000,000. 
 

 

TABLE 5. Establishment costs of facilities 

Values(IRR) Parameter Values(IRR) Parameter 

180 𝑓𝑖𝑏𝑖𝑏 8500 𝑓𝑖𝑖  

630 𝑓𝑗𝑏𝑗𝑏 20500 𝑓𝑗𝑗  

3000 𝑓𝑘𝑏𝑘𝑏 76000 𝑓𝑘𝑘  

 

 

TABLE 6. Capacities of facilities 

Values Parameter Values Parameter 

1000 𝑠𝑐𝑗𝑗𝑔𝑡 1000 𝑐𝑎𝑝𝑖𝑔𝑡  

5000 𝑠𝑐𝑘𝑘𝑔𝑡 600 𝑠𝑐𝑣𝑣  
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TABLE 7. Demands in the first Scenario 

Blood 

Group 
Period 1 Period 2 Period 3 Period 4 

A+ 194 227 274 299 

B+ 214 233 248 276 

AB+ 221 242 245 290 

O+ 235 284 341 360 

A- 28 31 34 41 

B- 31 49 57 63 

AB- 39 45 50 53 

O- 15 17 26 29 

 

 

TABLE 8. Demands in the second Scenario 

Blood 

Group 
Period 1 Period 2 Period 3 Period 4 

A+ 386 418 475 519 

B+ 331 339 364 387 

AB+ 315 328 336 394 

O+ 451 490 549 588 

A- 48 55 59 67 

B- 65 69 71 77 

AB- 58 61 64 69 

O- 34 41 48 51 

 

 

TABLE 9. Demands in the third Scenario 

Blood 

Group 
Period 1 Period 2 Period 3 Period 4 

A+ 523 560 616 639 

B+ 418 441 499 521 

AB+ 429 456 484 510 

O+ 751 805 838 895 

A- 75 81 86 93 

B- 89 93 94 102 

AB- 76 88 96 97 

O- 55 55 63 71 

 

 

Furhtermore, Figure 2 presents a Pareto frontier of the 

case study problem and clearly reveales conflicting 

between objcetive functions. Since the cost of the first 

objective function is sharply higher than the second one, 

experts of EBTO selected the 11th Pareto solution as the 

best possible solution for the network. Therefore, the 

objective values are 25,182,674,000,000 IRR for the first 

objective function, and 20,160,000,000 IRR for the 

second objective function. Accordingly, the network  

TABLE 10. Pareto solutions 
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1 0 1 6,378,300.000 240.862 

0.9 0.1 2 5,974,800.000 275.600 

0.8 0.2 3 5,690,600.000 326.900 

0.7 0.3 4 5,149,100.000 443.300 

0.6 0.4 5 4,486,700.000 663.100 

0.5 0.5 6 4,087,200.000 822.000 

0.4 0.6 7 3,716,300.000 1,016.600 

0.3 0.7 8 3,427,800.000 1,201.400 

0.2 0.8 9 3,138,500.000 1,372.900 

0.1 0.9 10 2,657,700.000 1,813.700 

0 1 11 2,518,267.400 2,016.000 

  

 

includes 10 blood collecting centers, eight labs, 10 

hospitals, and four vehicles. Figure 3 shows the 

established BSC network for Esfahan. Also, as a sample, 

in Tables 11 and 12, the flow between two collecting 

center and lab, and lab and hospital are presented 

according to the first scenario.   

 

3. 1. Sensitivity Analysis           In this section, a 

sensitivity analysis is performed for the aj; namely, 

operation time at the lab for each unit of blood based on 

experts’ opinions.  The range of parameter variations is 

examined from a 50% decrease to a 200% increase.  

Table 13 depicts the results of these changes. Also, 

Figure 4 illustrates the changes in the first objective 

function as well. It should be noted that for more 

convenience, all values in Table 13 and Figure 4 have 

been divided into 10,000,000. 
 

 

 
Figure 2. Pareto frontier of case study 

0

500

1,000

1,500

2,000

2,500

2 ,0 0 0 ,0 0 0 7 ,0 0 0 ,0 0 0

S
e
c
o

n
d

 o
b

je
c
ti

v
e

First objective



M. Asadpour et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 02, (February 2021)   470-479                                           477 

 
Figure 3. BSC Network for Esfahan 

 

 

TABLE 11. Blood flow between Collecting center 1 & Lab 1  

Blood 

Group 
Period 1 Period 2 Period 3 Period 4 

A+ 15  34 28 

B+  27 32  

AB+ 32 25  29 

O+ 37 24 35 15 

A-   7 11 

B- 6 13  5 

AB- 8 7 11  

O- 3   2 5 

 

 
TABLE 12. Product flow between Lab 1 & Hospital 1 

Blood 

Group 
Period 1 Period 2 Period 3 Period 4 

A+ 32 45   57 

B+ 66  46  

AB+ 40 59 27 35 

O+ 52 55 38 73 

A-  6 7 11 

B- 8   8 

AB- 3 5 5  

O- 4 2 5 6 

 

 

As shown in Figure 4, the value of the first objective 

function goes down with any drop in aj. Whereas the 

difference between values of the first objective function 

regarding 10 and 25% decrease in aj is not very 

significant, by 50% reduction in aj, the value of first 

objective function declines noticeably. Also, the first 

objective function is infeasible for either 10% or higher 

growth in aj. Further, the second objective function is not 

sensitive to changes in aj. Additionally, similar to the first 

objective function, the second objective function is 

infeasible for a 10% or higher rise in aj. Hence, EBTO 

managers should be aware of the critical time of 

operation in the lab, and it may be advisable that by 

increasing the capacity (in the form of either expanding 

existing labs or establishing new labs) provides an 

amount of float for aj. 

 

3. 2. Managerial Insight           In this research, a BSC 

for Esfahan is designed, whose results are helpful for the 

managers of EBTO in some certain aspects. In particular, 

we have formulated a BSC regarding specific features 

and constraints of EBTO that can satisfy the demands in 

a timely manner. While in real situations, demand can be 

affected by unexpected occurrences (e.g. disaster), we 

deployed different scenarios to better capture demand 

fluctuations. However, the managers of EBTO are 

advised to monitor the status of demands periodically and 

once they see a trend (usually ascending trend) 

immediately take required decisions to be ready for 

 

 
TABLE 13. Results of the sensitivity analysis in aj 
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Figure 4. First objective function values based on changes 

in operation time in the lab 

2508000

2510000

2512000

2514000

2516000

2518000

2520000

-50% -25% -10% 0

Z
1

v
a

lu
e

Change percentage



478                              M. Asadpour et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 02, (February 2021)   470-479                                            

 

satisfying the possible increasing demand. Furthermore, 

results of the sensitivity analysis revealed that the 

situation in the lab (from the operation time perspective) 

is somehow fragile. Thus, the EBTO managers should 

consider possible alternatives to prevent network 

disruption due to forming a bottleneck in the lab (test and 

production echelon).    

 

 

4. CONCLUSION AND FUTURE RESEARCH 
 

In this paper, a BSC network considering backup 

facilities, blood groups, and expiration date has been 

designed. The proposed model is a bi-objective location-

allocation-inventory model that, by designing 

appropriate constraints and considering inventory at the 

demand points, not only minimizes total costs but also 

satisfies hospitals’ demand. Furthermore, demands have 

been met with regard to blood groups. Also, the proposed 

network can involve recovered patients of COVID-19. 

More specifically, since it has been proven that plasma of 

people who have fully recovered from COVID-19, can 

help other patients recover from COVID-19. Therefore, 

the proposed BSC network can supply the needs of this 

particular category of patients as well. A Goal 

Programming approach has been applied to solve the bi-

objective problem and has been examined in a real case 

in Esfahan, Iran. Besides, a sensitivity analysis has been 

performed to provide additional managerial suggestions 

for the decision-makers in EBTO.  

In future research, researchers can investigate the 

possibility of storing inventory at all echelons of the BSC 

network. Additionally, designing and modeling a multi-

product BSC network under assumptions of this paper, 

applying a robust approach for facing uncertain 

parameters, considering wastes for collecting centers, 

and developing heuristic and meta-heuristic techniques 

for solving problems in large scales would be interesting 

for future studies. 

 

 

5. REFERENCES 
 

1. Zahraee, S. M., Rohani, J. M., Firouzi, A., and Shahpanah, A., 

“Efficiency improvement of blood supply chain system using 

Taguchi method and dynamic simulation”, Procedia 

Manufacturing, Vol. 2, (2015), 1-5. doi: 

10.1016/j.promfg.2015.07.001. 

2. Samani, M. R. G., Torabi, S. A., and Hosseini-Motlagh, S. M., 

“Integrated blood supply chain planning for disaster relief”, 

International Journal of Disaster Risk Reduction, Vol. 27, 

(2018), 168-188. doi:10.1016/j.ijdrr.2017.10.005. 

3. Osorio, A. F., Brailsford, S. C., and Smith, H. K., “A structured 

review of quantitative models in the blood supply chain: a 

taxonomic framework for decision-making”, International 

Journal of Production Research, Vol. 53, No. 24, (2015), 7191-

7212. doi:10.1080/00207543.2015.1005766. 

4. Jabbarzadeh, A., Fahimnia, B., and Seuring, S., “Dynamic supply 

chain network design for the supply of blood in disasters: A robust 

model with real world application”, Transportation Research 

Part E: Logistics and Transportation Review, Vol. 70, (2014), 

225-244. doi:10.1016/j.tre.2014.06.003. 

5. Fazli-Khalaf, M., Khalilpourazari, S., and Mohammadi, M., 

“Mixed robust possibilistic flexible chance constraint 

optimization model for emergency blood supply chain network 

design”, Annals of Operations Research, Vol. 283, No. 1, (2019), 

1079-1109. doi:10.1007/s10479-017-2729-3. 

6. Khalilpourazari, S., and Khamseh, A. A., “Bi-objective 

emergency blood supply chain network design in earthquake 

considering earthquake magnitude: a comprehensive study with 

real world application”, Annals of Operations Research, Vol. 

283, No. 1, (2019), 355-393. doi:10.1007/s10479-017-2588-y. 

7. Fahimnia, B., Jabbarzadeh, A., Ghavamifar, A., and Bell, M. 

“Supply chain design for efficient and effective blood supply in 

disasters”, International Journal of Production Economics, Vol. 

183, (2017), 700-709. doi:10.1016/j.ijpe.2015.11.007. 

8. Sharma, B., Ramkumar, M., Subramanian, N., and Malhotra, B., 

“Dynamic temporary blood facility location-allocation during and 

post-disaster periods”, Annals of Operations Research, Vol. 283, 

No. 1, (2019), 705-736. doi:10.1007/s10479-017-2680-3. 

9. Salehi, F., Mahootchi, M., and Husseini, S. M. M., “Developing 

a robust stochastic model for designing a blood supply chain 

network in a crisis: A possible earthquake in Tehran”, Annals of 

Operations Research, Vol. 283, No. 1-2, (2019), 679-703. 
doi:10.1007/s10479-017-2533-0. 

10. Cheraghi, S., and Hosseini-Motlagh, S. M., “Optimal blood 

transportation in disaster relief considering facility disruption and 

route reliability under uncertainty”, International Journal of 

Transportation Engineering, Vol. 4, No. 3, (2017), 225-254. 
doi:10.22119/IJTE.2017.43838. 

11. Habibi-Kouchaksaraei, M., Paydar, M. M., and Asadi-Gangraj, 

E., “Designing a bi-objective multi-echelon robust blood supply 

chain in a disaster”, Applied Mathematical Modelling, Vol. 55, 

(2018), 583-599.  doi:10.1016/j.apm.2017.11.004. 

12. Cheraghi, S., and Hosseini-Motlagh, S. M., “Responsive and 

reliable injured-oriented blood supply chain for disaster relief: a 

real case study”, Annals of Operations Research, (2018), 1-39. 
doi:10.1007/s10479-018-3050-5. 

13. Rahmani, D., “Designing a robust and dynamic network for the 

emergency blood supply chain with the risk of disruptions”, 

Annals of Operations Research, Vol. 283, No. 1, (2019), 613-

641. doi:10.1007/s10479-018-2960-6. 

14. Ma, Z. J., Wang, K. M., and Dai, Y., “An emergency blood 

allocation approach considering blood group compatibility in 

disaster relief operations”, International Journal of Disaster 

Risk Science, Vol. 10, No. 1, (2019), 74-88. doi:10.1007/s13753-

018-0212-7. 

15. Chen, S., and Wang, C., “Incorporating a Bayesian Network into 

Two-Stage Stochastic Programming for Blood Bank Location-

Inventory Problem in Case of Disasters”, Discrete Dynamics in 

Nature and Society, (2019). doi:10.1155/2019/7214907. 

16. Naghipour, M., and Bashiri, M., “Designing a Bi-Objective 

Stochastic Blood Supply Chain Network in a Disaster”, In 15th 

Iran International Industrial Engineering Conference (IIIEC), 

(2019), 171-177. doi: 10.1109/IIIEC.2019.8720727. 

17. Ghasemi, S., “The Location Allocation Problem of After Disaster 

Blood Supply Chain”, In 15th Iran International Industrial 



M. Asadpour et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 02, (February 2021)   470-479                                           479 

Engineering Conference (IIIEC), (2019), 127-131. 
doi:10.1109/IIIEC.2019.8720635. 

18. Haghjoo, N., Tavakkoli-Moghaddam, R., Shahmoradi-

Moghadam, H., and Rahimi, Y., “Reliable blood supply chain 

network design with facility disruption: A real-world 

application”, Engineering Applications of Artificial 

Intelligence, Vol. 90, (2020), 103493. doi: 

10.1016/j.engappai.2020.103493. 

19. Eskandari-Khanghahi, M., Tavakkoli-Moghaddam, R., 

Taleizadeh, A. A., and Amin, S. H., “Designing and optimizing a 

sustainable supply chain network for a blood platelet bank under 

uncertainty”, Engineering Applications of Artificial 

Intelligence, Vol. 71, (2018), 236-250. doi: 

10.1016/j.engappai.2018.03.004. 

20. Saeidi-Mobarakeh, Z., Tavakkoli-Moghaddam, R., Navabakhsh, 

M., and Amoozad-Khalili, H., “A Bi-level Meta-heuristic 

Approach for a Hazardous Waste Management Problem”, 

International Journal of Engineering, Transactions A: Basics, 

Vol. 33, No. 7, (2020), 1304-1310. 
doi:10.5829/IJE.2020.33.07A.17. 

21. Akbarpour, N., Hajiaghaei-Keshteli, M., and Tavakkoli-

Moghaddam, R., “New Approaches in Meta-heuristics to 

Schedule Purposeful Inspections of Workshops in Manufacturing 

Supply Chains”, International Journal of Engineering, 

Transactions B: Applications, Vol. 33, No. 5, (2020), 833-840. 
doi:10.5829/IJE.2020.33.05A.15.  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Persian Abstract 

 چکیده 
مختلط عدد   ی زیمدل سبز چند هدفه برنامه ر  کی  یشنهادیاست. مدل پ  بانیپشت  لات یانقضا و تسه  خیخون با توجه به تار  نیتام ره یشبکه سبز زنج  ی هدف مقاله حاضر طراح

شده در شبکه را به   دیتول  یماندهااز حمل و نقل و پس  یناش   یطیمح  ستیکل است و تابع هدف دوم، اثرات مخرب ز  نهیهز  یاست. تابع هدف اول، حداقل ساز  حیصح

  خ یو تار  یخون  یتقاضا با توجه به گروهها نی ، تام  ن یاستفاده شده است. علاوه بر ا  ی آرمان  یزی برنامه ر  کردیرو کیاز    یشنهادیحل مدل چندهدفه پ  ی رساند. برا  یحداقل م

  گرید  مارانیب  یتواند به بهبود  یاند م  افتهیبهبود    COVID-19  یماریاز بکه به طور کامل    یافراد  ی. از آنجا که ثابت شده است که پلاسماردیگ  یانقضا پلاسما صورت م

و با    جادیدر ابعاد مختلف ا  یمسائل تصادف  یشنهادیمدل  پ  یکند. به منظور اعتبارسنج  نی تأم  زی را ن  مارانیدسته از ب  نیا  ازیتواند ن  یم  یشنهادیشبکه پ  ن،یبنابرا  د،یکمک نما

انجام گرفته است.   تیحساس ل یبه دست آمده تحل ج ینتا ی در اصفهان حل و بر رو ی مساله واقع  کی ی برا یشنهادیمدل پ نیحل شده اند. همچن GAMS فزار استفاده از نرم ا

 کند.  یم دییرا تأ یواقع  طیدر شرا  یشنهادیمدل پ ییکارا ج،ینتا
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A B S T R A C T  
 

 

The present investigation aims to deposit the three different hard facing powder (Triboloy T-700 and 

PAC 718, and TETCO 41 C) on SS 304L using laser cladding technique. The single and overlapped 
clad track was deposited using 2 kW laser power system. The optimized laser process parameters and 

50% overlap clad track was used to deposit a large surface area. The optimum laser process parameters 

were finalised using single clad structure study.  The cross-sections of the clad layers were used to 
obtain the microstructure and micro-hardness from different regions namely, clad layer, diffusion 

layer, and substrate. Throughout the study, the laser power was kept constant i.e. 1.2 kW. For single 

clad deposition, the scanning speed and powder feed rate varied from 0.3 to 0.5 m/min and 4 to 9 
g/min, respectively. T-700 and PAC 718 shows uniform developing micro-structure while METCO 41 

C shows the development of mixed dendritic and cellular type microstructure. The Triboloy shows the 

maximum surface hardness of 534 Hv, 321 Hv for PAC 718, and 294 Hv for METCO 41 C. 

doi: 10.5829/ije.2021.34.02b.20 
 

 

1. INTRODUCTION1 
 
Laser cladding technique is an effective way to develop 

hard powder coating on different engineering 

components. The powder coating applied for a reduction 

in the failure of the mechanical component due to 

erosion-corrosion wear. The laser cladding process 

having two methods i.e. pre-placed (two-stage) and 

direct method (one stage). In the two-stage method, the 

re-melting of pre-placed coating powder was done with 

a laser beam. In one-stage method coating material in 

the form of powder or wire was supplied and melted 

simultaneously using a laser beam. Laser cladding 

techniques have some great advantages like good 

metallurgical bonding between coating and substrate, 

minimum dilution, less porosity and thermal distortion 

over the other coating methods. The quality of laser clad 

depends on clad geometrical properties and good 
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geometrical properties depend on laser process 

parameters. Table 1 shows the effect of an increase in 

laser process parameters on clad geometrical properties 

[1-4]. 

Many studies on laser cladding were carried out 

using different coating powders like Aluminium alloys, 

Stellite, Titanium alloys, Inconel, Stainless Steels, mild 

steel, etc. Co, Cr, and Ni-base alloy have been widely 

used for engineering applications because of good 

erosion-corrosion resistance properties. Khorram et al. 

[4] used the RSM technique to investigate the response 

of scanning speed, pulse width and laser frequency on 

clad geometry, hardness and dilution ratio. They found 

that pulse width and laser frequency have a positive 

effect on clad angle, width and dilution ration and 

negative effect on hardness and clad height. Moradi et 

al. [5, 6] Investigated the effect of laser power, focal 

plane position in powder stream and scanning pattern on 

mechanical characterization, dimensional properties and 

Micro-structural changes on satellite 6 powder. They 

found lower Distortion, higher micro-hardness, lower  

 

 

mailto:moresatish11@yahoo.co.in


S. R. More et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 02, (February 2021)   480-486                                     481 

 

TABLE 1. Function clad properties (Increase= +; Reduction= 

-) [1] 

Parameters 

Clad Properties 

Clad 

Height 

Clad 

Depth 
Dilution Hardness 

Clad 

Thickness 

Laser 

Power 
- + + - + 

Coating 

Material 

Quantity  

+ - - + + 

Powder 

Feed Rate 
+ - - + - 

Laser Beam 

Spot 
+ - - + - 

 

 

 

grain size, and higher stability obtained by applying a 

unidirectional scanning pattern. In addition, they 

observed that laser power leads to change in the width 

and height of clad. Vyas et al. [7] investigated 

mechanical and metallurgical properties of high entropy 

alloy (AlFeCuCrCoNi-WC10) laser cladding coating on 

SS 316. They found a 4.5 fold improvement in micro-

hardness as compared to the base metal and fine-grained 

non-directional microstructure away and columnar 

grains near the base material. 

However, it is necessary to study the setting of laser 

process parameters for achieving good quality clad 

surface. Limited work is available on selection of laser 

process parameters especially for Nickel, cobalt and Fe 

base alloy cladding on SS 304L using one stage 

cladding process. There is scope to found the best 

possible laser process parameters for Nickel, cobalt and 

Fe base alloys coating on SS 304L. In the present work, 

all three powders are used to develop hard facing 

coating on SS 304L material and find out how the single 

clad is useful to investigate the best possible laser 

coating parameters for developing large surface 

coatings. In addition, the effect of laser cladding process 

parameters on microstructure and micro-hardness were 

briefly investigated. 

 

 

 

2. EXPERIMENTAL SET UP 
 

The laser cladding work was carried out at Department 

of Atomic Energy Raja Ramanna Centre for Advanced 

Technology (RRCAT), Indore (MP) India, using a 2 kW 

C-W fibre laser system as shown in Figure 1. The 

system consists of 2 kW fibre laser, 5 axis manipulator 

in a glove box, coaxial nozzle, computer numerical 

controller, twin powder feeder, a camera with image 

processing hardware and gas analyzers [8]. 

 
 

(a) Photographic view of LRM lab 

arrangement 

(b) Arrangement of Co-

axial nozzle 

Figure 1. Photographic view of 2 kW C-W fiber laser system 

 
 
3. EXPERIMENTAL PROCEDURE AND MATERIAL 
USED 
 
3. 1. Laser Cladding Process            The SS304L 

plates of size 75 mm diameter and 10 mm thickness 

were used for laser cladding of three different hard 

facing powders. Before starting the laser cladding 

process, the substrates are cleaned with water and 

acetone to remove any contaminant present on the 

surface of the substrate. The coaxial nozzle and powder 

feeder are calibrated for various powder flow rates by 

collecting and measuring the weight of powder for a 

known period. The pressurized Argon gas is used to 

regulate the flow rate of cladding powder. The hard face 

laser cladding powders are preheated using a co-axial 

nozzle and 1.2 kW higher power laser beam. The 

substrate surface is scanned using a laser beam and 

cladding powder; and accordingly, the thin layer of 

substrate and cladding powder is melted to develop the 

melt pool. The melted thin layer from the substrate is 

known as wetting of the substrate. The clad track on the 

substrate surface is formed due to rapidly solidified melt 

pool by self-quenching when the laser beam left the 

melted pool. The effect of laser processing parameters 

on clad geometry, i.e. clad width and height, dilution 

and porosity are examined by depositing single clad 

track of length 50 mm on the substrate material. From 

the single clad track analysis, the optimum laser 

processing parameters are selected for cladding the 

larger surface area of the substrate. The 50% overlapped 

cladding process is used to clad the large surface area. 

These laser cladding samples are used for 

characterizations and microscopic analysis. The location 

of laser spot point is 2 mm above the powder 

concentration plane [5].  

 
3. 2. Properties of Material Used           The present 

investigation is based on SS304 L as target (substrate) 

material. This material is commonly used in various 

industries and power plants because it has no effect of 

radiation; its chemical composition is shown in Table 3. 

Three different powders namely, Tribaloy T-700, 

PAC 718 and METCO 41 C are used for cladding on 

steel by using 2 kW C-W fiber lasers.  
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Tables 2 and 3 show the physical properties and 

chemical composition of cladding powders. The size of 

powder maintained range of 45-106 μm, because it is 

easy to feed through feeder during the cladding process. 

The SEM micrographs of three powders are shown in 

Figure 2, which reveals the particle shape and size. 

 
3. 3. Range of Parameters           Table 4 shows the 

range of parameters used for single clad track for laser 

process parameters optimization and 50% overlapped 

clad for complete cladding process for all three powders 

on the substrate. For the process of single and 50% clad 

the laser power kept constant i.e. 1.2 kW. For single 

clad track, process the scanning speed and powder feed 

rate varied from 0.3 to 0.5 m/min and 4 to 9 g/min, 

respectively. From the result of process parameters 

optimization and single clad structure study, it was 

decided to carry out overlap cladding on stainless steel 

according to the parameters shown in the last column of 

Table 4 for all three powders. During laser cladding 

process the substrate was kept open in at atmospheric 

temperature. 

 

3. 4. Microscopic Analysis with Sample 
Preparation               The transverse section of single 

and 50% overlap clad track was obtained by cutting the 

clad track with a diamond cutter. The cut sample was 

mounted using resins with hot mounting process. After 

hot mounting, initially, the sample was ground using 

abrasive belt (180 grit) grinder. Then, fine polishing was 

done on sandpapers of different size up to # 1200. The 

mirror finishes of the sample obtained by polishing on 

wheel machine with the size of 1 µm diamond paste. 

The microstructure of claded samples with three types 

of powders was observed by using samples etched with 

an etchant of composition: 10% Oxalic acid in water 

kept for 60 sec. at 12 Volts and 2 Amp current. The 

Vickers hardness tester is used to measure the micro-

hardness of laser clad samples. The micro-hardness is 

measured by applying 0.981 N loads on polished laser 

clad surface for the 30-sec. 
 

 

4. RESULTS AND DİSCUSSİON 
 

4. 1. Single Clad Structure Study          The laser 

cladding process parameters are responsible for the 

quality and quantity of clad track. Figure 3 (a-c) shows 

the photographic view of a single clad structure for all 

three powders. Figure 4 (a and b) shows the effect of 

powder feed rate and scanning speed on the width of  
 

 

TABLE 2. Physical properties of cladding powders 

Powder 
Density 

(g/cm3) 

Melting 

Temp (ºC) 

Micro Hardness 

(0.981 N) 

Grain Size 

(µm) 

Tribaloy 

T-700 
7.92 1200 -1300 543 Hv 

106 /45 
PAC 

718 
8.19 

1260 – 

1336 
353 Hv 

MEC 

41-C 
8.35 

1000 – 

1150 
344 Hv 

 

 

   
(a) Tribaloy T-

700 
(b) PAC 718 (c) METCO 41C 

Figure 2. SEM of Three Hard Facing Powders  
 

 

 

TABLE 3. Major chemical composition of substrate material and three different cladding powders 

Substrate and 

Powder 

Major elemental composition (wt. %) 

C Mn Si Cr Ni Mo Fe Ti Co Al 

AISI SS304L 0.03 2.0 0.75 17.50-19.50 8-12 --- --- --- ---- ---- 

Tribaloy T-700 0.08 -- 3.4 16 Balance 32 1.5 --- 1.5 ---- 

PAC 718 0.08 0.35 0.35 17-21 50-55 2.80-3.30 1.5 0.65-1.15 1 0.20-0.80 

MEC 41-C 0-1 -- 1 17 12 2-5 Balance -- -- -- 

 

 

TABLE 4. Range of parameters for laser cladding 

Substrate 

(base) material 

Cladding 

Powder 

Laser beam 

power, kW 

Laser Beam 

Diameter, mm 

Laser scanning 

speed, m/min 

Powder feed 

rate, g/min 

Overlapping, 50 % 

Scan Speed owder Feed RateP  

AISI SS 304 L 

Tribaloy T-700 1.2 2.5 0.3, 0.4, 0.5 5, 7, 9 0.4 m/min 7 g/min 

PAC 718 1.2 2.3 0.3, 0.4, 0.5 4, 6, 8 0.4 m/min 6 g/min 

METCO 41 C 1.2 2.5 0.3, 0.4, 0.5 5 0.4 m/min 5 g/min 
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(a) Tribaloy T–

700 
(b) PAC 718 

(c) METCO 41 

C 

Figure 3. Photographic view of single pass clad track of 

different materials 
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Figure 4. Clad width as a function of powder feed rate for 

single track clad layer on AISI SS304 L 

 

 

clad track for Tribaloy T-700 and PAC 718, 

respectively. Width of the clad layer is approximately 

equal to the laser beam diameter and inversely 

proportional to laser scanning speed with constant feed 

rate [9, 11]. This happens due to shorter contact time 

and heat (laser beam) on the surface of the substrate, as 

available laser beam power (J/mm) decreases with a 

reduction in scanning speed. Most of the time clad track 

width is small as compared to laser beam diameters. 

This happens due to higher laser scanning speed with 

the laser power decreases [10]. 

Similarly, Figures 5(a) and 5-b) show the effect of 

feed rate and laser scanning speed on clad height. The 

clad height increases with reducing scanning speed at 

constant feed rate. In addition, clad height increases by 

increasing powder feed rate at constant scanning speed 

as shown in Figure 5 (b) [10, 12]. The powder feed rate 

is a significant parameter for clad track height as it has 

stronger effect on variation in dilution. The lower 

scanning speed is more significant as compared to 

higher speed for different powder feed rate on different 

clad heights as shown in Figure 5 (a and b) [15]. The 

width to height ratio of clad layer was calculated for 

both Tribaloy T-700 and PAC 718 powders. Figures 

6(a) and 6(b) show the effect of change in scanning 

speed and powder feed rate on clad geometry. The 

results show that the percentage width to height ratio of 

the clad layer decreases with increasing the scanning 

speed and powder flow rate, a trend generally reported 

in the literature [10-16]. The ratio of clad width to 

height is directly proportional to laser scanning when  
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(a) Tribaloy T-700 (b) PAC 718 

Figure 5. Clad height as a function of powder feed rate for 

single track clad layer on AISI SS304 L 
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(a) Tribaloy T-70 (b) PAC 718 

Figure 6. Dilution as function of powder feed rate for single 

track clad layer on AISI SS304 L 
 

 

flow rate of clad powder remains constant. This is 

happened due to availability of cladding per unit length 

is less, so higher amount of availability of laser energy 

on substrate surface causes the increasing the surface 

melting and depth of penetration of substrate surface 

[10, 15]. The highest percentage width to height ratio of 

70% was observed for Tribaloy T-700 clad layer at the 5 

g/min, 0.5 m/min powder flow rate and scanning speed, 

respectively. For PAC 718 it 37% at 4 g/min, 0.5 m/min 

powder flow rate and scanning speed, respectively. For 

both coating powders the lowest percentage of width to 

height ratio 5 to 7% is obtained at 9 g/min, 0.3 m/min 

powder flow rate and scanning speed, respectively as 

shown in Figure 6. 

 

4. 2. Overlapped Clad Structure Study            The 

50% overlapped clad tracks for three powders were 

performed based on single pass clad experimental study 

at 1.2 kW laser power with a scanning speed of 0.4 

m/min for three powders. Powder feed rate was kept at 

7g/min for Tribaloy T-700, 6 g/min for PAC 718 and 5 

g/min for METCO 41 C. Figure 7 (a-c) shows the 

surface morphologies of Tribaloy T-700, PAC 718 and 

METCO 41 C hard face clad layer on the substrate (SS 

304L). These figures did not show any porosity, 

distortion and cracks on overlap clad surface of all three 

powders. The microstructures of clad layers of three 

powders at the junction and clad surface along the 

cross-section were examined under optical microscope 

(Figure 7 (a-c)). PAC 718 and Tribaloy T-700 
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microstructures show the development of a uniform 

type of dendritic growths along the direction of clad 

height at the junction and clad surface (Figure 7 (a,b)). 

Whereas, mixed dendritic and cellular type 

microstructure was observed for the clad layer of 

METCO 41C (Figure 7(c)). 
The Vickers hardness tester was used to measure the 

micro-hardness of all three laser clad layer (Tribaloy T-

700, PAC 718 and METCO 41 C). Micro-hardness was 

measured in three regions along the cross-section on the 

base metal (SS 304L), the junction (fusion line) and clad 

layers to investigate variations developed in hardness 

due to laser cladding as shown in Figure 7. The distance 

between two indentations was kept at 0.05 mm of all 

three regions for micro-hardness testing. Figure 7 (a-c) 

shows the size difference in micro-hardness indentation 

marks for all three regions. It shows that the size of the 

indentation mark decreases from the substrate to the top 

layer of the clad surface. This shows that micro-

hardness increases from the substrate to the top layer of 

the clad surface. In addition, porosity and the crack was 

not observed on the fusion line (interfacial region), 

 

 

   
Photopraphic vew of 50% overlap clad layer 

   

Microstructure at junction of Clad layer and substrate 

material 

 
  

Enlage View of above Clad Layer Microstructure 

   
Micro-Hardness Profile along the Clad Layer 

(a) Tribaloy T–700 (b) PAC 718 
(c) METCO 41 

C 

Figure 7. Photographic view of 50 % overlapped cladding 

structure 

which indicates good bonding between the coating 

material and base metal (substrate) [3, 18]. Figure 8 is 

the graphical representation of micro-hardness 

distribution on the clad cross-section for three different 

clad powders. The two different zones appear in the 

graphical representation of micro-hardness curve 

corresponding to clad layer and base metal. On base 

metal 212 Hv (0.981), micro-hardness was observed 

which is representative and nearer to SS 304L 

(substrate). The Tribaloy T-700 shows the noticeable 

improvement in micro-hardness 246 Hv (0.981) on 

fusion line as compared to the other two powders 

cladding. The significant improvement in micro-

hardness value i.e. 246 to 510 Hv (0.981 N) is observed 

from fusion line to top layer of Tribaloy T-700 clad 

surface. This sudden change in micro-hardness may be 

credited due to change in microstructure along the 

interface in the clad layer [3, 17]. Similarly, micro-

hardness of clad layer PAC 718 and METCO 41C was 

investigated on 0.981 N load and graphically 

represented in Figure 10. The PAC 718 shows 206 Hv, 

202 Hv at base metal and fusion line (interaction 

region), respectively as shown in Figure 8. Approximate 

micro-hardness values of 260 and 290 for PAC 718 and 

METCO 41C, respectively were observed by further 

increasing distance of indentation from interaction 

(fusion line) towards the top surface of the clad layer. 

Then, the value of micro-hardness suddenly drops to 

211 Hv and 202 Hv for PAC 718 and METCO 41C, 

respectively at the top surface of the clad layer. This 

may be due to presence of some porosity, or 

inappropriate sample preparation (not up to the mark). 

Thus, it can be concluded that desirable micro-hardness 

on the substrate material could not be achieved by 

cladding with either of PAC 718 and METCO 41 C 

powders; this can be attributed to the higher dilution and 

growth of grains. 
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Figure 8. Micro-hardness profile of clad layer on substrate 

at 1.2 kW laser power 
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5. CONCLUDING REMARKS 
 
The single-pass clad tracks were observed free from 

cracks, porosity and any distortion. The size, shape and 

quality of clad track is based on variation in cladding 

process parameters. The higher percentage of width to 

height ratio of 27% is obtained for Tribaloy T-700 

cladding,while 17% for PAC 718 cladding. The 

maximum micro-hardness (0.981 N) at the clad surface 

was observed to have remarkable improvement around 

246-534 Hv for Tribaloy T-700 clad, 202-321 Hv for 

entire PAC 718 clad and 196-294 Hv for METCO 41 C 

which is nearer to that of substrate (204 Hv). The 

microhardness of Tribaloy T-700, PAC 718 and 

METCO 41C are approximately 2.61, 1.5 and 1.4 times 

higher than the substrate, respectively. The cladding 

zone microstructure shows uniform type of dendritic 

growth along the direction of clad height at the junction 

for Triboloy T-700 and PAC 718, while mixed dendritic 

and cellular type microstructure was observed for the 

clad layer of METCO 41C. 
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Persian Abstract 

 چکیده 

با استفاده از   304L نزن( روی فولاد زنگ TETCO 41 C)  و  (Triboloy T-700( ،)PAC 718)  کاریسه پودر مختلف سخت  دهیحاضر با هدف رسوب   پژوهش

بهینه    ییند لیزرافرترهای  . پارامکیلووات رسوب کرده است  2پوشان با استفاده از سیستم لیزر  پارچه و همانجام شده است. مسیر پوشیده شده یک   یلیزر  کاریروش روکش

  سطح   از.  شد  نهایی  پوشتک   ساختار   یمطالعه  از   استفاده  با  ی لیزر  یندفرا  یبهینه  پارامترهای.  شد  استفاده  وسیع   سطح  یک   نشینیهم بر  برای  شده  پوشانده  ٪50شده و مسیر  

  ، قدرت لیزر بستر استفاده شد. در طول مطالعه  انتشار و  ی، لایهشده روکش   یلایه  نییع   ،فتلمخ  مناطق   ریزسختی  و  ریزساختار  آوردن  دسته  ب  برای  شدهپوشیده  هایلایه   مقطع

 .گرم در دقیقه متفاوت بود   9تا    4میلی متر در دقیقه و    0.5تا    0.3ترتیب از  پودر به  ی پوش، سرعت اسکن و میزان تغذیهبرای رسوب تک  .ثابت بود   کیلووات   1.2  در سطح

. دهددندریتیک و نوع سلولی را نشان می ریزساختار مخلوط    یتوسعه  METCO 41 Cحالی که  در  است،نواخت  یک    PAC 718و   T-700  یوسعهاختار در حال تسریز

 .است  METCO 41 Cای بر Hv   294و PAC 718 برای  Hv 321؛ Hv 534 یبیشینه سختی سطح Triboloy بر اساس آزمون
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A B S T R A C T  
 

 

This article is devoted to the photovoltaic system simulation. Photovoltaic systems operate in different 
conditions such as changing solar irradiance and environmental temperature. Analysis of the existing 

methods for photovoltaic system simulation was carried out in this paper. The formal model of the 

electricity consumption system was developed, which included the photovoltaic system and the 
electrical storage system. The expediency of using simulation modeling tools in the design of solar 

panel optimization tools was shown by application of maximum power point tracking methods. The 

developed software provides the ability to build current-voltage and high-voltage characteristics of 
solar cells at different values of the intensity of solar radiation and temperature.. The voltage and load 

current differ up to 50% from the voltage and current of the operating point of the solar panel, which is 

set to the optimal value using maximum power point tracker. The architecture of the software extends 
the capabilities of simulation modeling of systems based on solar panels. The optimizer model block 

along with the implementation of the maximum power point tracking algorithm can be further refined 

by using more sophisticated algorithms. The developments are innovative and their practical 

implementation will have a significant impact on the energy security of countries.  

doi: 10.5829/ije.2021.34.02b.21 
 

 

NOMENCLATURE 

loadP  Is the power consumption (W) sI
  Is the reverse saturation current (A) 

maxP  Is the maximum power of the photovoltaic system (W) T   Is the absolute temperature of the p-n junction (K) 

limP  Is the maximum power that can be taken from the external grid 

(W) 
0ocV   Is the open short circuit voltage under test conditions 

1P , 
2P , 

3P  Energy flows (W) VK   Is the temperature coefficient of the open circuit 
voltage 

3maxP  Is the maximum energy due to capacity of the electrical 

storage system (W) 
m   Is the diode ideality coefficient 

N Is the number of time intervals with constant load phI   Is the photocurrent (A) 

dI   Is the current flowing through the diode (A) Greek Symbols 

sR   Is the serial resistance (Ω) 1 , 
2 , 

3  Are coefficients of the objective function 

shR   Is the parallel resistance or shunt resistance (Ω)   

 
1. INTRODUCTION1 
 
Solar energy is by far one of the most promising 

emerging sectors of renewable energy which become 

 

*Corresponding Author Email: martynyuk.valeriy@gmail.com (V. 

Martynyuk) 

key factors of a state’s energy security. Photovoltaic 

systems require an energy storage buffer to supply the 

loads when there is not enough solar energy. Lead acid 

batteries and super-high capacitors are typically used for 

this purpose  [1-4]. High and fast energy (current) 

demands from the load can degrade the performances 

and lifetime of such batteries. Because of the output 
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dependence on weather conditions, photovoltaic 

systems produce incomplete charge/discharge cycles, 

resulting in a low State of Charge (SOC). In these 

conditions, batteries cannot cope with fast and sudden 

energy demands from the load, as necessary for the 

applications such as motors and water pumps 

characterized by transients or start-ups with current 

requirements for a few seconds up to 6-8 times higher 

than the rated current. For this reason, the photovoltaic 

systems are not the best energy source to charge 

batteries [5-8]. 

The National Renewable Energy Laboratory (NREL, 

USA) is the main developer of free software for 

modeling solar power plants, offering two open source 

software packages online: PVWatts and System Advisor 

Model (SAM). Currently these software packages are 

widely used to simulate solar panels. 

Helioscope is one of the most modern computing 

platforms allowed to model solar power plants with a 

capacity of up to 5 MW. 

The software proposed in this article, in contrast to 

the existing one, will allow to simulate the operation of 

the solar panel and string in real time when changing the 

basic parameters of the panel. This software can 

optimize the process of studying the effective operation 

of the solar panel by selecting the maximum power 

point. 

 

 
2. LITERATURE REVIEW 

 
Smart grids are the next generation of electricity 

distribution networks. The development of smart grids 

is due to the emergence of new equipments for 

monitoring, automation and communication of 

generators and consumers of electricity. The use of 

smart grids can improve the quality of electricity, 

managing electricity prices, monitoring sources and 

demand for electricity [9-13]. 

The energy management system (EMS) of the 

electrical system for a luxury ship (yacht) is discribed in 

[14-17]. From the architectural side, a DC electrical 

distribution on-board has been adopted in place of the 

existing AC. Moreover, the DC micro-grid has been 

integrated with renewable energy sources (RES) based 

generators, as well as an energy storage system (ESS). 

The ESS compensates the power missing for the entire 

duration of the cold start up of the auxiliary generator. 

In case of big overload, the ESS provides the exceeding 

power with respect to the rated one, thus avoiding 

potential micro-grid instability problems. 

In recent years, the management and operation of 

micro-grids are considered by many advanced societies 

with regard to the development of scattered energy 

resources [18-22]. The main goals that are paid attention 

in micro-grid management are the operation cost and 

pollution rate, which the aggregation of such 

contradictory goals in an optimization problem can 

provide an appropriate response to the management of 

the micro-grid. 

Grid integration of photovoltaic (PV) system with a 

hybrid energy storage can help not only in increasing 

penetration of PV system into the network but also in 

improving the power system dynamics and control in 

addition to helping the demand side management [23-

25]. The PV system with a hybrid energy storage 

including a battery array and a super capacitor bank is 

going to work as an active generator with innovative 

load management and power flow control strategies for 

managing the active power demand locally considering 

the grid constraints.  

 

 

3. MATERIALS AND METHODS 
 
3. 1. The Mathematical Model of Power Supply 
System        Let’s consider the generalized power 

supply system, which consists of the electricity 

consumers, the external grid, the photovoltaic system 

and the electrical storage system [26-30]. 
The mathematical model of this power supply 

system is based on the condition of the electricity 

balance between the nodes of the system. The 

generalized power supply system block diagram is 

shown in Figure 1. 

The electrical system balance is provided by the 

following equations: 

1 2

1 3 max

2 lim

loadP P P

P P P

P P

+ =


+ 
 

 (1) 

where, 
loadP  is the power consumption; 

maxP  is the 

maximum power of the photovoltaic system; 
limP  is the 

maximum power that can be taken from the external 

grid. 

The system from Equation (1) is a balance of electric 

energy over a period of time t  during which 
loadP  and 

limP  can be considered as constant: 

max

( )

( )

loadP t const

P t const

=


=

 (2) 

 

 

 
Figure 1. The generalized power supply system block diagram 
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The energy flows 
1P  and 

2P  are assumed to be positive. 

1

2

0

0

P

P





 (3) 

The energy flow 
3P  is the energy that consumes the 

charge and discharge of the electrical storage system 

and it can be both positive and negative. 

3max 3 3maxP P P−    (4) 

where, 
3maxP  is the maximum energy due to capacity of 

the electrical storage system. 

For each time interval
it , if the conditions in 

Equation (2) are satisfied, we can write the system of 

Equations (1) and supplement it with the charge of the 

electrical storage system: 

3 0
N

i

i

t P =  (5) 

where, N is the number of time intervals with constant 

load. 

Let’s introduce the objective function: 

( )1 1 2 2 3 3

N
i i i

i

i

F t P P P  =  + +  (6) 

where, 
1 , 

2 and 
3  are coefficients of the objective 

function. 

In the case of the objective function optimization by 

the criterion of minimum cost of energy resources, the 

coefficients of the objective function in Equation (6) are 

the corresponding tariffs for electricity and the cost of 

operating the photovoltaic system and the electrical 

storage system [31-36]. 

 

3. 2. The Linear Optimization Method        The 

linear optimization methods are quite effective for 

solving this type of optimization problem. Under the 

condition in Equation (4) the variable 
3P  can take 

negative values. Since a sign is not defined at the 

beginning of the problem-solving procedure, let's 

present it as a difference: 

3 1 2P x x= −  (7) 

where, 
1 0x   and 

2 0x   are the positive numbers. 

We finally have the following system of linear 

constraints: 

( )

1 2

1 1 2

2

max

lim

1 2 0

i i i

load

i i i i

i

N
i i

i

i

P P P

P x x P

P P

t x x

 + =


+ − 

 



 − 



 
(8) 

where, i takes values from 1 to N. 

The last equality in system from Equation (8) was 

replaced by inequality in order for the system to be 

compatible and to have solutions. 

The final expression for the objective function is: 

( )( )1 1 2 2 3 1 2

N
i i i i

i

i

G t P P x x  =  + + −  (9) 

In Equation (9), the choice of the coefficients
1 , 

2 and 
3  depends on the optimization criteria. Thus, 

the formal problem is to find the optimal objective 

function using Equation (9) under the constraints in 

Equation (8). 

 

 

4. EXPERIMENTAL RESULTS 
 
Figure 2 shows a Simulink model for simulating the 

operation of a solar panel when changing the intensity 

of solar radiation using the maximum power point 

tracker (MPPT). This scheme involves measuring the 

values of current, voltage and power directly at the 

output of the solar panel and the external load. 

The MPPT represented by the element "MPPT" 

takes the original values of current and voltage of the 

solar panel and returns the optimal value of the duty 

cycle D used to generate pulse width modulated (PWM) 

signal, which in turn controls the DC-DC converter. The 

latter thus adjusts the output voltage of the solar panel 

by setting it equal to the voltage at the MPPT. 

Figure 3 shows the change in time of the solar 

radiation intensity during the simulation. 

Figure 4 shows the current, voltage and power 

obtained from the simulation. 
 

 

 
Figure 2. Scheme for modeling the process of MPPT when 

changing the intensity of solar radiation 

 
 

 
Figure 3. The changes of the solar radiation intensity 
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As can be seen from Figure 6, for a time period from 

0 to 0.1 s, the solar radiation intensity is 400 W/m²; 

during the next 0.1 s, it increases linearly to a maximum 

value of 1000 W/m², and then falls again to a value of 

200 W/m². 

Figure 4 shows the dotted line current, voltage and 

power on the load; the corresponding values obtained 

directly at the load and the solid line corresponds to the 

solar panel. As can be seen from these diagrams, the 

voltage and load current differ from the voltage and 

current of the operating point of the solar panel, which 

is set to the optimal value using MPPT. 

The Stateflow element was used to implement the 

incremental conductivity algorithm in the 

Matlab/Simulink environment. Stateflow is a graphical 

development tool that can be used to model simple logic 

problems and complex control system problems. It is 

easy to create and explore different behavioral scenarios 

of complex systems. The Stateflow element has been 

widely used in the modeling of embedded systems, 

human-machine interfaces, and hybrid systems [26]. 

Stateflow are based on finite automata. The 

transition from one state to another is determined by the 

condition of transition to this state. 

The Stateflow diagram consists of the block sets that 

determine the possible states of the system and the 

conditional transition sets that specify the conditions for 

the transition of the system from one state to another. 

Figure 5 shows the implementation of the 

incremental proficiency algorithm in the form of the 

Stateflow diagram. 

As can be seen from Figure 5 the diagram consists 

of four main states, the transitions between which occur 

according to the algorithm. 

The developed model is presented in the form of the 

subsystem PV Array, which takes as input the solar 

radiation G and temperature T. It has two electrical 

outputs ("Out+" and "Out-"), compatible with 

SimPowerSystems components and the output vector m 

of the measured values. 

The PV Array subsystem requires the following 

parameters 
0scI , 

0ocV , 
IK , 

VK , m , 
sN , 

sR  and 
shR  to 

be specified using the subsystem mask. A controlled 

current source was used to simulate the load, which 

simulates a linear increase in the load current.  

The structure of the PV Array subsystem is shown in 

Figure 6. It includes internal subsystems for current 

simulation 
phI , 

sI  and 
dI . The output current for the 

electrical output terminals is set by the controlled 

current source. The output vector m consists of the 

values of current and voltage at the output of the solar 

panel, the current value 
dI , temperature value T and 

insolation G. 

 
Figure 4. Power, current and voltage obtained from the 

simulation 

 

 

 

 
Figure 5. Implementation of the incremental 

conductivity algorithm as the Stateflow diagram 

 

 

 

 
Figure 6. Internal structure of the PV Array subsystem 
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5. CONCLUSION 
 
Considering the obtained results of the photovoltaic 

system simulation by means of the developed 

application, it can be concluded that this software shows 

adequate results and meets its requirements. The values 

of the maximum power point are obtained as a result of 

simulation under nominal conditions corresponding to 

the declared data sheet of the considered solar panels. 

The architecture of the software application extends 

the capabilities of the photovoltaic system simulation. 

The block model of the optimizer with the 

implementation of the algorithm tracking the maximum 

power point can be further improved by using more 

sophisticated algorithms, and the interface of its 

interaction with other modules of the system will remain 

unchanged. 

The simulation software supports the function of 

explicitly setting the operating point of the photovoltaic 

system simulation by changing the value of current or 

voltage. This module can be expanded by implementing 

the complex load model. 
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Persian Abstract 

کار می کنند. تجزیه و تحلیل    ن مقاله به شبیه سازی سیستم فتوولتائیک اختصاص دارد. سیستم های فتوولتائیک در شرایط مختلف مانند تغییر تابش خورشید و دمای محیطای

لتائیک و سیستم ذخیره  روش های موجود برای شبیه سازی سیستم فتوولتائیک در این مقاله انجام شده است. مدل رسمی سیستم مصرف برق ساخته شد که شامل سیستم فتوو

خورشیدی با استفاده از روش های ردیابی حداکثر توان نشان داده شد. این    هحبرق بود. مصلحت استفاده از ابزار مدل سازی شبیه سازی در طراحی ابزارهای بهینه سازی صف

فراهم می کند. ولتاژ و بار بار تا    نرم افزار توسعه یافته توانایی ایجاد خصوصیات ولتاژ جریان و ولتاژ بالا سلولهای خورشیدی را در مقادیر مختلف شدت تابش خورشید و دما

وت است نقطه پانل خورشیدی ، که با استفاده از ردیاب نقطه حداکثر قدرت روی مقدار مطلوب تنظیم می شود. معماری این نرم افزار قابلیت  افبا ولتاژ و جریان کار مت  50٪

با استفاده از الگوریتم    نتوا  های شبیه سازی سیستم های مبتنی بر صفحات خورشیدی را گسترش می دهد. بلوک مدل بهینه ساز همراه با اجرای الگوریتم ردیابی نقطه حداکثر 

 .شتهای پیچیده تر می تواند بیشتر اصلاح شود. این تحولات نوآورانه است و اجرای عملی آنها تأثیر بسزایی در امنیت انرژی کشورها خواهد دا
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https://doi.org/10.1109/JSYST.2019.2918273
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A B S T R A C T  
 

 

This study was a preliminary study on flame spray coating with hydroxyapatite (HAp). Coating is one 
of the technique to improve metal resistance to corrosion. In this study, flame spray coating using HAp 

was performed on stainless steel 316 L as a material for medical devices. This synthetic compound 

contains elements which are biocompatible and bioactive in human body where they can stick to body 
tissues or muscles.HAp has been extensively used as a bone substitute because of its crystal structure, 

biocompatibility and osteoconductive nature. In this study, 316L SSwas coated by HAp using flame 

spray method with varied oxygen flowrate and air pressure. The result of this study showed that the air 
pressure of 1 bar and oxygen flowrate of 25 l/min had the thickest coating which was 123.5μm and the 

lowest corrosion rate which was 0.0261 mm/year. The air pressureof 3 bar and oxygen flowrate of 35 

l/min produced the lowest thickness which was 32.5μm and the highest corrosion rate which was 0.0761 
mm/year. The use of high air pressure and oxygen flowrate decreased the coating thickness and the 

corrosion rate. The result revealed that flame spray method was effective to be used to coat HAp on 316L 

SS.  

doi: 10.5829/ije.2021.34.02b.22 
 

 
1. INTRODUCTION1 
 

Biomaterial is used to create surgical implants and 

devices to replace parts or the function of body organs 

safely and economically.  Metal types that are commonly 

used are Ti alloys, Co-Cr alloys and stainless steel. The 

type of stainless steel which is generally used for 

implants is 316L SS. The 316L SS needs to be protected 

to restrain corrosion rate because even though it is a 

biomaterial implant; it still corrodes in the human body. 

ASTM has standardized stainless steel for implants in 

standard ASTM F13 [1], F899 [2] and F2181 [3].  The 

metal has been selected because of its structural function 

and inertness (having no ability to react with 

environment). However, in the newest development, 

implants are expected to possess bioactivity and bio 

functionality such as being compatible with blood 

(hemocompatible) and surface modifiable. Therefore, the 

metal is coated with HAp to make it conducive with 

 

*Corresponding Author Institutional Email: memi_kencrut@ub.ac.id 
(F.Gapsari) 

human bones [4].  HAp is mostly applied in medical field 

especially for bone implants; because, it has very similar 

characteristics with components of human bones and 

teeth.  Besides being applied as material for bone 

implants, HAp is also used as coating material for metal 

which is implanted into human body. HAp is 

biocompatible and bioactive with human body where it 

can stick to body tissues or muscles. The coating process 

is performed by depositing HAp on the substrate surface. 

Previous studies revealed that HAp is effective in 

increasing corrosion rate of 316L SS using some methods 

applying functionalized multiwalled carbon nanotubes 

(f-MWCNT)[5], nano particles [6],  tissue engineering 

[7], and low velocity oxyfuel (LVOF) spray [8]. One of 

the coating methods which can be done is flame spray 

coating. Flame spray coating is one of the coating 

techniques which can use the most varied materials and 

geometries to coat [9]. Flame spray coating can also be 

defined as sticking coating material using a special 
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instrument that is able to melt and push the material onto 

the substrate surface which has been prepared previously. 

One of the types of flame spray coating is powder flame 

spray where the heat is produced from fuel combustion 

with oxygen. In this case, the fuel being used is acetylene. 

The feedstock being used is in the form of powder [10]. 

Some previous studies were conducted to improve the 

quality of metal surface and one of the approaches is to 

perform coating. On CrCr/NiCr coating with the method 

of HVOF spraying, the setting of powder feed rate, stand-

off distance and gun barrel length can affect the 

temperature of the particles. Stand off distance and 

oxygen flow rate are the main factors which affect the 

molten particle speed [11]. Determining the level of 

pressure in coating process with high velocity air fuel 

method (HVAF) can affect particle speed of the particle, 

flame temperature and coating thickness (deposition 

efficiency [12]. The factor of coating thickness can effect 

on corrosion resistance where thicker coating makes 

better protection from corrosion [13]. The purpose of the 

study is to know the effect of pressure and oxygen flow 

rate in conventional flame spray coating on coating 

thickness and corrosion rate. The findings of this study is 

the right parameter in the use of flame spray in HAp 

coating. We expect that this study can be reference in the 

continuation of the use of flame spray in biomaterial 

coating. 

 

 

2. MATERIALS AND METHODS 
 

2. 1. Materials            The specimen in the study was 

316L SS. Furthermore, its compositions is written in 

Table 1. 
The roughness of the specimen surface without 

treatment had Ra value of 5.482µm. The specimen 

dimension is displayed in Figure 1. 

 

 
TABLE 1. Compositions of 316L SS (% weight) 

Composition Weight Percentage 

C 0.023 

Mn 1.31 

Si 0.34 

P 0.032 

S 0.001 

Cr 16.7 

Mo 2.02 

Ni 10.1 

N 0.04 

Fe 69.434 

 

 
Figure 1.The specimen dimension 

 

 

The formula of HAp that was used in the study was 

HCa5O13P3. It had melting point of 1100˚C, density of 

3.140 g/cm3 and the particle size of 30 μm.  

 

2. 2. Flame Spray Coating          Flame spray coating 

was performed by using Metco 5P-II combustion powder 

spray gun with varied oxygen flow rate: 25, 30 and 35 

l/min and varied air pressure: 1, 2 and 3 bars. Substrate 

surface s peed during the coating process was made 

constant with the fuel flow rate staying at 25 l/min. The 

flame spray tool was equipped with Matco 5P-II 

combustion powder spray gun. The process of gas 

consumption used acetylene ranging from 13.5 – 31.5 

NLPM, hydrogen ranging from 90 – 144 NLPM, oxygen 

ranging from 20 – 45 NLPM and compressed air of 0.85 

m3/min at 4.5 bars. Air requirements used was the 

standard of air cap which was 10 to 15 psi, with pinch air 

cap of 5 psi in maximum, cooling air of10 – 20 psi, and 

air jet assembly of 50 – 90 psi. Flame temperature of the 

gun produced 2500- 3750oC.The spray distance was 120 

mm at an angle of 90˚. The coating was performed to 

make two coats. The result of experiment can be seen in 

Figure 2. 
 

2. 3. The Coating Thickness Measurement             The 

coating thickness was measured using NOVOTEST TP-

1M. Novotest TP-1M is able to measure the thickness of 

the coating on ferrous and non ferrous metal. Probe used 

to measure the coating thickness on Ferous metal was F 

0.5 max 500 ɥm).Probe used to measure the coating 

thickness on non Ferous metal was max 2000 µm. After 

the coating process, coating thickness was measured. The 
 

 

 
Figure 2.Specimen after coating 

 



495                                   F. Gapsari et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 02, (February 2021)   493-499                                 

 

measurement was performed in these sequences. First, it 

was done by pressing the on button on the coating 

thickness gauge. Then, the probe stylus was directed to 

the surface of the work piece. Next, the stylus was 

pressed gently on the surface of the specimen until the 

display showed the measurement result. The last step was 

to make note about the measurement result of each coated 

specimen. 
 

2. 4. The Potentiodynamic Polarization Test            
The measurement of corrosion rate used Hank’s balanced 

salt solution (HBSS) with pH specification 7.4 ± 0.2, 

osmolality 290 ± 20 mOsm and Endotoxin < 0.1 EU/ml. 

This is an artificial blood condition.  
The potentiodynamic polarization measurement was 

performed at room temperature (298K).The Autolab 

PGSTAT 204N functioning as a potential source was set 

at ± 0.1 mV and the scan rate was 0.001V/s. Three-cell 

electrode was set with the workpiece as the working 

electrode, platinum as the counter electrode and Ag/AgCl 

(KCl 3 M) as the reference electrode. The coated 

specimen was exposed into HBSS solution for 1 cm2. 

Autolab PGSTAT 204 N was connected with software 

NOVA 11.0. In the measurement, workpiece density, 

molecular weight and surface width were added. In order 

to calculate the parameters of the corrosion such as Icorr, 

𝛽𝑎 and 𝛽C, the polarization curves were extrapolated.  

Corrosion rate or a rate at which a material is taken as 

a consequence of a chemical action, which is an 

important parameter stated as corrosion penetration rate 

(corrosion penetration rate/CPR) or the thickness of a 

material which is lost per unit time for the given equation: 

CPR = 
𝐾𝑊

𝜌𝐴𝑡
 (1) 

where,W is the lost weight after contact over time (t), ρ 

is density of material, A is the width of a specimen which 

is exposed and K is a constant which the amount depends 

on the unit system used.  

Based on Faraday’s law, the corrosion rate was 

obtained in Equation 2.  

𝐶𝑅(𝑚𝑝𝑦) =
0.129 ×𝐼𝑐𝑜𝑟𝑟×𝐸𝑊

𝜌
  (2) 

where, Icorr  is current density, EW is equivalent weight. 

Icorr   was calculated by using Equation 3. 

𝐼𝑐𝑜𝑟𝑟 =
𝑏𝑎 × 𝑏𝑐

2.3(𝑏𝑎+ 𝑏𝑐)
 ×  

1

𝑅𝑝
  (3) 

 

2. 5. The Surface Roughness Measurement       
Surface roughness measurement was performed using 

Mitutoyo Surface Roughness Tester SJ-210.  
 
2. 6. The Morphology of the Surface             Micrograph 

of the specimens with coating was measured using 

Scanning Electron Microscope (SEM). The type of SEM 

used was Phenom G2 Pro. The SEM measurement was 

performed in cross section.    
 

 

3. RESULTS AND DISCUSSIONS  
 

The data of HAp coating thickness measurement of 316L 

SS with variations in pressure and oxygen flowrates are 

displayed in Figure 3. 

Figure 3 displays the data of coating thickness 

measurement with variations in pressure. It is shown that 

increasing the pressure can decrease the coating 

thickness. 

This happens because high pressure will increase the 

particle speed of HAp particles which reduces time to 

heat the particles [12]. This leads to a condition where 

HAp particles are not heated well and cannot melt 

perfectly. The result is that the particles do not stick to 

the substrate surface maximally [14]. 
 

3. 1. The Effect of Oxygen Flowrate on Coating 
Thickness               The measurement of coating thickness 

produced from varied oxygen flowrate shows that 

increasing the oxygen flowrate can decrease the coating 

thickness, as shown in Figure 4. 
 

 

 
Figure 3. The effect of pressure on coating thickness 

 
 

 
Figure 4. The effect of oxygen flow rate on coating 

thickness 
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The thickest coating was obtained at 25 l/min of fuel 

flow rate. The imbalanced amount of fuel flow rate and 

oxygen flow rate decreases the flame temperature of the 

torch. This causes the heating of HAp particle not 

maximum and thus the particles do not melt and stick to 

the substrate surface [15]. An increase in oxygen flow 

rate causes a decrease in flame temperature and it 

produces higher porosity level and the abundant particles 

melting which causes lower bound strength. The use of 

too high oxygen flowrate decreases the coating thickness. 

The increase of oxygen flowrate will increase the 

flame temperature which can melt the HAp particles. 

However, the abundant use of oxygen flowrate can 

decrease the flame temperature. Consequently, the HAp 

particles do not melt perfectly and cannot stick to the 

substrate surface [11, 15].  

 

3. 2. The Effect of Pressure on Surface Roughness       
Figure 5 presents the result of the surface roughness 

measurement with respect to pressure variation. It is seen 

that surface roughness values are mostly similar at all 

variations of pressure. The values are not different 

significantly even though they were produced at different 

variations of the pressure. 

The increase in flame temperature and molten particle 

speed causes the particles dispersion on the substrate 

surface and thus produces low roughness value [8]. 

However, the surface roughness values produced in this 

study are not significantly different. This is because the 

composition of the fuel and the oxygen at pressure of 3 

bars produces flame with higher temperature. Thus, 

much HAp melts. The best pressure is not the higher one, 

but the most optimum. However, higher pressure does 

not always produce a lower coating roughness.  At low 

pressure, HAp will produce fine particles. High pressure 

enables much HAp melts which leads to high roughness 

[16]. 

Coating roughness which was produced from varied 

pressure of 1, 2 and 3 bars with 25 l/min of oxygen 

flowrate has Ra values of 4.553, 4.376 and 4.532 μm, 

 

 

 
Figure 5.The effect of pressure on surface roughness 

respectively. The use of oxygen flowrate of 30 l/min has 

surface roughness values of 4.020, 4.688 and 4.629 µm. 

Then, the use of oxygen flowrate of 35 l/min has values 

of 4.603, 4.580 and 4.686 μm .The results show that the 

flame spray coating is not able to produce even coating, 

especially when it is performed manually by human.  

The surface roughness especially on the coating result 

provides stabilization during the implant placement until 

the bone can grow and adhere to the implant surface to 

increase the implant bonding.   
 

3. 3. The Effect of Pressure and Oxygen Flowrate 
on Corrosion Rate             The tafel plot of different 

pressures and oxygen flowrates effect on corrosion rate 

are illustrated in Figures 6-8.  
In Figure 6, it can be seen that the lower the pressure 

is, the more the tafel curve slides down. Tafel curve 

which slides down indicates the decrease of Icorr value 

and thus the corrosion rate gets lower [17]. Figures 7 and 

8 display the results of potentiodynamic polarization test 
 
 

 
Figure 6.The tafel curve of pressure and oxygen flowrate 

with variation of 25 l/min 

 

 

 
Figure 7.The tafel curve of pressure and oxygen flowrate 

with variation of 30 l/min 
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Figure 8.The tafel curve of pressure and oxygen flowrate 

with variation of 35 l/min 

 

 

of the specimens which had been treated with flame 

spray. From curves in Figures 6- 8, it can be compared 

that the current density is low at overall potential range 

on all coated materials.This indicates that the corrosion 

rate on the substrate decreases. Low current density will 

produce low corrosion rate as well [18, 19]. In the oxygen 

flow rate variation of 0.25 l/min, the coating results have 

better passivation ability than other variations. This shift 

to the right or in the passive direction indicates that there 

is an increase in electron retention activity which attacks 

(cuases corrosion) where corrosion activity becomes 

passive on the coating result compared to that without 

coating [20]. Corrosion rate depends on the current 

density which appears. The corrosion rate will be higher 

if the current density is higher. The parameter values of 

potentiodynamic polarization of the Tafel curve in 

Figures 6-8, also can be seen in Table 2 . 

 

 

TABLE 2.The Data of Potentiodynamic Polarization 

Parametermodel  

Press

ure 

(bar) 

Oxygen 

flowrate 

(liters/m

inute) 

βa 

(V/dec) 

Βc 

(V/dec) 

Ecorr 

(V) 

Icorr 

(ɥA/cm2) 
CR 

(mmpy) 

Blank 0.0935 -1.19 -0.3249 7.7050 0.08154 

1 25 0.0390 0.071 -0.3394 2.4674 0.02611 

2 25 0.0416 0.095 -0.3745 2.4888 0.02634 

3 25 0.0440 0.149 -0.3412 3.4224 0.03622 

1 30 0,0593 0.079 -0.3240 2.6994 0.02857 

2 30 0.0620 0.135 -0.3253 3.5456 0.03752 

3 30 0.0548 0.194 -0.3781 3.6430 0.03855 

1 35 0.0816 -1.13 -0.2991 4.7869 0.05066 

2 35 0.1021 0.326 -0.3613 5.0841 0.05380 

3 35 0.5916 0.171 -0.3008 7.1888 0.07608 

The decrease in corrosion rate is caused by the use of 

low pressure. If the pressure is getting lower, the particle 

speed of the HAp part will be slower and thus gives 

longer time toget to the substrate surface [12]. The effect 

is that HAp particles can be heated and can stick better to 

the substrate surface. This will increase the coating 

thickness which protects the substrate from the 

environment and decrease the corrosion rate. The 

measurements of coating thickness and corrosion rate 

support each other. At low pressure, the particles 

produced are finer and it leads to smoother surface. The 

increase in spray distance leads to fine size of the 

particles on the surface. Bigger particles tend to form big 

droplets with the volume which partly melts [21]. Closer 

distance of the gun will produce less smooth or rough 

surface. This is because the particles have not melted 

perfectly. Thus, when reaching the substrate surface, the 

particle size is still round. The roundness can produce 

hollows on the surface of the coating result which causes 

higher roughness value and porosity [22]. The variation 

of oxygen flowrate and air pressure are able to prevent 

the electrolite ion of HBSS or electrons to get in to the 

surface of 316L SS.  

The decrease in corrosion rate happens because of 

more balanced use of oxygen flowrate and fuel flowrate. 

In this study, the fuel flowrate used was 25 l/min. The 

decrease in the use of oxygen flowrate will increase the 

flame temperature because the oxygen flowrate and fuel 

flowrate are more balanced, and thus the heating of HAp 

particles is better. The effect is that the particles can stick 

better to the substrate surface [14, 23, 24]. This results in 

the increase in coating thickness which protects the 

substrate from the environment and decreases the 

corrosion rate. This can be seen from the result of micro 

photograph in Figures 9-10. 
 

 

 
Figure 9. The micro photograph with pressure of 1 bar and 

oxygen flowrate of 25 l/min 
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Figure 10. The micro photograph with pressure of 3 bar and 

oxygen flowrate of 35 l/min 

 

 

Figure 10 presents the specimen which has been 

treated with pressure of 1 bar and oxygen flowrate of 25 

l/min of oxygen flowrate. In Figure 11, the specimen is 

given pressure of 3 bars and oxygen flowrate of 35 l/min. 

From the coating result, it can be known that the 

specimen in Figure 9 has solid coating while the 

specimen in Figure 10 has more porous coating which is 

not as solid as the specimen in Figure 9. In another words, 

specimen in Figure 10 has better coating quality 

compared with the specimen in Figure 10 [25]. It is also 

found that the specimen in Figure 9 has the lowest 

corrosion rate while the specimen in Figure 10 has the 

highest corrosion rate. The coating result influences the 

corrosion rate. 

 

 

4. CONCLUSION 
 
The result of this study showed that variation of pressure 

of 1 bar and oxygen flowrate of 25 l/min produced the 

thickest coating which is 123.5μmand the lowest 

corrosion rate which is 0.0261mm/year. The variation of 

pressure of 3 bars and oxygen flowrate of 35 l/min 

produces the lowest thickness which is 32.5μm and the 

highest corrosion rate which is 0.0761 mm/year.  

The use of high pressure and oxygen flowrate will 

decrease the coating thickness and the corrosion rate. 

This is because high pressure increases the particle speed 

of HAp particles. This makes much HAp metal meltand 

agglomerate on the surface. The result is that the 

nonhomogeneous and porous coating. The porosity 

triggers higher corrosion rate on the coating. This 

condition will reduce time to heat HAp particles and thus 

the particles are not heated well and cannot stick to the 

substrate. This results in the porous coating and the 

specimen is not protected well from the environment.The 

specimens which are coated with HAp produces lower 

corrosion rate compared to those were not reported. This 

study can initiate future research on flame spray coating 

on biomaterial. 
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Persian Abstract 

 چکیده 
بود. پوشش یکی از تکنیک های بهبود مقاومت فلز در برابر خوردگی است. در این   (HAp)این مطالعه یک مطالعه مقدماتی روی پوشش اسپری شعله با هیدروکسی آپاتیت  

به عنوان ماده ای برای دستگاه های پزشکی انجام شد. این ترکیب مصنوعی حاوی عناصری    L  316بر روی فولاد ضد زنگ    HApمطالعه ، پوشش اسپری شعله با استفاده از  

به دلیل ساختار بلوری ، سازگاری زیستی و ماهیت    HApل هستند و در آنجا می توانند به بافت های بدن یا عضلات بچسبند. از  است که در بدن انسان سازگار و زیست فعا

و فشار هوا   با استفاده از روش اسپری شعله با جریان متنوع اکسیژن   316Lاستیل ،     استخوان سازی به عنوان جانشین استخوان استفاده گسترده ای شده است. در این مطالعه

میکرومتر بود و کمترین میزان   5/123لیتر در دقیقه دارای ضخیم ترین پوشش که  25بار و جریان اکسیژن   1پوشانده شد. نتیجه این مطالعه نشان داد که فشار هوا   HApتوسط 

میکرومتر بود و بیشترین میزان خوردگی    5/32ترین ضخامت را نشان داد که  لیتر در دقیقه کم  35بار و جریان اکسیژن    3میلی متر در سال بود. فشار هوا از    0.261خوردگی آن  

که روش اسپری    میلی متر در سال نشان داد. استفاده از فشار هوای بالا و جریان اکسیژن باعث کاهش ضخامت پوشش و میزان خوردگی می شود. نتیجه نشان داد  077/0را  

 موثر بود. 316Lتیل  روی اس HApشعله برای استفاده برای پوشاندن 
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A B S T R A C T  
 

The main purpose of this study is preparation of the nanocomposite samples with synergistic properties 

containing the mechanical, thermal and antibacterial properties. For this purpose, the combination of 

cellulose nanofiber (CNF) and Ag (silver) nanoparticles were incorporated into polylactic acid (PLA) 
matrix by solution casting method. The CNF in constant content of 1 wt.% and Ag nanoparticles in the 

content of 1, 3, and 5 wt.% were incorporated into the PLA matrix. The structure and morphology of the 

nanocomposite samples was characterized by FE-SEM, and mechanical, antibacterial, and thermal 
properties of the nanocomposites were evaluated by tensile, agar disk-diffusion, and DSC tests, 

respectively. FE-SEM images showed the uniform dispersion of the nanoparticles within the polymer 

matrix. The simultaneous addition of two nanoparticles significantly raised the mechanical properties 
such as tensile strength and tensile modulus by 40 and 9%, respectively. However, CNF had no 

considerable effect on the thermal and antibacterial properties of the PLA matrix. Unlike CNF, Ag 

nanoparticles significantly improved the antibacterial properties of the nanocomposites against 
staphylococcus aureus and Escherichia coli bacteria, and enhanced the thermal stability of the PLA 

matrix. Ag nanoparticles improved the degree of crystallinity of PLA from 10.5% to 17.9%, and Tm from 

147.8 to 153.6 °C. By incorporating 5wt.% Ag nanoparticles, the inhibition duameter increased from 20 

mm to 39 mm for staphylococcus aureus.     

doi: 10.5829/ije.2021.34.02b.23 

 

 

NOMENCLATURE 

cX  degree of crystallinity c
mH  The heat of diffusion 

 mH  The melting enthalpy   

 
1. INTRODUCTION1 
 
Consuming the syntactic polymers manufactured by 

petrochemical industries cusses environmental damage 

seriously [1,2]. A considerable amount of plastic material 

(approx. 45%) is used for disposable packaging [3]. The 

use of compatible and biodegradable polymers (natural 

polymers) for consuming in various industries, especially 

for food packing, could reduce these environmental 

problems significantly [4]. Poly (lactic acid) (PLA) as a 

biodegradable polyester is a favorite environmental-

friendly polymer that is used widely in the packing 
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industry [5].  PLA has some advantages such as abundant 

sources of PLA, good resistance to ultraviolet, ease of 

processability, low toxicity, and acceptable 

hydrophobicity [6-8]. Notwithstanding these advantages, 

some defects such as poor heat resistance, high 

brittleness, poor disinfection properties, and low barrier 

properties limit the application of PLA [9,10].  

The nanotechnology is a new technology which could 

improve the properties of various materials. Hamedi et al. 

[11] improved the mechanical properties of asphalt by 

adding nano silica. Saeid et al. [12] improved the 

performance of warm mix asphalt by incorporating nano 
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bentonite and fatty Arbocel. A useful method that is 

proposed by researchers to improve  overcome these 

defects is incorporating the nano-particles into the PLA 

matrix to improve the properties such as mechanical 

properties (tensile strength, tensile modulus, etc.), barrier 

properties, antibacterial properties, and thermal 

properties [13]. Among the various nanofillers 

introduced into the PLA matrix, nano-cellulose has 

received much attention from researchers due to high 

availability, low price, high mechanical properties, and 

biodegradability [14,15]. Trifol et al. [16] compared the 

effect of cellulose nanofibers (CNF) and clay 

nanoparticles on the mechanical properties of the PLA 

matrix film. They observed a slight improvement in the 

mechanical properties of PLA/CNF film compared to 

PLA/clay film. Rezaei et al. [17] improved tensile 

strength and tensile modulus of PLA matrix film up to 32 

and 19% by incorporating CNFs, respectively. Jonoobi et 

al. [18] increased tensile strength and tensile modulus of 

PLA matrix from 58 to 71 MPa, and 2.9 to 3.6 GPa, 

respectively, by incorporated CNF content of 1 to 5 wt.%. 

Arrieta et al. [19] showed that introduce the CNFs into 

PLA matrix composite increased the transition glass 

temperature (Tg), and concluded that CNFs restrict the 

mobility of the polymer chains. Frone et al. [20] 

increased the degree of crystallinity of the PLA matrix 

from 39% to 47% by adding the CNFs in the content of 

2.5 wt.%.  

As mentioned above, one of the major applications of 

PLA is the food packing industry for meat products, 

fruits, vegetables, and beverage bottles [21,22]; 

therefore, the antibacterial property is an essential 

characteristic for PLA. Among the nano-particles, silver 

(Ag), with its strong antibacterial properties, can kill the 

various microorganisms such as E. coli, Staphylococcus 

aureus, and Neisseria gonorrhoeae [23,24]. Other 

important properties of Ag include acceptable antiviral 

effects [25], antiparasitic activities [26], and antifungal 

properties [27]. Manikandan et al. [28] coated 

nanoporous Sodium Alginate (SA)/ Poly Vinyl Alcohol 

(PVA) composite scaffold with Ag nanoparticles for 

antibacterial activity. Maroti et al. [29] investigated the 

effect of Ag nanoparticles on thermal and antibacterial 

properties of PLA for use in 3D print of biomedical 

devices. Their results showed that PLA/Ag 

nanocomposites are suitable for biomedical devices. Gan 

et al. [30] showed that the combined effect of Ag and 

carbon nanotube (CNT) could improve the antibacterial 

properties, thermal stability and, tensile strength of the 

PLA matrix.  Fan et al. [31] concluded that the migration 

of Ag nanoparticles in PLA/Ag nanocomposites 

increased by Ag content. Growing the migration time 

made the film rougher, and increased the crystallization 

temperature of the nanocomposite films.   

It is also found that   the combination of two 

nanofillers into the polymer matrix could merge the 

properties of the both of nanofillers to matrix [27]. 

Therefore, the co-incorporation of CNFs and Ag 

nanoparticles into PLA matrix is potential to manufacture 

the nanocomposite samples with synergistic properties 

containing mechanical, thermal and antibacterial 

properties.  Since no research has been done to investigate 

the co-incorporation of CNF and Ag nanoparticles into 

PLA matrix, in this study, PLA matrix nanocomposites 

reinforced by CNFs and Ag nanoparticles were prepared 

by the solution casting method. CNFs in the content of 1 

wt.% were added into PLA matrix to improve mechanical 

properties, and Ag nanoparticles in the content of 1, 3, 

and 5 wt.% were added to improve anti-bacterial 

properties of the PLA matrix. The dispersion of nano-

fillers in the PLA matrix was investigated by field 

emission scanning electron microscopy (FE-SEM). 

Tensile, antibacterial, and differential scanning 

calorimetry (DSC) tests were done to evaluate 

mechanical, antibacterial, and thermal properties of the 

nanocomposite samples.  

 

 

2. MATERIALS AND METHODS      

 

2. 1. Materials       Bio-flex®F 6510 commercial grade 

of poly(lactic acid) (PLA) with molecular weight (Mw) 

of 197000 g/mol, the density of 1.25 g/cm3, and melting 

temperature point of 160 °C was supplied from Fkur 

GmbH company. Cellulose nanofiber (CNF) gel (3 wt.%) 

was prepared from Nano-Novin-Polymer Co. (Iran).  Ag 

nanoparticles with the density of 10.5 g/cm3, an average 

diameter of 20 nm, and purity of 99.9% were purchased 

from Nanosany Co. (Iran). The analytical grade of 

chloroform (as a solvent), methanol, acetone, and ethanol 

were purchased from Arman Sina Co. (Iran). 

 

2. 2. Preparation         The PLA films and 

nanocomposite films are prepared by the solution casting 

method. For the preparation of PLA film, 5 g of PLA was 

added into 100 ml chloroform, and was stirred by a 

mechanical a stirrer at rotary speed of 2000 rpm for 6 h, 

at ambient temperature. The prepared solution was 

poured in the mold, and was dried at ambient temperature 

for 24 h to remove the solvent. To remove the solvent 

completely, the samples were dried in a vacuum oven for 

7 days at a temperature of 45 °C. In order to add CNF 

into PLA solution, the CNF gel in a certain amount was 

suspended in solvents of methanol, ethanol, acetone, and 

chloroform respectively and finally centrifuged at a 

rotary speed of 8000 rpm for 10 min. It should be noted 

that for each of the mentioned solvents, this procedure 

was repeated five times. Finally, the CNF content for all 

the nanocomposite samples was the same in the content 

of 1 wt.% (because in some literature this content was 

optimum content [32]). The CNF in the content of 1 wt.% 

and Ag nanoparticles in content of 1, 3, and 5 wt.% were 
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added into PLA solution, followed by stirring by 

mechanical stirrer at 2000 rpm for 2 h. For better 

dispersion of nano-fillers into PLA, the solution was 

homogenized by the ultrasonic homogenizer model of 

UP400St (manufactured in Hielscher Co., Germany) for 

45 min (Three 15 min intervals). Drying the 

nanocomposite films was exactly like drying the PLA 

films. The composition of the samples has been shown in 

Table 1.   

 

2. 3. Characterization       Field emission-scanning 

electron microscopy (FE-SEM) was used to investigate 

the morphology of the samples by the MIRA3 TESCAN 

(manufactured by Tescan company in the Czech 

Republic). Fourier transform infrared spectra (FTIR) was 

conducted using the Tensor 27 Bruker instrument with a 

resolution of 4 cm−1. The mechanical properties of the 

nanocomposite films such as tensile strength, tensile 

modulus, and elongation were measured by tensile 

machine test of H25KS manufactured by Hounsfield Co. 

at ambient temperature with the speed of 20 mm/min. For 

each sample, 5 tests was done on the film samples in a 

dimension of 160 mm×20mm×0.1 mm. The thermal 

analysis of the samples was evaluated by differential 

scanning calorimetry (DSC) test using a SANAF DSC 

analyzer. The samples heated under a nitrogen 

atmosphere from 20 °C to 200 °C, and cooled to 40 °C 

with a melting and cooling rate of 10 °C/min. The 

antibacterial test was investigated by the agar disk-

diffusion method. The standard strains of staphylococcus 

aureus (ATCC: 25923) and E. coli (ATCC: 25922) as the 

target bacteria were selected to evaluate the antibacterial 

properties of the film samples. The disk samples in 

diameter of 20 mm were cut from nanocomposite films. 

Both target bacteria were cultivated in the culture media 

of the blood agar (BA) and tryptic soy broth (TSB). The 

bacteria suspension of 0.5 MakFarland (1.5×108 

CFU/ml) was sprayed over the surface of culture dishes. 

Then the disk samples were located on the bacterial agar 

plate, and the dishes were incubated at 37 °C for 24 h. 

The antibacterial properties of the composite samples 

were determined by measuring the diameter of the 

inhibition growth zone by the caliper. 

 

 

 
TABLE 1. The composition of the samples 

Sample CNF (wt.%) Ag (wt.%) PLA (wt.%) 

PLA - - 100 

PCNF 1 - 99 

PCNAg1 1 1 98 

PCNAg3 1 3 96 

PCNAg5 1 5 94 

 

3. RESULTS  
 
3. 1. Morphology         The morphology of the samples 

was investigated by FE-SEM. Figure 1 shows FE-SEM 

images of the fracture surface of PCNF, PCNAg1and 

PCNAg3 nanocomposites. The distribution of the 

nanoparticles (cellulose and Ag) in PCNAg1 and 

PCNAg3 has been shown in Figures 1(a), and 1(b), 

respectively. One of the most important factors affecting 

the properties of the polymer matrix nanocomposites is 

the distribution of the nanofillers in the polymer matrix. 

Uniform dispersion of nanoparticles within the polymer 

matrix can improve the mechanical and physical 

properties of the matrix, but on the contrary, the 

agglomeration of the nanoparticles reduces the 

properties. Figure 1(a) shows the uniform dispersion of 

Ag nanoparticles within the PLA matrix in the PCNAg1 

sample (the bright points are the Ag nanoparticles). The 

dispersion of nanoparticles (Ag and cellulose) within the 

polymer matrix in the PCNAg3 sample has been shown 

in Figure 1(b). As shown in Figure 1(b), the nanoparticles 

were almost uniformly dispersed within the matrix. In 

PCNAg3, several agglomerates with a dimension lower 

than 5 μm can be seen. By increasing the Ag nanoparticle 

content in PCNAg5, the agglomeration sites increased, 

and the surface is more rough compared to PCNAg3, as 

shown in Figure 1(c). Figures 1(d), and 1(e) illustrate the 

distribution of nanoparticles in nanoscale. As shown in 

Figure 1, the nanoparticles the particles are well 

distributed on a nanoscale. 

 

3. 2. ATR-FTIR          The interaction between nanofillers 

(Ag and cellulose nanoparticles) can be observed by 

ATR-FTIR measurement. FTIR spectra of neat PLA and 

PLA/CNF/Ag nanocomposite samples are shown in 

Figure 2. It can be seen that the neat PLA and 

nanocomposite samples have the sharp peaks at 1000-

1200 cm-1 and 1750 cm-1, belonging to the stretching 

vibration of C-O-C and C=O of PLA. A sharp peak at 

1749 cm-1 (crystalline sensitive band) is observed, which 

is due to the C=O ester group. The other peaks were 

positioned at 1452 cm-1 and 1363 cm-1 due to the bending 

vibration of CH3 (alkyl group). It is also observed from 

the FTIR spectrum that nanocomposite samples have a 

small peak at 1253 cm-1 (C-O-C), a stretching vibration 

in the crystalline phase, while in pure PLA, this peak is 

negligible. This indicates that the nanofillers have an 

effect on the characteristic band intensities. 
 
 

3. 3. Mechanical Properties        The impact of 

nanoparticles (cellulose and Ag) on the mechanical 

properties of the pure PLA and nanocomposite samples 

has been investigated using a tensile test. Figure 3 shows 

the stress-strain curve of PLA, PLA/CNF, and 
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(a) Ag distribution in PCNAg1 

 
(b) Nano particles distribution in PCNAg3 

 
(c) Nano particles distribution in PCNAg5 

 
(d) High magnification image of PCNF 

 
(e) High magnification image of PCNAg1 
Figure 1. FE-SEM images of the samples 

 

 

 
Figure 2. ATR- FTIR spectra of PLA/CNF/Ag 

nanocomposites 
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Figure 3. Stress-strain curve for PLA, PLA/CNF, 

PLA/CNF/Ag nanocomposite films. 
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of 27.1 MPa with elongation (strain at break point) of ⁓ 

6%, and tensile modulus (Young modulus) of 1856 MPa. 

The results show that adding the CNF and Ag 

nanoparticles improve the tensile properties of the PLA 

matrix, indicating a strong interaction between nano-

fillers and PLA matrix. The film containing 1 wt% of 

CNF (PCNF), the tensile strength, Young’s modulus 

increased by 20 and 21%, respectively, and elongation 

decreased by 34%. The Ag nanoparticles in the content 

of 1, 3, and 5 wt.% was incorporated into PLA/CNF 

nanocomposites to investigate the effect of Ag 

nanoparticles on the tensile properties of nanocomposite 

films. The results indicate that the adding Ag 

nanoparticles decreased Young’s modulus of PLA/CNF 

films from 2259 to 2010 MPa, but increased the tensile 

strength from 32.5 to 38 MPa. The simultaneous increase 

of tensile strength and elongation after adding the Ag 

nanoparticles can be due to very small size of 

nanoparticles that is close to polymer chains and these 

nanoparticles act as a cross between chains. By 

increasing the nanoparticle content from 1 to 5 wt.% the 

Young’s modulus increased from 2010 to 2593 MPa, and 

tensile strength decreased from 38 to 33.2 MPa. A 

decrease in tensile strength by Ag nanoparticles content 

can be due to nanoparticles aggregation in higher-level 

loading of nanoparticles. The agglomeration sites of the 

Ag nanoparticles can acts as a holes in the polymer 

matrix and therefore, has negative effect on mechanical 

and thermal properties of PLA. On the other hand, 

agglomeration decrease the adhesion between 

nanoparticles and the polymer matrix. 

 

3. 4. Thermal Properties         The thermal behavior of 

pure PLA and PLA/CNF/Ag nanocomposite films was 

investigated by DSC analysis. The melting and cooling 

curves of the samples has been shown in Figures 4 and 5, 

respectively, with the results such as glass transition 

temperature (Tg), melting point temperature (Tm), 

crystallization temperature (Tc), and degree of 

crystallinity (χ) shown in Table 3. The degree of 

crystallinity was calculated through Equation (1): 

 
(%) 100m

c c
m

H
X

H


= 


 (1) 

 

 
TABLE 2. Tensile properties of PLA, PLA/CNF, 

PLA/CNF/Ag nanocomposite films 

Sample 
Young’s 

modulus (MPa) 

Tensile 

strength (MPa) 

Elongation 

(%) 

PLA 1856±210 27.1±2.3 5.81±0.31 

PCNF 2259±340 32.5±4.4 3.84±0.22 

PCNAg1 2010±150 38.0±3.7 4.28±0.33 

PCNAg3 2119±240 35.5±5.2 5.01±0.43 

PCNAg5 2593±310 33.2±3.7 4.75±0.55 
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Figure 4. DSC melting scans for the samples 
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Figure 5. DSC cooling scans for the samples. 

 

 
TABLE 3. The DSC data for the film samples 

Sample Tg (°C) Tm (°C) Tc (°C) ΔHm (Jg-1) χ (%) 

PLA 48.2 147.8 111 8 10.5 

PCNF 47.9 149.7 112.1 7.61 9.98 

PCNFAg1 52.5 153.6 112.8 11.1 15 

PCNFAg3 51.1 153.2 112.9 12.6 16.5 

PCNFAg5 51 150.9 112.7 13.7 17.9 

 

 

where ∆𝐻𝑚
𝑐 with value of 93 J/g is the heat of diffusion 

for 100% crystallite PLA.  

The data of the DSC test were presented in Table 3 

shows that incorporating the CNF into the PLA matrix 

does not aeffect on Tg, Tm, Tc, and χ of the PLA matrix. 

The addition of Ag nanoparticles in the content of 1 wt.% 

increased Tg of PLA matrix from 48.2 to 52.5 °C. The Tg 
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has related to the mobility of the polymer chains of the 

amorphous phase in the PLA matrix. The increase of Tg 

with the introducing the Ag nanoparticles shows that Ag 

nanoparticles have been able to hinder effectively 

mobility of the molecular chains. Enhancement of Tg by 

incorporating the Ag nanoparticles could be due to the 

strong interactions between nanoparticles and PLA 

matrix [33]. The increase in Tg by using the nanoparticles 

in the PLA matrix was reported in the other literature. 

Adding the hydroxyapatite and GO nanoparticles 

increases the Tg of PLA [34, 35]. The further increase of 

Ag content has no considerable effect on Tg. The melting 

point temperature of the PCNAg1 containing 1 wt.% of 

Ag is 153.6 °C, which is 5.8 °C higher than pure PLA. 

The amount of Tm depends on the thickness of lamellae, 

so that the Tm increases by the lamellae thickness. 

Therefore, it can be concluded that introducing the Ag 

nanoparticles has increased the lamellae thickness in the 

crystalline phase. This increase in the melting point 

temperature of PLA has been observed in other 

researches [35]. By increasing the Ag content up to 3 

wt.%, the considerable change in Tm was not observed, 

however by further increase of Ag nanoparticles to 5 

wt.%, Tm decreased to 150.9 °C, probably due to 

nanoparticles agglomeration. The results presented in 

Tabl 3 show that the degree of crystallinity (χ) for pure 

PLA and PCNF is 10.5 and 9.98%, respectively, 

indicating that CNF is almost ineffective on χ. Unlike the 

PCNF sample, the χ for the PCNAg1, PCNAg3, and 

PCNAg5 increased up to 15, 16.5, and 17.9%, 

respectively. This increase in χ of the PLA matrix 

indicates that the Ag nanoparticles are useful to provide 

more nucleation sites.  Frone et al. [20] observed that 2.5 

wt.% of nano-cellulose increase the degree of 

crystallinity of PLA from 39 to 47%. Mukherjee et al. 

[36] improved the degree of crystallinity of PLA by 4% 

by adding 2.5 wt.% of microcrystal cellulose. 

 

3. 5. Anti-bacterial Properties          The antibacterial 

properties of PLA and PLA/CNF/Ag nanocomposite 

films against the positive strain of staphylococcus aureus 

and negative strain of E. coli were investigated by agar 

disk diffusion method. For this purpose, the round 

samples with 20 mm in diameter were separated from the 

films, and then placed on the Mueller Hinton Agar 

(MHA) plate on which negative and positive strains have 

been cultivated. Figure 6 shows the agar plates of E. coli 

and staphylococcus aureus treated with the prepared 

nanocomposites for 24 h. The samples of pure PLA, 

PCNF, and PCNAg1 are not shown in Figure 6, because, 

as anticipated, they did not have any antibacterial activity 

within the tested time (in the PCNAg1 sample, Ag 

nanoparticles content was insufficient). When Ag 

nanoparticles in the content of 3 and 5 wt.% were added 

into PLA, the PLA/CNF/Ag nanocomposite samples 

showed significant antibacterial performances. The 

diameter of the inhibition growth zone around the 

samples is a suitable criterion to estimate antibacterial 

properties of the nanocomposite samples. Table 4 

presents the diameter of inhibition growth zone of 

nanocomposites. It could be clearly seen in Figure 6 and 

Table 4 that by increasing the Ag nanoparticles content 

from 3 to 5 wt.% the inhibition growth diameter 

increased from 23 to 34 mm for E. coli, and from 27 to 

39 mm for Staphylococcus aureus, indicating a 

promising antibacterial activity of the nanocomposite 

samples. By comparing the results presented in Table 4 

for two different strains, it can be concluded that Ag 

nanoparticles have better prevented the growth of 

staphylococcus aureus strains. The Ag nanoparticles may 

accumulate in the membrance of bacteria cytoplasmic to 

increase the permeability of the bacteria considerably, 

and as a result the cells were killed [37].   

 

 

4. CONCLUSION 
 

In this study, PLA/CNF/Ag nanocomposite films with 

constant content of CNF (1 wt.%), and different content 

of Ag nanoparticles were prepared by solution casting 

method. The mechanical test showed that the 

simultaneous addition of CNF and Ag nanoparticles 

 

 

  
PCNAg3,S.aureus PCNAg3, E-coli 

  
PCNAg5,S. aureus PCNAg5, E-coli 

Figure 6. Antibacterial properties of PLA/CNF/Ag 

composites 
 

 

TABLE 2. The diameter of inhibition growth zone of the 

samples 
                         Sample 

Bacteria 

PCNAg3 PCNAg5 

E-coli 23 mm 34 mm 

Staphylococcus aureus 27 mm 39mm 

20 mm 20 mm 

20 mm 20 mm 
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could improve the mechanical properties of 

nanocomposite samples compared with neat PLA 

samples. The tensile strength and tensile modulus 

increased by 40 and 39% for PCNAg1 and PCNAg5, 

respectively. CNF had no considerable effect on the 

thermal properties of the PLA matrix, but incorporating 

Ag nanoparticles increased Tg, Tm, and degree of 

crystallinity of the PLA matrix. Tm and Tg increased from 

147.8 to 153.6 °C, and 48.2 to 52.5 °C, respectively. The 

degree of crystallinity of the PLA was increased from 

10.5 to 17.9% by incorporating 5 wt.% Ag nanoparticles. 

Moreover, the addition of Ag nanoparticles in the content 

of 3 and 5 wt.% promoted the antibacterial properties of 

the nanocomposite samples against staphylococcus 

aureus and E. coli. When 5 wt.% Ag nanoparticles was 

added into PLA the inhibition diameter increased from 

20 to 34 mm for E. coli and from 20 to 39 mm for 

staphylococcus aureus. 
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Persian Abstract 

 چکیده 
مقدار نانوسلولوز  گری حلال تهیه شد.  های نانوذرات نقره و نانوالیاف سلولوز به روش ریختهنانوکامپوزیت پلیمر با زمینه پلی لاکتیک اسید و تقویت کنندهدر این پژوهش  

ها مورفولوژی سطح شکست نمونهفه شدند.  درصد وزنی به زمینه پلیمری اضا  5و    3،  1درصد وزنی در نظر گرفته شد و مقدار نانوذرات نقره به میزان    1ثابت و به میزان  

ها به ترتیب توسط آزمون کشش، آزمون کالریمتری روبشی تفاضلی و نفوذ دیسک آگار ارزیابی آنالیز شده و خواص مکانیکی، حرارتی و آنتی باکتریال نمونه  FE-SEMتوسط  

اند. اضافه کردن همزمان دو نانوذره به زمینه پلیمری باعث  نشان داد که نانوذرات بصورت نسبتاً همگن و یکنواخت در زمینه پلیمری پراکنده شده  FE-SEM تصاویرشدند.  

بر خواص حرارتی پلی لاکتیک  اما نانو الیاف سلولوز تاثیر قابل توجهی  شد،    %9و    %40افزایش خواص مکانیکی از قبیل استحکام کششی و مدول کششی به مقدار به ترتیب  

نانوذرات نقره پایداری حرارتی زمینه پلیمری را بهبود داده و بطور قابل توجهی خواص آنتی باکتریال پلی لاکتیک اسید را در برابر  برخلاف نانوالیاف سلولوز،  اسید نداشت.  
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A B S T R A C T  

 

Rare earth compounds widely used in industrial applications and new processes with green solvents are 

appropriate for recovering these elements. In this study, the ionic liquid application development was 
investigated to extract europium ions in single and binary systems. A green procedure for europium (III) 

extraction from aqueous chloride solution was investigated using phosphonium ionic liquid Cyphos IL 

104. Comparative conditions were investigated for analyzing better results with the presence of organic 
extractant such as Cyanex272, D2EHPA in the batch experiments. The experiment design was carried 

out based on the central composite design principles to analyze the relationships between the responses 

and the significant parameters. The obtained data revealed that the quadratic equation has good 
desirability to predict the extraction percentage. Investigation of the extraction process showed that the 

ionic liquid Cyphos IL104 has selective power in the extraction of europium and the efficiency is higher 

than the organophosphorus extractants. Accordingly, optimum conditions for maximum removal of 
europium ions were obtained equal to 5.5, 1, 16 min, and 0.008 M for feed acidity (pH), phase ratio, 

time, Cyphos IL 104 concentration. Examination of binary systems of rare earth elements showed that 

ionic liquid had positive and negative effects on the separation factor. The high efficiency of ionic liquid 

in the reuse condition indicated that the system is appropriate from an economic perspective. 

doi: 10.5829/ije.2021.34.02b.24 

 

 
1. INTRODUCTION1 
 

The demand for rare earth elements due to their 

increasing critical applications has been increased in 

recent years [1]. New rules and regulations have been 

reported according to these elements’ application types 

in various industries [2, 3]. Their increasing prices led to 

improvements in their extraction and separation from ore 

in their recovery from wastes in electric and electronic 

equipment or other industrial materials [4]. It is 

associated with the introduction of new routes for 

production [5]. For example, lanthanum nanoparticles 

with optical properties synthesized during the sol-gel 

procedure [6]. Nowadays, paths are more favorable with 

less environmental impact [7], and ecological processes 

such as electrodialysis have expanded to reduce COD of 
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contaminated water [8]. Solvent extraction is one of the 

conventional techniques in the extraction of rare earth 

metals. This technique is coupled with the simplicity of 

the system, facilitating the separation process.  

Still, the high-volume of organic solvent and 

environmental pollutants are the disadvantages of this 

approach [9]. Therefore, it led to other procedures such 

as adsorption or liquid membranes with different types 

such as emulsion liquid membrane [10], supported liquid 

membrane, bulk liquid membrane [11], etc. Many 

adsorbents from simple materials in nature to complex 

nanocomposite materials have been described in the 

literature to extract these elements [1]. The supported 

liquid membranes with the aim of separation of rare earth 

elements have been reported in various studies [12]. The 

research work by Asadollahzadeh and co-workers [13] 
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showed that the combination of ionic liquid and 

organophosphorus solvents with stabilization in the 

supported liquid membrane was an appropriate procedure 

in the separation of yttrium ions. But the coefficients of 

separation factor in the solvent extraction technique are 

much higher than other methods [14]. Thus, this method 

by modifying the input organic matter has been 

investigated in many studies [15-17]. In addition to the 

type of organic solvent, the type of equipment is also 

useful in solvent extraction and the increment in the mass 

transfer coefficients [18-21]. It has been studied in 

various studies with rotating and pulsed columns for rare 

earth separation [22-24]. Different organic solvents of 

anionic, cationic, and soluble extractants have been 

utilized to recover rare earth elements [25, 26]. Alongside 

these solvents, ionic liquids as environmental green 

solvents have been found to have particular applications 

in the extraction and separation procedure of rare earth 

elements [27]. The separation factor of gadolinium from 

samarium equal to 8.47 obtained in the combination of 

TBP, Cyanex272, [C6MIM][PF6] in one contact of both 

phases [28]. In another work, cerium ion recovery 

investigated from glass polishing powder waste using the 

synergistic effects of imidazolium ionic liquids and 

TOPO and TBP [29]. 

Europium is one of the rare earth elements that has 

been received particular attention in recent years. The 

neutron absorbers, europium phosphors on television, 

fluorescent powders, and lamps are applications that are 

reported by the use of these ions in the industry [30]. 

Recently, the discussion of ionic liquids for the extraction 

of europium ions has been received special attention [31]. 

The results of the investigation with undiluted ionic 

liquids from the thiocyanate family [C101][SCN] 

showed that the four extraction steps achieved with the 

high efficiency for the recovery of europium on the 

organic/aqueous phase ratio equal to 1/10 [32]. In the 

study of Dai et al. [33], a homogeneous extraction 

technique with ionic liquids [DHbet][Tf2N] and 

[THbet][Tf2N] showed that the europium ions recovered 

from aqueous solution with the extraction efficiency 

higher than 90% during the four extraction stages. The 

utilization of Cyphos IL 104 was evaluated for the 

extraction abilities in the recovering of Eu(III) in the 

rotating disk column with an asymmetrical structure [34]. 

The percentage increase for overall mass-transfer 

coefficients obtained using this solvent and the higher 

mixing rate [34].  

Examination of eight imidazolium ionic liquids as a 

diluent, and Octyl(phenyl)-N, N-diisobutyl carbamoyl-

methylphosphine oxid (CMPO) as an extractant showed 

that the ligand/metal ratio in the extracted complex with 

ionic liquids was far higher than that of the use of n-

dodecane as a diluent [35]. A combination of solvation 

and cation-exchange mechanisms proposed to extract 

europium with imidazolium ionic liquids. The 

temperature was reported as a critical factor in the 

exothermic reaction to remove europium ions with these 

ionic liquids [35]. In similar results conducted by Tan and 

co-workers [36], the combination of 2,6-bis(5,6-diethyl-

1,2,4-triazin-3-yl) pyridine (C2-BTP) and 

[Cnmim][NTf2] imidazolium ionic liquid, the 

temperature rise was favorable for the europium 

extraction, and cation-exchange proposed as an 

extraction mechanism.  

Rao et al. [37] investigated the examination of the 

behavior of the two extractants such as T2EHDGA, and 

CMPO diluted in the bis(trifluoromethylsulfonyl)imide 

([N1444] [NTf2]) ionic liquid. The europium ions’ 

extraction revealed that the contribution of three and two 

molecules of two extractants under ion-exchange 

reactions led to the desired removal [37]. In the research 

conducted by Atanassova and Kurteva [38], similar 

results were reported from a chloride solution with a 

mixture of CMPO, HTTA, and [Cnmim][NTf2]. The 

investigation of the separation factor of europium from 

gadolinium with ionic liquid [A336][P204] compared 

with the P204 extractant. The results showed that the 

higher separation factor under the same conditions 

provided by ionic liquid [39].  

The species of Eu(OHA)4(H2O)4(PF6)3 is the result of 

complex formation between the ionic liquid 1-alkyl-3-

methylimidazolium hexafluorophosphate and 4-

oxaheptanediamides extractant for the europium 

recovery during the ion exchange mechanism as the 

studies by Niu and co-workers [40].  

Research conducted by Larsen and Benjamin [41] 

showed that with ionic liquids and a chelating agent 

(EDTA), the light rare earth elements separated from 

heavy elements with the higher separation factor. In this 

research, ionic liquid tricaprylmethylammonium nitrate 

[A336][NO3] was used as an organic solvent, which was 

highly desirable in the extraction. With all the benefits of 

ionic liquids, the limitations such as the loss of cations in 

imidazolium ionic liquids, the low thermal stability of 

ammonium-based ionic liquids lead to an increase in the 

tendency towards phosphonium ionic liquids.  

Limited studies have carried out on the separation of 

rare earth elements with phosphonium types of ionic 

liquids. Therefore, in this study, the phosphonium ionic 

liquid was investigated to extract europium from chloride 

solution. Extraction conditions were investigated by 

examining various factors such as temperature, pH, ionic 

liquid concentration, and acidity in the recovery rate. The 

results using of organic solvents such as D2EHPA and 

Cyanex272 were reported for comparison and 

conclusion.  

The use of the central composite design approach for 

the separation of europium ions from chloride solution 

with phosphonium ionic liquid as a green solvent is the 

innovation of this study that has not been observed in the 

literature. 

https://link.springer.com/article/10.1007/s10953-019-00844-8#auth-1
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2. EXPERIMENTAL 

 
2. 1. Reagents             In this study, the ionic liquid 

trihexyl (tetradecyl) phosphonium bis(2,4,4-

trimethylpentyl) phosphinate with purity of higher than 

90% was supplied by Sigma-Aldrich company. The 

organic solvents such as Cyanex272 (Solvay, 85%>) and 

D2EHPA (Sigma-Aldrich) were used for the preparation 

of the organic phase in comparison with ionic liquid. The 

commercial kerosene from the Iranian petroleum oil 

refinery was used as a diluent. The salt of europium(III) 

nitrate pentahydrate from Sigma-Aldrich company was 

used for the preparation of the aqueous phase containing 

Eu(III) ions for solvent extraction procedure (ion 

concentration equals 250 mg/L). The sulfuric, nitric, and 

hydrochloric acids (Merck company) were utilized to 

prepare acidic solutions.  
 

2. 2. Experimental Procedure           By selecting three 

solvents (D2EHPA, Cyanex272, and Cyphos IL 104) to 

extract europium ions, the design process of the 

extraction experiments was performed for each solvent 

with the selective parameters as summarized in Table 1.  
Two aqueous and organic phases were prepared for 

the extraction process. The aqueous phase was prepared 

by only europium ions as a single element or by other 

ions (La(III), Ce(III), Nd(III), Gd(III), Dy(III)) to 

investigate the behavior of different elements.  

The organic phase was prepared from ionic liquid 

dissolution in kerosene solvent. This ionic liquid was 

substituted for comparing with the D2EHPA or 

Cyanex272 extractant. Polyethylene containers were 

used for two-phase contact. The amount of 10 mL of 

phases added to the container. The bottles were 

incorporated into the shaker for the mixing process.  

After a specific time, the separation of two phases was 

performed by the decanter. The measurement of the 

europium ions in the aqueous phase was performed with 

a UV instrument (UNICO model), and arsenazo material. 

The concentration of ions in the aqueous phase is the 

criterion for the objective parameter. It is defined based 

on the distribution coefficient (D) as follows: 

 

 
TABLE 1. Definition of independent variables and their levels 

in the central composite design 

Independent 

Variables 
Symbols -α -1 0 +1 +α 

Time, min X1 2 6 11 16 20 

Concentration 

of ionic liquid 

or extractant, M 

X2 0.001 0.003 0.006 0.008 0.01 

pH of 

aqueous 

solution 

X3 1 2 3.5 5 6 
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In the above equation, E, Vaq, and Vorg are the extraction 

efficiency, the volume of the aqueous phase, and the 

volume of the organic phase, respectively. 

 

 

3. RESULTS AND DISCUSSION  
 
3. 1. Results from the Experimental Design 
Approach                  In this study, the experiments were 

carried out based on Table 1, analyzed in three-

dimensional graphs, as shown in Figures.1 to 3. The 

results in Figure 1 described that the ionic liquid Cyphos 

IL 104 at low concentrations (0.001 to 0.01 M) is highly 

desirable for the extraction of europium ions. This feature 

helps extract with the maximum extraction efficiency 

higher than 98% with 0.01 M Cyphos IL 104 diluted in 

kerosene. But, D2EHPA extractant at low concentrations 

showed the maximum extraction efficiency higher than 

60% in 0.01 M concentration, and this parameter is below 

10% by using Cyanex272 in 0.01 M value.  
This figure illustrated that the enhancement in ionic 

or extractant liquid concentration led to the rise in the 

extraction rate. These results are due to more solvents for 

the complex formation, which is associated with an 

increment in the transfer of europium ions to the organic 

phase. But, no desirable extraction is obtained with the 

Cyanex272 at these concentrations. Therefore, an 

increase in the extraction efficiency higher than 99%, it 

would be necessary to increase the extraction 

concentration of Cyanex272 higher than 0.5 M. 

The time variation showed that the D2EHPA 

extractant behavior is faster than the ionic liquid for the 

complex formation. The maximum extraction efficiency 

reached with the final desirability equal to 2 minutes. But, 

the ionic liquid contributed more slowly to the formation 

of the complex, and it required about ten minutes to reach 

the maximum ion transport to the organic phase. 

The variation in pH in Figures 2 and 3 showed that 

the extraction behavior depends on the acidity of the 

aqueous solution. The D2EHPA extractant from a pH 

value higher than two faces fewer hydrogen ions in the 

aqueous solution, so the extraction reaction led to the 

release of more hydrogen ions. This process is associated 

with an increase of complex formation and, 

consequently, greater extraction efficiency. The oxygen 

in the ionic liquid tends to form a reaction with more 

hydrogen ions than the europium ions. This effect causes 

the tendency for the europium ions to be negligible when 
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the amount of hydrogen in the aqueous solution is high. 

Still, with increasing pH and the decrease in the soluble 

acidity, the hydrogen ions’ reduction tends towards the 

europium ions and increases the extraction efficiency. 
 

 

 
Figure 1. Response surface graphs for the extraction 

efficiency of Eu(III) with the effect of time, and 

concentration of ionic liquid or extractant (O/A ratio=1, 

temperature=25 ◦C, pH of aqueous phase=3.5) 

 

 

 
Figure 2. Response surface graphs for the extraction 

efficiency of Eu(III) with the effect of aqueous pH, and 

concentration of ionic liquid or extractant (O/A ratio=1, 

temperature=25 ◦C, time=20 min) 

 

 

 
Figure 3. Response surface graphs for the extraction 

efficiency of Eu(III) with the effect of aqueous pH, and time 

(concentration of ionic liquid or extractant=0.01 M, O/A 

ratio=1, temperature=25 ◦C, time=20 min) 

In the next step, the obtained data were evaluated 

using the statistical AVOVA results, as shown in Table 

2. The data for F-value and p-value illustrate that the 

model is essential or not. This table shows that F-values 

equals 21.36, 14.67 for Cyphos IL 104, and D2EHPA 

extractant and p-value equal to 0.0001, which led the 

model important for the response. 

The F and P values are essential for the selected 

model, and their significance is determined in the 

Design-Expert® Software for the proposed model. These 

values may not be meaningful in some parameters due to 

the interaction of the parameters. But the significance 

value is essential for the selected model and should be 

evaluated explicitly by examining other parameters (R2 

coefficient, adjusted R2 coefficient, average absolute 

relative errors). 

The values of R2 for the selected model were examined 

by linear, quadratic, and cubic models. The high values 

equal to 0.9505 and 0.9260 from the quadratic model for 

extraction with Cyphos IL 104, and D2EHPA extractant, 

respectively, indicated that the model is highly accurate 

for predicting extraction efficiency (see Figure 4). As a 

result, quadratic model equations representing the 

extraction efficiency (Y) in the reactive condition 

acquired as Equations (3), and (4): 

Cyphos 

IL104 

1 2

3 1 2 1 3

2 2 2
2 3 1 2 3

34.016 1.953 7268.762

10.303 70.536 0.008

186.048 0.050 74613.069 0.943

Y X X

X X X X X

X X X X X

= − + + +

+ + +

− − −

 
(3) 

 
 
TABLE 2. ANOVA data for europium extraction in the 

reactive condition with Cyphos IL 104 

Source 
Sum of 

Squares 

degree 

freedom 
F-Value P-Value 

model 7485.83 9 21.36 <0.0001 

1X  624.12 1 16.03 0.0025 

2X  6063.74 1 155.70 <0.0001 

3X  699.92 1 17.97 <0.0017 

1 2X X  8.16 1 0.21 0.6559 

1 3X X  0.036 1 9.36×10-4 0.9762 

2 3X X  4.38 1 0.11 0.7443 

2
1X  29.93 1 0.77 0.4013 

2
2X  4.11 1 0.11 0.7519 

2
3X  62.62 1 1.61 0.2335 

Residual 389.44 10 - - 

Lack of Fit 383.46 5 64.18 0.0002 

Pure Error 5.98 5 - - 

Cor Total 7875.27 19 - - 
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D2EHPA 

1 2

3 1 2 1 3

2 2 2
2 3 1 2 3

36.788 0.449 11005.221

12.801 17.896 0.241

384.352 0.046 684645.028 1.936

Y X X

X X X X X

X X X X X

= − + + +

+ + +

− − −

 
(4) 

The average absolute relative errors equal to 7.83 and 

11.29% with Equations (3) and (4) indicate that the 

selected model is very appropriate for the prediction of 

extraction efficiency. 

As shown in Figure 4, this model is also applicable to 

the Cyanex272 extractant, but since the extraction rate is 

low, no proposed model reported for the extraction of 

Eu(III) ions with Cyanex272. 

The maximum extraction efficiency was selected as 

the criterion in the experiments in the optimization 

condition. All independent variables were kept within 

range. The results were obtained by using Design-

Expert® Software, as shown in Table 3. Besides, under 

optimal points, the experiments were conducted in the 

optimal points, and the results of extraction efficiency for 

Cyphos IL 104 and D2EHPA extractant were added in 

this Table. As can be observed in Table 3, the predicted 

values from models were compatible with the 

experimental data. The research results were reviewed at 

the optimal point with studies conducted by Mishra and 

Devi [42]. The results showed that the obtained data 

correspond to the conditions examined in reference [42]. 

The accuracy of the results compared with the data in the 

literature is also revealed in this study. 

 

 

3. 2. Results from the Investigation of other 
Parameters 
3. 2. 1. Synergistic Factor             This study showed 

that at low concentrations, Cyanex272 is not suitable for 

the extraction of europium ions. The synergistic effect 

can help to the incremental trend for the extraction of 

these ions. For this purpose, the combination of the 

extractants and the ionic liquid was investigated in this 

study. The critical parameter is the synergistic factor as 

defined by the following equation: 

(1,2)

1 2

mixD
SF

D D
=

+
  (5) 

The results of the study of the effect of the synergistic 

factor are shown in Figure 5. The results described that 

adding ionic liquid to the Cyanex272 extractant helps to 

increase the extraction rate. The SF coefficients more  

 

significant than one showed synergistic effects between 

the Cyanex272 and Cyphos IL 104. Also, the addition of 

an ionic liquid to the D2EHPA extractant showed the 

formation of synergistic effects. Therefore, the extraction 

efficiency of europium ions improves by ionic liquid at 

low concentrations of the extractants. Extraction with a 

smaller amount of organic solvent indicated that more 

favorable conditions would be provided with less 

environmental impact in the extraction of rare earth 

elements. 

 

3. 2. 2. Organic/ Aqueous Phase Ratio              The 

ratio of aqueous to organic phases is a parameter that 

affects the rate of ions extraction. The increase or 

decrease of the A/O ratio on the extraction of europium 

ions is shown in Figure 6. The results in this diagram 

described that large amounts of the organic phase over 

the aqueous phase increase the value of complexing 

agents caused by ionic liquids or extractant. This increase 

is an upward trend in the extraction of ions and their 

transfer to the organic phase. 

 

3. 2. 3. Temperature Factor         The temperature 

behavior of the europium extraction was investigated 

under optimum conditions. The results of extraction with 

Cyphos IL 104 showed that the increase in temperature 

from 298.15 K with the distribution coefficient equals 

778.43 led to the increment in the extraction of europium 

ions with a D value equal to 1386.8 at 328.15 K. This 

increase indicates that the extraction process is 

endothermic. The examination of the logarithmic graph 
 

 

 
Figure 4. Diagnostic plots of the central composite design 

model for europium extraction (predicted value versus 

actual value) 
 

 
 

TABLE 3. The optimal point for the reactive extraction of europium ions with Cyphos IL 104, and D2EHPA extractant 

Organic Phase 
Time/ 

min 

Concentration of 

Solvent/ M 

pH of aqueous 

solution 

Predicted Extraction 

Efficiency (%) 

Experimental Extraction 

Efficiency (%) 
Deserability 

Cyphos IL 104 16 0.008 5.5 87.95 86.23 1 

D2EHPA 5 0.01 4.3 63.74 61.84 1 
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Figure 5. Synergistic effect on the extraction of Eu(III) ions 

by using Cyphos IL 104, Cyanex272, and D2EHPA (pH of 

aqueous solution=3.5, O/A ratio=1, temperature=25 ◦C, 

time=20 min) 
 

 

 
Figure 6. Effect of A/O ratio on the extraction efficiency of 

Eu(III) with ionic liquid Cyphos IL 104, D2EHPA, and 

Cyanex272 (concentration of ionic liquid or extractant=0.01 

M, pH of aqueous solution=3.5, temperature=25 ◦C, 

time=20 min) 
 

 

of the distribution coefficient in terms of temperature 

described that the reaction enthalpy was 15.35 KJ/mol. 

The variation of temperature by using D2EHPA 

extractant from 298.15 to 328.15 K showed the changing 

in D values in the range 1.51-1.55 that temperature factor 

has little effect on the extraction of europium that 

ambient temperature is more favorable for the reaction. 

A small enthalpy value of calculations was derived 

equally to 0.145 KJ/mol for Eu(III) extraction with 

D2EHPA extractant. 
 
3. 2. 4. Stripping Aqueous Solution            The 

stripping of the organic solution containing D2EHPA or 

Cyphos IL 104 with water is impossible due to the strong 

ionic bonds between the ionic liquid or D2EHPA, and 

Eu(III) ions. Three different acidic solutions, including 

sulfuric, chloride, and nitric acid, were investigated for 

stripping study, as shown in Table 4. The present results  
 

TABLE 4. Effect of stripping agents on the recovery of Eu(III) 

ions from the organic phase 

Stripping Agent Concentration / M Ionic DE CYA 

H2SO4 0.5 61.23 58.98 40.78 

H2SO4 1 67.45 87.43 91.44 

H2SO4 2 70.77 98.45 99.88 

HCl 0.5 50.37 65.11 70.33 

HCl 1 59.87 89.67 87.77 

HCl 2 66.19 83.76 80.14 

HNO3 0.5 74.56 66.33 72.45 

HNO3 1 98.91 99.56 99.12 

HNO3 2 90.23 98.45 93.45 

 

 

 

described that the stripping percent is enhanced by the 

acid concentration from 0.5 to 2 molar. The nitric acid in 

the reaction medium dramatically affects the stripping 

efficiency from the organic phase containing ionic liquid, 

D2EHPA, or Cyanex272. 

 

3. 2. 5. Diluent Effect            The effect of diluent in the 

extraction of europium ions is shown in Figure 7. The 

extraction rate with Cyphos IL 104 is not dependent on 

the diluent impact. Approximately the same values for 

extraction efficiencies were obtained by using different 

diluents. In the extraction of metals with the 

organophosphorus extractant, a diluent with a lower 

dielectric constant is more appropriate. The results in 

Figure 7 showed that the solubility of D2EHPA in non-

polar diluents is better than polar solvents. Therefore, the 

higher transfer for Eu(III) ions occurs in the reactive 

extraction with kerosene as a diluent. 

 
3. 2. 6. Impact of other Rare-earth Ions in Aqueous 
Solution              Binary systems containing europium 

ions and other rare earth elements were investigated with 

the organic system containing ionic liquid under 

optimum conditions. The results showed that the 

variation in separation factor  ( 1

2

D

D
 = ), were desirable in 

the separation of the europium from the light elements, 

and the separation factor equals to 9.51, 3.98, 2.24 was 

obtained for binary systems of βEu/La, βEu/Ce, and βEu/Nd, 

respectively. But in the separation of europium from 

heavy rare earth elements, the ionic liquid exhibits 

synchronous behavior in the extraction of both elements. 

Therefore, a high separation factor for binary compounds 

βGd/Eu, and βDy/Eu equal to 1.12, 1.34, respectively, was 

observed in the experimental study. 
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Figure 7. Role of diluents in the extraction of europium ions 

by using of Cyphos IL 104, and D2EHPA in the organic 

phase in the optimum condition 
 
 

4. CONCLUSION 
 
The development of a solvent extraction process is 

crucial for the extraction and separation of rare-earth 

metals, and attention has been shifted to the application 

of green solvents. In this research work, the phosphonium 

ionic liquid Cyphos IL 104 as a green solvent was 

investigated in the europium extraction from chloride 

solution by using the new predicted model. The 

extraction process was performed using the experimental 

design technique to minimize the number of experiments 

and identify the interaction effects of the critical 

parameters. The results showed that the ionic liquid had 

higher extraction efficiency compared to the D2EHPA 

and Cyanex272 extractant. But, the variation of E% with 

time and aqueous pH showed that the response rate of 

Cyphos IL 104 for attracting ions and transferring them 

to the organic phase is slower than applying the D2EHPA 

extractant.  

The optimum conditions for maximum removal of 

europium ions were obtained equal to 5.5, 1, 16 min, and 

0.008 M for feed acidity (pH), phase ratio, time, Cyphos 

IL 104 concentration. The values equal to 4.3, 1, 5 min, 

and 0.01 M for these parameters, respectively, were 

obtained by extraction procedure with D2EHPA 

extractant. 

The Cyanex272 at low concentrations showed 

inferior performance, but its combination with ionic 

liquid due to the synergistic effect was identified as a 

desirable extraction system at low concentrations. The 

binary system of rare-earth ions with ionic liquid showed 

that this solvent is very suitable for the separation of light 

rare earth elements. 
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Persian Abstract 

 چکیده 
باشند. در این مطالعه، های سبز برای بازیابی این عنصر مطلوب می شوند و فرآیندهای جدید با حلالخاکی به طور گسترده در کاربردهای صنعتی استفاده می ترکیبات عناصر نادر  

از محلول    (III)فرآیند سبز برای استخراج یوروپیوم  های تک جزئی و دوتایی مورد تحقیق قرار گرفت.  های یوروپیوم از سیستم توسعه کاربرد مایعات یونی برای استخراج یون

های ناپیوسته بررسی  در آزمایش   D2EHPAو    Cyanex272ای برای آنالیز بهتر نتایج با حضور  بررسی شد. شرایط مقایسه  Cyphos IL 104کلرید آبی با مایع یونی فسفونیوم  

دهد که  ها و پارامترهای موثر انجام شد. نتایج بدست آمده از فرآیند استخراج نشان می با بررسی پارامتر بین پاسخ مرکب مرکزی ها بر مبنای مفاهیم طراحی یششد. طراحی آزما

از قدرت انتخابی بالایی در استخراج    Cyphos IL 104معادله درجه دوم از مطلوبیت خوبی در پیش بینی درصد استخراج برخوردار است. تحقیقات فرآیند استخراج با مایع یونی  

 min  1  ،16،   5/5شرایط بهینه برای ماکزیمم استخراج یوروپیوم برابر با  های اورگانوفسفر است.  کنندهیوروپیوم برخوردار است و درصد استخراج بسیار بالاتر با حضور استخراج

های دوتایی عناصر نادر خاکی نشان داد که مایع یونی اثرات بدست آمد. ارزیابی سیستم Cyphos IL 104غلظت ، نسبت فازی، زمان، (pH)برای اسیدیته خوراک  M 008/0و 

 .دهد که سیستم از نقطه نظر اقتصادی مناسب استمثبت و منفی روی فاکتور جداسازی دارد. بازده بالای مایعات یونی در شرایط استفاده مجدد نشان می 
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A B S T R A C T  

 

This research mainly focuses on the effects of heat absorption/generation and radiation on the 

hydromagnetic flow of Fe3O4-ethylene glycol nanofluid through a shrinking wall with porous medium 

and the computation of the entropy generation. We considered basic governing ordinary differential 
equations into partial differential equations by using appropriate similarity solutions. Moreover, hyper 

geometric function is employing to determine the formulated problem.  We analyze the effects of 

appropriate physical parameters on the Bejan number, Entropy generation, Nussult number, skin friction, 
fluid temperature and velocity profiles. In addition, the derived result of the present study is compared 

with those in the existing literature. We noted that the presence of heat absorption and suction parameters 

reduces the Bejan number and increases the entropy generation, and the heat source, porous medium, 
radiation parameters minimize the entropy production.  The presence of porosity parameter reduced the 

fluid velocity, improved fluid temperature and minimized the entopy production. Nanosolid volume 

fraction parameter reduced both Nussult number and skin friction coefficient. 

doi: 10.5829/ije.2021.34.02b.25 

NOMENCLATURE   

. magnetic field strength Tw wall temperature 

Br Brinkman number 𝑇∞ temperature far away from the sheet 

Cp specific heat at constant temperature knf thermal conductivity of the nanofluid 

M3 Hartmann number kf thermal conductivity of the base fluid 

M Kummer's function ks thermal conductivity of the nanoparticles 

Nr radiation parameter k* The absorption coefficient of the fluid 

Ns entropy generation number σ electric conductivity 

Pr Prandtl number σ* Stephan-Boltzman constant 

T local temperature of the fluid SG0 characteristic entropy generation rate 

Q Temperature dependent volumetric rate of heat source ΔT temperature difference 

Qr radiative heat flux Ω dimensionless temperature difference 

Rex Reynolds number θ dimensionless temperature 

S Suction parameter ф the solid volume fraction 

SG local volumetric Entropy generation rate β
 

uniform heat generation/absorption 
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1. INTRODUCTION 
 
There are several systematic challenges pertaining to 

efficient heat transfer of heat in different processes, 

example, in batteries, drug formulation, chemical 

reactions, fuel cells, solar cells, and others. This 

phenomenon has been studied through the field of 

nanotechnology. The most important performance of 

nanotechnology is nanofluids. Many scientific and 

technological fields utilize nanofluid models. Choi [1] 

introduced the notion of increase in the thermal 

conductivity of nanofluid. Ibrahim et al. [2] analyzed the 

nanofluid heat transfer effects with hydromagnetic and 

stagnation point flow numerically. Various types of 

nanoparticle, including Cu, Ag, Al2O3 and TiO2, used in 

the base fluid towards a porous stretching surface has 

been examined by Hayat et al. [3].  Al2O3-water with 

hydromagnetic flow towards a vertical microtubefor 

enhancement of the heat transfer rate has been researched 

by Malvandi and Ganji [4]. The effects of flow towards a 

shrinking sheet using nanofluid with slip conditions have 

been developed  by Rahman et al. [5]. The phenomenon 

of flow through a shrinking porous sheet, along with 

analytical result of Fe3O4-water hydrodynamic nanofluid 

flow was researched  by shaha et al. [6].  

Over the most recent few decades, incredible interest 

has been shown by scientists on the subject of stretching 

surfaces with magnetic field because of its colossal 

applications in various mechanical and engineering 

procedures. Some of these fascinating and amazing 

applications are glass plastic expulsion, fiber drawing, 

crystal developing, petroleum industries, paper creation, 

plasma studies, etc. Heat transfer effects in CuO–water 

nanofluid flow with magnetic field were analyzed by 

Sheikholeslami et al. [7].  Jamaludin et al. [8] researched 

the effects of shrinking surface flow of heat generation or 

absorption and hydromagnetic Cu and Al2O3 based 

hybrid nanofluid flow numerically. Heat conduction 

effects on shrinking porous surface with Cu and Ag - 

C6H9NaO7 Corrosion based nanofluids flow has been 

studied by Dero et al. [9]. It is clear that copper and 

silverbased volume fraction nanoparticle improves the 

thermal conduction and reduces the fluid velocity. Heat 

conduction effects of shrinking porous surface with 

thermal radiation and copper based nanofluid flow were 

studied by Haq et al. [10]. Heat conduction of various 

types of nanofluid flow towards shrinking surface was 

reported in literature [11-14]. 

On the other hand, entropy represents an 

irreversibility process and it is utilized to enhance the 

capacity of machine. The entropy models can be related 

to manufacturing and engineering processes pertaining to 

nanofluids. This has been an active research area 

recently. Hayat et al. [15] investigated thermal 

irreversibility analysis for energy activation and non-

linear thermal radiation of Jeffrey nanofluid flow towards 

stretchable sheet. Hosseinzadeh et al. [16] studied 

thermal irreversibility analysis for Fe3O4-Ethylene glycol 

nanofluid with nonlinear thermal radiation and Lorentz 

force effects. Shahsavar at al. [17] presented an analysis 

of heat and irreversibility study of Fe3O4nanofluid flow 

through a concentric annulus. Mehrali at al. [18] 

researched the impacts of Fe3O4 nanofluid flow and 

conducted an analysis of entropy on magnetic. Very 

recently, López et al. [19] investigated the effects of 

Al2O3nanofluid flow and analyzed the entropy on 

hydromagnetic, nonlinear radiation and slip conditions. 

Shukla et al. [20] have studied a homotopy method for 

irreversibility analysis of vertical cylinder flow of 

viscous dissipation and magnetohydrodynamic (MHD) 

nanofluid flow. Hayat et al. [21], investigated on MHD 

nonlinear thermal radiation and joule heating effects with 

respect to nanofluid flow with entropy analysis has been 

conducted.  Rana and Shukla [22] provided an analytical 

solution for an irreversibility study of aligned MHD 

nanofluid flow towards a plate with Ohmic dissipation 

and viscous dissipation effects. 

The study of boundary layer MHD nanofluid flow 

and heat transfer due shrinking wall with porous medium 

is very significant because of its several applications in 

engineering and industrial processes, such as extrusion of 

polymer sheets from a die, drawing of plastic films, 

polyester thin wall heat shrink tubing, shrink film, wire 

drawing, glass fiber, and paper production. Govindaraju 

et al. [23] researched the irreversibility mechanism of 

Ag-water MHD nanofluid fluid flow with heat source or 

sink and radiation effects. Abdul Hakeem et al. [24] 

presented the non-uniform heat source or sink and 

radiation effects on Ag-water MHD nanofluid flow, 

along with the analysis of entropy. Ganga et al. [25] 

researched the effects of the irreversibility and Ag-water 

inclined MHD nanofluid flow towards a stretching sheet. 

Recently, the irreversibility phenomenon of various types 

of nanofluid flow was investigated by many researchers 

[26-32]. Some researchers reported data by 

demonstration of  experimental work [33-38]. To the best 

of author’s knowledge, upto now, no theoretical results 

are given for the effects of heat transfer and irreversibility 

of hydromagnetic Fe3O4-ethylene glycol nanofluid flow 

in a shrinking wall with porous medium, heat sink or 

source and thermal radiation. This is the main motivation 

of our present study. 

Motivated by the above discussions, we designed 

analytically the heat sink or source, MHD and thermal 

radiation effects on Fe3O4-ethylene glycol nanofluid flow 

in a shrinking wall with porous medium. The fluid 

velocity, heat transfer process, Bejan number and the 

irreversibility phenomenon,  skin friction co-efficient and 

temperature transfer rate are examined with the graphs, 

in which our solutions are in good agreement with earlier 

published results. 

The contents of this paper are  divided  up  as  follows: 
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The description of physical model is clearly 

prescribed in section 2. In this section, the mathematical 

model for the 2-Dimentional incompressible flow of 

Fe3O4-ethylene glycol based nanofluid has been 

presented. Section 3 is devoted to the solution of these 

models equations by hyper geometric function method. 

The Entropy generation and Bejan number has been 

computed in section 4. The results and discussion has 

been presented in section 5. Finally, the main findings of 

the current study have been given in section 6. 
 
 

2. MATHEMATICAL ANALYSIS 
 

In this investigation, consider the incompressible 2-

dimentional flow of Fe3O4-Ethylene glycol based 

nanofluid towards a shrinking wall with porous medium. 

The fluid flow is along the x-axis (horizontal) and the y-

axis is the vertical dimension, then y>0 is the occupied 

volume of the fluid. Suppose normal to the flow of an 

applied magnetic field is B(x) with velocity u=ax (Figure 

1). The two-dimensional thermal radiation with 

magnetohydrodynamic flow of governing equations are 

given, as follows [26, 39-41] (Figure 2): 

𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
= 0  (1) 

𝑢
𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
=

𝜇𝑛𝑓

𝜌𝑛𝑓

𝜕2𝑢

𝜕𝑦2
−

𝜐𝑛𝑓

𝐾𝑝
𝑢 −

𝜎𝑛𝑓𝐵(𝑥)2

𝜌𝑛𝑓
𝑢  (2) 

𝑢
𝜕𝑇

𝜕𝑥
+ 𝑣

𝜕𝑇

𝜕𝑦
= 𝛼𝑛𝑓

𝜕2𝑇

𝜕𝑦2
−

1

(𝜌𝐶𝑝)
𝑛𝑓

𝜕𝑞𝑟

𝜕𝑦
+

𝑄(𝑇−𝑇∞)

(𝜌𝐶𝑝)
𝑛𝑓

  (3) 

Here u and v denote the velocity components along the x-

axis and the y-axis, respectively; B(x) represents the 

magnetic parameter; 𝜈𝑛𝑓, 𝜇𝑛𝑓, 𝜌𝑛𝑓, 𝛼𝑛𝑓 denote the 

kinematic viscosity, dynamic viscosity, density, thermal 

diffusivity, respectively. The subscript nf indicates the 

nanofluid; T denoted as fluid temperature, while Q 

represents the volumetric heat sink or source rate.The 

heat flux 𝑞𝑟 [26, 41] through the Rosseland 

approximation is defined as: 

𝑞𝑟 = −
𝜎∗

3𝑘∗

𝜕𝑇4

𝜕𝑦
.  (4) 

Here k* is the absorption coefficient of the fluid, from 

Equations (3) and (4), we have 

𝑢
𝜕𝑇

𝜕𝑥
+ 𝑣

𝜕𝑇

𝜕𝑦
= 𝛼𝑛𝑓

𝜕2𝑇

𝜕𝑦2 −
16𝜎∗𝑇∞

3

3𝑘∗(𝜌𝐶𝑝)
𝑛𝑓

𝜕2𝑇

𝜕𝑦2 +
𝑄(𝑇−𝑇∞)

(𝜌𝐶𝑝)
𝑛𝑓

  (5) 

The heat conductivity can be expressed as follows: 

μ
nf

=
μf

(1−φ)2.5,        𝜌nf = (1 − φ)𝜌f + φ𝜌s 

(𝜌Cp)
nf

= (1 − φ)(𝜌Cp)
f

+ φ(𝜌Cp)
s
, 

 knf =
ks+2kf−2φ(kf−ks)

ks+2kf−φ(kf−ks)
,      αnf =

knf

(𝜌Cp)
nf

, 

σnf

σf
= 1 +

3(
σnf
σf

−1)ф

(
σnf
σf

+2)−(
σnf
σf

−1)ф
  

(6) 

 

 
Figure 1. Schematic representation of the flow diagram 

 

 
where the physical problem of the surface conditions is 

𝑢 = −𝑈𝑥, 𝑣 = −𝑣𝑥, 𝑇 = 𝑇𝑤 = 𝑇∞ + 𝑇0(𝑥)𝑛, at 𝑦 = 0,    

𝑢 → 𝑢 = 0,         𝑇 → 𝑇∞, as 𝑦 → ∞. 
(7) 

Here, 𝑣𝑥 noted as wall mass transfer velocity; in 

which 𝑣𝑥 < 0and 𝑣𝑥 > 0 are the injection and suction 

parameters. The non-dimensional and similarity varia-

bles are [26, 42, 43]. 
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(8) 

After applying the similarity transformation of Equations 

(2) and (3), we have 

𝑓′′′ + 𝐵1𝐵2𝑓𝑓′′ − 𝐵1𝐵2𝑓′2
− 𝐵2(𝑀3 − 𝐵1𝑘)𝑓′ = 0  (9) 

𝜔𝜃′′ + 𝑃𝑟 𝑓 𝜃′ − 𝑛𝑃𝑟𝑓′𝜃 + 𝛽 𝑃𝑟 𝜃 = 0.      (10) 

With 

𝑓(𝜂) = 𝑆, 𝑓′(𝜂) = −1, 𝜃(𝜂) = 1 at 𝜂 = 0  𝑓′(0) →
0, 𝜃(𝜂) → 0 as 𝜂 → ∞ 

(11) 

Based on Equations (9), (10) and (11), Prandtl number 

𝑃𝑟 =
𝜐𝑓

𝛼𝑓
, porosity parameter 𝑘 =

𝑣𝑓

𝑎𝐾𝑝
, 𝛽 =

𝑄

𝑎(𝜌𝐶𝑝)
𝑓

 noted 

heat sink or source parameter, 𝑀3 =
2𝐿𝜎𝐵0

2

𝜌
 noted as 

Hartmann number. In addition,  

𝐵1 = (1 − φ (1 −
𝜌𝑠

𝜌𝑓
)), 𝐵2 = (1 − φ)5/2, 𝐵3 =

𝑘𝑛𝑓

𝑘𝑓
, 

B4 = 1 − φ + φ
(𝜌Cp)s

(𝜌Cp)f
, ω =

𝐵3

B4

3Nr𝐵3+4

3Nr𝐵3
, Nr =

𝑘∗𝑘𝑓

4σ∗T∞
3 . 

 
 
3. ANALYTICAL SOLUTION OF FLOW FIELD AND 
THERMAL ANALYSIS 
 
The shrinking sheet fluid flow solution of (9) with (11) is 

obtained as follows [26, 41]: 
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,
1

)(



−−

−=
e

Sf
  

with  𝛼 =
𝑆𝐵1𝐵2+√(𝑆𝐵1𝐵2)2−4𝐵1𝐵2+4𝐵2𝑀3−4𝑘𝐵1𝐵2

2
 

(12) 

Substituting Equation (12) into Equation (10), we have 

𝜔𝜃′′ + 𝑃𝑟 (𝑆 − (
1−𝑒−𝛼𝜂

𝛼
)) 𝜃′ − 𝑛𝑃𝑟𝑒−𝛼𝜂𝜃 + 𝛽 𝑃𝑟 𝜃 = 0.  (13) 

Here, we introduce a new variable 

𝜉 =
𝑃𝑟𝑒−𝛼𝜂

𝜔𝛼2
  (14) 

Substituting Equation (14) into Equation (13) , we have 

𝜉𝜃𝜉𝜉 + (1 − 𝑎0 + 𝜉)𝜃𝜉 + (𝑛 +
𝛽𝑃𝑟

𝜔𝛼2𝜉
) 𝜃 = 0.  (15) 

From Equation (11), it becomes 

𝜃(𝜉) = 1, 𝜃(0) = 0 .    (16) 

Using Kummer’s function [26,43], we obtain the solution 

of Equations (14), (15), and (16), in terms of η 
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(17) 

where 𝑎0 =
𝑃𝑟

𝜔𝛼
(S −

1

α
), 𝑏0 = √𝑎0

2 − 4
𝛽𝑃𝑟

𝜔𝛼2. 

The dimensionless wall temperature gradient is 

𝜃′(0) = −𝛼 (
𝑎0+𝑏0

2
) +

𝛼
𝑎0+𝑏0

2
−𝑛

1+𝑏0  

𝑀[
𝑎0+𝑏0+2

2
−𝑛;  2+𝑏0;   

𝑃𝑟

𝜔𝛼2]

𝑀[
𝑎0+𝑏0

2
−𝑛;  1+𝑏0;   

𝑃𝑟

𝜔𝛼2]
.  

(18) 

We denote the skin friction and Nusselt number as 
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(19) 

 
 

4. ANALYSIS OF ENTROPY AND BEJAN NUMBER 
 

Now, using the second law of thermodynamics, the 

analysis of entropy generation expression of 

magnetohydrodynamic nanofluid flow with thermal 

radiation is given by 
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(20) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Flowchart of the study 

 

 
The rate of entropy generation characteristic is given by 

(SG)0 =
knf(∆T)2

𝑥2T∞
2 .  (21) 

Using Equations (20) and (21), we obtain the entropy 

generation number 

Ns =
SG

(SG)0
.  (22) 

From Equations (17), (20), (21) and (22), we can specify 

the entropy generation number as 

Ns = (
3+4Nr

3
) θ′2

(η)Rex +
Br

Ω
𝑓′′2

(η)Rex +
Br

Ω
(M3 + k)𝑓′2

(η),  
(23) 
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where Br is the Brinkman number and Hartmann number 

denoted as M3.  

𝐵𝑟 =
𝜇𝑛𝑓𝑢𝑤

2

𝑘𝑛𝑓∆𝑇
,   𝛺 =

∆𝑇

𝑇∞
,  (24) 

The Bejan number (Be) was proposed by Bejan with 

respect to the energy optimization problem utilized by the 

solution of thermal irreversibility. Thermal irreversibility 

pertaining to the sum of all entropy in the model is given 

as: 

𝐵𝑒 =
𝐸ℎ

𝐸ℎ+𝐸𝑚
  (25) 

 

 

5. RESULTS AND DISCUSSION 
 
In this study, the analytical solutions are established for 

Fe3O4-ethylene glycol nanofluid through a shrinking wall 

with porous medium and the computation of entropy 

generation is analyzed. Figures 3 to 21 depict the  effects 

of various important physical parameters, including the 

Bejan number, velocity of the fluid, Nusselt number, heat 

profile, entropy generation and skin friction co-efficient. 

The important physical parameters, nanosolid volume 

fraction (ф), heat sink or source (β), porosity parameter 

(k), radiation parameter (Nr), Hartmann number (M3), 

suction parameter (S) effects are analyzed based on the 

trends in the respective figures. The current results have 

been discussed to the solutions achieved by Muhaimin et 

al. [39] and Bhattacharyya [40] (see Table 2). The 

presented results showed a good agreement with data 

reported in literature [39, 40]. 

 

5. 1. Fluid Flow and Heat Transfer            The profiles 

of fluid velocity along with various settings of the 

 

 

 
Figure 3. Impact of nanoparticles volume fraction parameter 

on f’(η) 

 
Figure 4. Impact of porosity parameter on f’(η) 

 

 

 
Figure 5. Impact of suction parameter on f’(η) 

 

 

nanosolid volume fraction, suction and porosity 

parameters are presented in Figures 3-5, respectively. 

From these figures, increasing the porosity and nanosolid 

volume fraction parameters result in a reduction of the 

fluid flow, while increasing the suction parameters 

causes enhancing the fluid flow. The presence of both 

porosity and nanosolid volume fraction slows down the 

fluid velocity. The impact of ф variation on f ′(η) is 

presented in Figure 3, while the variation of porosity 

parameter onf ′(η) is represented in Figure 4. Figure 5 

demonstrates the evolution of suction parameter on f ′(η). 

It is noted that the enhancing of ф and k reducesf ′(η), 

while increasing S leads to a reduction in f ′(η).  

The thermal profile for various settings of the 

nanosolid volume fraction, porosity, suction, radiation, 

heat sink or source parameters are presented in Figures 6-

10, respectively. Increasing the value of Fe3O4 
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nanoparticle leads to a development of heat conduction 

in Ethylene glycol based nanofluid. The porosity 

parameter also increases heat conduction in Ethylene 

glycol based nanofluid. But, the presence of radiation and 

suction parameters reduces heat conduction in Ethylene 

glycol based nanofluid. The effect of ф on θ(η)is 

exhibited in Figure 6, while that of the porosity parameter 

on θ(η) is shown in Figure 7. Both parameters enhance 

the thermal transfer in nanofluid flow, but the opposite 

result is given by the radiation and suction parameters, as 

shown in Figures 8 and 9, respectively. Further, the 

presence of Fe3O4 nanoparticle enhances with the 

temperature profile. This is because Fe3O4 particles have 

high thermal conductivity, so the thermal boundary 

layerthickness increases. The porosity parameter also 

develops the thermal boundary layer thickness. However, 

the presence of thermal radiation and suction parameters 

are reduces the thermal boundary layer thickness. 

The impacts of the heat sink or source parameter with 

respect to the heat profile are presented in Figure 10.  It 

generates energy in the boundary layer, which is caused 

by the heat source (β>0) on the heat profile. Energy is 

absorbed in the boundary layer, which arises from the 

heat sink (β<0) on the heat profile. 

 
5. 2. Nusselt Number and Skin Friction         Figure 

11 represent the effect of skin friction coefficient −f ′′(0)  

for various values of Hartmann number and  nanosolid 

volume fraction parameters against suction parameter. 

The skin friction coefficient −f ′′(0) diminish for higher 

values ofф while the overturn trend is checked for large 

value of Hartmann number. Against Hartmann number, 

the different values of radiation, suction, nanosolid 

volume fraction parameters on Nusselt number has been 

 

 

 
Figure 6. Impact of nanoparticles volume fraction parameter 

on θ(η) 

 
Figure 7. Impact of porosity parameter on θ(η) 

 

 

 
Figure 8. Impact ofsuction parameter on θ(η) 

 
 

depicted in Figure 12. The heat transfer rate improved 

with large value of radiation and suction parameters and 

reduced value of nanosolid volume fraction.  
 

5. 3. Bejan Number and Entropy Generation           
The effects of the porosity, heat sink or source, nanosolid 

volume fraction, radiation, suction parameters pertaining 

to the entropy generation profile are presented in Figures 

13-17. In Fe3O4-ethylene glycol nanofluid, the entropy 

generation increases with the increase in the suction and 

heat sink (β<0) parameters. Furthermore, the presence of 

heat source (β>0), radiation, porosity, nanosolid volume 

fraction parameters diminishes the production of entropy. 

The characteristics of entropy generation with respect to 

φ are shown in Figure 13. Figure 14 indicates the results 

ofentropy generation for different porosity parameters. 

The effects of the suction parameter on Ns are shown in 
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Figure 15. Figures 16 and 17 depict the characteristics of 

radiation and heat sink or source parameters, 

respectively. It is clear that the presence of  Fe3O4 

nanofluid volume fraction, porosity parameter, thermal 

radiation,  uniform heat source parameters are control the 

more entropy production. But the suction parameter 

develop the entropy production. 

The influence of Bejan number with respect to 

various physical parameters like Brinkman number, 

nanosolid volume fraction, heat sink or source, suction 

parameters have been depicted in Figures 18-21. From 

the figures, the Bejan number is improved with the heat 

source (β>0) and nanosolid volume fraction parameters, 

but is reduced with the heat sink (β<0), suction and 

Brinkman number. Figure 18 shows the variation of φ on 

Be. Figure 19. depicts the impact of S onBe. Figures 20 

and 21 indicate the results of Be with respect to different 

values of Brinkman number and heat sink or source 

parameters, respectively. 
 

 

 
Figure 9. Impact of radiation parameter on θ(η) 

 

 

 
Figure 10. Impact of β on θ(η) 

 
Figure 11. Impact of ф and M3on -f’’(0) 

 
 

 
Figure 12. Impactof ф, S and Nr on –θ’(0) 

 

 

 
Figure 13. Impact of nanoparticles volume fraction 

parameter on Ns 
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Figure 14. Impact of porosity parameter on Ns 

 

 

 
Figure 15. Impact of suction parameter on Ns 

 

 

 
Figure 16. Impact of radiation parameter on Ns 

 
Figure 17. Impact of heat source/sink parameter on Ns 

 

 

 
Figure 18. Impact of nanoparticles volume fraction 

parameter on Be 
 

 

 
Figure 19. Impact of suction parameter onBe 
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Figure 20. Effect of heat source/sink parameteron Be 

 

 

 
Figure 21. Impact of BrΩ-1on Be 

 

 
TABLE 1. Thermo-physical properties of ethylene glycol and 

nanoparticles [42] 

 ρ(kg/m3) Cp(j/kgk) k (W/m.k ) 

Ethylene 

glycol 
1110 2400 0.26 

Fe3O4 5200 670 6 

 

 

TABLE 2. Evaluate solution of Skin friction for different 

values of S with M3 = 2 When ф=k=0  

S [39] [40] 
Present 

results 

2 2.414214 2.414217 2.41421 

3 3.302776 3.302772 3.30278 

4 4.236068 4.236073 4.23607 

6. CONCLUSIONS 

 
We have presented an analytical approach pertaining to 

entropy generation on Fe3O4-Ethylene glycol MHD 

nanofluid through a shrinking wall with porous medium 

in the presents of heat sink or source and thermal 

radiation. We have obtainedthe important results, as 

follows:  

• The velocity of Fe3O4-ethylene glycol nanofluidis 

enhanced with the increase in the suction parameters, 

but it slows down with respect to the nanosolid 

volume fraction and porosity parameters. The heat of 

Fe3O4-Ethylene glycol nanofluidis enhanced with 

the increase in the heat source,nanosolid volume 

fraction and porosity and its decreases with the heat 

sink, suction and radiation parameters.The presence 

of Fe3O4 nanoparticle enhances with the temperature 

profile. This is because Fe3O4 particles have high 

thermal conductivity, so the thermal boundary layer 

thickness increases.  The porosity parameter also 

develops the thermal boundary layer thickness. But 

the presence of thermal radiation and suction 

parameters are reduces the thermal boundary layer 

thickness. 

• The skin friction increases with the Hartmann 

number, but decreases with nanosolid volume 

fraction. The Nusselt number is enhanced with 

radiation and suction parameters, but it is reduced 

with nanosolid volume fraction. 

• The entropy generation profile is maximized with 

suction and heat sink, but it is minimized with 

nanosolid volume fraction, porosityand heat source. 

It is clear that the presence of  Fe3O4 nanofluid 

volume fraction, porosity parameter, thermal 

radiation, uniform heat source parameters are control 

the more entropy production. But the suction 

parameter develop the entropy production. 

The Bejan number increases with nanosolid volume 

fraction and heat source, but decreases with suction, 

Brinkman number and heat sink. In the future, this paper 

can be extended for different nanofluids considering the 

effect of magnetic field with nonlinear thermal radiation 

in different types of boundary conditions. 
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Persian Abstract 
 چکیده 

متخلخل و محاسبه   یطکوچک شده با مح یوارهد یقاز طر یکولگل یلنات-4O3Fe یالنانوس یسیمغناط یدروه یانگرما و تابش بر جر یدجذب / تول یرات عمدتاً بر تأث یقتحق ینا

، ین. علاوه بر ایریمگیدر نظر م  یجزئ  یفرانسیلد  عادلات مشابهت مناسب به م   یهاحلحاکم را با استفاده از راه  یمعمول  یفرانسیلمتمرکز است. ما معادلات د  یآنتروپ  یدتول

،  Nussult، تعداد  یآنتروپ  ید، تولBejanتعداد    ی مناسب را بر رو  یزیکیف  یشود. ما اثرات پارامترهایسئله فرموله شده استفاده مم  یین تع   یاز حد برا  یشب   یعملکرد هندس

شود. ما متذکر  یم یسهموجود مقا یات موجود در ادب یجحاصل از مطالعه حاضر با نتا یجه، نتین. علاوه بر ایمکنیم تحلیل و  یهسرعت تجز یلو پروف یعما یاصطکاک پوست، دما
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A B S T R A C T  
 

 

One of the most prevalent machining processes in medical treatments is bone drilling process. During 

bone drilling, excessive process force can cause breakage, crack initiation and severe damage to bone 

tissue. In this paper, a systematic study with simultaneous use of response surface method, sensitivity 
analysis based on Sobol method and regression analysis is performed for investigation the effect of helix 

angle and point angle of the tool as the most important geometrical parameters on imposed force to the 

bone during drilling process. Initially, using design of experiments and response surface method, 
imposed force to the bone is modeled and the governing second order linear regression equation is 

derived and verified. Then, using Sobol sensitivity analysis, with ability to quantify the sensitivity, it is 

attempted to investigate the effect of input parameters on drilling force. Finally, optimization of the 
process inputs is followed to find the best combination which yields the desired drilling force. The 

minimum drilling force, within the range of input parameters, coincides with point angle of 90 and helix 

angle of 18. This minimal force is lower than the force in surgery and standard tools. The results showed 
that an increasing in point angle leads to an increase in drilling force. Also, it is concluded that there is 

an optimum value for using the helix angle in bone drilling process with minimum imposed force. 

doi: 10.5829/ije.2021.34.02b.26 
 

 
1. INTRODUCTION1 
 
Bone is an important limb in different species including 

humans. The goal of bone surgery is to keep damaged 

segments of the bone close to each other in the way that 

self-recovery of the bone is guaranteed. Drilling is quite 

often a must in order to keep bone segments fixed. As 

ubiquitously known, when bone tissue undergoes 

excessive force, the tissue would be severely damaged 

and can eventuate in crack initiation or breakage. During 

bone drilling, the axial force is imposed on bone. Many 

parameters such as process and tool geometry parameters 

affect the axial force of bone drilling process. In case of 

tool geometry, the tool diameter, point angle and also 

helix angles are prominent ones. There are some reports 

addressing the minimization of the axial force in the 

literature. Singh et al. [1] compared the effects of 

rotational speed, feed rate and tool diameter on cutting 
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force and temperature in conventional and rotary 

ultrasonic bone drilling. They concluded that the cutting 

force up to 40% and temperature up to 55% were lesser 

in rotary ultrasonic technique. Ying et al. [2] compared 

the conventional cutting (CC) and ultrasonic vibration 

assisted cutting (UVAC) bone drilling processes. Their 

results showed that UVAC can decreases the cutting 

force but increases the temperature. Shu et al. [3] 

proposed a novel drill bit with the ability of self-centering 

for drilling of low-trauma bones. They reported that the 

proposed drill bit could significantly reduce the cutting 

force. They also developed an experimental setup for 

comprehensive analysis of bone drilling process. Zhang 

et al. [4] compared the cutting force between continuous 

and step-by-step bone drilling process. They concluded 

that step-by-step drilling technique can reduce the cutting 

force in drilling process of cortical bones. Gupta et al. [5] 

studied the effects of various drilling techniques such as 

conventional surgical drilling, rotary ultrasonic bone 
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drilling and rotary bone drilling of cutting force in bone 

drilling process. Their results showed that rotary 

ultrasonic technique using hollow tool can significantly 

reduce the cutting force. Sui and Sugita [6] studied the 

effects of process parameters and bone material on 

drilling force. They concluded that increasing the feed 

rate and drill diameter lead to increasing the drilling 

force. Also, they proved that drilling force is the highest 

in bovine cortical bone while it is the lowest for 

Sawbones 3401. Sarparast et al. [7] investigated the force 

and temperature in high-speed bone drilling process. 

Their results showed that the high-speed drilling process 

leads to decrease in drilling force and temperature. Also, 

they concluded that rotational speed, feed rate and tool 

diameter are as the most important affecting parameters 

in high-speed drilling process. Alam et al. [8] studied the 

effect of drill wear on bone temperature and cutting force 

in drillibg process. They concluded that the sharp drill 

has a significant effect on decreasing the cutting force 

and temperature. Zolfaghari et al. [9] developed a model 

based on response surface methodology to investigate the 

effects of tool rotational speed, feed rate and tool 

diameter on temperature in bone drilling process. They 

showed that the process temperature will be increased 

with increasing the rotational speed and tool diameter. 

Singh et al. [10] reported that the point angle between 

130- 140 can minimized the process force. Augustin et 

al. [11] reported that with increasing the bore diameter, 

contact surface of the bone-tool increases leading to 

higher frictional forces and process force. Considering 

saw bone they also mentioned that with an increase in 

bore diameter, bone strength decreases and that lengthen 

the recovery period.  Up to now, there is no standard code 

to dictate standard geometry for the bone drilling tool. 

Currently there are some studies working to present the 

standard tool geometry for bone drilling process. Some 

find the conventional drilling tool for metals very 

promising for bone drilling process. Pandey et al. [12] 

reported that the dimensional accuracy of the bore and 

drilling force are preferable when standard tool with 

point angle of 118 and helix angle of 30 are used in bone 

drilling. Tuijthof et al. [13] considering different tools, 

including the diameter of 3.5 mm, studied the effect of 

tool geometry and feed rate on drilling axial force on both 

cortical and trabecular bones. They found conflicting 

effects in combination of parameters. However, they 

reported with a constant tool diameter, the most 

influential parameters are point angle and helix angle and 

there should be an optimum combination of them both. 

Singh et al. [14] considering three different tool 

geometries with the same diameter of 4 mm studied the 

dimensional accuracy and bore surface roughness and 

found the standard geometry the best among all three. 

Green et al. [15] studied different point and helix angles 

found that point angle of 118 and helix angle of 28 would 

eventuate into the lowest drilling force. Höller [16] 

reviewing surgery and machining standards and 

handbooks and reviewing the literature found conflicting 

reports. He eventually, for the diameter of 3.5 mm for 

drilling tool, introduces point angle of 105 and helix 

angle of 27 as the optimized minimum force state. While 

surgery standards, confirm a tool with point angle of 78 

and helix angle of 14. Metal machining standard, also, 

proves a different combination of point angle of 118 and 

helix angle of 22-30. Tahmasbi et al. [17] using design of 

experiment found that lowering tool diameter causes the 

lower bone drilling force while increasing feed rate raises 

the force. Having a general look over the reported studies 

one can notice different inferences and presented data 

which is attributed to the incorrect and incomplete 

relation between studied input and output parameters. To 

address this issue and achieving the optimum tool 

geometry for bone drilling requires an accurate design of 

experiment to quantify the effect of point angle, helix 

angle and rake angle on drilling force and temperature 

[18]. It should be born in mind that the material and 

coating of the tool should meet the medical requirement 

of a surgery. Moreover, up to now, no statistical 

sensitivity analysis has been applied to quantify the effect 

of different tool parameters on bone drilling force.  

In this paper considering the main tool geometry 

parameters like point and helix angles, for the first time a 

linear second order regression equation was derived 

using response surface method in order to predict bone 

drilling force. The interactional effects and individual 

effects were analyzed and optimization was performed. 

Furthermore, Sobol sensitivity analysis was used to 

quantitatively obtained the effect of different parameters 

on bone drilling force. 

 
1. 1. Application of Mathematical and Statistical 
Methods in Process Analysis        In engineering 

problems involving experimentation and simulation, 

where output is complicatedly dependent on many input 

factors, using experiment designed by statistical methods 

can markedly assist design, modeling and analysis of the 

process. One of the greatest methodologies in this field is 

response surface method [19]. Design of experiments not 

only helps to save time and effort, but also reveals defects 

of experimentation along with trouble nshooting [20]. 

The accuracy of experimentation as well as fitted model, 

the interactional effect of parameters, optimization of the 

process is revealed by response surface methodology 

(RSM) and are considered as advantages of this method 

[21]. This method is capable to find a relation between 

input and output parameters in the form of a second order 

linear regression equation. General form of the equation 

considering parameters and their interactions can be 

written in the form of equation (1). 

𝑦 = 𝛽0 + ∑ 𝛽𝑖𝑥𝑖
𝑘
𝑖=1 + ∑ 𝛽𝑖𝑖𝑥𝑖

2𝑘
𝑖=1 +

∑ ∑ 𝛽𝑖𝑗𝑗𝑖 𝑥𝑖𝑥𝑗 + 𝜀  
(1) 
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1. 2. Sensitivity Analysis Methods        Sensitivity 

analysis is robust for the case of system analysis and it 

illustrates the effect of input parameters on outputs of a 

system. Sensitivity analysis studies the uncertainties of 

the output and relates that to the uncertainties of the input 

parameters [22]. One of the main methods is Sobol 

sensitivity analysis. In this method, for the defined model 

Y=f(X), where Y is the output and X(x1،x2، … ،xn) is the 

vector of input parameters, output variance (V) can be 

defined as the summation of each separated term as 

defined in Equation (2): 

𝑉(𝑌) = ∑ 𝑉𝑖
𝑛
𝑖=1 + ∑ 𝑉𝑖𝑗

𝑛
𝑖≤𝑗≤𝑛 + ⋯ + 𝑉1,…,𝑛  (2) 

where  Vi is the first order effect for each input factor 

xi(Vi = V[E(Y|xi)]) and Vij = V[E(Y|xi،xj)] − Vi − Vj to 

V1، … ، n   shows the interaction among n factors. 

Sensitivity index can be defined as the ratio of variance 

of every order to the total variance e.g. Si =
Vi

V
 is the first 

order sensitivity index and Sij =
Vij

V
 is the second order 

sensitivity index and so on. The overall index which 

defines the effectiveness of each parameter is defined as 

the summation of its ordered sensitivity indices as 

presented in Equation (3) [23]. 

𝑆𝑇𝑖 = 𝑆𝑖 + ∑ 𝑆𝑖𝑗𝑖≠𝑗 + ⋯  (3) 

 
 

2. MATERIALS AND METHODS 
 

As previously mentioned, in this paper, a systematic 

study with simultaneous use of response surface method, 

sensitivity analysis based on Sobol method and 

regression analysis is performed for investigation the 

effect of helix angle and point angle of the tool as the 

most important geometrical parameters on imposed force 

to the bone during drilling process. For this purpose, 

point angle and helix angle are considered as input 

variables and maximum drilling force during the process 

was considered as the output of the process. Fresh bovine 

bone (cow having age of 3 to 4 years) was used for 

making experimental samples (Figure 1) [24]. To ease 

experimentation both ends of bovine ankle bone was cut 

with a saw. The depth of the drilling was limited to 4 mm. 

As bone properties changes dramatically with time, it 

was attempted to be sure that the carcass which was to 

give the bone, is fresh [25]. Figure 2 depicts geometry of 

a standard tool with different specifications. Tools are 

HSS standard steels with diameter of 3.5 mm and in order 

to guarantee sharp edges they were un-used (Figure 3). 

The reason behind tool selection is the general inclination 

of the researchers and surgeons and also marketing 

availability. These tools possess three different helix 

angle of 14, 20.5 and 27 and point angle was formed with 

a too sharpener tool with angles of 90, 112.5 and 135 and 

angles were checked with angular gauges (Table 1). 

Tabriz automatic drilling machine was used to perform 

experimentation. To measure drilling force a laboratory 

load cell was used (Figure 4). Snapshot of an 

experimentation is depicted in (Figure 5). Rotational 

speed and feed rate were tuned to 2000 rpm and 30 

mm/min, respectively. 

 

 

 
Figure 1. Fresh bovine bone from fresh ankle carcass 

 
 

 
Figure 2. Standard drilling tool with geometrical 

specifications 

 
 

 
Figure 3. Standard drilling tool (Diameter: 3.5 mm) with 

different point and helix angles 
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Figure 4. CNC automatic drilling machine 

 

 

 
Figure 5. Experimentation in bone drilling process 

 

 
TABLE 1. Machining input parameters in three different stages 

  Minimum Mean Maximum 

Helix angle 14 20.5 27 

Point angle 90 112.5 135 

 

 

According to design matrix (Table 1), 11 sets were 

examined. Table 2 shows the results. Using response 

surface method and data analysis a governing second 

order linear regression equation was derived considering 

the best fit to the data points and analysis of the output 

data was performed. 

 

 

2. ANALYSIS AND MODELING OVER DATA 
 
Considering the results from force analysis using analysis 

of variance (ANOVA) listed in Table 3. ANOVA shows 

the effect of different parameters mentioned in regression 

equation and therefore, it is crucial in analysis and 

modeling of data. ANOVA table in design of 

experiments reveals the input factors and their 

interactional effects over the response of the system [20]. 

Considering a preferable reliability of 

experimentation equal to 95% in this study, the p-value 

of 0.05 was considered to obtain the effect of different 

parameters [20]. PRESS of the fitted model to data point 

can show the accuracy of the governing equation which 

TABLE 2. Layout of experiments based of RSM 

 Helix angle (Degree) Point angle (Degree) Force (N) 

1 14 90 25.6 

2 14 135 102.4 

3 27 90 65.2 

4 27 135 153.4 

5 20.5 90 37.4 

6 20.5 135 59.3 

7 14 112.5 54.4 

8 27 112.5 103.7 

9 20.5 112.5 52.17 

10 20.5 112.5 55.5 

11 20.5 112.5 58.9 

 
 

TABLE 3. Analysis of variance for cortical bone drilling force  

Source DF Seq SS Adj SS Adj MS 
F-

Value 

P-

Value 

Model 4 11784.6 11784.6 2946.15 12.43 0.005 

Linear 2 9083.9 9083.9 4541.97 19.16 0.002 

helix 

angle 
1 3262 3262 3262 13.76 0.01 

point 

angle 
1 5821.9 5821.9 5821.93 24.56 0.003 

Square 2 2700.6 2700.6 1350.32 5.7 0.041 

(H.A)*

(H.A) 
1 2699.7 2482.2 2482.22 10.47 0.018 

(P.A)*

(P.A) 
1 0.9 0.9 0.92 0 0.952 

Error 6 1422.4 1422.4 237.07       

Total 10 13207             

 

 

is critical in the field of design of experiments. Lower 

value of this factor means the more accuracy of the 

prediction. In this paper the minimum value was 

achieved for second order full quadratic regression model 

[20]. Considering the values R-sq= 89.23 %, R-sq 

(pred)= 53.94% and R-sq (adj)= 82.23% as well as 

favorable distribution of the analysis of residuals, 

according to Figure 5, it can be implied that the presented 

model possesses a great precision. In case of RSM, a 

great factor showing the accuracy of the fitted model is 

R-sq which can be computed using Equation (2). As R-

sq approaches 1 (100%) the correlation of the fitted 

model increases and therefore more precise prediction of 

the model is expected. Another prominent parameter is 

the analysis of the distribution of the residuals based on 
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Equation (4). A fitted model should pass close to the data 

points and the difference between the model and data 

points should be random in nature. The distance between 

model and data points can be discovered by R-sq and its 

random distribution can be seen in figure 6. Both proves 

that fit was perfect and random in terms of distribution of 

residuals.  

FORCE = 150 − 26.79(HA) + 1.12(PA) +
0.741(HA)2 +   0.0012(PA)2  

(4) 

Figure 7 shows a 3D surface plot that describes the 

variations of drilling force with point and helix angles as 

input variables. 

 
3. 1. Effect of Input Variables on Bone Drilling 
Force        In this section, considering the established 

model and effective parameters, it is attempted to clarify 

the effect of point angle and helix angle on drilling axial 

force. Diagrams in Figures 7 to 10 show the force 

evolution based on variation in input parameters using 

developed model by RSM [23]. 

 

 

 
Figure 6. Distribution of residuals when fitted model is 

compared with data point (point graph produced by Minitab 

software package) 

 

 

 
Figure 6. Distribution of residuals when fitted model is 

compared with data point (point graph produced by Minitab 

software package) 

3. 1. 1. Effect of Helix Angle on Drilling Force       
Considerong Figures 8, 10 and 11, it can be inferred that 

with increase in helix angle, firstly axial force 

experiences a reduction and then it increases. Increasing 

the helix angle up to 18° eases the chip removal and 

causes lower frictional and preventive forces between 

chips and bore wall and therefore causes a reduction in 

axial force. However, increasing helix angle more than 

18°, due to the boosting surface, normal force and 

frictional forces causes the accumulation of chips in tools 

slot and therefore, an increase in axial force. In the former 

part of the diagram, the effect of chip’s weight 

overweighs that of friction but in the latter part the 

frictional forces are dominant. It can be implied 

therefore, that for keeping the drilling force minimized, 

the helix angle should be opted around 18°.  

 

3. 1. 2. Effect of Point Angle on Drilling Force        As 

depicted in Figures 9, 10 and 12, the lower point angle 

leads to decreasing the axial force. As point angle 

reduces, the surface of the tool in contact with the bone 

decreases and therefore penetrating force reduces and 

material removal is facilitated with lower required force. 

On the contrary, if the point angle increases, the required 

force for penetrating in the bone will be increased [26, 

27]. When process force is higher, there is higher 

possibility for bone damage or breakage. Contour of 

Figure 10 reveals that in order to have the minimized 

force, helix angle and point angle should be selected as 

18 and 90, respectively. 

 

3. 1. 3. Sobol Sensitivity Analysis of Point and 
Helix Angles on Axial Drilling Force         As Before 

considering the Sobol sensitivity analysis, some points 

should be presented based of managerial insight. In using 

the Sobol method, the regression equation must be 

sufficiently accurate. Changes should be made between 

test intervals and the experimental data should be 

accurate enough. 

Also, as the dimension of input parameters has no 

effect on the accuracy of the analysis, there is no 

sensitivity on the units of input parameters. Considering 

 

 

 
Figure 8. Effect of helix angle on drilling force 
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Figure 9. Effect of point angle on drilling force 

 

 

 
Figure 10. 2D contour plot of drilling force with point and 

helix angles as input variables 

 

 

 
Figure 11. Sensitivity analysis of drilling force with 

variation in helix angle 
 

 

Figures 11 and 12, along with ANOVA in RSM, it is 

inferred that within defined ranges of the point and helix 

angles, and considering the variation of all parameters at 

the same time, point and helix angle are similarly 

effective on drilling force, since, the slope of the 

diagrams which defines the influence of each parameter 

is similar for both parameters. Figure 13 shows the results 

of sensitivity analysis using Sobol method which 

confirms the produced results. Figure 13 illustrates the 

effectiveness of input parameters using Sobol method in 

which all input parameters can vary at the same time, by 

using SIMLAB software [23]. 

 

3. 1. 4. Optimization of Axial Force in Bone Drilling 
Process and Comparison with Surgery Tool and 
Standard Tools        Considering the analysis over the 

drilling force, optimization of input variables to achieve 

the minimum drilling force was followed. Computing the 

minimum drilling force from the model and taking into 

account the desirability limit, the optimization result is 

shown in Figure 14. Optimum results and validation  

 

 
Figure 12. Sensitivity analysis of drilling force with 

variation in point angle 

 

 

 
Figure 13. Effect of helix and point angles of drilling force 

obtained by Sobol sensitivity analysis 

 

 

 
Figure 14. Parameter optimization to achieve minimum 

drilling force (produced by Minitab software package) 
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results are listed in Table 4. Moreover, optimum drilling 

force reported by Farnworth [14], Fuchsberger [12], 

Green [15] and Natali [13] is presented in Table 5 with 

the results of current study. Table 5 shows that 

considering point angle of 90 and helix angle of 18 the 

minimum force happened. 

 

 
TABLE 4. Comparison of the optimum combination between 

experimental and established model 

Force (N) P.A H.A Optimization 

17.52 90 18 Regression equation 

18.40 90 18 Experiment  

4.7%  - - Error % 

 

 
TABLE 5. Comparison of optimum states in bone drilling 

process among different studies 
 H.A P.A FORCE 

Natali et al. [28] 24.0 118.0 82.7 

Farnworth et al. [29] 27.0 130.0 132.7 

Green et al. [15] 28.0 118.0 129.7 

Pandey et al. [12] 30 118 162.4 

Standard Surgery drill bit [16] 14 90 30.7 

Standard drill bit [16] 26 118 103.2 

Holler [16] 27 105 97.5 

This research 18.0 90.0 18.4 

 
 

4. CONCLUSION 
 
In this study using RSM, modeling and optimization of 

the bone drilling process was followed. Point and helix 

angles are considered as input parameters and maximum 

drilling force during the process was taken as the output. 

The governing second order regression equation was 

derived and its accuracy was examined. Considering 

analysis performed, following findings can be 

highlighted: 

1. Regression model can accurately predict drilling tool 

within the range of input parameters.  

2. The results showed that with an increase in the point 

angle, the contact surface between tool and bore wall 

expands which boosts frictional forces leading to 

increase in axial force in bone drilling process.  

3. In case of the effect of helix angle on axial force in 

bone drilling, there is an optimum value. Increasing helix 

angle up to 18 facilitates chip removal and decreases 

friction and consequently causes a lower drilling force. 

However, more raise (upper than 18) in helix angle, leads 

to a higher drilling force due to higher surface normal and 

frictional force. 

4. Sobol sensitivity analysis quantitatively revealed the 

effect of each input parameters on drilling force. 

Accordingly, helix angle has the effectiveness of 50.1% 

and point angle has the effectiveness of 49.9%. 

5. Considering the optimization performed, point angle 

of 90 and helix angle of 18 results in the lowest axial 

drilling force in cortical bone drilling process.  

6. Drilling force by presented optimum combination 

(point angle of 90, helix angle of 18 and tool diameter of 

3.5 mm) is lower than that by either standard metal 

drilling tool or surgery tool. This finding can assist tool 

design at its initial stages.  
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Persian Abstract 

 چکیده 
از حد می تواند سبب    یکی از رایج ترین فرآیندهای ماشینکاری در درمان های پزشکی، فرآیند سوراخکاری استخوان است. طی سوراخکاری استخوان، نیروی فرآیند بیش

اسخ سطح، آنالیز حساسیت بر مبنای روش شکستگی، شروع ترک و آسیب شدید به بافت استخوانی شود. در این مقاله، یک مطالعه سیستماتیک با استفاده همزمان از روش پ

ان حین فرآیند سوراخکاری انجام  سوبل و آنالیز رگرسیون به منظور بررسی اثر زوایای مارپیچ و رأس مته به عنوان مهمترین پارامترهای هندسی بر نیروی وارد شده بر استخو

ی وارد شده بر استخوان مدلسازی شده و معادله رگرسیون خطی مرتبه دوم حاکم بر آن استخراج و می شود. ابتدا، با استفاده از طراحی آزمایش ها و روش پاسخ سطح، نیرو

روی سوراخکاری بررسی شود. نهایتاً،  تایید می گردد. سپس با استفاده از آنالیز حساسیت سوبل، با توانایی تعیین مقدار حساسیت، تلاش می شود که اثر پارامترهای ورودی بر نی

یروی سوراخکاری، در  پارامترهای ورودی فرآیند به منظور یافتن بهترین ترکیب که منجر به دستیابی به نیروی سوراخکاری مورد نظر شده دنبال می گردد. حداقل نبهینه سازی 

ر از نیرو در جراحی و ابزارهای استاندارد می باشد. درجه به طور همزمان اتفاق می افتد. حداقل نیرو کمت  18درجه و زاویه مارپیچ    90محدوده پارامترهای ورودی، با زاویه رأس  

برای استفاده از زاویه مارپیچ در    نتایج نشان می دهند که افزایش در زاویه رأس منجر به افزایش نیروی سوراخکاری می شود. همچنین، نتیجه گرفته می شود که یک مقدار بهینه

 وجود دارد.   فرآیند سوراخکاری استخوان با حداقل نیروی وارد شده 
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A B S T R A C T  

 

Taking road roughness, aerodynamics, and weather conditions, viz temperature and humidity, into 

consideration, the force applied to the wheel of a half-vehicle model traveling at constant speed has been 
calculated. A D-type rough horizontal road according to ISO 8606 evaluations was chosen for the 

experiment and the surface profile of which was measured by means of a topographic camera of Leica 

series to acquire discrete data to model the road roughness. The data have been converted from discrete 
points into smooth continuous linear functions with quadratic blends, because of the fact that the 

governing differential equations of motion of the vehicle model require the road roughness and the time 

rate of change of them. The line of action of wind or aero-dynamical force applied to vehicle model has 
been assumed to pass through the vehicle mass center. The vibrations of the half-vehicle model have 

been found via the Runge-Kutta method. Design of Experiments (DoE) has been used to investigate the 

effects of air temperature and humidity on the front and rear wheels. It was found that the value of force 
applied to the front wheel is far greater than that applied to the rear wheel (about 16.5%). Also, the role 

of the air temperature is much more effective on the wheel force than the air humidity. Moreover, the 

force of the front wheel is directly related to the values of weather parameters and the force of the rear 
wheel is inversely related to it.  

doi: 10. 5829/ije.2021.34.02b.27 
 

Nomenclature   

Ω  Spatial frequency Xs  Vertical displacement of mass body 

Sg(Ω)  Power spectral density Xuf  Vertical displacement of front tire 

W  Total weight Xur  Vertical displacement of rear tire 

Wf  Front wheel force   yf  Applied external excitation to front wheel 

Wr  Rear wheel force  yr  Applied external excitation to rear wheel 

α  Slope of road Ksf  Front suspension stiffness 

L  Distance between rear and front axles Kuf  Front tire stiffness 

b  Distance between front axle and gravity center Ksr  Rear suspension stiffness 

c  Distance between rear axle and gravity center Kur  Rear tire stiffness 

h  Height of gravity center  Csf  Front suspension damping 

DA  Aerodynamic force Cuf  Front tire damping 

ha  Height position of aerodynamic loading Csr  Rear suspension damping 

Rhz  Vertical load of tow Cur  Rear tire damping 

Rhx  Longitudinal load of tow Lf  Distance between front axle and center gravity 

hh  Height position of tow loading  Lr  Distance between rear axle and center gravity 

dh  Distance between location of tow loading and rear axle V Vehicle velocity 
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Fxf  Thrust force of front wheel  Cd  Drag coefficient 

Fxr  Thrust force of rear wheel A Reference area 

Rxf  Rolling friction force between the front wheel and the ground ρ  Air density 

Rxr  Rolling friction force between the rear wheel and the ground v  Flow velocity related to the vehicle 

Ms  Body mass P Absolute pressure 

Is  Inertia moment of body R Specific gas constant 

Muf  Front tire mass T Temperature 

Mur  Rear tire mass B Barometric pressure 

C  Center gravity of vehicle Pv  Partial vapor pressure 

θ  Rotation angle in the pitch motion ρ%  Density of moist air 

 
 

1. INTRODUCTION 

 
Tire is a major connecting link between vehicle chassis 

and road surface, and transfers reaction force from road 

to the wheel of vehicle. It plays an important role in 

vehicle stability. The magnitude of the force applied to 

wheel of vehicle is dependent on vehicle velocity, road 

roughness, air flow or wind relative to vehicle surface, 

and weather conditions such as air temperature and 

humidity. 

The road-tire contact force and the reaction force 

transmitted to vehicle wheel from road under snowy, 

rainy, and dry weather conditions has been investigated, 

and the effects of road roughness and weather 

parameters, namely air temperature, humidity and 

pressure, have been taken into consideration [1–3]. 

Influences of vehicle unbalanced-tires and air pressure, 

temperature and humidity over the dynamical behavior of 

vehicle have been investigated [4]. Stability and 

resonance of a one degree of freedom (DoF) quarter-car 

suspension model with hysteretic nonlinear dampers 

were studied by Naik and Singru [5]. Vibration of a 

nonlinear full-vehicle model was analyzed by Fakhraee 

et al. [6] for investigating the effect of passengers on the 

vibration. Kashyzadeh et al. [7] revealed the roles of road 

roughness type and vehicle speed in fatigue life of the 

steering knuckle, as a highly critical mechanical 

component of a vehicle. Ahmadi et al. [8] numerically 

estimated the fatigue life of the spot welds in the body of 

a vehicle vibrated due to passing over rough roads with 

various speeds.  

Road roughness is referred to as the change of the 

height of road surface along and/or across the road 

(Figure 1). Several types of profilers such as topographic 

cameras are devices that are commonly used for 

measuring the profile of road roughness. For measuring 

road roughness, a few empirical procedures have been 

proposed by Sayers et al [9, 10]. Data collection of 

roughness of roads was accomplished by Sayers and 

Karamihas [11] for the Federal Highway Organization 

(FHO). González et al. [12] utilized accelerometers for 

estimating road roughness. Johannesson and Rychlik 

[13] applied time-invariant Laplace transform in order to 

model the features of road roughness in accordance with 

ISO and IRI standards. 

Vehicle dynamics has been simulated by Imine et al. 

[14] who took road roughness profile and road-tires 

contact force into consideration. Vehicle passive and 

semi-active suspension systems have been analyzed 

under the influence of road roughness by Reza 

Kashyzadeh et al. [15]. Samandari and Rezaee [16] have 

investigated the influence of road roughness over the 

dynamical behavior of quarter and half-vehicle models 

with nonlinear springs and dampers.  

Performance of suspension system was optimized by 

Shojaeefard et al. [17] via multi-objective theory and the 

optimum stiffness for spring and the optimum coefficient 

for damper were found for driver seat of a five DoF 

vehicle model passing over a rough road with random 

profile. Recently, various data mining techniques and 

DOE algorithms have been highly regarded by 

automotive engineers in order to optimize and improve 

product quality. Naga Raju et al. [18] have used Taguchi 

design algorithm-based on the finite element simulation 

to assess the static behavior of leaf spring with the aim of 

choosing the most suitable material for its manufacture. 

Also, the grey-fuzzy-Taguchi method has been used to 

optimize the beam-like structure of a vehicle body [19]. 

Zhang and Wang [20] have investigated and optimized 

the suspension system of the half-vehicle model 

integrated with an arm-teeth regenerative shock absorber 

by utilizing Taguchi approach. 

Based on the literature review, many researchers have 

studied the effects of road conditions on the dynamic 

behavior of auto parts. However, other influential 

parameters such as weather conditions (i.g., air 

temperature,  humidity,  wind  speed  and  wind direction) 
 
 

 
Figure 1. Road surface profile [15] 
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have been rarely considered (there is only qualitative 

expression for them). Therefore, one of the novelty of the 

present research is to investigate the effects of different 

parameters simultaneously on the vehicle wheel forces. 

In this regard, the rear- and front-wheel force were 

calculated based on the parameters variations including 

road roughness (laboratory data using topographic 

camera), aerodynamics, and weather factors. Also, it was 

done by assuming constant vehicle velocity and 

neglecting slope of road, dive acceleration, and load of 

tow. Next, the Runge-Kutta (RK) method was used to 

solve the vibration equations of half-car model. 

Eventually, for the first time, Taguchi approach (TA) as 

one of the well-known DOE techniques was applied to 

analyze the sensitivity of the wheel forces to parameter 

changes. The most important and ineffective parameters 

on the front and rear wheel forces were reported.  
 

 

2. ROAD ROUGHNESS MEASUREMENT 
 

Different methods have been presented to evaluate road 

roughness. Among all of them, there are two common 

and practical methods. The First method uses a 

topographic camera that directly records ups and downs 

of the road (geometrical measurement). In other words, 

road roughness are measured using static devices such as 

topographic camera. Figure 2 presents a schematic of the 

implementation of this process [9]. Another method is 

response type approaches which work on the basis of data 

collected from different types of sensors installed in 

different parts of the car [21–23]. Therefore, these 

methods are called dynamic data collection. It means that 

the equipment is installed on the car body or axle and data 

is taken while the car is moving. These equipments 

include laser profilometer, mobile measuring devices, 

accelerometers, h-sensor, and vibrometer. After data 

collection, a calibrated relationship can be extracted 

using a programming code (MATLAB) and road 

classification standards based on the Power Spectral 

Density (PSD) function. 

 

 

 
Figure 2. Schematic of topographic camera performace for 

measuring road profile [9] 

In the present research, road data collection was 

performed using topographic camera of Leica series of 

total Station TS02 model (Figure 3). In this camera 

model, angular and longitudinal accuracy are 7 second 

and 2 picometer, respectively.  

The mapping was conducted on an asphalt suburban 

road by recording 500 points. Next, numerical integration 

method, i.e., Simpson’s rule was used to calculate Power 

Spectral Density (PSD) function. Figure 4 depicts the 

PSD of asphalt suburban road based on the mapping data. 

The mentioned road was considered as D-class 

compared to the road classification of ISO-8606 [24]. 

According to this standard, as illustrated in Figure 5, the 

road roughness approximates by two straight lines and 

different slopes in the log-log scale. 

The PSD in terms of spatial frequency (1/wavelength) 

is calculated from the following formula [24]: 
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Figure 3. Topographic camera of leica series of total station 

TS02 model 

 

 

 
Figure 4. PSD of asphalt suburban road based on the 

mapping data in the present research 
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Figure 5. Proposed road roughness classification by ISO 

(International Standard Organization) [24] 

 

 
Table 1 presents the value of 𝑆𝑔(𝛺0) considering the 

spatial frequency of Ω0 =
1

2π
 𝐶𝑦𝑐𝑙𝑒/𝑚 for different 

roads [25]. Also, constant coefficients of N1 and N2 are 

2.0 and 1.5, respectively. 

Obviously, the road profile is constant, nevertheless, 

the tires cannot touch all the roughness. In other words, 

there is a difference between real road roughness and its 

simulation as the external excitation. Moreover, the jump 

phenomenon occurs at high vehicle speeds. Therefore, 

the vehicle, especially wheels and tires, does not 

experience some parts of road roughness. However, in 

some cases, these jumps can be considered as new 

elevation with larger amplitude. In the previous 

researches, the second author of the current paper has 

studied the effect of vehicle velocity on the simulation of 

road roughness [26]. The results showed that low and 

high  speeds  had a negligible effect on  high quality road 

 

 
TABLE 1. Parametrical classification of road roughness 

suggested by ISO [24, 25] 

𝐒𝐠(Ω𝟎) ∙

 𝟏𝟎−𝟔  𝐦𝟐 𝐜𝐲𝐜𝐥𝐞𝐬
𝐦⁄⁄  

Geometric Mean 

Degree of 

Roughness 

Range 

Road Class 

4 < 8 A (Very Good) 

16 8 – 32 B (Good) 

64 32 – 128 C (Average) 

256 128 – 512 D (Poor) 

1024 512 – 2048 E (Very Poor) 

2048 2048 – 8192 F 

4096 8192 – 32768 G 

16384 More than 32768 H 

(e.g., road class A). Furthermore, these effects will be 

visible on the bad quality road like road class E. 

In the present research, the vehicle velocity of 80 

km/h was considered to evaluate excitation. Selection of 

this speed may be justified; as it is allowable driving 

speed on suburban roads of different Asian countries. 

Figure 6 illustrates the time history of this excitation. 

 

 

3. VERTICAL VIBRATION OF THE HALF-CAR 
MODEL 
 
Figure 7 illustrates a half-car model with four Degrees of 

Freedom (DoF). The Lagrange’s method was used to 

derive vibration equations (Equation (3)). 

        M S C S K S F   + + =   
 (3) 

where 

 

sr sf sf sr sf f sr r

sf sf uf sf f

sr sr ur sr r

sf f sr r sf f sr r sr r sf f

K K K K K L K L

K K K K L
K

K K K K L

K L K L K L K L K L K L

+ − − − 
 

− + −
 =
 − +
 

− − +  
2 2

0

0

 

(4) 

 

sr sf sf sr sf f sr r

sf sf uf sf f

sr sr ur sr r

sf f sr r sf f sr r sr r sf f

C C C C C L C L

C C C C L
C

C C C C L

C L C L C L C L C L C L

+ − − − 
 

− + −
 =
 − +
 

− − +  
2 2

0

0

 

(5) 

 

 

 
Figure 6. Time-history of excitation for an asphalt suburban 

road (Class D)-vehicle velocity of 80 km/h 

 
 

 
Figure 7. The 4-DoF half-car model (bicycle model) 

considering two separated external excitations [27] 
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(7) 

The elements of the above matrices, viz 

         , , , , , , , , , , , , ,r f s f r sM C K S F S S Y Y M M M I   
   

, , , , , , , , ,f r sr sf uf ur sr sf ufL L K K K K C C C
and urC  

are introduced in Nomenclature. 

The body and suspension system containing tire were 

considered as sprung and un-sprung masses, respectively. 

The Runge-Kutta (RK) method was used to solve 

coupled equations of vibration. 

The motion Equation (3) and the excitation forces (7) 

show that a travelling half-car model is excited by the 

roughness and the time rate of change of them. The speed 

of the travelling half-car model is assumed 80 km/h in 

this article. Time rate of change of the road roughness can 

appropriately be achieved neither from discretely-

acquired road roughness nor from non-smooth 

reconstruction of the road roughness. As a result, a 

smooth reconstruction of the road roughness is required, 

because, contrary to non-smooth curves and discrete 

data, smooth curves are differentiable. In this regard, a 

smooth curve including linear functions with quadratic 

blends has been proposed in Appendix A for smooth 

reconstruction of the road roughness from discretely-

acquired data [28]. 

The governing differential equations of motion of the 

vehicle model requires road roughness and the time rate 

of change of the roughness as excitation. The excitations 

to the rear and front wheels have been considered the 

same, but with a delay time. The delay time depends on 

the vehicle velocity and the distance between the two 

axles, and is calculated using the following equation. 

: .
/

2415
0 108675

80

L mm
time delay t s

speed km hr
= = =

    
(8) 

The road roughness are available in discrete form 

from experiment, but the smooth continuous form of 

them are required by the vehicle governing equations as 

well as the continuous time-rate of change of them. As a 

smooth continuous form of the road roughness, the linear 

functions with quadratic blends according to Appendix A 

and Figure 8 has been taken into consideration. The 

reconstruction by linear functions smoothly connected by 

quadratic functions are plotted in black color in Figure 8 

where a non-smooth continuous  reconstruction of road 

roughness by linear functions is plotted in red. 

Expressions (A1)-(A7) of Appendix A show how one 

might construct a smooth countinuous function for road 

roughness, namely a smooth function composed of 

adequate  linear  functions  being  smoothly connected to 

 
Figure 8. Smooth reconstruction of road roughness by linear 

functions with quadratic blends (plotted in black) according 

to Apendix A, and non-smooth reconstruction of road 

roughness by linear functions (plotted in red) from 

discretely-acquired road roughness (time axis in seconds 

represents the axis of distance divided by the vehicle 

velocity of 80 km/h). 

 

 

each other. Obviously, the rate of change of the smooth 

function is a non-smooth continuous function. 

Eventually, the height fluctuation of gravity center 

was extracted. The values of parameters used in this 

research based on an Iranian passenger car are reported 

in Table 2 [29]. 

 

 

4. WHEEL FORCE CALCULATION IN TERMS OF 
WEATHER PARAMETERS 
 

Dynamic equations were derived for a full vehicle on 

steep road. A schematic of these forces and their location 

is shown in Figure 9. 

 

 
TABLE 2. Vehicle parameters [29] 

Unit Value Symbol 

kg 1347 𝑚𝑠  

Kg. m 2160 𝐼𝑠  

kg 42.218 𝑚𝑢𝑓  

kg 42.218 𝑚𝑢𝑟  

N/m 35900 𝐾𝑠𝑓  

N/m 173000 𝐾𝑢𝑓  

N/m 33100 𝐾𝑠𝑟  

N/m 173000 𝐾𝑢𝑟  

Ns/m 1368 𝐶𝑠𝑓  

Ns/m 3105 𝐶𝑢𝑓  

Ns/m 1368 𝐶𝑠𝑟  

Ns/m 3105 𝐶𝑢𝑟  

m 1.090624 𝐿𝑓  

m 1.324376 𝐿𝑟  
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Figure 9. Vehicle dynamics analysis on the steep road [27] 

 

 
The wheel forces were achieved by using torque 

calculation at point A and B locating under the rear- and 

front-tires, respectively (Equation (9) and Equation (10)). 

Clearly, the sum of torques at point A is zero by 

neglecting dive acceleration [27]. 

( ) ( )
1

f A A x hx h hz h

W
W D h a h R h R d W h α W c α

L g

 −
= + + + + + 

 
sin cos

    
(9) 

( ) ( ) ( )
1

sin cosr A A x hx h hz h

W
W D h a h R h R d L W h α W b α

L g

 
= + + + + + + 

 

 
(10) 

In the present research, the wheel forces were calculated 

by assuming constant vehicle velocity of 80 km/h and 

neglecting slope of road, dive acceleration, and load of 

tow. The drag, in the vehicle aerodynamic is calculated 

using Equation (11): 

d
A

C Aρv
D =

2

2

 
(11) 

Air density is a function of temperature, pressure, and 

humidity. The air density is about 1.225 𝑘𝑔/𝑚3 at the sea 

level and temperature of 15 °C [30]. Figure 10 shows air 

density vs temperature. 

In addition to the above-mentioned conditions, the 

density of air will vary as humidity content. The water 

vapor is a relatively light gas compared to diatomic 

oxygen and nitrogen. Therefore, when water vapor 

increases, the amount of oxygen and nitrogen decrease 

per unit volume, and then the density decreases because 

the  mass  is  decreasing  [31].  Figure  11  shows  the  air 

 

 

 
Figure 10. Air density versus temperature [30] 

 
Figure 11. Air density versus humidity [31] 

 

 

density vs humidity. Also, the empirical relation between 

density and humidity is defined by Equation (12) [31]: 

vB P
ρ

T

−
=  

 5%

0.3783273.15
1.2929

1.013 10

    
(12) 

where T is temperature in Kelvin, B and Pv are barometric 

pressure and partial vapor pressure in Pascal, 

respectively. 

To study the effect of wind on the wheel forces, time 

history of wind speed was used based on meteorological 

data [32]. The wind loading versus time for stormy 

weather is demonstrated in Figure 12. Moreover, three 

different wind directions (𝜃 = 0°. 90°.  𝑎𝑛𝑑 180°) were 

considered to evaluate wind effect on the wheel forces. 

Therefore, zero value of 𝜃 means the direction of the 

wind and the movement of the car are the same.  

 

 

5. DESIGN OF EXPERIMENT 
 

To study the effects of weather parameters on the wheel 

forces of passenger car, Taguchi Approach (TA) as one 

of the well-known Design of Experiment (DOE) 

techniques was used [33–35]. To this end, four 

parameters, including wind speed, wind direction, air 

temperature, and air humidity were considered as input 

variables. Also, the maximum values of rear- and front-

wheel forces were considered as output parameters. 

Different levels of input parameters used in this research 

are presented in Table 3. 

 

 

 
Figure 12. Wind loading versus time for stormy weather 

[32] 
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TABLE 3. Variables and their levels used as input data in the 

present research 

 Levels 

Parameters Symbol L1 L2 L3 

Wind speed (m/s) V 1 1.2 1.4 

Wind direction (𝑑𝑒𝑔𝑟𝑒𝑒) 𝜃 0 90 180 

Air temperature (℃) T 0 20 40 

Air humidity (%) M 0 40 80 

 

 

To perform Taguchi sensitivity analysis, the 

formulation of smaller is better was considered for both 

rear- and front-wheel forces. The L9 orthogonal matrix 

was used as reported in Table 4. 

 
 
6. RESULTS AND DISCUSSION 
 
The wheel forces variation depends on temperature and 

humidity are demonstrated in Figures 13 and 14, 

respectively. As Figure 13-a clearly shows, the front-

wheel force increases by increasing air temperature. 

However, this change is not significant (e.g., raising the 

temperature from zero to 60 degrees will only lead to a 

change in front-wheel force about 0.1 %). But, the rear-

wheel force decreases by increasing air temperature 

(Figure 13-b). Also, the effect of temperature changes on 

the rear-wheel force is greater than its effect on the front-

wheel force (the reduction in the rear-wheel force is 

approximately 0.15 % by increasing the air temperature 

from zero to 60 degrees). Moreover, it is clear that the 

value of force on the front wheel is far greater than the 

force on the rear wheel. In the case of T=20 ℃, the force 

difference  between  the  rear  and  front  wheels  is  about 

16.5 %. 

From Figure 14, as the air humidity increases, the 

value of force on the front and rear wheels increases and 

decreases, respectively, but these changes are negligible. 

 

 
TABLE 4. The Orthogonal Matrix of Taguchi for L9 

M T 𝛉 V Run No. 

L1 L1 L1 L1 1 

L2 L2 L2 L1 2 

L3 L3 L3 L1 3 

L3 L2 L1 L2 4 

L1 L3 L2 L2 5 

L2 L1 L3 L2 6 

L2 L3 L1 L3 7 

L3 L1 L2 L3 8 

L1 L2 L3 L3 9 
 

 
(a) Front wheel 

 
(b) Rear wheel 

Figure 13. Effect of air temperature (in celsius) on wheels 

force 

 

 

 
(a) Front wheel 

 
(b) Rear wheel 

Figure 14. Effect of air humidity (in percentage) on wheels 

force 

 
 
The force changes for both wheels are the same 

(maximum of 0.03 %). 

Next, Figure 15 shows the effect of wind direction on 

the wheel forces. The value of front-wheel force is 

maximum when the direction of the wind and the 

movement of the vehicle are opposite. And in this case, 

the value of the rear-wheel force is minimal. The results 

show that the maximum change in force due to the wind 

direction in the front and rear wheels is approximately 

0.14 and 0.17 %, respectively. 
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(a) Front wheel 

 
(b) Rear wheel 

Figure 15. Effect of wind direction (in degrees) on wheels 

force 
 
 

In Taguchi approach, the main effect plots for means 

and signal to noise ratios were used to compare the wheel 

force effects against other factors. Figures 16 and 17 

show these diagrams for front- and rear-wheel, 

respectively. 

 
 

 
(a) Mean of means 

 
(b) Mean of SN ratios 

Figure 16. Means of front wheel force under the influence 

of wind, temperature, and humidity 

 
(a) Mean of means 

 
(b) Mean of SN ratios 

Figure 17. Means of rear wheel force under the influence of 

wind, temperature, and humidity 

 

 

The above-diagrams show that the number of data for 

parameters wind direction, air temperature, and air 

humidity is acceptable. But, the results show that the 

wind speed parameter cannot be discussed. Because, the 

number of data for this parameter is insufficient or the 

value range considered for this parameter has no effect 

on the wheel force. In other words, changes in wind speed 

on a stormy day are ineffective. Therefore, it is 

recommended, in future research, to study the effects of 

wind speed in a stormy day relative to a calm day. Based 

on the results obtained by Taguchi approach, the wheel 

force is mainly affected by air temperature (Figure 18). 

Moreover, the results indicate that air humidity is the 

most ineffective parameter on the value of force in both 

front and rear wheels. 
 

 

 
(a) Front wheel force 
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(b) Rear wheel force 

Figure 18. Roles of air humidity and wind direction vis-à-

vis that of air temperature in wheels forces found based on 

taguchi sensitivity analysis 

 
 
7. CONCLUSION 
 

In this study, the wheel forces of a passenger car were 

calculated in terms of weather parameters. Firstly, road 

roughness was measured using a topographic camera, 

then the classification of desired road was determined by 

utilizing Fast Fourier Transform (FFT) function and 

comparison with the ISO standard. Road class-D and 

vehicle velocity of 80 Km/h were considered as external 

excitation for both front and rear wheels with a delay 

time. The RK method was used to solve the coupled 

vibration equations of half-car model, and the height 

fluctuation of gravity center was extracted. Eventually, 

dynamic equations were introduced to calculate wheel 

force in terms of weather parameters. Next, the effects of 

various parameters (wind speed, wind direction, air 

temperature, and air humidity) were investigated on the 

wheel forces using numerical analysis and Taguchi 

sensitivity analysis. The most important achievements of 

this research are: 

• The value of force applied to the front wheel is far 

greater than that applied to the rear wheel. The 

difference between the forces is about 16.5 % at T = 

20 ℃. 

• By increasing the air temperature, the front wheel 

force increases and the rear wheel force decreases. The 

amount of decrease in the rear wheel force is greater 

than the amount of increase in the front wheel force. 

• By increasing the air humidity, the front wheel force 

very slightly increases and the rear wheel force very 

slightly decreases. 

• The results found through Taguchi approach reveal 

that the air temperature is the most effective parameter 

and the air humidity is the least effective parameter 

with respect to the parameters investigated in this 

research. 

• The results of this research indicate that variations of 

wind speed on a stormy day have no effect on the 

wheel forces.  
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APPENDIX A 
 

Smoothly-reconstructing Road Roughness from Discretely-acquired Road Roughness by Linear Functions with 

Quadratic Blends 

 

The discretely-acquired data of the road roughness 𝑦𝑛 at 𝑡𝑛 are given by (A1).  
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(A1) 

Considering the parameters in (A2), and in order to smoothly-reconstruct the road roughness, a smooth curve might be 

composed of the connection lines (A3) between each couple of adjacent points of the discretely-acquired data of the road 

roughness (A1) and the quadratic blends (A4) between them. 
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Smoothness conditions (A5): 
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(A5) 

Either 𝜏𝑛  which is introduced in (A4) or the allowable acceleration that can be tolerated, ie 𝐴𝐶𝐶𝑎𝑙𝑙𝑜𝑤𝑎𝑏𝑙𝑒
𝑀𝑎𝑥  and that required 

for holding vehicle-road contact, ie 𝐴𝐶𝐶𝑎𝑙𝑙𝑜𝑤𝑎𝑏𝑙𝑒
𝑀𝑖𝑛 , can be imposed to a problem. Consider for instance options of (A6). 
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(A6) 

Having 𝜏𝑛 from either options of (A6), the unknowns are found as given by (A7). 
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Persian Abstract 

 چکیده 
مانند دما و رطوبت هوا    ییآب و هوا  یطو شرا  یرودینامیکجاده، آ  یبا در نظر گرفتن ناهموار  کند¬یکه با سرعت ثابت حرکت م  1/ 2وارد بر چرخ خودرو در مدل    یروین

از   یتوپوگراف  یندورب یکبا استفاده از  آن طحس یلانتخاب شد و پروف یشانجام آزما یبرا  ISO-8606مطابق با استاندارد  Dکلاس  یجاده با ناهموار یکمحاسبه شده است. 

درجه   یهموار با استفاده از توابع خط  پیوسته  به  گسسته  حالت  از  ها¬. دادهیدجاده بدست آ  یزبر  سازی¬گسسته به منظور مدل  های¬شد تا داده  گیری¬اندازه  Leica  یسر

فرض شده است که خط اثر باد  ینآن است. چن ییرات جاده و نرخ زمان تغ  یوابسته به ناهموار ودروحرکت خ یفرانسیلکه معادلات د یتواقع  ینشدند، با توجه به ا یلدوم تبد

کوتا استفاده شده است. از  -خودرو از روش رانگ   2/1بدست آوردن ارتعاشات مدل    ی. براگذرد¬یاعمال شده به مدل خودرو از مرکز جرم خودرو م  یرودینامیکیآ  یروین   یا

 یشترخودرو به مراتب ب  یوارد به چرخ جلو  یرویعقب و جلو استفاده شده است. مشخص شد که ن  های¬اثرات دما و رطوبت هوا بر چرخ  یه منظور بررسب  یشآزما  یطراح

  یروی ن  ین،بر ا وهاست. علااز اثر رطوبت هوا  یشتر ب یار چرخ بس یروی هوا بر ن یاثر دما ین،درصد(. همچن 5/16 )حدود شود¬یاست که به چرخ عقب خودرو وارد م یروییاز ن 

 چرخ عقب با آنها بصورت عکس است.  یرویدارد و رابطه ن یمرابطه مستق  ییآب و هوا یپارامترها یرچرخ جلو با مقاد

 



IJE TRANSACTIONS B: Applications  Vol. 34, No. 02, (February 2021)   547-555 

 
Please cite this article as:  M. Yousefi, H. Safikhani, E. Jabbari, M. Yousefi, V. Tahmasbi,  Numerical modeling and Optimization of Respirational 
Emergency Drug Delivery Device using Computational Fluid Dynamics and Response Surface Method, International Journal of Engineering, 
Transactions B: Applications  Vol. 34, No. 02, (2021)   547-555 

 
International Journal of Engineering 

 

J o u r n a l  H o m e p a g e :  w w w . i j e . i r  
 

 

Numerical modeling and Optimization of Respirational Emergency Drug Delivery 

Device using Computational Fluid Dynamics and Response Surface Method 
 

M. Yousefia, H. Safikhani*a, E. Jabbaria, M. Yousefib, V. Tahmasbic 

 
a Department of Mechanical Engineering, Faculty of Engineering, Arak University, Arak, Iran 
b School of Engineering, RMIT University, Melbourne, Australia 
c Mechanical Engineering Faculty, Arak University of Technology, Arak, Iran 

 
 

P A P E R  I N F O   

 
 

Paper history: 
Received 21 August 2020 
Received in revised form 26 October 2020 
Accepted 30 October 2020 

 
 

Keywords:  
Computational Fluid Dynamics 
Drug Delivery Device 
Endotracheal Tube 
Optimization 
Respirational Patients 
Response Surface Method 

 
 
 
 

 

 

A B S T R A C T  

 

Studies have shown that most of the particles sprayed on emergency respirational patients, accumulate 
inside the endotracheal tube and its connector. In this paper, applying Computational Fluid Dynamics 

(CFD) and Response Surface Method (RSM), an optimized geometry is introduced for higher efficiency 

of the drug delivery for patients with emergency respiratory diseases. In CFD modeling, finite volume 
method and for two-phase flow modeling, Lagrangian method is used. Reynolds averaged Navier–Stokes 

equations with Reynolds stress turbulence model are solved using SIMPLE pressure correction algorithm 

within the computational domain. The velocity fluctuations are simulated using the Discrete Random 
Walk (DRW). For optimization process, six different parameters including three dimensions of the 

connector of the tube: connector length, connector diameter and injection diameter, injection velocity of 

the drug particles, air flow velocity and particle size are investigated. Using Design of Experiments 
(DOE) and RSM, the output efficiency of the model and second-order regression equation model are 

derived and accuracy of the model is confirmed. Then the effect of each input parameter on the efficiency 

is investigated. Dringer algorithm is applied to optimize the process and the best combination of input 

parameters yielding the highest efficiency is introduced. 

doi: 10.5829/ije.2021.34.02b.28

 
 

1. INTRODUCTION1 
 
Today, human activity on the planet has caused the 

production of dangerous chemicals into the atmosphere 

which are inhaled by humans every day and cause 

different damages to the human digestive system. 

Chronic Obstructive Pulmonary Diseases (COPD) 

including emphysema, chronic bronchitis, asthma, when 

there is a blockage in the path of the air entering the lung. 

Bronchitis is when inflammation occurs in bronchi. In 

emphysema, very tiny air pockets at the end of the lung’s 

air path are gradually dead. Diseases like severe asthma, 

COPD and recently emerged COVID-19 adversely affect 

the lung’s tissue and obstacle the natural respiration. In 

such cases generally mechanical ventilators are 

implemented to assist breathing. It is vital, however,  
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sometimes, in addition to help patients in breathing, there 

is a need to send some drugs to the respiration system of 

the patients. Such drugs, generally in the form of 

suspension, including salbutamol, hydrofluoroalkane 

(HFA) and/or chlorofluorocarbon (CFC) particles. It is 

evident that such drug delivery system, through 

respiration, is quite effective in healing respiratory 

conditions [1-3]. In this state, drug after being sprayed 

builds up a two-phase flow with the oxygen flow and can 

directly find access to the infected areas of the lung. 

Treating patient using such a direct method would require 

lower dosage of drug and eliminate possible side effects 

as it is directly headed to the area where it is needed [4-

6]. Nowadays different respiratory sprays like 

Nebulizers, dry powder inhalers and Metered-Dose 

inhalers (MDIs) are commercially available. Such sprays 
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are suitable for patients who are breathing naturally and 

are physically able to put the spray in their mouth [7, 8].  

At emergency condition for sending oxygen and drug 

to the lungs by an artificial air path, Endotracheal tube 

(ETT), is used. ETT is a flexible plastic tube and through 

the mouth it is mounted on the windpipe and it can 

transfer the oxygen and anesthetizers to the lung when 

patients are in a coma. For drug injection such a tube is 

equipped with spray-producing mechanism for drug 

injection which is connected to the tube with a connector. 

Figure 1 illustrates the schematic of such a system. The 

application of such tube system improves the respiration 

of patients as it keeps the breathing path opened and 

delivers oxygen to the lungs [9]. Such tubes have length 

of 160 to 300mm and internal diameter of 3 to 9 mm 

based on the application and age of the patients. When 

drug is sprayed evidently enormous amount of its 

particles is blocked in the tube, connector and 

connections and this remarkably reduces the efficiency of 

drug delivery. The lower amount of particles occupying 

the tube system means that higher dosage of drug was 

delivered to the lung and desirable efficiency is achieved. 

Mazela et al. [10] reported that the efficiency of particle 

delivery through such a system is heavily dependent upon 

the size of the particle; it is 100% for small particles and 

almost 0% for particles bigger than 7 micrometers. 

Ahrens et al. [11] investigated the blockage of the drug 

particles in tube system with different tube diameters of 

3, 6 and 9 mm. They used a tube system where drug was 

delivered to the lung through a T connector connected to 

the tube. They reported that when size of the particles was 

smaller, about 0.54 micrometer, the blockage in the 

system remarkably decreased. However, it was evident 

that the distribution of the particles in two-phase flow and 

also properties of the flow are more important in delivery 

of the particles than the tube diameter. The effect of tube 

diameter was also examined and it was found that no 

remarkable change in delivery would occur with altering 

tube diameter from 7 mm to 9 mm [12]. Generally, 

though tube diameter is effective in the performance of 

drug delivery system, this effectiveness is varied in 

different systems and there exist other more influential 

parameters. Fuller argued that type of the spray: 

Nebulizers or MDI is influential over drug delivery [13]. 
 

 

 
Figure 1. Schematic application of endotracheal tube in 

emergency respiratory patients  

Many reports have been released on the influence of the 

type of the spray which confirms better performance of 

the MDIs and chambers than nebulizers. Although both 

nebulizers and MDIs similarly function in terms of 

delivering the drug, the dosage required by nebulizers is 

considerably higher than that for MDIs. Yousefi [14] 

improved drug delivery using a one-way chamber with 

MDI. Later in 2017 using an acoustic wave surface they 

altered the creation of the particles in the chamber and 

then suggested the optimum condition of the chamber 

[15]. In another study, Yousefi et al. [16], investigated 

the effect of different parameters like particle velocity, 

particle distribution, particle injection angle and air flow 

rate. They reported an effectiveness on drug delivery to 

the lung. Very few studies are available concerning the 

design of the ventilator especially the connector to 

minimize the blockage of the drug in the system. It is 

expected that maximum blockage occurs in the area 

where path of the flow suddenly alters (change in the 

diameter of the path or the direction) [17]. In ventilator 

circuit maximum blockage would occur in the ETT and 

collector. The size of ETT is limited to the anatomy of 

the patient though tubes with higher diameter are more 

successful in delivering particles [10, 18]. Ivri [19] 

proposed connector angles less than 16˚ to improve 

through-ventilator drug delivery. This, however, would 

require longer connections in ventilator circuit. Recently, 

Mazela et al. [20] re-designed a Y shape connector. But 

the blockage of particles increased in modified design. 

Longest suggested a linearized connector where no 

abrupt changes existed in the path of the flow using 

gradually smoothing sections and they successfully 

reduced the blockage of particles from 30% to 5% for a 

T connector [16]. They examined their linearized 

connector for a Y shape connector and found that output 

particles increased from 40% to 70% using flow of 30 

l/min of air and particle size of 4 micrometers [20, 21].  

Also, in recent years, many researchers have conducted 

effective and relevant research in this field [22-29]. 

In this paper using Computational Fluid Dynamics 

(CFD) and Response Surface Method (RSM) an 

optimized geometry for better drug delivery performance 

of ventilator considering six different parameters 

including three dimensions of collector, particle injection 

velocity, flow rate and particle size is derived. For 

numerical modeling, finite volume method and for 

modeling two-phase flow, Lagrangian method is used. 

To evaluate the effect of each parameter on drug delivery 

and in order to validate the numerical model, design of 

experiments and response surface method are applied and 

then governing second order regression equation is 

derived. Finally using Dringer algorithm an optimum 

combination of parameters yielding the highest drug 

delivery performance and lowest blockage of the particle 

is investigated. 
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TABLE 1. Design variables 

Design Variable Symbol Unit From To 

Connector length L mm 10 30 

Connector diameter d1 mm 10 20 

Injection diameter d2 mm 2 6 

Particle diameter dP μm 1 9 

Particle velocity VP m/s 100 150 

Air velocity Va m/s 4 8 

 
 

2. MATHEMATICAL MODELING 
 

The data required for optimization is extracted from 

numerical modeling. The detail of numerical modeling is 

elaborated in this section.  

 

2. 1. Geometry               Figure 2 schematically illustrates 

the geometry of the system. This system includes an 

Endotracheal tube (ETT) entering the patient mouth, the 

connector with two opening: one through which drug is 

sprayed and the other is connected to the ventilator. For 

optimization purpose particle injection speed, particle 

size, air flow and three dimensions of the connector are 

taken into account. The variables range used in 

optimization is listed in Table 1.  
 
2. 2. Governing Equation               The air flow is 

assumed to be incompressible and Newtonian. Moreover, 

3D continuity and momentum conservation equations 

and Reynolds-averaged Navier-Stokes equations are 

solved using k-ɷ turbulence method as follows: 
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Figure 2. Details of endotracheal tube and definition of 

geometrical design variables 

Discrete phase model and Lagrangian particle 

tracking approach are used for particle movement 

simulation. In this method to track each particle from 

equilibrium condition, integration is performed.  

 
(3) 

where u p  is particle velocity, t is time and F is the force, 

constitute of 12 different components presented in 

Equation (4): 

.
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(4) 

Where components are drag, Buoyancy, gravity, Saffman 

lift, virtual mass, pressure gradient, facen, basset, 

Brownian, thermoforsis, Magnus and magnetic forces 

respectively. Many of these components are negligible. 

For instance, since the density of the particles is much 

higher than that of the fluid, buoyancy and basset forces 

are negligible. Gravity forces, also, are prominent only 

for lower flow rates. Browny movement and saffman lift 

forces are applicable for sub-micron particles [30, 31]. 

Magnetic force can be discarded as no magnetic field 

exists over the path of the particle. Finally, Fax force can 

be ignored because its value is remarkable only when 

length scale of the particle and the system possess the 

same order. Thus the equilibrium equation of the particle 

can be rewritten as presented in Equation (5): 

 
(5) 

Stocks drag force over a smooth spherical particle is 

presented in Equation (6) [32]: 

 
(6) 

where drag coefficient is computed in Equation (7): 
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=  is Reynolds number for 

each particle and a1, a2 and a3 are empirical constants 

which are applicable in the range of 

[33]. Moreover, for the sake of simplification, the effect 

of particle evaporation or particle concentration and also 

electrostatic charge of the walls were neglected.  
 

2. 3. Boundary Condition          For numerical 

simulation, equations derived in the previous section 

should be solved with appropriate boundary conditions. 

Air with a certain flow rate enters the connector and exits 

the end of the ETT. On the walls of connector and ETT, 
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no-slip condition is considered and it is assumed that 

particles stick to the wall right away after coming into 

contact with the wall for the first time. At the end of the 

ETT it is assumed that air flow rate remains constant. All 

particles are assumed to enter the ETT particles with 

certain speed and size.  
 

2. 4. Numerical Method             Here, numerical method 

is based on finite volume method. Second order upwind 

was used to divide different variables. SIMPLE 

algorithm is used to solve the couple of the velocity and 

pressure fields. To ensure the accuracy of the results 

independent from the discretization, different mesh sizes 

are used and in each case the optimum grids with 

acceptable accuracy and low computational cost are 

selected. An essential assumption in DPM model is that 

the second phase of the two-phase flow, here is the 

particle size, possesses negligible volume fraction even 

for the high flow rates. Therefore, it seems necessary to 

check this volume fraction in each element to be less than 

12% because the proposed model is only valid when this 

condition is satisfied. One-way coupling is defined so 

that the collision of each particle to the flow field and also 

to other particles is neglected. 

On average, 500000 elements are used. A sample of 

generated mesh is shown in Figure 3. Mesh independence 

is examined for proposed model in Figure 4 are mesh 

networks with 170000, 270000, 490000 and 923000 

elements made readily slight variation in flow rate 

values. Finally, total number of elements equal to 490000 

is used for the further investigation. 

 
2. 5. Modeling of Spray Particles             The 

distribution of the particles in the input of the ETT should 

have no influence over the convergence of the results. For 

example, if a distribution with concentration towards the 

center of the tube’s cross section exists, it would lead to 

a premature convergence which yields fallacious results. 

Therefore, a uniform distribution of the particles in the 

entrance of the ETT is necessary. Here a computer code 
 
 

 
Figure 3. A sample of generated mesh using in CFD process 

 
Figure 4. Results of grid independency test 

 
 

to produce a uniform distribution has been used. Figure 5 

compares the uniformity in the article distribution before 

and after using this computer code. Total 6000 particles 

are injected into the connector with 120 m/s velocity in 

the entrance cross section with diameter of 2.4 mm.  
 
2. 6. Validation of Numerical Results            To 

validate numerical results, comparisons should be made 

with reliable data. Since experimentation for drug 

blockage in the ventilator system is astronomically 

costly, there is no reported data available. Therefore, 

comparison of derived data here with results of the ETT 

with a 90-degree elbow reported elsewhere is followed 

[34]. Figure 6 shows the blockage value in a 90-degree-

elbow ETT reported elsewhere [35] which affirm great 

correlation. The discrepancy in the results is attributed to 

the assumed condition of with-a-first-contact absorption 

of the particles to the wall and also one-way coupling 

condition which are different with what would happen in 

real experimentation setting.  
 

 

3. RSM AND DATA ANALYSIS 
 

Using DOE and RSM, six different parameters of air flow 

rate, particle injection velocity, particle size and three 
 

 

 
Figure 5. Details of endotracheal tube and definition of 

geometrical design variables 
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Figure 6. Details of endotracheal tube and definition of 

geometrical design variables. 
 

 

dimensions of connector (Table 1) are considered as 

influential parameters. Governing equation of the fitted 

model are derived and then the model accuracy is 

confirmed. Then, in addition to studying the effect of 

each individual parameter, Dringer method is used to 

obtain optimum combination of input parameters to 

maximize drug delivery and minimize drug blockage 

within the ETT system. 

In this method, the overall goal is to convert response 

(yi) to a dimensionless unique utility function (di) that 

changes over the entire interval as follows: 

0 1id   (8) 

If answer (yi) is the goal of optimization then di = 1 and 

if the answer is acceptable outside an area then di = 0, as 

shown schematically in Figure 7.  In the present study, the 

value of di = 1 is obtained for the utility limit function 

and is expressed in the Figure 7, which indicates 

convergence and access to the optimal value in this 

research [36]. 
 

 

 
Figure 7. Details of endotracheal tube and definition of 

geometrical design variables [37] 

3. 1. Response Surface Method (RSM)         In analysis 

of engineering problems especially experimental and 

numerical approaches where the output relies on different 

input variables, carrying out statistical methods can 

remarkably improve design, modeling, analysis and 

optimization steps. Response surface method is very 

promising in saving time and cost of design and analysis 

of models. It specifies the precision of the fitted model 

and establishes a mathematical model to the problem. Its 

advantages include yielding the diagrams of interaction 

effect of parameters, optimization and ensuring the 

model accuracy [34]. RSM can relate input parameters to 

the output through a second order linear regression 

equation. General form of such equation is presented in 

Equation (9) [37]: 
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(9) 

where, y is the output, β is the regression equation 

coefficients, 𝑥𝑖   is main input parameter, 𝑥𝑖
2 is the squared 

of main input parameters, 𝑥𝑖𝑥𝑗  is the second order 

interaction effect of input parameters [38]. The proposed 

model, if established precisely, can successfully predict 

the output over the entire range of input variables [39].  
 

3. 2. Input and Output Variables of the Drug 
Delivery Process          In this research considering the 

variation of the six design variables according to Figure 

2 and Table 1, in total 45 different sets of design variables 

are considered for modeling and optimization using 

composite central design (CCD). To avoid unpredicted 

errors, simulations are done randomly [40]. Minitab 

version 18 and Design Expert version 10 software 

packages are used for data analysis and extracting 

regression equation. Using RSM, a governing equation is 

derived with fitting the model to the data points. Then 

sensitivity analysis and optimization of the model are 

followed.  

 
3. 3. Data analysis and Model Establishment        
ANOVA defines the effectiveness of each of regression 

 

 
Figure 8. Details of endotracheal tube and definition of 

geometrical design variables 
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parameters which in turn defines the effectiveness of 

each input variables as well as their interactions [39]. 

Considering generally accepted reliability of 95% for 

engineering problems, Pvalue less than 0.5 is considered 

to ascertain the effectiveness of different parameters [36]. 

Figure 8 shows the term before and after modification. 

PRESS which defines the precision of the model fitted to 

the process is prominent in the field of design of 

experiment. The lower PRESS value is, more accurately 

model can predict the outputs. In this model the minimum 

PRESS coincided with full quadratic regression model. 

Considering minimal value of 35544.02 for PRESS the 

second order regression model of process can be defined 

using Equation (10):  
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(10) 

Considering the value R-sq=88.85% and appropriate 

distribution of residuals it can be inferred that proposed 

model is desirably accurate. R-sq which shows the 

precision of the fitted model can be computed using 

Equation (11): 

 
(11) 

The closer to unity (100%) is this value, the 

correspondence of the model to the data point is higher 

and more accurate prediction is expected [5]. another 

important factor playing a role in accuracy of the model 

is the distribution of residuals. The fitted model should 

pass close to the data points with random distances. This 

value is defined in R-sq and its distribution is shown in 

Figure 9. Generally, from both the value of fitted points 

and the random nature of this fit, presented model is 

desirable.  
 

 

4. OPTIMIZATION RESULTS  
 
In this section, considering developed model, it is 

attempted to specify the effectiveness of the input 

parameters over the efficiency of the drug delivery. 

Appropriate main effect, interaction and contour plots 

will be presented.  

Surface plot of drug delivery process is illustrated in 

Figure 10. To analyze the effect of connector diameter, 

main effect plot in Figure 11(a), interaction plot in 

Figures 11(e) and 11(f) and contour plot presented in 

Figure 12. It can be implied that efficiency of the system 

increases with a raise in connector diameter. The 

interaction effect of connector diameter and particle size 

confirms that with simultaneous increase in connector 

 
Figure 9. Details of endotracheal tube and definition of 

geometrical design variables 

 

 
diameter and decrease in particle size the efficiency 

considerably rises. This can be explained that the more 

spacious is the path; there is lower chance for particles to 

collide to each other or to the walls. Having that said, 

with increase in diameter of the connector the velocity of 

two-phase flow decreases because it is assumed that air 

flow rate is constant. With lower velocity it is less 

probable for particles to collide and therefore blockage 

would decrease. Additionally, it can be seen from plots 

in Figures 11 and 12 that reduction in particle size 

improves the efficiency while increasing particle size 

noticeably drops the efficiency. This is attributed to the 

fact that with bigger particles the probability of collision 

of a particle with other particles or wall increases and 

blockage would ascend. Considering connector length 

and particles velocity presented in Figure 13, it can be 

observed that maximum efficiency coincides with either 

shortest connector length and highest particle velocity or 

longest connector length and lowest particle velocity. 

This inference can be confirmed according to Figure 12. 

When connector is long, particles spends more time 

inside the connector and with turbulence in the connector 

the collision probability and blockage increases. In this 

condition, if particles are injected with lower velocity the 

chance of collision decreases and efficiency improves 

while higher injection velocities increase the collision 

and boosts blockage. On the other hand, if short 

connector is used, in an arbitrary time frame lower 

number of particles exists in the connector and the 

collision of particles no longer plays an important role in 

the efficiency of drug delivery. Whereas, with higher 

speed of particle injection, more particles pass the 

connector quickly without being blocked in it and 

therefore, efficiency increases.  
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Figure 10. Details of endotracheal tube and definition of 

geometrical design variables 

 

 

Considering injection diameter, Figure 11(c) reveals 

that the highest efficiency coincides with lowest injection 

diameters. With a low cross section-area of injection the 

concentration of particles towards center rises which 

decreases the scatter of the particles. However, 

concentration of particles toward center increases the 

chance of collision. Due to the short length of the 

entrance mouth, nonetheless, the collision is not the main 

reason of blockage. The injection diameter is not among 

main factors and in the regression model, only, its second 

order is presented. Nevertheless, according to Figure 

11(c), after passing a threshold with a bigger diameter of 

injection efficiency again increases. According to 

ANOVA table the effect of air flow rate is negligible on 

efficiency of drug delivery though Figure 11(d) shows 

that with a decrease in air flow speed, the efficiency of 

the system slightly improves. This is attributed to the fact 

that when particles are taken by the flow their speed 

gradually matches the speed of the flow. With lower flow 

speeds the chance of collision and blockage would be 

lower though this parameter is almost ineffective for the 

considered system.  

Based on the analysis of drug particles blockage 

within the Endotracheal tube system, optimization is 

performed for maximizing the efficiency. Considering 

the upper level of efficiency in the tests and considering 

Desirability limit the results of optimization are shown in 

Figure 13. According to the results maximum efficiency 

of 89% coincides with minimum connector length 

(10mm), maximum connector diameter (20 mm), the 

lowest injection diameter (2mm), the lowest particle 

diameter (1 mm), the highest particle velocity (150 m/s) 

and minimum air flow rate (4 m/s). The extracted optimal 

device can be used in all respiratory patients who need to 

breathe in unusual and emergency conditions such as 

anesthesia in corona  virus. The extracted optimal 

geometry can be easily mass-produced by medical 

equipment manufacturers. 

 
Figure 11. Details of endotracheal tube and definition of 

geometrical design variables 
 

 

 
Figure 12. Details of endotracheal tube and definition of 

geometrical design variables 
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Figure 13. Details of endotracheal tube and definition of 

geometrical design variables 
 

 

5. CONCLUSION 
 

In this paper, applying CFD and RSM, an optimized 

geometry was introduced for higher efficiency of the 

drug delivery for patients with emergency respiratory 

diseases. In CFD modeling, finite volume method and for 

two-phase flow modeling, Lagrangian method was used. 

Reynolds averaged Navier–Stokes equations with 

Reynolds stress turbulence model were solved using 

SIMPLE pressure correction algorithm within the 

computational domain. The velocity fluctuations were 

simulated using the Discrete Random Walk (DRW). 

For optimization process, six different parameters 

including three dimensions of the connector of the tube: 

connector length, connector diameter and injection 

diameter, injection velocity of the drug particles, air flow 

velocity and particle size were investigated. Using 

Design of Experiments (DOE) and RSM, the output 

efficiency of the model and second-order regression 

equation model were derived and accuracy of the model 

was confirmed. Then the effect of each input parameter 

on the efficiency is investigated. Dringer algorithm was 

applied to optimize the process and the best combination 

of input parameters yielding the highest efficiency is 

introduced. According to the results maximum efficiency 

of 89% coincides with minimum connector length 

(10mm), maximum connector diameter (20 mm), the 

lowest injection diameter (2mm), the lowest particle 

diameter (1 mm), the highest particle velocity (150 m/s) 

and minimum air flow rate (4 m/s). The extracted optimal 

device can be used in all respiratory patients who need to 

breathe in unusual and emergency conditions such as 

anesthesia in corona  virus. The extracted optimal 

geometry can be easily mass-produced by medical 

equipment manufacturers. 
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Persian Abstract 

 چکیده 
آن انباشت می شوند. در این مطالعات انجام شده نشان می دهد که بیشتر ذرات اسپری شده به بیماران ریوی در حالت اورژانسی، در داخل لوله تراشه و کانکتور متصل به  

پاسخ، به معرفی یک هندسه بهینه جهت بهبود عملکرد دارورسانی و افزایش بازده  مقاله به وسیله دینامیک سیالات محاسباتی و سپس استفاده از روش بهینه سازی سطح  

پارامتر طراحی جهت تحویل بهینۀ دارو به بیماران بررسی شده است. این پارامتر ها عبارتند از : ابعاد کانکتور    6دارورسانی توسط این دستگاه پرداخته شده است. در این مطالعه  

ارامتر(، سرعت تزریق ذرات، سرعت جریان هوا و اندازه ذرات. جهت مدلسازی عددی از روش حجم محدود و جهت مدلسازی جریان دوفازی از  پ  3متصل به لولهتراشه )

گرسیون و معادله ر  روش لاگرانژی استفاده شده است. در قسمت بهینه سازی با استفاده از روش طراحی آزمایشها و روش سطح پاسخ، بازده خروجی مدل سازی دستگاه

ی قرار گرفته است. همچنین با خطی مرتبه دوم حاکم بر مدل استخراج گردیده و از دقت آن اطمینان حاصل شده است. اثر رفتار هریک از پارامترها بر روی بازده مورد بررس

از پارامترهای ورودی به منظور دستیابی به بیشترین مقدار تحویل استفاده از الگوریتم درینگر، بهینه سازی بر مدل حاکم بر فرآیند صورت گرفته است و مقادیر بهینه هریک  

 دارو به ریه های بیمار ارائه گردیده است.
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A B S T R A C T  

 

Metal matrix composite (MMC) gears are used as a major component in the industry and are responsible 

for providing high-quality power transfer at high speeds. High quality, including high strength and 
impact-resistance, low brittleness, and long lifetime, is very important and needed in the industry. Gears 

are made of different materials, and, nowadays, researchers and industrialists have turned to designing, 

manufacturing, and using composite gears more than other gears due to their low weight, high hardness 
and strength, and better mechanical properties. In this research, the stress and strain behaviors are 

predicted in the composite gears made of aluminum silicon carbide with 3 different SiC volume fractions, 

namely 55 vol.%, 40 vol.%, and 30 vol.%, and with specifications of (Al45/SiC55, Al60/SiC40, and 
Al70/SiC30) and gears made of aluminum oxide with 3 different alumina weight fractions, namely 94 

wt.%, 96 wt.%, and 99.5 wt.% to evaluate and compare the stress behavior due to different forces exerted 

on a single gear tooth in MMC gears. The Al45/SiC55 composite experienced the largest stress compared 
to other composites such as Al60/SiC40 and Al70/SiC30. The strain values (unlike the stress values) 

reduced with increasing in the volume fraction of the SiC reinforcement. Moreover, 94% aluminum 

oxide composite showed larger stress compared to 96% aluminum oxide and 99.5% aluminum oxide. 
The spur gear is designed and analyzed using SOLID WORKS and ANSYS Workbench softwares. 

doi: 10.5829/ije.2021.34.02b.29 
 

 
1. INTRODUCTION1 
 
Gears are different in terms of type (spur, helical, bevel, 

worm, and rack and pinion) and material (gray cast iron, 

alloy cast iron, steel, brass, bronze, plastic, etc.). One of 

the simplest types of gears is spur gears, which have 

straight teeth that are parallel to the gear axis. For 

example, one of the important industrial applications of 

the composite “Al-SiC” is in internal combustion engine, 

like piston crown, cylinder liners where alumina and 

carbon fiber reinforced aluminum have shown a suitable 

substitute for cast iron. Also, the composite of “Al/SiC” 

has many applications in structural and industrial aims, 

where suitable weight and high strength-to-weight is 

required. In addition, the obtained results show and prove 

that the composite “Al/SiC” considerably increased the 

mechanical properties. So, it can be concluded that the 

mentioned composite can be the best-suited engineering 

material with characteristics in the application of the 

engine cylinder liner to get the modern demands of the 
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automotive industries in the world. The teeth are tasked 

with transferring force between two parallel shafts. These 

gears are easy to design and manufacture and are used in 

a wide range of applications, such as trains, agricultural 

machinery, motorcycles, automobiles, aircraft, and 

similar applications [1, 2]. Nowadays, MMC gears have 

drawn the interest of researchers and industrialists due to 

their features such as improved hardness, low weight, and 

high tensile strength [3, 4]. Composites consist of a 

matrix and reinforcement. They can be divided into 

several categories in terms of the types of the matrix and 

reinforcement. Metal Matrix Composites (MMC’s) are 

lightweight materials composed of a metal matrix and 

hard reinforcement particles that provide suitable 

strength and stiffness. Recently, researchers and 

manufacturers have shown interest in using MMCs in 

automotive, airplane, helicopter, and spacecraft 

industries due to their good physical and mechanical 

properties. MMCs have better characteristics such as 

resistance to high heat, high thermal conductivity, high 
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strength and stiffness, resistance against erosion, and 

high strength to weight ratio, Composites with aluminum 

alloy matrices have attracted most research and 

development programs and commercial applications. 

Reinforcements used for aluminum composites include 

alumina, aluminosilicate, silicon carbide, and graphite. 

Reinforcements can be in the form of particles, 

continuous and discontinuous fibers, and whiskers and 

constitute 10% to 60% of the volume of the composite. 

Continuous fibers MMCs include carbon, silicon carbide, 

boron, alumina, and refractory metals [5–7]. In this 

research, the aim is to examine the stress and strain 

behaviors in an aluminum silicon carbide composite gear 

with different SiC volume fractions (55 vol.%, 40 vol.%, 

30 vol.%) and an aluminum oxide composite gear with 

weight fractions of 94 wt.%, 96 wt.% and 99.5 wt.%. 

Among the available research works published in this 

field, one can name the paper by Singla et al. [8] in which 

the authors made a silicon aluminum part by casting and 

concluded from the test that hardness and impact-

resistance increase with an increase in the SiC weight 

fraction [8]. MMCs have been used in power 

transmission gear applications, and the results show that 

aluminum oxide gears are also noteworthy for power 

transmission [9, 10]. In other cases, aluminum oxide has 

been used in dentistry to replace teeth and dental implants 

and in various fields such as artificial joints, artificial 

bones, and the electronic industry due to such features as 

high mechanical strength, high hardness and resistance, 

high thermal conductivity, and high erosion-resistance 

[11, 12], and other types of composites particularly 

Al/SiC’s composites in many industries [13–21]. Also, 

recently applied and interesting research works have 

been done about composite materials analysis [22–29]. It 

should be mentioned that it has been used from MatWeb's 

searchable database of material properties includes data 

sheets  of  many  material data for simulations. In this  

research,  a  spur  gear  has been modeled in 3D in the 

SOLIDWORKS software, and the mechanical data of the 

metal composite materials, including aluminum silicon 

carbide with the specifications (Al45/SiC55, 

Al60/SiC40, and Al70/SiC30) and aluminum oxide with 

the specifications (94% Aluminum Oxide, 96% 

Aluminum Oxide, and 99.5%Aluminum Oxide) have 

been defined in the ANSYS Workbench software. Then, 

we  exerted  various  forces  on  a  gear tooth and 

evaluated the stress corresponding to each force and gear 

material. 

 

 

2. MATERIALS AND METHODS 
 
2. 1. Composite Materials              Composites consist 

of matrix and reinforcement. They can be divided into 

several categories in terms of the types of matrix and 

reinforcement. In terms of the matrix type, they are 

classified into metal, polymer, ceramic, and intermetallic 

matrix composites. Metal matrix composites have drawn 

the most attention among the various types. Methods of 

manufacturing metal matrix composites include powder 

metallurgy, spray deposition, mechanical alloying, and 

various casting techniques such as squeeze casting, slip 

casting, and compo casting. All of these techniques are 

based on the addition of reinforcement particles, in 

powder or molten form, to the matrix [7, 13].  

 

2. 2. Aluminum Silicon Carbide               Most metal 

matrix metals have commercial and industrial 

applications with an aluminum matrix, i.e., most of them 

are focused on an aluminum matrix.  Aluminum matrix 

metals feature low weight, high strength, and very good 

mechanical properties, which have made the alloys of 

this metal popular. It is easy to fabricate this composite 

due to the low melting point of aluminum. Examples of 

reinforcements used in aluminum composites are 

alumina, aluminosilicate, silicon carbide, and graphite. 

Similar to silicon carbide (SiC) reinforcement particles, 

MMCs are a famous group of composites due to their 

characteristics such as stiffness, hardness, strength, 

erosion-resistance, and availability. Casting is a common 

method of producing these MMCs [14–16]. Here, three 

different SiC volume fractions, namely 55 vol.%, 40 

vol.%, and 30 vol.%, are used to analyze three types of 

Al-SiC MMC. The mechanical properties of aluminum 

silicon carbide composites (Al45/SiC55, Al60/SiC40, 

Al70/SiC30) composites are shown in Table 1.  

 

2. 3. Aluminum Oxide        Aluminum oxide has the 

chemical formula Al2O3 and is commonly known as 

alumina. Alumina has strong ionic inter-atomic bonds. 

Moreover, it represents a family of engineering ceramics 

that feature availability and a low price. Among the 

different and prominent properties of alumina are such 

mechanical properties as high compressive strength, 

hardness, and refractoriness. Due to the high hardness 

and erosion-resistance of alumina, it is used in various 

applications such as erosion-resistant coatings for pipes 

and conduits, pumps, and valves. Also, due to its high 

hardness at high temperatures, it is utilized as a tooltip 

material in metal cutting [17–19].  Three different weight 

fractions of aluminum oxide, namely 94 wt.%, 96 wt.%, 

and 99.5 wt% have been used here for analysis. For high-

temperature use, a purity of 94% to 99.5% is available. 

The mechanical properties corresponding to each purity 

level of alumina are provided in Tables 2-4. 

 

2. 4. Gear Design         Gears are among the most 

common power and motion transmission tools. A gear 

mechanism is a system composed of at least two gears 

working as a pair. Gears have various types, such as spur, 

helical, bevel, worm, and rack and pinion [1, 20]. Since 

the  goal  of  this  research  is  comparing  and  analyzing 

http://www.matweb.com/search/search.aspx
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TABLE 1. Mechanical  Properties of Al70/SiC30, Al60/SiC40, 

Al45/SiC55* 

Al45/SiC55 Al60/SiC40 Al70/SiC30 SI Property 

Al45/SiC55 Al60/SiC40 Al70/SiC30 - 
Composition 

(vol. %) 

2.96 2.87 2.78 (g/cm3) Density, ρ 

0.25 0.28 0.29 - 
Poisson’s Ratio, 

𝜗 

200 150 125 (GPa) 
Young’s 

Modulus, E 

160 160 160 (W/m.K) 
Thermal 

Conductivity, k 

730 750 820 (J/kg.K) Specific Heat 

340 370 370 (MPa) 
Ultimate Tensile 

Strength 

NA NA NA (MPa) Flexural Strength 

13 14 15 (MPa.√m) 
Fracture 

Toughness 

0.58  --- 0.26 (%Zeta) Damping Factor 

68 52 45 
GPa. 

g/cm3 

Specific 

Stiffness, (E/ρ) 

14 13 11 J/K.m3 
Thermal 

Stability, (k/α) 

* Adapted from http://www.mmmt.com/resources/standard-

materialproperties.html 
 

 

TABLE 2. Mechanical Properties of 94% aluminum oxide* 

Mechanical Units of measure SI/Metric Imperial 

Density gm/cc (lb/ft3) 3.69 230.4 

Flexural Strength 
MPa (lb/in2 ×

103) 
330 47 

Elastic Modulus GPa (lb/in2 × 106) 300 43.5 

Shear Modulus 
GPa (lb/ in2 ×

106) 
124 18 

Bulk Modulus 
GPa (lb/ in2 ×

106) 
165 24 

Poisson’s Ratio --- 0.21 0.21 

Compressive 

Strength 

MPa (lb/ in2 ×
103) 

2100 304.5 

Hardness Kg/mm2 1175 --- 

Fracture 

Toughness  𝐤𝐥𝐜 
𝑀𝑃𝑎. m1/2 3.5 --- 

Maximum Use 
Temperature(no 

load) 
℃ (℉) 1700 3090 

Specific Heat J/kg.°K (Btu/lb.°F) 880 0.21 

Thermal 

Conductivity 

W/m.°K 

(BTU.in/ft2.h.°F) 
18 125 

Coefficient of 

Thermal 

Expansion 

10–6/°C (10–6/°F) 8.1 4.5 

* Adapted from http://www.matweb.com/ 

TABLE 3. Mechanical Properties of 96% aluminum oxide* 

Mechanical Units of measure SI/Metric Imperial 

Density gm/cm3 (lb/ft3) 3.72 232.2 

Flexural Strength MPa (lb/in2 × 103) 345 50 

Elastic Modulus GPa (lb/in2 × 106) 300 43.5 

Shear Modulus GPa (lb/ in2 × 106) 124 18 

Bulk Modulus GPa (lb/ in2 × 106) 172 25 

Poisson’s Ratio --- 0.21 0.21 

Compressive 

Strength 
MPa (lb/ in2 × 103) 2100 304.5 

Hardness kg/mm2 1100 --- 

Fracture 

Toughness  𝐤𝐥𝐜 
𝑀𝑃𝑎. m1/2 3.5 --- 

Maximum Use 

Temperature(no 

load) 

℃ (℉) 1700 3090 

Specific Heat J/kg.°K (Btu/lb.°F) 880 0.21 

Thermal 

Conductivity 

W/m.°K 

(BTU.in/ft2.h.°F) 
25 174 

Coefficient of 

Thermal 

Expansion 

10–6/°C (10–6/°F) 8.2 4.6 

* Adapted from http://www.matweb.com/ 
 

 

TABLE 4. Mechanical Properties of 99.5% aluminum oxide* 

Mechanical Units of measure SI/Metric Imperial 

Density gm/cc (lb/ft3) 3.89 242.8 

Flexural Strength 
MPa (lb/in2 ×

103) 
379 55 

Elastic Modulus GPa (lb/in2 × 106) 375 54.4 

Shear Modulus 
GPa (lb/ in2 ×

106) 
152 22 

Bulk Modulus 
GPa (lb/ in2 ×

106) 
228 33 

Poisson’s Ratio --- 0.22 0.22 

Compressive 
Strength 

MPa (lb/ in2 ×
103) 

2600 377 

Hardness Kg/mm2 1440 --- 

Fracture 

Toughness  𝐤𝐥𝐜 
𝑀𝑃𝑎. m1/2  4 --- 

Maximum Use 

Temperature(no 
load) 

℃ (℉) 1750 3180 

Specific Heat 
J/Kg.°K 

(Btu/lb.°F) 
880 0.21 

Thermal 
Conductivity 

W/m.°K 

(BTU.in/ft2.hr.°F) 
35 243 

Coefficient of 

Thermal 
Expansion 

10–6/°C (10–6/°F) 8.4 4.7 

* Adapted from http://www.matweb.com/ 
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MMCs, the spur gear has been used for the analysis. Spur 

gears have a simple design and are widely used in the 

industry due to their ease of manufacture. The methods 

of manufacturing gears include machining, forging, 

casting, stamping, powder metallurgy, and plastic 

injection molding. The most common gear 

manufacturing method is machining, which is divided 

into gear hobbing and form milling [20, 21]. 

In this study, the spur gear along with its shaft was 

designed in the SOLIDWORKS 2016 software. The 

design procedure can be seen in the figures below. Figure 

1 shows the design of a single gear tooth. 

As shown in Figure 2, the number of teeth was 

increased to 20 using the Circular Pattern command. 

Finally, the 3D model of the gear was completed by 

adding the shaft, as shown in Figure 3. 

 

2. 5. Analysis using ANSYS Workbench        After 

designing the gear, the mechanical properties of 

aluminum silicon carbide and aluminum oxide 

composites  with  the  specifications  [Al45/SiC55, Al60/ 

 

 

 
Figure 1. Design of a simple gear tooth in SOLIDWORKS 

3D environment 

 

 

 
Figure 2. Modeling of 20 gears in SOLIDWORKS 3D 

environment 

 

 

 
Figure 3. Spur gear model with the shaft in SOLIDWORKS 

3D environment 

SiC40, and Al70/SiC30] and [94% aluminum oxide, 96% 

aluminum oxide, and 99.5% aluminum oxide] were 

defined in the Engineering Data Sources of ANSYS 

Workbench software. Then, fine meshing was performed 

on the gear geometry for stress and strain analyses, as 

shown in Figure 4. 

After the meshing, a gear tooth is selected, and [100 

N, 200 N, 300 N, 400 N, 500 N] forces are applied to a 

(Al45/SiC55, Al60/SiC40, Al70/SiC30) aluminum 

silicon carbide tooth. Moreover, [100 N, 350 N, 600 N, 

800 N, 1000 N] forces are exerted on a (94% Aluminum 

Oxide, 96% Aluminum Oxide, 99.5% Aluminum Oxide) 

aluminum oxide tooth. An example of a force (350 N) 

applied to a gear tooth is shown in Figure 5. 

In the final part of modeling, the stress and strain 

results of the composite gears in terms of the exerted 

forces are derived so that they could be analyzed and 

compared. An example of this stress computation process 

for the Al45/SiC55 with Force=400 N is displayed in 

Figure 6. 
 

 

 
Figure 4. Meshing on the gear geometry 

 

 

 
Figure 5. Application of 350 N force on a gear tooth 

 
 

 
Figure 6. Al45/SiC55 gear analysis with Force = 400 N 

 

 

Also, the stress analysis for the 94% aluminum oxide 

composite  gear  with Force = 350 N is presented in 

Figure 7. 
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Figure 7. Stress analysis for the 94% aluminum oxide 

composite gear with Force = 350 N 
 

 

3. RESULTS AND DISCUSSIONS 
 
After applying force on a single gear tooth, the stress and 

strain results for aluminum silicon carbide gears with 3 

different SiC volume fractions, i.e., 30 vol.%, 40 vol.%, 

and 55 vol.% and with the specifications (Al45/SiC55, 

Al60/SiC40, Al70/SiC30) and aluminum oxide gears 

with 3 different alumina weight fractions, i.e., 94 wt.%, 

96 wt.%, and 99.5 wt.%, were analyzed and compared. 

The stress and strain results of each gear in terms of the 

exerted forces have been shown in Tables 5-12, and the 

stresses of the gears relative to each other are displayed 

in Figures 8 and 9. These tables and figures show good 

results for aluminum silicon carbide and aluminum oxide 

metal matrix composites. According to the results, the 

gears made of aluminum silicon carbide of the type 

Al45/SiC55 exhibited less stress compared to 2 other 

gears made of Al60/SiC40 and Al70/SiC30 under forces 

of [100 N, 200 N, 300 N, 400 N, 500 N]. Hence, the 

Al45/SiC55 gears can be used in sensitive applications in 

the industry where gears must bear larger pressures. 

The stress (strength) and strain (elongation and 

deformation) values increase with an increase in the 

applied forces (Table 5). The combination of “SiC” 

(reinforcement) and Al (matrix) significantly increases 

the stress values, such as the yield strength, compressive 

strength, ultimate tensile strength, Young's modulus, 

yield and fracture stresses, hardness, and wear properties 

and decreases the elongation, strain (ductility and strain 

rate), and toughness of the composites in comparison 

with those of the matrix alloy. Moreover, the “SiC” 

reinforcement particles are the most effective 

strengthening  particulates  for  higher strength,  hardness, 
 
 

TABLE 5. Stress and strain results for Al45/SiC55 gear 

Number 
Force 

(KN) 

Stress maximum 

(MPa) 

Strain maximum 

(m/m) 

1 0.1 1.0701 5.66 × 10−6  

2 0.2 2.1402 1.13 × 10−5  

3 0.3 3.2103 1.70 × 10−5  

4 0.4 4.2804 2.27 × 10−5  

5 0.5 5.3506 2.83 × 10−5  

and grain size reduction. Also, Table 6 indicates the 

maximum stress and strain results for the Al60/SiC40 

gear. 

According to the obtained results for the "Al/SiC" 

composite, it is concluded that the strain values decrease 

with an increase in the volume fraction of the "SiC" 

reinforcement particles (unlike the stress values). Table 7 

shows the maximum stress and strain results for the 

Al70/SiC30 gear. 

The stress results for each of the aluminum silicon 

carbide composite gears with SiC volume fractions of (55 

vol.%, 40 vol.%, 30 vol.%) are shown in Figure 8. The 

results of Figure 8 and the following table  show that the 

stress has increased with an increase in the volume 

fraction of the SiC reinforcement. In other words, the 

strength of the gear increases with an increase in the 

volume fraction of SiC. 

Given the obtained stress values, the results of Figure 

8 indicate that the Al45/SiC55 composite gear has 

experienced  higher  stress  compared to  Al70/SiC30  and 

 

 
TABLE 6. Stress and strain results for Al60/SiC40 gear 

Number 
Force 

(KN) 

Stress maximum 

(MPa) 

Strain maximum 

(m/m) 

1 0.1 1.0653 7.52 × 10−6  

2 0.2 2.1305 1.50 × 10−5  

3 0.3 3.1958 2.26 × 10−5  

4 0.4 4.2611 3.01 × 10−5  

5 0.5 5.3263 3.76 × 10−5  

 

 

TABLE 7. Stress and strain results for Al70/SiC30 gear 

Number 
Force 

(KN) 

Stress maximum 

(MPa) 

Strain maximum 

(m/m) 

1 0.1 1.0637 9.01 × 10−6  

2 0.2 2.1274 1.80 × 10−5  

3 0.3 3.1911 2.70 × 10−5  

4 0.4 4.2548 3.61 × 10−5  

5 0.5 5.3185 4.51 × 10−5  

 

 
TABLE 8. Results for Al45/SiC55, Al60/SiC40, Al70/SiC30 

Stress maximum (MPa) 

Number 
Force 
(KN) 

Al45/SiC55 Al60/SiC40 Al70/SiC30 

1 0.1 1.0701 1.0653 1.0637 

2 0.2 2.1402 2.1305 2.1274 

3 0.3 3.2103 3.1958 3.1911 

4 0.4 4.2804 4.2611 4.2548 

5 0.5 5.3506 5.3263 5.3185 
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Al60/SiC40 composite gears. Hence, Al45/SiC55 can be 

employed to manufacture gears with good mechanical 

properties and high impact-resistance. 

The stress and strain results for the 94% aluminum 

oxide composite gear are shown in Figure 9. The strain 

results in Tables 9-11 indicate that the stress under 

different forces has decreased with a decrease in the 

weight fraction of alumina. For example, for Force = 1 

KN, the stress in the composite gear with a weight 

fraction of 94 wt.% is 12.727, which is larger than those 

corresponding to composite gears with weight fractions 

of 99.5 wt.% and 96 wt.%. 

The stress and strain results for the 96% aluminum 

oxide composite gear are shown in Table 10. 
 

 

 
Figure 8. Stress results for Al45/SiC55, Al60/SiC40, 

Al70/SiC30 composite gears 

 

 
TABLE 9. Stress and strain results for 94% Aluminum Oxide 

composite material 

Number 
Force 

(KN) 

Stress maximum 

(MPa) 

Strain maximum 

(m/m) 

1 0.1 1.2727 4.51 × 10−6  

2 0.35 4.4543 1.58 × 10−5  

3 0.6 7.636 2.71 × 10−5  

4 0.8 10.181 3.61 × 10−5  

5 1 12.727 4.51 × 10−5  

 

 
TABLE 10. Stress and strain results for 96% Aluminum Oxide 

composite material 

Number 
Force 

(KN) 

Stress maximum 

(MPa) 

Strain maximum 

(m/m) 

1 0.1 1.266 4.29 × 10−6  

2 0.35 4.431 1.50 × 10−5  

3 0.6 7.5959 2.57 × 10−5  

4 0.8 10.128 3.43 × 10−5  

5 1 12.66 4.29 × 10−5  

The stress and strain results for the 99.5% aluminum 

oxide composite gear are shown in Table 11 The results 

show smaller stress for the composite gear with a weight 

fraction of 99.5 wt.% compared to those for weight 

fractions of 94 wt.% and 96 wt.%. 

The stress results for 94% Aluminum Oxide, 96% 

Aluminum Oxide, 99.5% Aluminum Oxide are shown in 

Table 12 and Figure 9. According to Figure 9 and the 

obtained results, the composite gear made of 99.5% 

aluminum oxide has the lowest stress and the composite 

gear made of 94% aluminum oxide has the highest stress 

under different forces. In other words, the 94% aluminum  

 

 
TABLE 11. Stress and strain results for 99.5% Aluminum 

Oxide composite material 

Number 
Force 

(KN) 

Stress maximum 

(MPa) 

Strain maximum 

(m/m) 

1 0.1 1.2592 3.33 × 10−6  

2 0.35 4.4072 1.17 × 10−5  

3 0.6 7.5552 2.00 × 10−5  

4 0.8 10.074 2.67 × 10−5  

5 1 12.592 3.33 × 10−5  

 

 
TABLE 12. Stress results (MPa) for 94% aluminum oxide, 

96% aluminum oxide, and 99.5% aluminum oxide composite 

material gears 

Number 
Force 

(KN) 

94% 

aluminum 

oxide 

96% 

aluminum 

oxide 

99.5% 

aluminum 

oxide 

1 0.1 1.2727 1.266 1.2592 

2 0.35 4.4543 4.431 4.4072 

3 0.6 7.636 7.5959 7.5552 

4 0.8 10.181 10.128 10.074 

5 1 12.727 12.66 12.592 

 
 

 
Figure 9. Stress results for 94% aluminum oxide, 96% 

aluminum oxide, and 99.5% aluminum oxide composite 

material gears 
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oxide composite gear can be employed where the teeth 

are required to carry larger loads. 

According to Figure 10, the teeth can fracture or fail 

under forces greater than the load capacities of the gears. 

Therefore, reinforcing the regions of the teeth under the 

highest pressure can reduce the probability of failure or 

fracture. 

 

 

 
Figure 10. Strengthening specified areas to reduce the 

failure probability 

 
 
4. CONCLUSION 

 
The (Al45/SiC55, Al60/SiC40, Al70/SiC30) aluminum 

silicon carbide composite with (55 vol.%, 40 vol.%, 30 

vol.%) SiC volume fractions and aluminum oxide 

composite with (94 wt.%, 96 wt.%, 99.5 wt.%) weight 

fractions were analyzed and compared, and the following 

results were obtained, 

• The Al45/SiC55 composite material experiences 

higher and larger stresses compared to Al60/SiC40 

and Al70/SiC30 composite materials.  

• An increase in the volume fraction of SiC 

reinforcement particles in the aluminum silicon 

carbide composite gear, increases stress under 

different forces, thus improving the strength of the 

gear is resulted. 

• The results of the investigation on the aluminum oxide 

composite gears showed that the 94% aluminum oxide 

experienced higher and larger stress values under 

different forces compared to the 95% aluminum oxide 

and 99.5% aluminum oxide composite materials. In 

other words, the stress has increased with a decrease 

in the weight fraction of alumina. 

•  The higher stresses in the Al45/SiC55 and 94% 

aluminum oxide gears under different forces 

compared to the composite gears studied in this 

research are remarkable and can satisfy the needs of 

industrialists in many industries for gears with high 

fracture-resistance. 

• The strain values decrease with an increase in the 

volume fraction of SiC reinforcement particles.  

• Reinforcing the tooth areas under can reduce the 

probability of fracture and failure. Finally the 

engineers and researchers can trust to the ANSYS 

results for predicting the composite gear behaviors in 

the practical and academic fields. 
 

5. REFERENCES 
 

1. Radzevich, S., Dudley’s Handbook of Practical Gear Design and 

Manufacture, (2012) CRC press. 

2. Mayuram, M., and Gopinath, K., Machine Design II, (2008) 
Indian Institute of Technology, Madras. 

3. Karthik, J. P., Sai, T. R., and Praneeth, S. S., "Design and 

Optimization of Metal Matrix Composite (MMC’S) Spur Gear", 

International Journal of Advanced Design & Manufacturing 

Technology, Vol. 9, No. 3, (2016), 49–56. 

4. Pawar, P. B., and Utpat, A. A., "Analysis of Composite Material 
Spur Gear Under Static Loading Condition", Materials Today: 

Proceedings, Vol. 2, Nos. 4–5, (2015), 2968–2974. 

doi:10.1016/j.matpr.2015.07.278 

5. Karl, U., Metal Matrix Composites: Custom-Made Materials for 

Automotive and Aerospace Engineering, (2006) Basics of Metal 
Matrix Composites, Wiley. 

6. Haghshenas, M., "Metal–Matrix Composites", Reference Module 

in Materials Science and Materials Engineering, (2016) Elsevier. 
doi:10.1016/b978-0-12-803581-8.03950-3 

7. Chawla, K. K., "Metal Matrix Composites", Composite 

Materials, (2012), 197–248. doi:10.1007/978-0-387-74365-3_6 

8. Singla, M., Deepak Dwivedi, D., Singh, L., and Chawla, V., 

"Development  of  Aluminium  Based  Silicon  Carbide  
Particulate Metal Matrix Composite", Journal of Minerals & 

Materials Characterization & Engineering, Vol. 8, No. 6, 
(2009), 455-467. 

9. Ganesan, N., and Vijayarangan, S., "A static analysis of metal 

matrix composite spur gear by three-dimensional finite element 
method", Computers and Structures, Vol. 46, No. 6, (1993), 
1021–1027. doi:10.1016/0045-7949(93)90088-U 

10. Sharma, A., Aggarwal, M. L., and Singh, L., "Experimental 
investigation into the effect of noise and damping using composite 

spur gear", Materials Today: Proceedings, Vol. 4, No. 2, (2017), 
2777–2782. doi:10.1016/j.matpr.2017.02.156 

11. Ratner, B., Hoffman, A., Schoen, F., and Lemons, J., Biomaterials 

Science: An Introduction to Materials in Medicine, (2004) 
Academic Press. 

12. Ishikawa, K., Matsuya, S., Miyamoto, Y., and Kawate, K., 

"Bioceramics", Comprehensive Structural Integrity, Vol. 9, 
(2007), 169–214. doi:10.1016/B0-08-043749-4/09146-1 

13. Kar, K., Composite Materials: Processing, Applications, 
Characterizations, (2016) Springer. 

14. Loos, M., "Composites", Carbon Nanotube Reinforced 
Composites: CNR Polymer Science and Technology, (2015), 37–
72 Elsevier Inc. doi:10.1016/B978-1-4557-3195-4.00002-3 

15. Agnihotri, R., and Dagar, S., "Mechanical Properties of Al-SiC 
Metal Matrix Composites Fabricated by Stir Casting Route", 

Research in Medical & Engineering Sciences, Vol. 2, No. 5, 
(2017), 178–183. doi:10.31031/rmes.2017.02.000549 

16. Poovazhagan, L., Kalaichelvan, K., Rajadurai, A., and 

Senthilvelan, V., "Characterization of hybrid silicon carbide and 
boron carbide nanoparticles-reinforced aluminum alloy 

composites", Procedia Engineering, Vol. 64, (2013), 681–689. 
doi:10.1016/j.proeng.2013.09.143 

17. McKeen, L. W., "Pigments, Fillers, and Extenders", Fluorinated 

Coatings and Finishes Handbook, (2006), 59–76. 
doi:10.1016/b978-081551522-7.50008-x 

18. Park, S. J., and Seo, M. K., Element and Processing, Interface 

Science and Technology, Vol. 18, (2011) ,. doi:10.1016/B978-0-
12-375049-5.00006-2 

19. Ebnesajjad, S., "Surface Treatment and Bonding of Ceramics", 



M. Bigdeli and V. Monfared / IJE TRANSACTIONS B: Applications   Vol. 34, No. 02, (February 2021)   556-563                          563 

 

Surface Treatment of Materials for Adhesive Bonding, (2014), 
283–299 Elsevier. doi:10.1016/b978-0-323-26435-8.00011-3 

20. Goldfarb, V., Trubachev, E., and Barmina, N., New Approaches 

to Gear Design and Production, Vol. 81, (2020) Cham, Springer 

International Publishing. doi:10.1007/978-3-030-34945-5 

21. Watson, H. J., "Methods of Manufacture", Modern Gear 

Production, (1970), 117–129 Elsevier. doi:10.1016/b978-0-08-

015835-8.50010-9 

22. Monfared, V., Mondali, M., and Abedian, A., "Steady-state creep 

analysis of polymer matrix composites using complex variable 
method", Proceedings of the Institution of Mechanical 

Engineers, Part C: Journal of Mechanical Engineering 

Science, Vol. 227, No. 10, (2013), 2182–2194. 

doi:10.1177/0954406212473391 

23. Monfared, V., "A displacement based model to determine the 
steady state creep strain rate of short fiber composites", 

Composites Science and Technology, Vol. 107, (2015), 18–28. 

doi:10.1016/j.compscitech.2014.11.019 

24. Aswad, M. A., Awad, S. H., and Kaayem, A. H., "Study on Iraqi 

Bauxite ceramic reinforced aluminum metal matrix composite 

synthesized by stir casting", International Journal of 

Engineering, Transactions A: Basics, Vol. 33, No. 7, (2020), 

1331–1339. doi:10.5829/IJE.2020.33.07A.20 

25. Mekonnen, B. Y., and Mamo, Y. J., "Tensile and flexural analysis 

of a hybrid bamboo/jute fiber-reinforced composite with polyester 
matrix as a sustainable green material for wind turbine blades", 

International Journal of Engineering, Transactions B: 

Applications, Vol. 33, No. 2, (2020), 314–319. 

doi:10.5829/IJE.2020.33.02B.16 

26. Vosough, M., Sharafi, S., and Khayati, G. R., "Co-tio2 

nanoparticles as the reinforcement for fe soft magnetic 
composites with enhanced mechanical and magnetic properties 

via pulse electrodeposition", International Journal of 

Engineering, Transactions A: Basics, Vol. 33, No. 10, (2020), 

2030–2038. doi:10.5829/IJE.2020.33.10A.21 

27. R., B., Al Madhani, M., and Al Madhani, R., "Study on 
Retrofitting of RC Column Using Ferrocement Full and Strip 

Wrapping", Civil Engineering Journal, Vol. 5, No. 11, (2019), 

2472–2485. doi:10.28991/cej-2019-03091425 

28. Hanoon, A. N., Abdulhameed, A. A., Abdulhameed, H. A., and 

Mohaisen, S. K., "Energy Absorption Evaluation of CFRP-

Strengthened Two-Spans Reinforced Concrete Beams under Pure 
Torsion", Civil Engineering Journal, Vol. 5, No. 9, (2019), 

2007–2018. doi:10.28991/cej-2019-03091389 

29. Song, J.-H., Lee, E.-T., and Eun, H.-C., "Shear Strength of 
Reinforced Concrete Columns Retrofitted by Glass Fiber 

Reinforced Polyurea", Civil Engineering Journal, Vol. 6, No. 10, 

(2020), 1852–1863. doi:10.28991/cej-2020-03091587 

 

 

 

 

 

 

 

 

 

 

 

 
 

Persian Abstract 

 چکیده 
های بالاست. نیاز به داشتن روند و وظیفه اصلی آنها کیفیت  انتقال قدرت در سرعتبه عنوان یکی از قطعات اصلی در صنعت به کار می   MMCهای کامپوزیتی  هچرخ دند

های مختلفی ساخته  ها از جنساست، چرخ دندهو نیاز صنعتکاران   کیفیت بالا اعم از استحکام و مقاومت بالا در مقابل ضربه و شکنندگی کمتر و عمر طولانی بسیار حائز اهمیت 

هزینه    اند به دلیل وزن پایین،ها آوردههای کامپوزیتی نسبت به دیگر چرخ دندهساخت و استفاده از چرخ دنده شوند و امروزه محققان  و صنعتکاران روی به سوی طراحی،می

با سه درصد    Aluminum Silicon Carbideاز جنس    یتیکامپوز  یهاتنش را در چرخ دنده  ینیبشیپژوهش پ  نیدر ا  .خاصیت مکانیکی بهتر کمتر، سختی،  استحکام بالا و

از جنس    ییهادنده   چرخ  ن یو همچن(Al45/SiC55, Al60/SiC40, Al70/SiC30) با مشخصات   %.vol.% , 40 vol.%, 30 vol 55 یعنی   SiCمختلف از    یحجم

Aluminum Oxide    مختلف از    یوزنبا سه درصدalumina  94  ی  عنی wt.% , 96 wt.%, 99.5 wt.%   مختلف    یروهایتا رفتار تنش در ن  میقرار داد  یابیمورد ارز

  گر یمقدار تنش را نسبت به د  ن یشتریب  Al45/SiC55  ی. ماده کامپوزت میقرار ده  یو بررس   سهیمورد مقا  MMC  یتیکامپوز  یهادنده را درچرخ دنده   دنده چرخ  کیوارده بر  

 افت،یکاهش   ’SiC‘کنندهتیتقو یدرصد حجم شیمقدار تنش( با افزا جی)برخلاف نتا مقدار کرنش جیداشت، نتا  Al70SiC30و    Al60 SiC40 رینظ یتیکامپوز یهاماده

    Aluminum Oxide %99.5و   Aluminum Oxide %96ی  تیکامپوز  یهامقدار تنش را نسبت به ماده   نیشتریب  Aluminum Oxide %94ی  تیماده کامپوز  نیهمچن

افزار تنش و کرنش در نرم   لیمواد به چرخ دنده وتحل  یکی مکان  یهاداده  فیو تعر  Solid Works 2016افزار  نوع ساده با استفاده از نرماز  چرخ دنده    یطراحنشان داد.  

ANSYS Workbench 16.1 است.  دهی انجام گرد 
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A B S T R A C T  
 

 

Tungsten inert gas (TIG) welding process is one of the complex production methods. The reason is the 

drastic changes in the metallurgical structure of welding parts due to the heating and cooling cycle during 

welding. These changes cause various metallurgical and mechanical defects of the parts and weaken the 
mechanical properties of the parts. Many parameters in welding have different effects on the quality of 

welding parts. To create a suitable weld, it is necessary to identify the effect of these parameters and to 

be able to estimate it and select the appropriate and optimal conditions. Accordingly, In this study, an 
experimental investigation were conducted on determining the mechanical characteristics of the pieces 

through variation of three main welding parameters including advance speed, welding amperage and 

preheating temperature.  Due to the difficulty of changing the rate of advance speed in manual welding, 
a robotic welding arm was designed for welding 316 stainless steel in the current paper, in which a 

microcontroller tuned the speed and welding length. By collecting the practical data, the effect of the 

input data (advance speed, welding amperage and preheating temperature) investigated in durability and 

strength of the joints. In other words, the tension and durability of the joints for stainless steels are 

proposed for various welding parameters to enhance the optimal conditions based on the experimental 

results. In samples with low advance speed, in addition to increase the solidification time, the coarseness 
of the structure and the burning of the edges of the welded parts due to the low speed and high amps, 

reduce the tensile strength. Also, the results showed that by increasing the amperage, the strength of 

welding parts decreases due to the burn defect of the plate edges, which can be minimized by increasing 
the welding speed and reducing the effect of extreme heat on the edges. Finally, by analyzing the effect 

of the input parameter on the output, the best conditions of the adjustment parameters in butt-welding 

were acquired among existed samples for welding 316 stainless steel. 

doi: 10.5829/ije.2021.34.02b.30 
 

 
1. INTRODUCTION1 
 
Newly, there has been a regular shift from merely 

theoretical to applied research, especially in the field of 

information processing, and for issues, which are 

complicated or have no clear-cut solutions. Hence, there 

has been an increasing interest in the theoretical 

development of intelligent dynamic systems of free 

models, which are based on experimental data. Now, the 

Unmanned Flexible Manufacturing System (UFMS) is 
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growing without human presence [1]. For this reason, 

different sensors are required to control and gain 

information from process conditions. Nonetheless, the 

information on these sensors must be processed in some 

ways, and decisions must be made to control and 

supervise the process.  Hence, the decision-making unit 

must be a sort of intelligent system [2]. In other study, the 

deposition ratio of welding bead for gas arc of SS316 

optimized by the Taguchi method [3]. Their results 

showed the efficiency of the optimization method in 
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welding process. The control factors of the tungsten inert 

gas welding and its penetration for the thin layers were 

presented in literature [4]. In addition, the activated 

tungsten inert gas (ATIG) welding procedure was 

optimized for ASTM/UNS S32205 DSS joints to 

enhance intended aspect ratio [5]. 

The welding process is considered one of the complex 

production methods [6]. In some researches, the effect of 

welding parameters on joint quality were investigated [7-

9]. Halimi et al. [7] have investigated the effect of 

welding parameters such as speed and power on 

dissimilar pulsed laser joint between nickel-based alloy 

and austenitic stainless steel AISI 304l. Findings showed 

that the highest-quality none-similar joints could be 

achieved by optimizing the proposed welding parameters 

[7]. Saeheaw [8] represented that the length of joining of 

very dissimilar material increased, by using a ring weld 

path, assist the achievement of sufficient joint strength 

and findings in efficient application of the restricted area 

accessible for welding performance. In addition, welding 

speed on characteristics of the welding and joint of 

dissimilar parts discussed by Langari and Kolahan [9]. 

The parameter analysis including the speed and rotational 

rate, microstructure, defects, and mechanical properties 

of aluminum alloys joint in welding. Kurt and Samur, 

[10] have estimated the mechanical characteristics of the 

TIG welded joints for a determined set of input 

parameters. In proposed study, microstructure evolution 

and mechanical properties of 316 austenitic stainless 

steel (SS) jointed by tungsten inert gas (TIG) welding by 

using 308 stainless steel filler wire were examined. In the 

closest research to the present study, Kumar et al. [11] 

have focused on the optimization of the procedure 

parameters of TIG joining procedure. Applied material in 

the proposed research is AISI 304 . It was concluded that 

the current is the most influential parameters in case of 

tensile strength as indicated by response value graph 

[12]. One of the substantial methods of welding is the 

TIG method and, as mentioned, one of the main 

disadvantages of this method is that in this method, 

welding is performed manually [13]. On the other hand, 

since the welding process is done manually, the initial 

speed parameter and distance between the tips of the 

electrode to the workpiece cannot be kept constant and 

measured accurately. Moreover, since the speed of the 

welding operator’s hand is not stable, the welding is not 

carried out uniformly and the quality of the welding is 

reduced [14].  

In this research, a smart mechanical arm will be 

designed and built for tungsten electric arc welding, in 

which a microcontroller controls the welding speed and 

distance advanced. Assessing the impact of the welding 

input parameters on tensile strength for 316 stainless 

steel, which is one of the most widely used metals in the 

food industry, and its welding requires high skills. Hence, 

initially, a 316 stainless steel sheet with a thickness of 3 

mm will be prepared in the dimensions of 3*60*250 mm 

according to the Minitab design of experiment (Taguchi 

optimization). To carry out and determine tensile tests 

with different Amp parameters at three levels of 

90,110,120 amperes and four levels of advance speed of 

1, 2, 3, 4 mm per second and three preheat temperatures 

of 120,180 ˚C and ambient temperature, the welding 

process is performed by a smart mechanical arm. To 

build this mechanism, closed-loop control will be utilized 

by embedding the shaft encoder in the mechanism axis, 

in a way that its speed can be controlled online via 

computer at the beginning of practical tests as desired. 

Next, the welded joints are prepared and examined to 

carry out investigations and tensile tests, and the 

mechanical properties of the welded joints will be 

practically measured. The input variables are current 

intensity, torch advance speed, and preheat temperature. 

The output is also the tensile strength and distortion of 

the welding joints 

 

 

2. RESEARCH METHODS 
 
2. 1. Designing an Automatic Welding Arm             The 

welding quality of the tungsten arc welding process is 

higher than other processes due to its high reliability, 

cleanliness, and high weld strength [15]. The quality of 

the weld depends to the initial input variables of the 

welding [16]. In this survey, to assess and control the 

impact of speed parameters on the mechanical properties 

of welded joints in the tungsten arc welding, a welding 

arm was designed and made on AISI 316 stainless steel 

with a thickness of 3 mm. After designing and 

manufacturing the mechanical parts according to Figure 

1, the components of the electronic speed control by 

installing the Shaft Encoder EN50S8 in the DC motor 

shaft with 110v power supply and with the aid of an 

ATMEGA8 microcontroller, which is from AVR family, 

was manufactured to control the speed and distance. To 

calculate the speed and distance advanced in the 

automatic arm, it is assumed that with each rotation of the 

mechanism, the automatic arm will advance a distance 

equal to the circumference of the wheel according to  
 
 

 
Figure 1. Mechanical components of the automatic arm of 

the gas tungsten arc welding 
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Figure 2. Therefore, by multiplying the wheel 

circumference by the number of turns per unit time, the 

distance that the mechanism advances per unit time can 

be achieved . 

Shaft encoder generates 2500 pulses per each turn of 

DC motor. Given Equation (1) and the diameter of the 

wheel (di), which is 67.034 mm, the course length (L) at 

each turn is 210.478 mm. Using a 1.800 gearbox, and 

considering that each turn of the wheel requires 800 turns 

from the DC motor shaft, and also that the shaft encoder 

produces 2500 pulses per round; hence, for one turn of 

the wheel, the output of shaft encoder will be virtually 

2,000,000 pulses. By dividing course length by number 

of shaft encoder pulses, the rate of motion (RoM) of the 

automatic mechanism at each pulse is obtained according 

to Equation (2): 

L=di×π (1) 

RoM= L/number of pulses 

RoM =210.478÷2000000= 0.00010521 mm/pulse 
(2) 

Therefore, in order to convert the rate of arm movement 

at each pulse to speed, it is enough to set time to 0.00001 

through adjusting the microcontroller, according to 

Equation (3), in which V indicates the torch advance 

speed. That is to say, the microcontroller can evaluate and 

control all calculations, including distance and speed, 

according to the transmitted pulses and their number. 

V=X/t (3) 

The speed control system of the automatic welding arm, 

by pulse width modulation method (PWM), implies 

changing the correlation coefficient of a signal in order 

to send information to a communication channel or adjust 

the amount of power sent to the load. Pulse width 

Modulation, or PWM, is a signal that can be generated 

from a digital IC such as a microcontroller or timer 555. 

The output signal is a pulse train, and these pulses form 

a square waveform. In other words, at any given time, the 

wave will be in the high or low position. In this way, 

according to Figure 3, it should be adjusted using the 

feedback obtained by sending the pulse by the shaft 

encoder and converting it to the speed unit and comparing 

 

 

 
Figure 2. Wheel designed for automatic arm movement 

the speed set in the software with the aid of computer and 

PID routine (proportional–integral–derivative) to 

achieve the desired speed. After attaining the actual speed 

of the automatic arm movement, which is performed 

10,000 times per second (due to setting the time of micro-

measurement on 0.1 ms), the results obtained are 

delivered to the PID routine, and after carrying out the 

necessary software calculations, PWM is instructed to 

reduce or increase the speed to the desired speed and limit 

with the pulse width modulation method. This value is 

based on a unit of 0.1 mm/s and can be defined from 0.1 

mm/s to 25 mm/s. The connection between the controlled 

automatic welding arm and the computer is done through 

RS-232. 

The circuit was then printed using the Protel 

electronic circuit design program. 

 

2. 2. Welding and Preparing Samples         After 

manufacturing an automatic arm, to begin practical tests, 

to optimize and reach the best possible results with the 

least number of tests, designing experiments was 

performed using statistical and optimization techniques 

by RSM method and of Box-Behnken type in Minitab 1.5 

software [17]. The experimental factors and test levels 

were conducted according to the order and conditions 

mentioned by this software in four modes of torch speed, 

three current intensity modes, and three preheat 

temperatures according to Table 1. In this survey, AISI 

316 stainless steel with a thickness of 3 mm was applied 

and the steel parts were examined for chemical analysis, 

which is presented in Table 2. The samples after welding 

by the automatic arm is shown in Figure 4. Welding of 

joints in the dimensions of 60 × 250 mm was performed, 

according to Figure 5, through utilizing argon shielding 

gas with the double-sided torch to further protect the 

molten pool of the welding area from atmospheric 

factors. 
 

 

3. RESULTS 
 
3. 1. Experimental Sample Preparation for 
Distortion               Distortion and deformation are some  
 

 

 
Figure 3. Double-sided torch to further protect argon from 

subsamples 
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TABLE 1. Design of experiments in Minitab software 

Preheat temperature (0C) current intensity (A) Advance speed (mm/s) Experimental samples 

180 130 4 1 

25 90 1 2 

180 130 1 3 

25 90 4 4 

25 130 3 5 

180 90 2 6 

180 90 4 7 

25 130 1 8 

120 90 3 9 

25 110 2 10 

180 110 3 11 

120 110 1 12 

120 110 4 13 

120 130 2 14 

180 130 3 15 

180 130 2 16 

25 90 2 17 

25 110 1 18 

 

 
TABLE 2. Results of chemical analysis and its comparison 

with the standard 

Element Min Max Available 

C 0 0.080 0.075 

S 0 0.030 0.025 

p 0 0.045 0.042 

Mn 0 2.000 1.160 

Si 0 0.750 0.479 

Ni 10.00 14.00 10.110 

Cr 16.00 18.00 17.771 

Mo 2 3 2.133 

N 0 0.10 0.043 

Co 0 0 0.030 

Cu 0 0 0.090 

 

 

of the significant issues caused by the expansion factor, 

the amount of contraction in the solid state, the design 

error, and the welding operation technique. During 

welding operations, due to the application of local heat 

flux to the weld and the cooling rate of the welding site, 

the contraction, that was supposed to be distributed 

throughout the part, will inevitably be reduced to the 

same range. Moreover, if this contraction is in a place that 

 
Figure 4. Samples after welding by the automatic arm 

 

 

is geometrically angular, it will lead to angular distortion 

according to the schematic Figure 6. Angular distortion 

was measured using a profile projector (Figure 5). The 

obtained results are summarized in Table 3. 
 

3. 2. Preparation of Tension Sample               316 

stainless steel samples, after welding by an automatic 

arm to perform tensile tests in accordance with EN895 

standard of the DIN standard series, were initially milled 

using milling machines according to the dimensions of 

Figure 6. Then, sandpapers to reduce the stress 

concentration sanded their edges and surfaces. Finally, 

they were prepared according to Figure 7.  

The mechanical properties of metals, including elastic 

reactions, are due to the application of force or the 
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Figure 5. Profile projector device 

 
 

 
Figure 6. Dimensions of sample preparation according to 

EN895 

 

 

 
Figure 7. Samples prepared for practical tests 

 
 

relationship between tension and their relative length 

change. Tensile strength is the maximum tensile force 

that the body will withstand before failure. To investigate 

the mechanical properties, ZWICK tensile tester 

according to Figure 8 tested the prepared samples. The 

results obtained are shown in Table 3. During the tensile 

test, it was observed that all test samples were broken 

from the weld site, which is a testament to the correctness 

of the samples based on the standards . 
 
 

4. ANALYSIS AND DISCUSSION 
 

Given the repeatability of the results of practical 

experiments is essential, the repetition of the experiment 

was conducted for some samples. After securing the 

repeatability of the test results, its values are listed in 

Table 3. 

 

4. 1. The Effect of Advance Speed on the Distortion 
of Joints              Figure 9 indicates the impact of speed 

on the distortion of welding joints (samples 1, 3, 15, 16 

and 12, 13 according to Table 3) in the same conditions 

of temperature and initial amperage, in which by altering 

the advance speed of the torch, its effect on the output is 

investigated. The results of the samples’ analysis 

demonstrate that as the advance speed of torch increases, 

the angular distortion rate of the welded joints decreases . 

 

4. 2. The Impact of Welding Current Intensity on 
Components Distortion            Figure 10, which 

assesses the impact of welding current intensity on 

component distortion, reinforces the fact that with the 

constant initial parameters, torch advance speed and 

preheat plate temperature, different amps do not have a 

considerable effect on the angular distortion of the 

welding joints . 
 

4. 3. The Effect of Preheat Temperature of Joints 
on Tensile Strength              In the experimental study 

of the samples mentioned in Figure 11, it was found that 

by increasing the preheat temperature in the same initial 

conditions, the angular distortion of the joints decreases 

after welding. Furthermore, the results of the samples’ 

analysis indicate that as the advance speed of the welding 

torch and the preheat temperature increases, the angular 

distortion rate of the welded joints decreases, which is in 

accordance with the theory mentioned in the first chapter. 

Preheating, heat management during welding, and 

machining, if possible, after welding can also bring 

distortion reduction. The results illustrate that the most 

optimal setting values of the initial parameters, to reduce 

the distortion of the welded samples, were acquired by 

setting the speed value to 3 mm/s, the amperage to 90 

amps, and the preheat temperature to 120 ˚C . 

 

4. 4. The Effect of Advance Speed on Tensile 
Strength             Figure 12 demonstrates the effect of 

speed on the tensile strength of welding joints in the same 

 

 
Figure 8. ZWICK tester in welding test mode 
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TABLE 3. Results of tensile tests on experimental samples 

Distortion angle (degrees) Tensile strength (MPa) Preheat temp (0C) Current (A) Speed (mm/s) Experimental samples 

1.34 715.26 180 130 4 1 

4.85 631.13 25 90 1 2 

2.87 492.01 180 130 1 3 

2.004 398.39 25 90 4 4 

4.24 662.23 25 130 3 5 

2.01 682.26 180 90 2 6 

1.83 230.54 180 90 4 7 

4.45 546.27 25 130 1 8 

1.32 457.69 120 90 3 9 

2.84 661.59 25 110 2 10 

2.76 604.31 180 110 3 11 

4.05 583.63 120 110 1 12 

3.18 445.98 120 110 4 13 

4.36 591.34 120 130 2 14 

2.11 703.65 180 130 3 15 

2.53 604.47 180 130 2 16 

3.04 678.22 25 90 2 17 

4.73 585.37 25 110 1 18 

 

 

 
Figure 9. The effect of advance speed on distortion in 

welding joints with constant current and preheat temperature 

 

 

 
Figure 10. The impact of welding current intensity on 

distortion in weld procedure with constant advance speed 

and preheat temperature 

 
Figure 11. The effect of preheat temperature on distortion in 

welding joints with constant advance speed and current 

intensity 

 

 

 
Figure 12. The effect of advance speed on tensile strength 

in welding joints with constant current intensity and preheat 

temperature 
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conditions of initial temperature and amperage, in which 

by changing the torch advance speed, its effect on the 

output is checked. In samples 1, 3, 15, 16, the first sample 

due to low speed, in addition to increasing the freezing 

time, causes coarse-grained structure. On the other hand, 

given the burning defect of the edges of the welding 

joints (Under Cut), due to the low speed and high 

amperage, it reduces the tensile strength. The increase in 

tensile strength is due to the increase in the advance 

speed, which is the result of the reduction of the two main 

defects mentioned. In samples 2, 4, 17, the increase in 

strength to the speed equal to 2 (mm/s) is valid. However, 

at the speed equal to 4 (mm/s), the tensile strength 

decreases due to the enormous reduction in melting time 

of the molten pool and the uncompleted melting of the 

edges, due to the reduction of amperage and the increase 

in speed . 
 

4. 5. The Effect of Welding Current Intensity on 
Tensile Strength                 Examination of Figure 13 

indicates that with the stability of the initial welding 

parameters except for the amperage, the strength of the 

welding joints decreases due to the burn defect of the 

plate edges. This defect can be minimized by increasing 

the welding speed and reducing the impact of extreme 

heat on the edges. Given the samples 11 and 15, an 

increase can be seen in durability because the increase in 

amperage is accompanied by an increase in the advance 

speed. This is mainly because of the reduction of the 

impact of extreme heat on the edges and therefore the 

reduction of the burn defects of the plate edges. 
 

4. 6. The effect of Preheat Temperature of Joints 
on Tensile Strength            Investigating Figure 14 

shows that preheat temperature has little effect on tensile 

strength, and according to the results, its greatest effect is 

on the angular distortion of the welding joints . 

The overall results demonstrated that the most 

optimal setting values of the initial parameters in order to 

increase the tensile strength, is through setting the speed 

to 4 mm per second, the amperage to 130 amps, and the 

preheat temperature to 180 ˚C. 
 

 

 
Figure 13. The effect of welding current intensity on tensile 

strength in welding joints with constant advance speed and 

preheat temperature 

 
Figure 14. The effect of preheat temperature on tensile 

strength in welding joints with constant advance speed and 

current intensity 

 

 

5. CONCLUSION 
 

Tensile strength of welding joint and its deformity are the 

main indicators of welding quality. In this study, TIG 

welding processes was performed on 316 stainless steel 

in butt mode with different initial parameters including 

advance speed, amperage and preheats temperature. Then 

practical experiments were performed to obtain 

mechanical properties such as tensile strength and 

angular distortion of samples. Scientifically, the 

independent effect of each of the welding input 

parameters on the tensile strength and distortion were 

specified, and by examining the effect of the input 

parameter on the output, the best adjustment parameters 

of butt-welding were extracted for stainless steel welding 

316. 

The results show that by keeping the amperage and 

the preheating temperature constant, reducing the 

advance speed on the one hand increases the 

solidification time and coarseness of the structure and on 

the other hand leads to burns of the edges of welded parts 

which results in reduced tensile strength. In addition, by 

keeping the advance speed and preheating temperature 

constant and increasing the amperage, the tensile strength 

is reduced due to the burning defect of the edges of the 

parts. However, by performing various experiments, it 

was found that in conditions of high amperage, the 

mentioned defect could be eliminated by increasing the 

advance speed. Finally, by keeping the advance speed 

and amperage constant and changing the preheating 

temperature, no significant effect on tensile strength was 

observed. 

According to the illustrated survey of the effect of all 

input values separately on output values, required 

measures should be taken in designing and adapting the 

initial welding parameters. According to the outcomes of 

this study, so as to obtain the desired mechanical 

properties, applying machines and robots are more 

advantageous and preferable than manual welding, due to 

the exact control of the initial parameters. 
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Persian Abstract 

 چکیده 
و    یشاز چرخه گرما  یناش  یقطعات جوشکار  ی در ساختار متالورژ  یدشد  ییرات آن تغ   یلاست. دل  یدتول  یچیدهپ  یاز روشها  یکی(  TIGاثر تنگستن )   یگاز ب  یجوشکار  یندفرآ

از   یاریکند. بس یم یفرا تضع  قطعات  یکی مکان یات قطعات شده و خصوص یکی و مکان یکیمختلف متالورژ یباعث نقص ها ییرات تغ   یناست. ا یدر هنگام جوشکار یشسرما

زده    ینپارامترها مشخص شود و بتوان آن را تخم  ینجوش مناسب ، لازم است اثر ا  یک  یجادا  یدارند. برا  یقطعات جوشکار  یفیتبر ک  یمتفاوت  یرات تأث  ی پارامترها در جوشکار

  ی سه پارامتر اصل  ییرتغ   یققطعات از طر  یکیمشخصات مکان  ییندر مورد تع   یشیآزما  تحقیق  یکمطالعه ،    یناساس ، در ا  ینرا انتخاب کرد. بر ا  ینهمناسب و به  یطو شرا

  یک ربات  ی جوشکار  یبازو  یک،    یدست  یدر جوشکار   یشرویسرعت پ  ییرتغ   یدشوار یلگرم انجام شد. به دل  یشپ  یاژ جوش و دما، آمپر  یشرویاز جمله سرعت پ  یجوشکار

  یر ، تأث  یعمل  یداده ها   یکند. با جمع آور  یم  یمرا تنظ  یسرعت و طول جوشکار  یکروکنترلر،شده است که در آن م  یطراح  فعلیدر مقاله   316فولاد ضد زنگ    یجوشکار  یبرا

، کشش و دوام اتصالات    یگرشود. به عبارت د  یم  یاتصالات بررس  کششی  ( در دوام و مقاومتیشگرما  یشپ  یو دما  ی، آمپراژ جوشکار  یشروی)سرعت پ  یورود   یداده ها

،    یینپا  یشرویبا سرعت پ  یی. در نمونه هایابد  یشاافز  یتجرب  یجبر اساس نتا  ینهبه  یطشود تا شرا  یم  یشنهادپ   یمختلف جوشکار  یپارامترها  یضد زنگ برا  دهایفولا  یبرا

  ین دهد. همچن ی را کاهش م ششی، مقاومت ک یادسرعت کم و آمپر ز یل شده به دل یقطعات جوشکار یو سوختن لبه ها گی ساختار درشت دانهزمان انجماد ،  یشعلاوه بر افزا

و کاهش اثر   یسرعت جوشکار یشتوان با افزا یکه م  یابد یصفحه کاهش م یلبه ها ینقص سوختگ یلبه دل یقطعات جوشکار  مقاومتآمپراژ ،  یشنشان داد که با افزا یجنتا

به لب  لب    یدر جوشکار  یمتنظ  یپارامترها یطشرا  ین ، بهتر  یبر خروج  یورود  ارامترپ   یرتأث  یلو تحل  یهلبه ها ، آن را به حداقل رساند. سرانجام ، با تجز  یبر رو  یدشد  یگرما

 بدست آمد.  316فولاد ضد زنگ  یجوشکار یموجود برا ینمونه ها یاندر م
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A B S T R A C T  
 

 

Quantitative calculation of structural safety using its specific limit-states is of great importance. Due to 

the stochastic properties of strength, loading, and environmental reduction functions, these parameters 
cannot be considered as deterministic variables. In this paper, a probabilistic model including the 

stochastic properties of the strength reduction factor was proposed to calculate the time-dependent 

reliability of concrete structures. In this model, the statistical properties of applied loads were also 
considered. The strength reduction model was calculated quantitatively using the statistical properties 

of the reducing agent. In this research, the major factor contributing to the strength reduction is the 

reduction in the cross‐section of the steel bars, reduction of bonding strength, and the spalling of the 
concrete cover due to reinforcement corrosion induced by chloride ingress. The results of this model 

were compared to the calculation of reliability using the direct implementation of strength values and 

another simplified method that only considers initial strength as a random variable. In the methods 

under investigation, the effect of the uncertainty of reducing factor on the mean and coefficient of 

variation of results was also studied. The results showed that the probability of failure increases 

between 25 to 50%  when the uncertainty of the reducing factor is taken into account. The proposed 
model has more realistic results than the simplified model, and these results could be improved for 

achieving more exact outcomes with lower uncertainty. 

doi: 10.5829/ije.2021.34.02b.31 
 

 

NOMENCLATURE 

c Concrete clear cover (cm) PfD Deterministic failure probability 

Ccr Threshold chloride ions required to corrosion initiate (kg/m3) Pfi Instantaneous failure probability 

Cs Chloride ion content at the surface of concrete (kg/m3) PfR Real failure probability 

C0 Initial chloride content in concrete (kg/m3) PfS Stochastic failure probability 

Dc0 diffusion coefficient of chloride ions in concrete (Cm2/year) q, Q load 

D0 Reinforcement diameter (mm) r, R strength 

fQ, fR Probability density function of load and strength R0 Initial strength 

fθ Probability  density function of θ s, S load 

FQ, FR Cumulative distribution function of load and strength t time (year) 

g, G limit-stat function tL life time 

icor corrosion current density (µA/cm2) Ti corrosion initiation time (year) 

L Structural reliability Vi Coefficient of variation of i 

Greek Symbols    

θ Strength random coefficient    

λQ mean occurrence rate of live load   
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1. INTRODUCTION 
 
Structures are affected by environmental agents and 

aging over time. These phenomena are associated with 

time-dependent changes in material properties and lead 

to a decline in the system performance in the 

operational lifetime [1]. Reinforcement corrosion due to 

carbonation and chloride ion penetration affects the 

efficiency of reinforced concrete (RC) structures. In 

aggressive environments, premature failure of RC 

systems due to reinforcement corrosion was considered 

one of the most critical durability issues [2,3]. The key 

causes of exposure to chloride ion are the deicing salts, 

seawater, and airborne salt [4]. The net cross-sectional 

area of the reinforcements is reduced during the 

corrosion process, and the resulting damaging effects 

emerge. Cover cracking, decrement of the concrete 

cross-sectional area and bond reduction between the 

concrete and the reinforcement are the most significant 

effects of reinforcement corrosion, which affect the 

strength and workability of the structures [5,6]. 

To evaluate the failure probability of a system, 

strength reduction mechanisms and their stochastic 

properties as well as the load history have to be taken 

into account [7]. A major factorin the structural 

reliability is the uncertainty of load and strength 

parameters [8,9]. Some uncertainties do not change over 

time, but others known as stochastic processes do [10]. 

The out-crossing rate approach is connventionally 

employed for calculating the reliability of structures 

under the effect of reducing factors [11,12]. It leads to a 

lower bound estimation for the probability of failure. 

Considering the random properties of strength 

parameters, Mori and Ellingwood introduced an 

approach to calculating time-dependent reliability [13]. 

Accordingly, loads are assumed as a stochastic process 

and modeled as a Poisson process. The method 

introduced by Mori and Ellingwood is based on the 

calculation of the probability of failure using the 

adaptive Monte Carlo sampling method. The method 

has been employed for the assessment of the lifetime of 

many concrete structures [14,15]. Vu and Stewart 

adopted this method to calculate the time-dependent 

reliability of concrete bridge deck [16]. The important 

issue associated with the calculation of time-dependent 

reliability in this method is how to employ the strength 

reduction model. The manner of strength reduction over 

time influences the calculation of reliability [17]. In this 

method, strength at each time, R(t), is obtained based on 

multiplying the initial strength, R0, in the strength 

reduction function, G(t). In this model, the effect of 

variations of strength parameters and reducing factors 

on G(t) and also the effect of these variations on 

reliability are considered qualitatively, and the 

stochastic properties are considered only in the initial 

strength. However, only a few studies have been 

conducted on the effect of strength reducing factor and 

its stochastic properties on structural safety [18,19]. 

In this study, a strength reduction function was 

obtained by considering the stochastic properties of 

reducing factors and the statistical properties of 

materials. The stochastic properties of reducing agent 

and strength parameters were applied using a coefficient 

factor multiplied by the ratio of degraded strength at 

each time to the initial strength. In this paper, chloride 

ions ingress into the concrete is considered as the 

environmental aggressive factor that causes degradation 

of concrete strength over its lifetime. Bending strength 

at each time is calculated using the Monte Carlo random 

sampling method, and then the statistical parameters of 

strength are obtained for different scenarios. The 

reliability of the RC beam is calculated using the 

obtained stochastic coefficient. Time-dependent 

reliability was also calculated by two other methods: (1) 

considering degradation function as deterministic and 

applying stochastic properties of strength only in initial 

strength; and (2) direct implementation of degraded 

strength with its stochastic properties in reliability 

calculation. Results indicate that without considering 

the stochastic properties of environmental factors on the 

reduction function, the reliability value will be an upper 

limit of reliability which does not coincide with real 

conditions. 

 

 

2. TIME-DEPENDENT STRENGTH AND 
STOCHASTIC LOAD PROCESS  
 
To consider load and strength uncertainties, these 

variables are assumed as random variables [20]. The 

stochastic properties of load and strength and time 

variations of the strength of a structure exposed to the Q 

and S loads are schematically shown in Figure 1. These 

loads have the probability density function fS,Q and are 

exerted on the structure with varying intensities of (Si) 

and (Qi) over time. In this figure, strength value 

decreases over time, so the strength probability density 

function is shown as fR(r,t) at any time. As seen in this 

figure, if structural reliability at any time is calculated 

only on the basis of the instantaneous strength and load 

values, the resulting value will be the upper limit for the 

reliability at that time. The reason is that at that specific 

time, the collective effects of the previous times and the 

loading history are not taken into account. 

In RC structures, material properties, environmental 

condition and some structural parameters change in the 

service lifetime. The probabilistic models of structural 

strength reduction are obtained using either 

mathematical models or the accelerated testing methods. 

Sometimes, a combination of both methods is employed 

[21-23]. The mathematic models used in the analysis of 

time dependent reliability are generally qualitative 
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models [18]. The need for quantitative models for the 

prediction of future structural performance has led to the 

development of stochastic strength reduction models 

based on the Gamma model [24,25] and analytical 

models based on the effect of the reducing factors on the 

structural performance [26]. The application of this 

model with statistical distributions covering 

uncertainties of parameters leads to a better assessment 

of the stochastic behavior of structures. Moreover, 

through the reliability methods, a model for structural 

failure probability is obtained which helps develop a 

probabilistic model for prediction life time of structure. 

Mori and Ellingwood (1993) defined strength at each 

time, R(t), as follows for the assessment of time-

dependent reliability of degraded structure: 

0( ) ( )R t R G t=  (1) 

where, R0 is the initial resistance and G(t) is the 

resistance reduction function, which is defined 

qualitatively based on the type of reducing factor as a 

linear, parabolic or square root function. In calculations 

of reliability, the G(t) function is assumed to be 

deterministic and randomness of strength at each time is 

applied through the stochastic properties of initial 

strength.  

To study the application of loads to structures 

various models have been proposed. These models 

consider the effect of concurrency of loads as well [15]. 

the occurrence and changes of the transient loads 

applied to the structure during time and place is 

assumed as a random process (Qn in Figure 1). For these 

loads, in addition to the randomness of the intensity of 

the applied load, the duration of load is also random. 

The stochastic modeling of these loads is carried out 

based on the assumption that their occurrence is 

described by Poisson point process. 
 

 

3. TIME-DEPENDENT RELIABILITY ANALYSIS  
 

Assuming the strength model R and loading model Q, 

the structural component reliability at each time is 

expressed as follows: 

 

 
Figure 1. strength degradation and stochastic load process 

( ) ( ) ( ) ( ) ( )
0

0, , ,Q RL t P R t Q t F r t f r t dr



=    =    (2) 

where, fR is the strength probability density function and 

FQ is the probability distribution function of the load. In 

order to calculate reliability at a specific time (e.g. tL) all 

load events prior to this time shall not exceed the 

strength of the member.  

In Equation (2), which is used to calculate 

reliability, the effect of the randomness of influencing 

parameters has to be taken into account. Hence, using 

the law of total probability, the number of occurrences 

of loads and initial strength are changed to the random 

variable, and reliability is obtained as follows: 

( )    ( ) ( )

( ) 

01

0 0

1 0

0

0, exp

where

1
1

L

L S R

t

Q L Q
L

L t K f s f r dsdr

K t F R G t s dt
t





=

 
 = − − −
 
  





 (3) 

where, 0Rf
 is the probability density function of the 

resistance of the structure, fs is the probability density 

function of the load S and FQ is the probability 

distribution function of  the load Q. Also, 𝜆 is the mean 

occurrence rate of this load. In addition, in this equation, 

it is assumed that among the S and Q forces applied to 

the structure, S is applied permanently and the 

stochastic properties of the strength are applied only 

through the initial strength R0 , where the randomness of 

aggressive agent is omitted. If actual values of structural 

strength are used at any time, there is no need to 

estimate strength based on the initial strength and the 

strength reduction function. Hence, in Equation (3), 

actual values of calculated strength (obtained based on 

the stochastic properties of the effect of the reducing 

factor) are used instead of the initial strength probability 

distribution function, 
0
( )Rf r  , and strength degradation 

function. 

In this paper, stochastic properties of strength are 

defined through a coefficient factor that represents the 

randomness of the ratio of strength at each time to initial 

strength: 

( ) ( ) ( )G t t g t=  (4) 

where, g(t) is a deterministic function indicating the 

ratio of mean strength at each time to initial strength, 

and θ(t) is a random variable that applies the effect of 

the randomness of strength reducing factors to the 

strength reduction function. The mean value of θ(t) is 

equal to one and time-dependent coefficient of variation 

of this parameter is similar to the values of the strength 
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reduction function. In order to apply the stochastic 

properties of corrosion to the strength reduction 

function, Equation (4) is put into Equation (1) to obtain 

the strength model at each time for the calculation of 

time-dependent reliability: 

( ) ( ) ( )0G t R t g t=  (5) 

By changing the strength reduction function to a 

function with stochastic properties, Equation (3) 

changes as follows: 

( )    ( ) ( ) ( )

( ) 

2

0 0 0

2 0

0

0
0, exp

where

1
1

L S R

t

Q L Q
L

L

L t K f f s f r d dsdr

K t F R g t s dt
t

  

 



=

 
 = − − −
 
  





 
(6) 

By calculating strength at each time, the strength 

reduction function and its statistical parameters are 

obtained. Moreover, the best probabilistic distribution 

that reflects the randomness of this function is fitted to it 

to calculate θ(t). There is some uncertainty in the 

calculation of statistical parameters of the coefficient 

θ(t); thus,  the calculated time-dependent reliability 

from Equation (6) have uncertainty too. Therefore, for 

the evaluation of this coefficient, time-dependent 

reliability is calculated based on applying degraded 

strength directly in Equation (3). Using stochastic 

properties of real strength at each time changes 

Equation (3) as follows: 

( )    ( ) ( )( ) ( ) ( )

( ) 

3

0 0

3

0

0, exp

where

1
1

L

L SR t

t

Q L Q
L

L t K f r t f s dr t ds

K t F R t s dt
t





=

 
 = − − −
 
  





 (7) 

where fR(t) is probability density function of real strength 

at time “t”. Equation (7) is the best tool for evaluating 

time-dependent reliability if stochastic properties of 

degraded strength are known at each time. 
 

 

4. ANALYTICAL MODEL  
 
4. 1. Strength Degradation              In this paper, the 

time-dependent reliability of reinforced concrete beam 

under the effect of chloride induced corrosion is studied. 

For this, the bending strength of the RC beam is 

calculated based on the cross-sectional reduction of 

corroded reinforcement, bond strength reduction  and 

the spalling of the concrete cover due to reinforcement 

corrosion induced by chloride ingress.  

In the period of corrosion propagation, it is critical 

to use parameters that can be immediately measured to 

determine the extent and severity of corrosion. 

Measuring the weight difference between corroded 

rebar and reference rebar is the most reliable method in 

this respect. For the measurement of the corrosion rate 

of reinforcement in structural concrete, many 

electrochemical and non-destructive techniques are 

available that the corrosion rate estimated in terms of a 

corrosion current density, icor [27,28]. 

Different models for estimating the remaining the 

cross-section of the reinforcement have been proposed 

based on the type of corrosion [29]. The time-variant 

diameter of reinforcement at time t is calculated as 

follow: 

( ) ( ) ( )
0.71

0 0.0278 cor iD t D i I t T= −  −  (8) 

where, Ti (year) is the corrosion initiation time and 

icor(I) (µA/cm2) is the corrosion current density in the 

corrosion initiation year. 

The reinforcement corrosion due to chloride ingress 

is started when the chloride ion concentration at the 

reinforcement reaches a threshold value (Ccr). Fick's 

second law of diffusion is the most acceptable method 

that describes the penetration of chlorides through 

concrete [30]. Accordingly, the corrosion initiation time 

is calculated as follows: 

2
2

1

0 04

s cr

i

c s

C Cc
T erf

D C C

−

−
  −

=    −  

 (9) 

where, Ccr is the threshold concentration of chloride 

ions required to corrosion initiate (kg/m3); Cs is the 

chloride ion content at the surface of concrete (kg/m3); 

C0 is the initial chloride content in concrete (kg/m3); Dc0 

is the diffusion coefficient of chloride ions in concrete 

(Cm2/year); c is the concrete clear cover of 

reinforcement (cm); and erf is the error function. 

Bond reduction between corroded reinforcement and 

concrete is evaluated by a model proposed by Bhargava 

et al., and concrete cover spalling is estimated based on 

empirical crack propagation model by Rodriguez et al. 

[14, 31]. 

Figure 2 shows the cross-section of a 4-m long 

simply supported RC beam. This beam is subjected to 

the live and dead loads. Also, it is assumed that this 

beam is subjected to chloride induced corrosion with 

corrosion current density of 1 µA/cm2 and 3 µA/cm2. 

These values cause moderate to severe effects on the 

concrete beam, respectively  [14,32]. In order to study 

the effect of the strength reducing factor on the 

resistance reduction function, coefficients of variation 

Vi, of 0.1 and 0.3 are assumed for corrosion current 

density [14]. When the concentration of chlorid ions 

around the reinforcement reaches a critical value, 

reinforcement corrosion is initiated [32]. In order to 
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calculate the corrosion initiation time for this model, the 

diffusion model was used based on Fick's second law 

[33]. 

For calculating corrosion initation time, the 

threshold chloride concentration is assumed as a 

uniform random variable within the range of 0.6- 1.2 

kg/m3 [34]. Applying this assumption and using 

Equation (9) for a moderat environmental condition, 

Hosseini reported the random properties of the 

corrosion initiation time [35].  The mean corrosion 

initiation time for this beam is assumed to be Ti=10 

years with the coefficient of variation (VT) of 0.3.  

The bending strength of RC beam reduces over time 

because of a reduction in the cross section of 

reinforcements, the bond reduction between the 

reinforcement and concrete, and reduction in concrete 

section due to cover spalling. The bending strength of 

the beam in the middle was calculated at each time 

considering the section dimensions and materials 

properties as random variable using the Monte Carlo 

Sampling method (MCS) [5]. In the MSC, a series of 

values of random variables with specified probability 

distribution  is generated using invers transform method. 

If ai is the generated uniformly distributed number 

within the rane of 0-1, the inverse transform method is 

adopted to equate ai to the cumulative distribution 

function of random variable xi as follows [36]: 

1( )    or   ( )X i i i X iF x a x F a−= =  (10) 

where FX is the cumulative distributation function of 

random variable x. 

Table 1 presents the mean values of the strength 

reduction function, MG(t), and the coefficient of variation 

of this function, VG(t), for icor=1.0 and Vi=0.3. Based on 

the results, the coefficient of θ(t) follows the lognormal 

distribution. Statistical properties of this parameter 

during the corrosion propagation period are shown in 

Table 1. These stochastic parameters are used in 

Equation (6) to calculate reliability at each time. 

The mean value of θ(t) is equal to 1.0 and its 

standard deviation is determined proportionally to the 

strength reduction function G(t). To calculate the 

 

 

 
Figure 2. Cross-section of reinforced concrete beam at mid 

span 

TABLE 1. Statistical parameters of strength degradation 

function and coefficient factor (icor= 1.0 µA/cm2, Vi=0.3) 

Time (Year) ln( ) 100   ln( ) 100−   
( )G t  ( )G tV  

1 0.59 10.91 1.0 0.11 

10 0.44 9.26 0.95 0.11 

20 0.17 5.88 0.81 0.11 

25 0.17 5.84 0.77 0.12 

30 0.18 5.98 0.74 0.15 

35 0.18 6.03 0.71 0.16 

40 0.19 6.19 0.68 0.15 

45 0.19 6.22 0.65 0.14 

50 0.21 6.41 0.63 0.13 

55 0.20 6.38 0.61 0.13 

60 0.22 6.58 0.59 0.13 

 

 

stochastic properties of θ(t), samples generated from the 

MCS method are divided by the mean values at each 

time. Next, the statistical properties of the samples are 

calculated. 

The coefficient of variation of θ(t) and mean values 

of degradation function over time are shown in Figures 

3 and 4 for different corrosion scenarios. As shown in 

these figures, before starting the corrosion effects, the 

coefficient of variation of bending strength is 

approximately equal to 0.12. This parameter begins to 

increase after the onset of corrosion due to the effect of 

the uncertainty associated with the reducing agent. An 

abrupt increase was observed in the coefficient of 

variation related to the time of concrete spalling and 

reduction of the bond strength. It is clear from Figure 4 

that Vθ is sensitive to the uncertainty in the corrosion 

current density, so that with larger coefficient of 

variation of the icor , the coefficient of variation of θ(t) 

increases. However, as shown in Figure 4, this increase 

does not affect the mean residual strength. It can also be  
 

 

 
Figure 3. The mean values of degradation function 
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Figure 4. Coefficient of variation of θ(t) 

 

 

concluded from this figure that due to the significant 

changes in the coefficient of variation of resistance over 

time, using the stochastic properties of initial resistance 

is not a valid assumption in reliability calculations. 

 

4. 2. Time-dependent Reliability         In this part, 

the failure probability of RC beam is calculated in three 

ways. The first method consists of calculating reliability 

based on Equation (3). In this method, stochastic 

properties of resistance at each time is only applied to 

the strength reduction function through the initial 

strength. The failure probability obtained through this 

method is shown by PfD which stands for a deterministic 

reduction function. In the second method, reliability is 

obtained through Equation (6) and stochastic properties 

of strength are also calculated both through initial 

strength and by coefficient θ(t) to the time-dependent 

reliability. Probability of failure calculated in this 

method is introduced as PfS. In the third method, the 

resistance at each time is directly calculated through the 

MC random sampling method and the resulting values 

are also directly used in the calculation of reliability. 

The probability of failure based on this method is shown 

as PfR. In all of the three methods, the Monte Carlo and 

numerical integration methods are employed 

simultaneously to calculate the reliability and 

probability of failure. Loads applied to the RC beam are 

live and dead loads. Live load is applied to the structure 

transiently with a mean occurrence rate of λ while the 

dead load is permanently applied. It is assumed that the 

loads are statistically independent. Occurrence of live 

load follows the Poisson distribution and has extreme 

type I probability density function [32]. Dead load is 

applied permanently with a normal probability 

distribution function. 

The probability of failure calculated by all of the 

three methods are shown for Vi=0.1 and Vi=0.3 in 

Figures 5 and 6. It is clear from these figures that the 

probability of failure that is calculated on the basis of 

random properties of the initial resistance, PfD , is less 

than PfS which uses the random properties of the 

resistance reduction function. In fact, the effect of the 

stochastic properties of the reduction factors has 

elevated the probability of failure during the time. It is 

also evident from Figures 5 and 6 that raising the 

uncertainty in the reducing factor applied through Vi has 

led to higher probability of failure in all the three 

methods. The results indicate that the probability of 

failure is low in the first and second methods. This 

situation, especially when the uncertainty in the 

decreasing factor is low, shows a greater difference. As 

shown in Figures 5-8, for the bending strength up to the 

time of spalling and reduction of the bond strength, the 

probability of failure from all the three methods is 

equal. This means that the values of PfD can be used to 

estimate the probability of failure during this time, but 

after that, other methods should be employed. 

Moreover, the results show that the proposed method 

has better results than the PfD method. In Figures 5-8, Pfi 

represents the instantaneous probability of failure 

calculated regardless of the load history effect. This 

instantaneous failure probability is less than real values, 

which is sometimes used for the probability of failure of 

structures. 

 

 

 
Figure 5. PfD , PfS and PfR for corrosion current density of 1.0 

µA/cm2(Vi=0.1) 

 

 

 
Figure 6. PfD , PfS and PfR for corrosion current density of 1.0 

µA/cm2 (Vi=0.3) 
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Figure 7. PfD , PfS and PfR for corrosion current density of 3.0 

µA/cm2(Vi=0.1) 

 

 

 
Figure 8. PfD , PfS and PfR for corrosion current density of 3.0 

µA/cm2(Vi=0.3) 

 

 

Figures 9 and 10 show the coefficient of variation of 

the proposed method (VPfS). As shown in thess figures, 

because the number of samples is constant in the MC 

method, the amount of uncertainty has diminished due 

to higher probability of failure. It should be noted that 

the value presented in this figure represents the  

 

 

 
Figure 9. Coefficient of variation of PfS icor= 1 µA/cm2 

 
Figure 10. Coefficient of variation of PfS, icor = 3 µA/cm2 

 

 
instantaneous uncertainty, and the calculation of the 

total uncertainty follows the cumulative effect of the 

preceding times. 

 

 

5. CONCUSION        
 

In this paper, the effect of stochastic properties of 

strength reducing factor on the estimation of time-

dependent failure probability of concrete beam was 

studied. The reducing factor considered in this research 

was the effect of reinforcement corrosion on the 

bending strength of the RC beam. The stochastic 

properties of this effect on bending strength were 

simplified using a coefficient factor. The probability of 

failure at each time was calculated through the effect of 

the coefficient factor on the mean strength value. Also, 

a comparison was made between the results obtained 

based on the real values of strength and those with the 

use of the deterministic mean strength only. According 

to the results, the application of uncertainties of the 

reducing factor leads to more accurate results by the 

application of the coefficient factor for the calculation 

of the probability of failure. For chloride ingress as an 

aggressive agent, the simplified qualitative method (PfD) 

can be used before the initiation of the occurrence of 

spalling and the reduction of the bond between 

reinforcement and concrete, for the ease of calculation. 

However, after the initiation,the stochastic properties of 

reducing agent should be taken into account. 
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Persian Abstract 

 چکیده 
بارهای اعمالی   ود. به دلیل خواص تصادفی مقاومت،شآن منجر به ارزیابی عمر سازه می   محاسبه ایمنی سازه به صورت کمی و بر اساس تابع شرایط حدی تعریف شده برای

نمیبه سازه و ه اثر عوامل مخرب محیطی،  نظر گرفت.مچنین  قطعی در  را به صورت  پارامترهای موثر  این پژوهش یک مدل احتمالاتی  توان  که در برگیرنده    مقاومت  در 

نیز در نظر گرفته شده است.    نیرو ین مدل خواص تصادفی  در ا  باشد برای محاسبه احتمال خرابی سازه بتنی پیشنهاد شده است.عوامل کاهنده مقاومت می   خواص تصادفی

نتایج حاصل از    بوده است.  عامل اصلی کاهنده مقاومت که مورد بررسی قرار گرفته است شامل خوردگی میلگرد ناشی از نفوذ یون کلر به همراه اثرات آن بر مقاومت خمشی

مدل  مدل دیگر  با  استپیشنهادی  شده  مقایسه  موجود  می   نتایج  .های  خرابی نشان  احتمال  محاسبه  موجب  پیشنهادی  مدل  به صورت  قطعیت  عدم  گرفتن  نظر  در  که  دهد 

ه در نظر گرفته شود که بیانگر نزدیک بودن به شرایط واقعی سازه است. محاسبه احتمال خرابی وقتی که اثر عدم قطعیت صرفاً مقاومت اولیزرگتری برای سازه مورد نظر می ب

نتایج نشان می دهد تا زمان قبل از رخداد پوسته   و غیر محافظه کارانه خواهد شد.  درصد(  50تا    25)بین    ه قابلیت اطمینان سازه به صورت دست بالاشود باعث محاسبمی

   قبلی غیر محافظه کارانه خواهد بود.های نتایج مدل ،های ساده شده موجود استفاده کرد و بعد از این رویدادهاتوان از مدلن بتن و میلگرد می شدن و کاهش باند بی
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A B S T R A C T

 

Cement has been used for decades in industry to serve various important functions inside oil and gas 

wells. Due to the complications and variations in the geological and technical conditions of a well, 

various cement compositions are designed and utilized in different world regions. Many hydrocarbon 
reservoirs are covered by thick salt formations, which are considered problematic and costly to be 

drilled and cemented. Cement slurry, as a water based solution, interacts with salt rock, as a result of 

which cement properties are changed that consequently may jeopardize well integrity across salt 
formations and successful exploitation of beneath hydrocarbon reservoirs. In this study, based on 

experimental and industrial experiences, a cement composition is developed that meet the requirements 

of cementation in salt layers. Experimental investigations are conducted on the bonding strength at the 
salt-cement interface, as the bonding strength is considered as one of the factors that significantly 

affect overall cement efficiency in providing well integrity. Results confirm the effectiveness of the 

developed composition for cementation of salt layers. 

doi: 10.5829/ije.2021.34.02b.32
 

 

NOMENCLATURE 

C3S Tricalcium silicate PVP Polyvinylpyrrolidone 

C3A Tricalcium aluminate CaO Calcium oxide 

W/C Water to cement mass ratio   

 
1. INTRODUCTION1 
 
In many locations worldwide, salt layers overlie 

hydrocarbon reservoirs and serve as high-quality cap 

rocks in the petroleum system. Thus, effective 

exploitation of such hydrocarbon reservoirs requires 

successful passing through these salt layers. However, 

based on industrial practices, drilling and cementing 

wells through theses layers are usually challenging and 

costly [1].  

Salts are water soluble, with low porosity and 

permeability; behave plastically in high pressure and 

high temperature conditions, which may lead to their 

flow into the wellbore and subsequent problems in the 

adjacent cement and casing strings. 

 

*Corresponding Author Institutional Email: stabatabaee@sut.ac.ir 

(S.S. Tabatabaee Moradi) 

Challenges of cementing salt layers may be divided 

into two main categories:  

• Creep load of salt on cement  

• Interaction of cement slurry with salt layer  

Creep is defined as the gradual material deformation 

under constant stresses over time and in the case of salt 

layers, may lead to its movement toward the subsequent 

cement and casing string. To avoid potential risks of 

cement failure and casing collapse under this load, a 

uniform cement composition with adequate strength 

properties should be utilized in the annular space 

between the casing and formation [2, 3]. 

Creep load and its effect on wellbore integrity have 

been subjects of several researches. Wang et al. [4] used 

a geomechanical model of casing, cement sheath and 

salt rock to describe the long-term rheological behavior 

of salt rock and cement sheath under in situ stresses. 
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In the work of Jandhyala et al. [5], finite element 

analysis and structural mechanics are used to study the 

effect of salt creep load on the stresses inside the cement 

sheath at various stages of well service life, including 

drilling, cementing, shut-in, completion, and production. 

They concluded that addition of elastomers into cement 

composition could help in withstanding applied loads.  

Beside creep load, interaction of cement and salt 

formation is another important consideration. Most of 

the formation salts are soluble in slurry as cements are 

generally water-based systems. This dissolution reaction 

has two main disadvantageous effects. First of all, salt 

dissolution in the slurry leads to hole enlargement, 

which jeopardize the annular space uniformity and 

overall wellbore integrity. Secondly, slurry and set 

cement properties are changed after salt dissolution, 

which may lead to a low-quality cementing operation.  

Several authors investigated effects of salt on slurry 

and set cement properties. The salt may be added as an 

additive for preparation of cement or it may enter to the 

cement system from the formation.  

Islam et al. [6] studied the effect of sea water with 

enhanced salt concentrations on the samples from two 

grades of concrete exposed to simulated sea 

environment over a year and showed that concrete 

exposed to sea water of different salt concentrations 

suffered a loss of compressive strength. 

Teodoriu and Asamba [7] studied the effect of NaCl, 

as an additive, on API class G cement. They showed 

variations of some main cement properties, including 

slurry thickening time, set cement compressive strength, 

dynamic E-modulus and permeability with change in 

salt concentration. Based on experimental tests, authors 

concluded that NaCl, as an available and cost-effective 

additive, produce some attractive effects on well cement 

performance. 

In the work of Lago et al. [8], effect of NaCl salt in 

the hydration process of class G Portland cement was 

studied on the first 24 hours of cement hydration. 

Authors came to the conclusions that presence of NaCl 

up to 10%, accelerates the hydration process and 

increases the hydration of C3S (tricalcium silicate) and 

C3A (tricalcium aluminate), while the 20% salt 

concentration leads to delayed hydration. 

Simao et al. [9] evaluated the effect of different 

concentrations of halite (NaCl), carnalite 

(KMgCl3.6H2O) and taquidrite (CaMgCl3.12H2O) on 

the main characteristics of a semi-saturated cement, 

including free fluid content, thickening time, 

compressive strength and rheological properties. Based 

on experimental results, authors suggested that using a 

semi-saturated slurry for cementing salt layers in Brazil 

provide a good quality cementing operation.  

Among the cement properties that are studied in the 

abovementioned works, almost no attention is paid to 

the bonding strength between cement and formation, 

which defines quality of the process at the formation-

cement interface and is considered as one of the factors 

that significantly affect overall efficiency of the well 

cementing operation [10, 11]. 

As a result of ion exchange between excess slurry 

water and salt rock, most of the salts dissolves in 

cement even after it’s hardening, which leads to 

formation of a saltwater gap at formation-cement 

interface and consequently a low-quality cementing 

operation.  

In this work, a salt saturated slurry composition is 

developed and used for cementing a salt rock sample in 

a laboratory model to investigate the quality of 

cementing operation by analyzing the bonding strength 

at cement-salt rock interface. 

 
 
2. MATERIAL AND METHODS 

 
To select optimum cement composition, following 

techniques are considered to have a good bonding 

strength at salt-cement interface at all stages of their 

interaction: 

• Reduction of excess water in the cement slurry. 

• Providing volume expansion in set cement. 

• Preparation of cement slurry with an aqueous 

solution of a similar salt. 

Water to cement mass ratio (W/C) is a slurry 

parameter that can be adjusted in a specific range to 

control the water content of the cement slurry. To see 

the effect of water reduction on boning strength at salt-

cement interface, cement slurry with W/C of 0.5 and 

0.45 were prepared and result were compared.  

Polyvinylpyrrolidone (PVP) was added as a 

plasticizing (fluidizing) agent, which provides the 

possibility of W/C reduction without any further 

problem in cement flow-ability and pumping.  

To provide volume expansion in set cement, calcium 

oxide (CaO) was added to the system as an expanding 

agent. Finally, NaCl was used in the mixing water of 

cement slurry to minimize salt dissolution from rock 

sample in the cement.  

Cement samples were prepared based on standard 

procedures, which involved dry premixing of ordinary 

Portland cement, PVP and CaO an then mixing the dry 

power with water at a rate of 2000 revolution per 

minutes for 2 minutes.  All chemicals were provided by 

local producers in the Russian Federation. Prepared 

samples with different additive are presented in Table 1.  

Cylindrical NaCl samples (diameter of 40 mm and, 

height of 50 mm) were prepared using a special coring 

machine (Figure 1) from bulky salt samples in 

laboratory and placed at the middle of a steel cylinder. 

Cement slurry of developed composition was poured 

then around the salt rock sample. The whole cement and 

salt system was left in the laboratory conditions 
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(temperature 24 ˚C, atmospheric pressure, exposure to 

air) for hardening as the time passes (Figure 2). 

To determine bonding strength at salt-cement 

interface at different hardening stages, tangential stress, 

required to press-out cylindrical salt samples (Figure 2) 

from cement of different compositions was measured 

and reported. 

Schematic of the device, which has been used for 

tangential stress measurement is shown in Figure 3. 

The press machine applies force to move out the salt 

sample from the cement ring. This force is recorded to 

be used in the following tangential stress formula: 

 

(1) 

where F is the force, applied by press machine to move 

out salt sample form cement ring, At is the lateral area of 

 

 
TABLE 1. Different cement compositions 

No. Composition W/C 

1 Base composition: Portland cement, water 0.5, 0.45 

2 Portland cement, water, CaO (5, 7, 10 % wt.) 0.5 

3 Portland cement, water, NaCl (2, 5 % wt.) 0.5 

4 
Final composition: Portland cement, PVP 

(0.25% wt.), Cao (5% wt.), NaCl (2% wt.) 
0.45 

 

 

 
Figure 1. Preparation of NaCl samples using coring machine 

 

 

 
Figure 2. Cylindrical salt sample inside cement 

 
Figure 3. Schematic of the measuring device 

 

 

cement ring and σt is tangential stress. Calculated 

tangential stress is reported as the contact bonding 

strength. 

 

 

3. RESULTS AND DISCUSSION 
 

Figure 4 shows process of cement interaction with 

cylindrical salt (NaCl) sample during hardening process. 

Visual observations showed that at the stage of cement 

hydration there is an active interaction between excess 

water of cement slurry with the surface of the salt 

sample; while due to the hygroscopicity of the salt, its 

outer surface is actively dissolved and a salt-saturated 

water layer is created between the salt sample and the 

cement at the final stage of its hardening, which 

practically leads to a low bonding strength at the salt-

cement interface.  

Figure 5 shows the results of bonding strength 

evaluation at the interface of base cement composition 

(W/C = 0.5) and salt sample (all experimental data are 

presented in Appendix 1 in tabular form).  

Presented data in Figure 5 indicate that there is 

almost no contact bonding strength of the cement with 

the salt sample (less than 0.02 MPa after a week of 

hardening). At the same time, spontaneous falling out of 

the salt sample from the cement rock was observed 

during the preparation for pressing-out on the press 

machine. 

Figure 6 shows the variation of bonding strength at 

base cement-salt interface with a decrease in W/C. 

As it can be seen, the tangential stresses at the salt-

cement interface increase by more than 5 times with a 

decrease in W/C to 0.45. This is due to the fact that 

minimizing water content in the cement slurry leads to 

less solubility of the salt rock on the surface of the 

sample during its initial contact with the cement slurry. 

Variation of bonding strength at salt-cement 

interface with the concentration of CaO in the 

composition of base cement is presented in Figure 7. It 
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Figure 4. Schematics of the interaction between the cement and salt sample at different stages of cement hardening 

 

 

 
Figure 5. Contact bonding strength of the base cement 

composition (W/C=0.5) with NaCl 

 

 

 
Figure 6. Contact bonding strength of the base cement 

composition (W/C=0.5 and W/C=0.45) with NaCl 

is evident that the volume expansion of the cement 

composition leads to an increase in the bonding strength 

of cement rock with salt from 7 to 20 times in compare 

to the base composition. 

Since, as it was noted earlier, the processes of 

hydration and hardening of cement samples are 

significantly influenced by presence of sodium chloride 

in the cement mixing water, studies were conducted to 

investigate the effect of NaCl in the cement composition 

on the bonding strength of cement rock with salt rock. 

Results are presented in Figure 8. 

As the data in Figure 8 show, when NaCl 

concentration of 5% is reached, the bonding strength of 

cement with salt is significantly reduced; therefore, the 

NaCl concentration in the cement slurry must be 

limited. Large concentrations of halite in the cement 

 

 

 
Figure 7. Influence of CaO in the developed composition on 

bonding strength at salt-cement interface 
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Figure 8. Influence of NaCl in the developed composition on 

bonding strength at salt-cement interface 

 

 

during its crystallization leads to not only destruction of 

the internal cement structure, but also to the destruction 

of contacts with external objects, in particular, with salt 

rock sample. 

Based on the experimental result following final 

cement composition (W/C = 0.45) was developed and 

its bonding strength with salt sample was calculated 

(Figure 9): 

• Portland cement; 

• PVP plasticizer-0.25% (wt.); 

• Expanding additive Cao-5% (wt.); 

• Mineral additive NaCl-2% (wt.) 

The results of the study showed that the decrease in 

W/C to 0.45, by addition of the mixture of water 0.25% 

PVP, 2% NaCl and 5% Cao contribute to an increase of 

 

 

 
Figure 9. Bonding strength of final developed composition 

with salt rock sample 

contact bonding strength of cement with the salt in 6-7 

times compared to the base cement composition. 

Also it is notable that increase in contact bonding 

strength in all systems with time from 1 to 7 days, has 

not a linear trend, which is reasonable output as the 

cement hardening process and it’s strength development 

is inherently a complex  phenomenon. 
 

 

4. CONCLUSION 
 

Analyzing the obtained results, we can draw the 

following conclusions about the contact bonding 

strength at the cement slurry-salt rock and cement rock-

salt rock interfaces: 

• Base cement composition at a standard W/C=0.5 

practically does not have contact strength with salt 

rocks so it cannot provide integrity of the well 

annular space in the intervals of evaporate salt 

deposition.  

• Maintaining a good-quality contact of cement and 

salt at all stages of their interaction can be provided 

by reducing excess water in the cement slurry, 

increasing the volumetric expansion of the cement 

composition and preparation of cement slurry with 

an aqueous solution of a similar salt. 

• When the water content in the cement solution is 

low, the solubility of the salt rock on the surface of 

the sample is minimized during its initial contact 

with the cement slurry (this can be the case during 

slurry movement through the annular space).  

• Furthermore, addition of NaCl to the water during 

cement mixing leads to reduction in setting time of 

cement slurry, which reduces the interaction time of 

free water with salt rock. It also contributes to the 

formation of salt-saturated hydrate neoplasms in the 

adhesive layer at the subsequent stages of 

coagulation of the cement and crystallization of the 

cement rock. 

• CaO presence as an expandable agent, provides 

volumetric expansion of the cement, which in turn 

leads to increased pressure at salt-cement interface 

and consequently increased bonging strength.  
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APPENDIX 1. Experimental data of bonding strength at salt-cement interface 

No. Composition W/C 
Bonding strength at salt-cement interface, MPa 

After 1 day After 3days After 7 days 

1 Base composition: Portland cement, water 0.5 0.00051969 0.015590688 0.016110378 

2 Base composition: Portland cement, water 0.45 0.00750951 0.02050176 0.57636176 

3 Portland cement, water, CaO (5 wt%) 0.5 0.00051969 0.05623042 0.13839334 

4 Portland cement, water, CaO (7 wt %) 0.5 0.01247255 0.06620846 0.17674644 

5 Portland cement, water, CaO (10 wt %) 0.5 0.05035792 0.0482021 0.4046823 

6 Portland cement, water, NaCl (2 wt%) 0.5 0.00202679 0.0102119 0.0319869 

7 Portland cement, water, NaCl (5 wt %) 0.5 0.00088347 0.00491107 0.01421351 

8 
Final composition: Portland cement, PVP (0.25 wt %), Cao (5 wt %), NaCl 

(2 wt %) 
0.45 0.00956 0.09564 0.792546 

 

 

 

 

 

 

Persian Abstract 

 چکیده 
فت و گاز در صنعت مورد استفاده قرار گرفته است. به دلیل پیچیدگی ها و تفاوت ها در شرایط زمین  ای نه  اهدرون چ  و مهم  سیمان برای دهه ها به منظور انجام وظایف مختلف

له لایه های ضخیم نمکی و فنی یک چاه، ترکیبات مختلف سیمان، طراحی و در مناطق مختلف جهان مورد استفاده قرار گرفته اند. بسیاری از مخازن هیدروکربنی به وسی  شناسی

می باشد. دوغاب سیمان به عنوان یک سیال پایه آبی با سنگ های نمک وارد واکنش می شود که در نتیجه    و هزینه بر   مشکل زاند که حفاری و سیمان کاری آن ها  ده اش  دهپوشان

و استخراج موثر مخازن هیدروکربنی زیرین شود. در    نمکیی هاآن ویژگی های سیمان تغییر می کند که این امر نهایتاً می تواند باعث به خطر افتادن یکپارچگی چاه در مقابل لایه  

باشد، طراحی شده   داشته  را  نمکی  در لایه های  کاری  که شرایط سیمان  ترکیب سیمان  آزمایشگاهی و صنعتی، یک  تجربیات  اساس  بر  مطالعه،  روی  این  بر  آزمایشات  است. 

د به عنوان یکی از عواملی در نظر گرفته می شود که به طور قابل توجهی بهره وری سیمان در فراهم پیونم  کااستحکام پیوند بین نمک و سیمان انجام شده است چرا که استح

  کردن یکپارچگی چاه را تحت تاثیر قرار می دهد. نتایج، موثر بودن ترکیب طراحی شده در سیمان کاری لایه های نمکی را تایید می کند.
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AIMS AND SCOPE 
 

The objective of the International Journal of Engineering is to provide a forum for communication of information among the world's 
scientific and technological community and Iranian scientists and engineers. This journal intends to be of interest and utility to 
researchers and practitioners in the academic, industrial and governmental sectors. All original research contributions of significant 
value focused on basics, applications and aspects areas of engineering discipline are welcome. 

This journal is published in three quarterly transactions: Transactions A (Basics) deal with the engineering fundamentals, 
Transactions B (Applications) are concerned with the application of the engineering knowledge in the daily life of the human being and 
Transactions C (Aspects) - starting from January 2012 - emphasize on the main engineering aspects whose elaboration can yield 
knowledge and expertise that can equally serve all branches of engineering discipline. 

This journal will publish authoritative papers on theoretical and experimental researches and advanced applications embodying the 
results of extensive field, plant, laboratory or theoretical investigation or new interpretations of existing problems. It may also feature - 
when appropriate - research notes, technical notes, state-of-the-art survey type papers, short communications, letters to the editor, 
meeting schedules and conference announcements. The language of publication is English. Each paper should contain an abstract both 
in English and in Persian. However, for the authors who are not familiar with Persian, the publisher will prepare the latter. The abstracts 
should not exceed 250 words. 

All manuscripts will be peer-reviewed by qualified reviewers. The material should be presented clearly and concisely: 
• Full papers must be based on completed original works of significant novelty. The papers are not strictly limited in length. However, 

lengthy contributions may be delayed due to limited space. It is advised to keep papers limited to 7500 words. 
• Research notes are considered as short items that include theoretical or experimental results of immediate current interest. 
• Technical notes are also considered as short items of enough technical acceptability with more rapid publication appeal. The length 

of a research or technical note is recommended not to exceed 2500 words or 4 journal pages (including figures and tables). 
Review papers are only considered from highly qualified well-known authors generally assigned by the editorial board or editor in 

chief. Short communications and letters to the editor should contain a text of about 1000 words and whatever figures and tables that may 
be required to support the text. They include discussion of full papers and short items and should contribute to the original article by 
providing confirmation or additional interpretation. Discussion of papers will be referred to author(s) for reply and will concurrently be 
published with reply of author(s). 

 

INSTRUCTIONS FOR AUTHORS 
 

Submission of a manuscript represents that it has neither been published nor submitted for publication elsewhere and is result of research 
carried out by author(s). Presentation in a conference and appearance in a symposium proceeding is not considered prior publication. 
 
Authors are required to include a list describing all the symbols and abbreviations in the paper. Use of the international system of 
measurement units is mandatory. 
 

• On-line submission of manuscripts results in faster publication process and is recommended. Instructions are given in the IJE web 
sites: www.ije.ir-www.ijeir.info 

• Hardcopy submissions must include MS Word and jpg files. 
• Manuscripts should be typewritten on one side of A4 paper, double-spaced, with adequate margins. 
• References should be numbered in brackets and appear in sequence through the text. List of references should be given at the end of 

the paper. 
• Figure captions are to be indicated under the illustrations. They should sufficiently explain the figures. 
• Illustrations should appear in their appropriate places in the text. 
• Tables and diagrams should be submitted in a form suitable for reproduction. 
• Photographs should be of high quality saved as jpg files. 
• Tables, Illustrations, Figures and Diagrams will be normally printed in single column width (8cm). Exceptionally large ones may be 

printed across two columns (17cm). 
 

 

PAGE CHARGES AND REPRINTS 
 

The papers are strictly limited in length, maximum 6 journal pages (including figures and tables). For the additional to 6 journal pages, 
there will be page charges. It is advised to keep papers limited to 3500 words. 
 

Page Charges for Papers More Than 6 Pages (Including Abstract) 

For International Author ***   $55 / per page 

For Local Author   100,000 Toman / per page 

 

AUTHOR CHECKLIST 
 

• Author(s), bio-data including affiliation(s) and mail and e-mail addresses). 
• Manuscript including abstracts, key words, illustrations, tables, figures with figure captions and list of references. 
• MS Word files of the paper. 
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