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in combination with acoustic and prosodic levels using 

different baseline subsystems is introduced [8]. SVM and 

GMM classifiers are employed to detect the gender of 

speakers. The discrete cosine transform (DCT) is 

employed to provide cepstral trajectories corresponding 

to the specified modulation frequencies [9]. Using these 

features in combination with the prosodic features such 

as energy, pitch resonance, formants frequencies and 

length of the vocal tract, a proper detection rate in 

age/gender estimation problem is obtained. In this paper, 

it is shown how to integrate sparse modeling using sparse 

non-negative matrix factorization (SNMF)with the 

incoherency concepts in order to represent the male and 

female voice components and recognize the gender/age 

of speakers. these factorization parameters are set in such 

a way to reduce the approximation error in the learning 

process and increase the classification rate. The MFCC 

features are used to model the structure of voice frames 

with different speakers. Also, an atom correction 

algorithm is employed to decrease incoherency measure 

between the learned atoms of male and female speakers 

and yield a factorization process over independent atoms. 

The novelties of the proposed method are as follows. 

Firstly, the proposed method uses the generative 

incoherent models learned based on the sparse non-

negative matrix factorization approach. Secondly, the 

atom correction step is introduced to reduce the 

reconstruction error in the sparse factorization of each 

data frame over the related dictionary. Also, for the first 

time, the incoherent atoms are learned for each dictionary 

related to different categories based on employing IPR 

technique. Finally, a robust age/gender recognition 

algorithm is presented that works with an appropriate 

classification rate in the presence of white noise. The 

outline of this paper is organized as follows: In section 2, 

we describe age/gender recognition problem. Section 3 

has a detailed overview of the proposed factorization 

method based on SNMF. In section 4, the experimental 

results are expressed. Finally, we provide the 

experimental results in section 5 and conclude the paper 

in section 6. 

 
 
2. PROBLEM DESCRIPTION 
 
The input signal should be transferred into a feature 

domain to simplify the signal analysis with maintaining 

the features. The MFCC feature domain is a good 

selection to present the most important content of the 

voice signals in a compact form [10-11]. In this paper, 

this feature domain is selected for better representation of 

the input data in the learning process. The voice signal 

S ∈ ℝM can be represented linearly by SNMF algorithm 

as S=WH, where W ∈ ℝM×P, P > 𝑀 is a dictionary 

matrix with P atoms shown by {wp}p=1
P  with unit norm 

‖w(:,p)‖
2

 ∀p = 1, … , P and the activity matrix H ∈

ℝP, P ≫ K involves the coefficients of factorization 

process over W [12-13]. K, is the cardinality parameter or 

the non-zero coefficients in the sparse representation of a 

data frame. Non-negativity constraints should be 

considered for all coefficients of W and H. This 

factorization with reconstruction error and sparsity 

parameter is defined in the following problem [12-13] 

    p

p

F(W ,H ) S WH h
2

2
 

(1) 

where α is the weighted factor.  The first term considers 

the approximation error and the second term calculates 

sparsity for each row of H. The approximation error can 

be measured based on the generalized Kullback-Leibler 

divergence. Therefore, SNMF is formulated using the 

following optimization problem [12-13]. 

    m,p m,p m,p m,p p

m,p

F(W ,H ) S .log( S / (WH ) S ) h
0

 
(2) 

where ‖𝐻‖0is sparsity constraint or the number of non-

zero coefficients in each row of H.  

 
 
3. OVERVIEW OF THE PROPOSED RECOGNITION 
ALGORITHM 
 
Figure 1 indicates the block diagram of the proposed 

age/gender classification algorithm. At first, the MFCC 

features of the input data from each defined classes in the 

training and test steps are calculated. The detail of each 

block has been illustrated in the following sections. 

 
3. 1. Incoherent Atom Learning Using SNMF       A 

new solution for age/gender recognition problem using 

dictionary learning concepts is presented in this paper. 

The observed data in this learning process can be 

approximately modeled as a weighted linear combination 

of a small number of basis vectors to reduce 

dimensionality. In SNMF, the sparsity parameter is 

imposed to H to control the speed of learning process. In 

the training step, the generative models for training data 

related to the male and female speakers are learned using 

SNMF method. The training data in this paper is divided 

into seven sets that each of them involves the telephone 

speech of male and female speakers in different age and 

gender ranges. These categories for different age and 

gender are shown in Table 1. These age/gender sets 

denote C, YM, YF, MM, MF, SM, SF for children, young 

male, young female, middle male, middle female, senior 

male, senior female, respectively. The atoms and activity 

matrix related to each train set are yielded from the 

following equation [12-13]. 
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Figure 1. Block diagram of the proposed age/gender recognition algorithm with learning and test steps 

 

 

 
TABLE 1. Age/gender categories in the proposed classification 

problem 

Age/ gender 

class 
Age (years)/ gender Number of 

speakers 

C ≤13 (male or female) 15 

YM 14-19 (male) 25 

YF 14-19 (female) 25 

AM 20-64 (male) 25 

AF 20-64 (female) 25 

SM ≥65 (male) 25 

SF ≥65 (female) 15 

 

 

* * || ||    || ||  
S S

S S S S S
W ,H

W ,H arg min S W H s.t. H K2
02  (3) 

where K is cardinality value in sparsity constraint. 

In the next step of the training process, the atoms 

correction step is performed to ensure that each data class 

is only matched to the related atoms. Thus, the atoms 

with the highest energy values in the sparse factorization 

of each data class over composite dictionary (a dictionary 

consists of all seven dictionaries) are replaced with atoms 

with the lowest energy values in each row of H. These 

replacements are done under this condition that the 

selected atoms with the lowest energy must have the 

minimum reconstruction error in the sparse factorization 

for the related data class. The same operation is carried 

out for each data class to replace ten percent of the atoms 

with more desired atoms. If an atom does not have a 

change in the consecutive iterations, the correction 

algorithm stops. This atom correction was first 

introduced for the speech enhancement [14] and in this 

paper is employed to recognize the age and gender ranges 

of different speakers. The main issue that should be 

considered when more than one dictionary participates in 

the factorization process is mutual coherence parameter 

in the learning procedure. This parameter determines the 

dependency between the learned atoms related to the one 

data class. Lower mutual value obtains a dictionary with 

high independency between its basis vectors. In this 

paper, a post-processing method is employed to achieve 

the incoherent dictionaries. This parameter is set in such 

a way that the reconstruction error is reduced in sparse 

representation and the factorization process is done with 

more accuracy. This purpose will be achieved if the 

atoms have low coherence value similar to an 

equiangular tight frame (ETF) [15]. The coherence 

measure is defined as the maximum absolute value 

calculated from the correlation between different atoms 

or maximum absolute value of off-diagonal elementsin 

Gram matrix 𝐺 = 𝐷𝑇𝐷 with normalized atoms [15]. 

So, an iterative projection and rotation (IPR) post-

processing technique is employed to result in an 

incoherent dictionary [16]. This algorithm adjusts the 

structural and spectral constraints on the number of non-

zero eigenvalues of the gram matrix as a projection step. 

Then, the residual norm of the approximation error is 

minimized by rotation of atoms with an orthogonal 

matrix [15]. The importance of training incoherent atoms 

and the prominent rule of this procedure in obtaining 

better results have been proved in the earlier speech 

enhancement methods [17-18]. In our previous works 

[14], a modified version of K-SVD algorithm for 

incoherent dictionary learning was proposed. 

The least angle regression with coherence criterion 

(LARC) sparse coding is used to increase coherence 

between the atoms and training data and IPR method for 

decreasing the mutual coherence between the dictionary 

atoms [14]. The spectrum coefficients are considered as 

the training data in this learning process. A low-rank 

sparse decomposition model is introduced using LARC 

sparse coding and IPR post-processing to train incoherent 
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dictionaries in the time-frequency domain [17]. These 

dictionaries are employed in the factorization process 

based on the robust principal component analysis. An 

incoherent dictionary learning process in wavelet packet 

transform domain is proposed in literature [18]. In this 

process, Limited-memory BFGS algorithm was 

employed to solve two resulted sub-problems in 

approximation and detail subbands with an iterative 

procedure [18]. The presented scheme for solving this 

classification problem using trained generative model is 

detailed in Algorithm 1. The dictionary atoms that have 

more coherence with the training data frames are 

obtained using the Algorithm 1 to represent precisely 

different data classes. If any error occurs in SNMF step 

for training different atoms, it can be compensated due to 

the existence of a generative model fitted to each data 

category. The MFCC is the most widely used feature in 

speech processing algorithms particularly for speaker 

modeling [4]. This feature is applied for representation of 

each input frame to detect age and gender of different 

speakers. These feature vectors involve 13 standard 

features with the energy coefficient and their first and 

second order derivatives. Finally, 39 MFCC coefficients 

are extracted for each training frame [11, 19]. In the test 

step, a composite dictionary is employed to factorize the 

observed signal over the related dictionaries.  

The composite dictionary will be consisting of all 

seven dictionaries corresponding to each data class. 

Then, the activity matrices of this sparse representation 

over all learned dictionaries are calculated. Each 

dictionary that obtains the highest energy for its sparse 

coefficients, determines the input data label. In fact, a 

dictionary with more energy for its coefficient matrix 

obtained using SNMF of the test data over the composite 

dictionary reflects the better representation of the test 

data on the learned atoms. This means that there is a 

greater similarity between the test data and the trained 

atoms. So the data label is set according to these atoms. 
 

 

4. IMPLEMENTATION DETAILS 
 
The proposed recognition method is assessed using 

different evaluation measures using SpeechDat II corpus  

that is a telephone speech databases with gender and age 

labels [20]. This large multi-talker data base has been 

used for research about speech recognition and speaker 

verification problem that includes words or sentences 

read by 5000 speakers of both genders. The training and 

test sets include 100 speakers, 70 and 30 speakers in the 

training and test steps, respectively. The sampling rate of 

the input data is 8 kHz and feature vectors are yielded 

using 39 MFCC coefficients. The number of Mel filters 

is set to 12. The signals are segmented with 37.5 ms 

frame length and 40% overlap with a Hamming window. 

All framing, pre-processing steps are the same in the 

training and test steps of different speakers. The defined 

parameters in different steps of Algorithm 1 are assigned 

according to the experimental evaluations. The value of 

ε parameters is set to 0.01 and 0.015 for male and female 

speakers. Also, the value of 𝜀1 is adjusted to 0.01 for both 

male and female speakers.  N, 𝜇0, K are set to 10, 0.2 and 

8 for all training sets, respectively. 

 

 
5. EVALUATIONS 
 
The objective of this paper is to present a novel 

age/gender detection method which leads to superior 

classification rate over other methods and also in the 

presence of white noise. 

 
Algorithm 1: Proposed sparse modeltraining procedure 

for age/gender detection  

Input: 𝑊𝑆1, … , 𝑊𝑆7, 𝑆1,…,𝑆7, K (cardinality value) ,  

𝑇 (number of iteration), 𝜇0(specified coherence value),  

N (number of selected eigenvalue) 

Output:𝐻𝑆1, … , 𝐻𝑆7, 𝑊𝑆1, … , 𝑊𝑆7 

Initialization: 𝐻𝑆1, … , 𝐻𝑆7 = [0] 
% Train dictionary atoms using SNMF for each data class 

Fori=1:7 

𝑊𝑆𝑖
∗, 𝐻𝑆𝑖

∗ = 𝑎𝑟𝑔 𝑚𝑖𝑛
𝑊𝑆𝑖,𝐻𝑆𝑖

‖𝑆𝑖 − 𝑊𝑆𝑖𝐻𝑆𝑖‖2
2 𝑠. 𝑡.  ‖𝐻𝑆𝑖‖0 ≤ 𝐾 

End 

% Using atom correction step to provide atoms with 

maximum coherence to train data  

Fort=1→ 𝑇 

% For each row of a activity matrix  𝐻𝑆𝑖
∗ 

𝑙𝑚𝑎𝑥

= 𝑎𝑟𝑔 𝑚𝑎𝑥
1≤𝑙≤𝐿

𝑛𝑜𝑟𝑚(𝐻𝑆𝑖
∗)  𝑜𝑟  𝑎𝑟𝑔 𝑚𝑖𝑛

1≤𝑙≤𝐿
𝑠𝑝𝑎𝑟𝑠𝑖𝑡𝑦(𝐻𝑆𝑖

∗) 

𝑙𝑚𝑖𝑛

= 𝑎𝑟𝑔 𝑚𝑖𝑛
1≤𝑙≤𝐿

𝑛𝑜𝑟𝑚(𝐻𝑆𝑖
∗)  𝑜𝑟  𝑎𝑟𝑔 𝑚𝑎𝑥

1≤𝑙≤𝐿
𝑠𝑝𝑎𝑟𝑠𝑖𝑡𝑦(𝐻𝑆𝑖

∗) 

% Using SNMF 

𝑆𝑖 = [𝑊𝑆1
∗𝑊𝑆2

∗ … . . 𝑊𝑆7
∗] [

𝐻𝑆1
∗

𝐻𝑆2
∗

⋮
𝐻𝑆7

∗

] 

% Column number 𝑙𝑚𝑎𝑥of  𝑊𝑆𝑖
∗ is replaced by column 

number𝑙𝑚𝑖𝑛 and yields �̂�𝑆𝑖
∗
, if‖𝑆𝑖 − 𝑊𝑆𝑖

∗𝐻𝑆𝑖
∗‖𝐹

2 < 𝜀1 

% Convergence condition 

 If  ‖𝑊𝑆𝑖
∗ − �̂�𝑆𝑖

∗
‖

𝐹

2
> 𝜀 Then t=t+1 

End 

%Using IPR technique to earn atoms with minimum 

coherence value to each other 

For i=1:7 

% Structural projection of G to ETF matrix 𝐾𝜇0
with 

specified coherence value 𝜇0 using IPR 

%Projection step:𝐺𝑖 = �̂�𝑆𝑖
∗
�̂�𝑆𝑖

∗𝑇
 

𝑊𝑆𝑖
∗∗ = 𝑇ℎ𝑟𝑒𝑠ℎ(𝐺𝑖,𝑗|𝑖≠𝑗 , 𝜇0) = {

𝑔𝑖  𝑖𝑓 |𝑔𝑖 | ≤ 𝜇0

𝜇0     𝑖𝑓 𝑔𝑖 > 𝜇0

−𝜇0  𝑖𝑓 𝑔𝑖 < −𝜇0

 

% Spectral projection by limiting the eigenvalue numbers 

(𝜆) (obtained from singular value decomposition (SVD)) of 

G to N largest values 
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𝑆𝑉𝐷(𝐺𝑖) = 𝑄𝑖𝛬𝑖𝑄𝑖
𝑇 

𝛬�̂� = 𝑇ℎ𝑟𝑒𝑠ℎ(𝛬𝑖 , 𝑁) = {
𝜆𝑖   𝑖𝑓  𝑖 ≤ 𝑁, 𝜆𝑖 > 0    
0     𝑖𝑓  𝑖 > 𝑁 𝑜𝑟 𝜆𝑖 < 0

 

𝐺�̂� = 𝑄𝑖�̂�𝑄𝑖
𝑇 

% Rotation process to reduce approximation error in 

factorization procedure using orthogonal rotation matrix D 

𝑊𝑆𝑖
∗∗∗ = 𝑎𝑟𝑔 𝑚𝑖𝑛

𝑤
‖𝑌 − 𝐷𝑊𝑆𝑖

∗∗𝐻𝑆𝑖
∗∗‖𝐹

2  

End 
 

 

The assessment of the proposed classification method is 

done using recognition measure defined as the number of 

correct classifications divided by the total number of test 

data. The average values of recognition accuracy results 

for all test data related to different age/gender sets are 

reported in Table 2. These experimental results show that 

the proposed detection algorithm obtains better 

classification precision than other mentioned algorithms 

for different defined categories. Also, the average results 

over age sets as young (Y), middle (M) and senior (S) are 

summarized in Table 3 that indicates the superiority of 

the proposed scheme. Table 4 shows the relative 

confusion matrix of the proposed method for different 

age/gender categories in percentage.  

 
TABLE 2. Recognition rate of different methods for 

age/gender categories 

 C YM YF MM MF SM SF 

[7] 54.2 61.4 60.3 59.6 60.7 59.2 53 

[8] 61.1 66 68.2 66.4 62.1 63.3 59.1 

Proposed 65.2 74.3 73.4 72.3 68.1 70.4 66.8 

 

 
TABLE 3. Average value of recognition rate of different 

methods for age/gender categories 

 C Y M S 

[7] 54.23 60.89 60.15 56.14 

[8] 61.18 67.13 62.70 61.23 

Proposed 65.21 73.89 69.24 68.59 

 
TABLE 4. Relative confusion matrix of the proposed method 

for age/gender categories 
   Detected  

          label 

Data label  

C YM YF MM MF SM SF 

C 74.7 6.14 5.21 4.10 4.47 3.27 2.05 

YM 5.87 71.9 5.13 6.25 4.32 3.54 2.96 

YF 5.42 4.25 75.4 4.67 4.01 3.56 2.65 

MM 4.21 6.51 4.25 75.5 4.61 3.25 1.68 

MF 4.01 3.52 4.27 4.06 79 3.51 1.62 

SM 2.19 2.76 2.49 4.25 3.76 81.3 3.28 

SF 3.98 3.03 2.42 3.01 3.15 4.11 80.30 

This evaluation matrix shows that each data set is 

assigned to the specific class with high accuracy value. 

As mentioned, the performance of the presented 

approach is assessed in the presence of white noise at 

different signal to noise ratios (SNRs). In fact, the 

dictionaries are trained with clean data and in the test 

step, white Gaussian noise is added to the input signal. 

The monaural recording of the speech signal in a real 

environment can be linearly defined as  

    Y t   S) t  (  N t  (4) 

where Y(t), S(t) and N(t) are the observed, voice and 

noise signal. The white noise signal is selected from 

Noisex92 [21]. The results of this recognition scenario 

for test data mixed with white noise signal at SNR= +5dB 

are expressed in Table 5. The average results for different 

age classes are shown in Table 6. Moreover, the 

confusion matrix is reported for the proposed method in 

Table 7.  
 

 

TABLE 5. Recognition rate of different methods for 

age/gender categories in the presence of white noise at SNR=+5 

dB 

 C YM YF MM MF SM SF 

[7] 50.1 57.2 56.9 56.7 58.5 56.8 51 

[8] 57.5 62.3 65 63 57.6 59.2 56.3 

Proposed 62.7 73.2 70.4 69.4 66.1 68.9 64 

 

 

TABLE 6. Average value of recognition rate of different 

methods for age/gender categories in the presence of white 

noise at SNR=+5 dB 

 C Y M S 

[7] 50.12 57.10 57.63 53.94 

[8] 57.53 63.66 60.31 57.78 

Proposed 62.76 71.81 67.77 66.47 

 

 

TABLE 7. Relative confusion matrix of the proposed method 

for age/gender categories in the presence of white noise at 

SNR=+5dB 

Detected 

label 

Data label  

C YM YF MM MF SM SF 

C 65.4 7.78 6.89 5.47 5.67 4.59 4.21 

YM 6.9 66.9 5.34 6.38 5.41 4.87 4.11 

YF 6 6.24 67.1 5.01 5.92 5.69 4.03 

MM 5.78 7.03 6.44 66.1 6.21 4.88 3.52 

MF 6.22 5.14 5.13 5.94 68.9 4.77 3.82 

SM 4.56 5.06 4.75 4.10 5.42 70.3 5.81 

SF 3.01 4.45 5.86 4.51 5.89 6.71 69.5 
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As can be seen, the performance of all methods have 

slightly decreased when the noisy test signals have seen 

but the proposed method has also been able to get better 

results in comparison with other algorithms. These 

results when the test signal is polluted with the white 

noise signal at SNR= +5dB are expressed in Tables 8-10. 

The results are the averaged value over all observed data 

of each age/gender category. Since, the energy of noise 

signal increases in this test scenario, the recognition 

accuracy values are prominently reduced. The 

experimental results showed that the proposed algorithm 

with pre-trained incoherence dictionaries achieved the 

best accuracy rates in this test condition and outperform 

other methods in this context. The white noise signal is 

unstructured and cannot be sparsely modeled over a 

trained dictionary 𝑊𝑠. The components of white noise are 

disregard in factorization over a fixed dictionary and 

represented in the reconstruction error term of Equation 

(1).  

 

 
TABLE 8. Recognition rate of different methods for 

age/gender categories in the presence of white noise at 

SNR=0dB 

 C YM YF MM MF SM SF 

[7] 28.3 31 29.5 30.5 31.6 33.7 29.9 

[8] 35.6 37.8 36.2 35.6 33.2 36 32.8 

Proposed 50.2 51.2 52.3 53.2 54.4 53.6 51.4 

 

 
TABLE 9. Average value of recognition rate of different 

methods for age/gender categories in the presence of white 

noise at SNR=0dB 

 C Y M S 

[7] 28.31 30.28 31.07 31.82 

[8] 35.63 37.01 34.42 34.41 

Proposed 50.23 51.77 53.83 52.51 

 

 
TABLE 10. Relative confusion matrix of the proposed method 

for age/gender categories in the presence of white noise at 

SNR=0dB 

Detected 

label 

Data label  

C YM YF MM MF SM SF 

C 47.7 8.62 8.69 8.03 8.33 9.89 8.74 

YM 7.51 47.3 9.88 8.59 9.39 8.54 8.75 

YF 8.58 7.91 52 7.43 8.14 7.52 8.43 

MM 7.28 8.53 7.88 51.3 8.05 7.96 9.02 

MF 8.59 7.58 8.27 7.93 50.7 8.24 8.65 

SM 7.54 8.33 7.59 8.46 8.54 50.8 8.57 

SF 8.63 8.05 8.47 9.21 7.92 8.83 48.9 

Therefore, the reason of superiority of the proposed 

method in the presence of white noise is that this 

unstructured noise is incoherent to the voice dictionary 

and can be neglected properly during factorization 

process.This superiority originates from two issues, the 

first is using the atom correction technique to ignore the 

atoms with unimportant rules in the representation of the 

input frames. The second issue is training incoherent 

models for the input data related to each set based on IPR 

to reduce the coherence between dictionary atoms. 
 
 

6. CONCLUSION 
 
In this paper, the incoherent modeling and sparse non-

negative matrix factorization are applied to age and 

gender recognition problem in the telephone speech 

processing. The proposed method employs atom 

correction algorithm and iteration projection-rotation 

technique as post-processing methods to earn dictionaries 

with high data-atom coherence and low mutual 

coherence for a fixed dictionary. Also, Mel-frequency 

cepstral coefficients are used as training data to represent 

precisely the structure of each input component. The 

dictionary atoms are trained over data of male and female 

speakers in different age ranges using the sparsity 

constraint imposed to non-negative matrix factorization 

method. The experimental results show that the better 

recognition rates are yielded using the proposed 

algorithm in comparison with other algorithms in this 

processing filed. In order to have more investigation 

about the performance of the proposed method, 

evaluations done in the presence of background white 

Gaussian noise and similar results earned for the 

presented recognition scheme. 
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 چکیده
 

 

گوینده به کمک مشخصات سیگنال گفتار، یکی از مسائل مهم در پردازش گفتار تلفنی به منظور تشخیص جنسیت و سن 

های ناهمدوس باشد. در این مقاله یک سیستم جدید تشخیص سن و جنسیت گوینده براساس مدلتعیین هویت یک فرد می

ها، ارائه شده است. مشابه ش اصلاح اتمپردادیده به کمک الگوریتم تجزیه مقادیر غیرمنفی تنک و گام پسو جامع آموزش

های مربوط باشد که در گام یادگیری، اتمبندی، روش پیشنهادی نیز شامل گام یادگیری و تست میهای طبقهسایر الگوریتم

بندی گیرد. از آنجاییکه دقت دستهبند مورد ارزیابی قرار میبه هر کلاس داده آموزش داده شده و در گام تست، عملکرد طبقه

به میزان زیادی به ویژگی انتخابی از سیگنال داده وابسته است، در این مقاله از ضرایب کپسترال فرکانس مل به منظور یادگیری 

های ها بر روی مجموعه دادههای فضایی و ساختار سیگنال گفتار استفاده شده است. این پایهکننده پایههای بازنماییاتم

شوند. سپس های مختلف به کمک الگوریتم تجزیه مقادیر غیرمنفی تنک مدل میها با جنسیتگفتاری هر یک از گوینده

ای مختلف بر روی های دادهها مبتنی بر انرژی ضرایب فعال این تجزیه به منظور کاهش همدوسی میان گروهاصلاح اتم

ها که انرژی ضرایب های مربوط به دیگر کلاسگیرد. در بازنمایی تنک هر کلاس داده، اتمنامه معادل هر یک انجام میواژه

دهند، جایگزین ها انرژی ضرایب فعال کمتری بدست میهایی که در بازنمایی این کلاسدهند با اتمفعال بیشتری بدست می

گیرد که خطای تقریب در بازنمایی داده اصلی از حد مشخصی بیشتر نشود. شوند و این جایگزینی به شرطی صورت میمی

های پیشنهادی بیشتر از سایر الگوریتم بندی الگوریتمدهد که دقت طبقههای مختلف در آزمایشات انجام شده نشان میزیابیار

باشد. این آزمایشات در حضور نویز سفید گوسی نیز انجام شده و نتایج مشابهی را بدست داده ارائه شده در این زمینه می

 است.
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