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A B S T R A C T  
 

 

Many defects in manufacturing system are caused by human resources that show the significance of 

the human resources in manufacturing systems. Most manufacturers attempt to investigate the human 
resources in order to improve the work conditions and reduce the human error by providing a proper 

work-rest schedule. On the other hand, manufacturer deal with machine scheduling based on demand 

and work type. The mentioned scheduling would be effective if both are simultaneously implemented; 
then, we confront integrated human- machine systems which work with minimum cost, machine failure 

and human errors. Considering this fact, we propose a bi-level mixed integer nonlinear model to 

minimize the machine scheduling costs such as earliness-tardiness cost and interruption cost in the 
upper level and human error in lower level according to performance shaping factors (PSFs). Several 

numerical instances are implemented by the proposed model to show the model effectiveness to obtain 

the best work schedule for human resources and machines in manufacturing systems. 

doi: 10.5829/ije.2018.31.03c.05 
 

 
1. INTRODUCTION1 
 

There are extensive literature investigated on models of 

machine scheduling, but most of them considered an 

unreal assumption that leads to non-applicable results. 

They often assume that machines are available all the 

time, during the planning period, while machines cannot 

operate nonstop because of maintenance actions, human 

resources rest [1-3]. 

Regarding this fact, two factors influence the 

machine scheduling, the first is machine maintenance 

and the second is human resources rest. 

The first factor, machine maintenance has been 

investigated under unavailability assumption in machine 

scheduling models. Wang and Cheng [4] studied a two 

identical parallel-machine scheduling in which one 

machine is available in a predetermined interval and the 

other machine is available all the time in the planning 

horizon. The objective is to maximize the number of on-

time jobs. Costa et al. [5] investigated a scheduling 

problem with periodic tool changes that cause machine 

availability restrictions. Gedik et al. [6] proposed a 

model to schedule non-identical jobs with availability 

intervals and sequence dependent setup times on 
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unrelated parallel machines in a fixed planning horizon. 

Sheen et al. [7] studied a scheduling n non-preemptive 

problem with machine availability and eligibility 

constraints. Lee and Kim [8] proposed a model to 

schedule identical parallel machines. Each machine 

requires a preventive maintenance and are unavailable 

for a specific period. Mishra and Jain [9] investigated a 

model that considers an accumulated deterioration based 

on increasing intensity for the random failures that make 

machines unavailable. Mokhtari et al.[10] studied a 

realistic variant of flow shop scheduling which 

integrates flow shop batch processing machines (FBPM) 

and preventive maintenance with unavailability 

constraints. 

Other reported literature [11-14] also investigated 

the maintenance of the machine under availability 

constraints and proposed several models for machine 

scheduling. In all mentioned models the human effect 

was not considered. That is to say, human was 

considered as a common factor that does not have any 

effect on scheduling. 

To overcome the mentioned issue about human 

resources, some researchers investigate the effect of 

human on scheduling in manufacturing systems. 

Jamshidi and Seyyed Esfahani [15] proposed a mixed-
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integer nonlinear model to find the best working 

schedule based on product quality cost and workers 

reliability. They assumed that the workers have a 

specific fatigue limit and the workers can rest to elevate 

their fatigue. Qiong et al. [16] presented a meta-

heuristic model to tackle the limitation on human 

resources in parallel machine scheduling problem with 

precedence constraints. Bouzidi-Hassini et al. [17] 

discussed a new approach to schedule the production 

and simultaneously maintenance operations. This 

approach takes into account human resources 

parameters such as availability and skills. Zhu et al. [18] 

studied a single machine scheduling problem that the 

process time of each job is dependent on resource 

allocation function, job position in the sequence and 

rate-modifying activity. Although, there are other 

research papers that investigate the human resource in 

scheduling, most of them considered human as a 

common resource like other resources such as 

equipment and raw material. 

Another category of papers tries to schedule human 

resources according to error, fatigue and reliability and 

considered human as important as machines in 

scheduling. They tried to schedule human resources to 

implement the jobs in a proper interval of fatigue and 

error rate. Pacaux-Lemoine et al. [19] showed the less 

attention paid to the integration of human and machines 

in manufacturing systems and proposed a framework to 

overcome this defect. Böllhoff et al. [20] presented an 

empirical study of the human error probability (HEP) 

and its effects on cellular manufacturing. Li et al. [21] 

provided a framework to evaluate the muscle force and 

fatigue development caused by lifting tasks. The output 

of this type of frameworks utilized in mathematical 

models that optimize machine schedule and human rest 

schedule for example, Jamshidiand and Maadi [22] 

proposed a model to optimize the human resources rest 

time and machine schedule based on the fatigue-

recovery model. Jaber et al.[23] presented the 

“learning–forgetting–fatigue–recovery model” 

(LFFRM) that addresses probable problems related to 

human resources in manufacturing environments. 

 

 

2. BI-LEVEL PROGRAMMING 
 
Bi-level programming (BLP) is categorized in 

hierarchical programming area. In this type of 

programming an agent as a “leader”, integrates through 

its optimization process the response of a “follower” to 

his decisions. The followers is assumed to be rational 

and try to make optimal decisions. That is to say, in the 

BLP problems, each agent (decision maker) optimizes 

his objective function(s) separately. While, the agents' 

decisions in each level affect the decision space of 

another level [24]. 

BLP model is discussed in many papers and 

applications are presented in literature [25-28]. The 

general formulation of a BLP problem is as follows 

[24]: 

x

( U ) min

s.t .

0 ,

F(x, y)

G(x, y)

 

where y = y(x)   is define implicitly by lower level as 

follows: 

y

( L ) min

s.t .

0 ,

f(x, y)

g(x, y)

 

 As could be seen the BLP consists of two sub models 

the upper level (U) and the lower level (L). F(x, y) is 

the objective function of the upper level and the X is the 

vector of decision variable of upper level decision 

maker.G(x, y) is also the set of constraint for upper 

level. On the other hand, the f(x, y) is the objective 

function of lower level. Y is the decision vector of the 

lower level decision-maker and g(x, y)  is the constraint 

set of the lower level. To solve a BLP the important 

factor is the response function. The value of Y 

calculated in the lower level and replaced in upper level 

through response function. In fact, the response function 

connects the upper and lower-level variables and creates 

a link between the two models. There are some 

advantages for BLP in comparison with traditional one 

level models. (1) BLP can be used to optimize different 

or contradictory objective function (2) BLP can obtain 

the optimal results for leaders and followers problems 

and (3) facilitate the modeling by splitting large models 

to small models [26].  

Since the machine scheduling and human rest 

scheduling are two conflict decisions. BLP can be used 

to model this type of problems and provide the optimal 

solution for machine scheduling and human work-rest 

schedule. 

 

 

3. HUMAN RELIABILITY ANALYSIS AND PSFS 
 
Human reliability analysis (HRA) is a set of methods 

includes error classification, error detection, and human 

error probability (HEP) determination. HRA methods 

have been proposed to reduce or eliminate the HEP and 

related costs such as injuries, human resource idleness, 

and poor quality. 

HRA has been categorized in three classes [29]: 

 Subjective HRA based on probabilistic risk 

assessment (PRA) or probability safety assessment 

that includes a systematic risk assessment during 

the work period. 
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 Depend HRA methods are less subjective and 

recently proposed. 

 HRA based on the cognitive control theory 

Many efforts have been done to make the HRA closer to 

reality. One of these efforts is proposing PSF to 

consider the effect of some internal and external factors 

on human reliability. On the other hand PSFs represent 

some effective aspects such as individual 

characteristics, the environment, the environment and 

the task that decreases or improves human resources 

performance, thereby increasing or decreasing the 

human error probability [30]. 

PSF was proposed by Swain [31] for first time and 

usually treated as ‘‘the regulation item for the 

introduction of the error rate’’ or ‘‘the providing items 

for the prediction of human error’’. In fact, PSFs are the 

aspects of human behavior and the context that can 

impact on human resource performance, these factors 

were viewed in terms of the effects, they might exert on 

human performance such as work efficiency and system 

reliability. Many PSFs and categories have been 

proposed by researchers for different systems such as 

nuclear or power plant [32],[33],[34]. 

In practice, the number of PSFs that are included in 

HRA methods lies between these 1 to 60 PSFs. For 

example, the SPAR-H method [35], which is widely 

used in the US nuclear industry, includes eight PSFs. 

The internationally widely used cognitive reliability and 

error analysis method (CREAM) [36] use nine PSFs. 

Boring studied the important PSFs and proposed 8 PSFs 

that are considered in common HRA methods [37]. 

These PSFs are "Available Time", "Stress", 

"Complexity", "Experience and Training", 

"Procedures", "Ergonomics", "Fitness for Duty", "Work 

Process". 

In prior researches, some coefficients have been 

proposed for each PSF that show the effect of PSF on 

the HEP. For example, SPAR-H method proposed a 

table for PSF value in the different situation and the 

system [38]. Table 1 shows the weight for the different 

manner of available time as a PSF. 
 

TABLE 1. The PSF weight for available time 

PSF level (Available Time) 
Multipliers 

Action 

Multipliers 

Diagnosis 

Inadequate Time P (failure) =1 P (failure) =1 

Time available = time 
required/Barely adequate time 

10 10 

Nominal time 1 1 

Time available > 5 x time 

required Extra time 
0.1 0.1 

Time available > 50 x time 
required Expansive time 

0.01 0.01 

Insufficient information Nominal time Nominal time 

PSFs can have a positive or negative effect on HEP. 

When the PSF has a positive effect, it corresponds to a 

value less than one; that is used to decrement the HEP. 

When the PSF influence in a negative way, it 

corresponds to a value greater than one and causes a 

reduction in HEP. The total effect of PSFs can be 

obtained using Equation (1) 

𝑇𝑃𝐼 = 𝐼𝑃𝑆𝐹1 ∗ 𝐼𝑃𝑆𝐹2 ∗ … ∗ 𝐼𝑃𝑆𝐹8  (1) 

The total impact of PSFs (TPI) is the multiplication of 

each PSF impact (IPSF). According to the amount TPI, 

the HEP value can be provided by Equation (2) 

𝐻𝐸𝑃𝑐𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑒 =
𝐻𝐸𝑃𝑛𝑜𝑚𝑖𝑛𝑎𝑙.𝑇𝑃𝐼

𝐻𝐸𝑃𝑛𝑜𝑚𝑖𝑛𝑎𝑙.(𝑇𝑃𝐼−1)+1
  (2) 

HEPnominal is the nominal error rate for a specific human 

resource. As could be seen the HEPcomposite value is the 

human error rate in presence of PSFs. We uses these 

Equations in the lower level to optimize the rest time of 

workers according to HEP. 

 

 

4. PROBLEM STATEMENT 
 
In This section, the BLP model has been proposed. 

First, the upper-level model is developed. After while, 

the lower-level model is proposed. Before introducing 

the mathematical model all indices, parameters and 

variables used to model the problem are presented as 

follows: 

Nomenclature 

Indices 

I Number of job  

J Number of time position 

M Number of machine and worker  

i Index for job (i=1,2,…N) 

j Index for time position (j=1, 2,…J) 

m Index for machine and its related worker (m=1, 2,…M) 

Parameters 

Pi Processing time of job i 

Di
c The ideal completion time (or due-date) of job i 

Di
s The ideal start time for job I (Di

s= Di
c- Pi+1) 

i  The unitary earliness penalty of job i 

i  The unitary interrupt penalty of job i 

i  The unitary tardiness penalty of job i 

coim The complexity of job i for worker m 

prim The worker m procedure to implement job i 

exim The worker m experience to implement job i 

fim The worker m fitness to implement job i 

HEPcritical The critical level of worker error probability 
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NOHEPm The nominal error probability for worker m 

Decision variables 

Ci The completion time of job i 

Mmj 
1 if the work of machine m rests in position  j; = 0 
otherwise 

Ymj 
1 if the worker of machine m is idle in position j; =0 
otherwise 

Ximj 
1 if job i is done on machine m in position  j; = 0 
otherwise 

Ei The earliness of job i 

Ti The tardiness of job i 

Si The start time of job i 

CoPSFmj 
The PSF value related to complexity for worker m in 

position j 

PrPSFmj 
The PSF value related to procedure for worker m in 

position j 

ExPSFmj 
The PSF value related to experience for worker m in 

position j 

FiPSFmj The PSF value related to fitness for worker m in position j 

TPImj Total impact of PSFs in position j for worker m 

HEPmj The worker m error probability in position j 

 

In this paper we model a production system that 

includes parallel machines and their related human 

resources. The model aim to optimize the production 

schedule in upper level and work-rest schedule of 

human resources in lower level. Some assumptions have 

been made to model the proposed problem. 

 Each machine has a worker (human resource) 

 The processing time for all jobs is known and 

deterministic.  

 No job can be processed on more than one 

machine simultaneously. 

 Any machine can process any job. 

 No machine can process more than one job at a 

time. 

 Preemption is allowed. 

 Number of jobs and machines are fixed. 

 Transportation time between machines is 

negligible. 

 Machine setup time is negligible. 

 Four PSFs have been considered. (Complexity, 

procedure, experience and fitness for duty) since 

they are dependent on the jobs. 

 The HEP of a worker cannot be more than 

critical HEP 

 If worker HEP is more than critical HEP, he 

should rest to reduce the error rate. 

 The process time of jobs is known and 

deterministic. 

With respect to above notation and assumptions, the bi-

level model can be proposed as below: 

  

1

1

1 1

1 1 1

( )

1

2

2

I

upper i i i i

i

I M J

i imj im j im imJ

i m j

Min Z E T

X X X X

 









  

 

    



     
   

              (1) 

∑ ∑ 𝑋𝑖𝑚𝑗
𝐽
𝑗=1

𝑀
𝑚=1 = 𝑃𝑖

  

∀𝑖;

 

(2) 

∑ 𝑋𝑖𝑚𝑗
𝑀
𝑚=1 ≤ 1 

  

∀𝑖, 𝑗;
 (3) 

𝑇𝑖 ≥ 𝐶𝑖 − 𝐷𝑖
𝑐  ∀𝑖; (4) 

𝐸𝑖 ≥ 𝐷𝑖
𝑠 − 𝑆𝑖  ∀𝑖; (5) 

𝐶𝑖 = 𝑚𝑎𝑥
𝑚

[𝑚𝑎𝑥
𝑗

(𝑗 ∗ 𝑋𝑖𝑚𝑗)]  ∀𝑖; (6) 

𝑆𝑖 = 𝑚𝑖𝑛
𝑚

[𝑚𝑖𝑛
𝑗

[𝑗 + 𝐴(1 − 𝑋𝑖𝑚𝑗)]]  ∀𝑖; (7) 

∑ 𝑋𝑖𝑚𝑗
𝐼
𝑖=1 ≤ 1 − 𝑀𝑚,𝑗   ∀𝑚, 𝑗; (8) 

𝑋𝑖𝑚𝑗 ∈ {0,1}  ∀𝑖, 𝑚, 𝑗; (9) 

𝑀𝑚𝑗 ∈ {0,1}  ∀𝑖, 𝑚; (10) 

𝑇𝑖 , 𝐸𝑖 ≥ 0  ∀𝑖; (11) 

1 1

1 1*

M J

mj M J

m J

lower mj

m j

HEP

Min Z Y

M J

 

 

 


  

 (12) 

𝑌𝑚𝑗 = (1 − ∑ 𝑋𝑖𝑚𝑗)𝐼
𝑖=1 ∗ (1 − 𝑀𝑚𝑗) ∀𝑚, 𝑗; (13) 

𝐻𝐸𝑃𝑚𝑗−𝐻𝐸𝑃𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 ≤ 𝑀𝑚𝑗  ∀𝑚, 𝑗; (14) 

𝑀𝑚𝑗 ≤ 1 + (𝐻𝐸𝑃𝑚𝑗−𝐻𝐸𝑃𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙)  ∀𝑚, 𝑗; (15) 

𝐶𝑜𝑃𝑆𝐹𝑚𝑗 = ∑ 𝑐𝑜𝑖𝑚
𝐼
𝑖=1 . 𝑋𝑖𝑚𝑗  ∀𝑚, 𝑗;

 (16) 

𝑃𝑟𝑃𝑆𝐹𝑚𝑗 = ∑ 𝑝𝑟𝑖𝑚
𝐼
𝑖=1 . 𝑋𝑖𝑚𝑗  ∀𝑚, 𝑗;

 (17) 

𝐸𝑥𝑃𝑆𝐹𝑚𝑗 = ∑ 𝑒𝑥𝑖𝑚
𝐼
𝑖=1 . 𝑋𝑖𝑚𝑗

  

∀𝑚, 𝑗;
 (18) 

𝐹𝑖𝑃𝑆𝐹𝑚𝑗 = ∑ 𝑓𝑖𝑚
𝐼
𝑖=1 . 𝑋𝑖𝑚𝑗

  

∀𝑚, 𝑗;
 (19) 

𝑇𝑃𝐼𝑚𝑗 = 𝐶𝑜𝑃𝑆𝐹𝑚𝑗 ∗ 𝑃𝑟𝑃𝑆𝐹𝑚𝑗 ∗

𝐸𝑥𝑃𝑆𝐹𝑚𝑗 ∗ 𝐹𝑖𝑃𝑆𝐹𝑚𝑗  
∀𝑚, 𝑗; (20) 

𝐻𝐸𝑃𝑚𝑗 =
∑

𝑁𝑂𝐻𝐸𝑃𝑚.𝑇𝑃𝐼𝑚𝑗

𝑁𝑂𝐻𝐸𝑃𝑚.(𝑇𝑃𝐼𝑚𝑗−1)+1

𝑗
𝑗=𝑗−1

2

  

∀𝑚, 𝑗 ≥ 2
 (21) 

𝐻𝐸𝑃𝑚𝑗 = 𝑁𝑂𝐻𝐸𝑃𝑚  ∀𝑚, 𝑗 = 0 (22) 

𝐻𝐸𝑃𝑚,𝑗 ≥ 0  ∀𝑚, 𝑗; (23) 



R. Jamshidi / IJE TRANSACTIONS C: Aspects  Vol. 31, No. 3, (March 2018)   432-439                               436 
 

Relation (1) shows the objective function of upper level. 

The first component calculates the total weighted 

earliness and tardiness cost. The second component 

computes the interruption cost. Equality (2) guarantees 

that the number of time positions in which job i is 

processed on all machines, is equal to the processing 

time of job i. Inequality (3) makes sure that each job can 

be processed by one machine in each position time. 

Constraints (4) and (5) calculate the tardiness and 

earliness of each job respectively. Equations (6) and (7) 

calculate the completion time and start time for each 

job. Constraint (8) guarantees that if the worker of 

machine m rests in a time position no job can be 

implemented by the machine in the time position. Sets 

(9-10) define the binary variables and set (11) identifies 

non-negativity constraints. Relation (12) proposes the 

objective function of the lower level model. This 

function tries to minimize the average of HEP for all 

machine in all position times in first component and idle 

time of worker in the second component. Equation (13) 

shows that if the machine does not work and its worker 

does not rest, the worker is idle. Constraint (14) makes 

sure that if the HEP of the worker is less than the critical 

HEP the worker should rest to reduce the error 

probability. On the other hand constraint (15) 

guarantees that worker cannot rest if his error rate is less 

than critical HEP. Constraints (16-19) calculate the 

PSFs related to complexity, procedure, experience, and 

fitness for duty according to multiplayers like what 

mentioned in TABLE 1. These multipliers are given 

according to work type and worker skills to do job i. 

Equation (20) compute the total PSF impact on HEP 

according to Equation (I) also it should be noted that if 

the worker does not work his error probability is equal 

to zero. Finally Equation (21) calculates the average of 

HEP for each time position, this equation proposes an 

implicit fact. If the worker does not work in the prior 

time position, its HEP in current positions reduces in 

comparison to working in prior position. Constraint (22) 

indicates that in error rate of the worker in the first 

position is equal to nominal HEP. Constraint (23) sets a 

non-negative limit on HEP for each machine and each 

time position.  

If we assume that the critical HEP is equal to 1 then 

the mentioned problem turns into a common parallel 

machine scheduling. [39] proposed that common 

parallel machine scheduling problems are NP-hard and 

no exact polynomial algorithms have been found to 

solve these problems. To overcome this difficulty we 

use some linearization technique to convert the model 

into a linear one and solve the mathematical model in a 

reasonable amount time. 

 

 

5. NUMERICAL EXAMPLE 
 

In this section, we investigate some instances using the 

proposed bi-level mathematical model. We consider 5 

instances in a lathing work shop with 2-5 parallel 

machines and several jobs as proposed in Table 2. 

 
TABLE 2. Instance parameters 

Instance No. Job No. Machine  No. Critical HEP 
Nominal HEP 

Worker1 Worker 2 Worker 3 Worker 4 Worker 5 

1 3 2 0.1 0.15 0.15    

2 5 2 0.17 0.13 0.12    

3 10 3 0.16 0.15 0.13 0.15   

4 15 4 0.2 0.16 0.14 0.17 0.18  

5 20 5 0.24 0.15 0.17 0.17 0.16 0.21 

 

 

Other parameters such as earliness cost, tardiness cost 

and interrupt penalty have been extracted from uniform 

number with appropriate intervals shown in TABLE . 

 
TABLE 3.Cost and time parameters for proposed instances 

Input variables  Distribution 

Unit interrupt penalty of job i (
i ) ~ U(1, 3) 

Unit earliness penalty of job i (αi) ~ U(1, 3) 

Unit tardiness penalty of job i (βi) ~ U(1, 2) 

Ideal completion time or due date of job i 
(Di

c) 
~U[dmin, dmin+ρP”] 

Processing time of job i (Pi) ~ U(4, 8) 

𝑑𝑚𝑖𝑛 = max (0, 𝑃,,(𝜐 −
𝜌

2
)) and𝑃,, = 1/𝑀 ∑ 𝑃𝑖

𝑁
𝑖=1 . The 

expression of 𝑃,, tries to satisfy the scale invariance 

criteria and regularity described in literature [40] for 

generating experimental scheduling instances. The two 

parameters and ρ are the tardiness and range parameters, 

respectively. υ  and ρ varies between (0.5, 0.8). 

To provide the optimal results using the proposed bi-

level model, a repetitive procedure is implemented. The 

schema of this procedure is shown in Figure . The value 

of E is considered to be equal to 1. 

Table 4 shows the results of proposed model for 

instances 1-5. In this table, the objective value of upper 

and lower level have been presented. 
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Start

Consider a set of value for variable X

Replace the X value in lower level.

Solve the lower level and provide a set for variable  M

Replace the M value in upper level.

Solve the upper level and provide a set for variable X

|Zu
K- Zu

K-1|<E

The optimal solution has been found

NO

Yes

Finish
 

Figure 1. The schema of repetitive procedure for bi-level 

model 

 

 
For further investigation, we proposed the detail results 

of instance No.1. 

 
 

 

TABLE 2. The results of proposed method for instances 

Instance No. Z upper Z lower 

   

1 7.99 26.078 

2 12.33 32.45 

3 16.24 49.65 

4 21.36 78.95 

5 29.65 94.23 

 

 

Tables 5 and 6 show the value of variables Ximj and Mmj 

that present the work time of machines and workers rest 

time, respectively. 

As could be seen the worker of machine 1, rests in 

positions 1 and 7. He also implements job 1 in positions 

10-15 and job 2 in positions 5-6 and 8-9. The model 

tries to maintain the HEP of workers in a proper 

interval. The HEP value for each worker in each 

position is shown in TABLE 3. 

The proposed results showed that the human 

reliability was maintained in a proper and safe interval, 

but the total completion time was extended because of 

lower level constraints, compared to when human 

reliability was not considered in classic job scheduling 

models. Using the proposed human work- rest schedule, 

the human error decreases and many excess costs such 

as rework, human injuries and poor quality were 

reduced. 

 

TABLE 5. The X value for instance 1 

X(i,m,j) value X(i,m,j) value X(i,m,j) value X(i,m,j) value X(i,m,j) value X(i,m,j) value 

1.1.1 
 

1.2.1 
 

2.1.1 
 

2.2.1 
 

3.1.1 
 

3.2.1 1 

1.1.2 
 

1.2.2 
 

2.1.2 
 

2.2.2 
 

3.1.2 
 

3.2.2 1 

1.1.3 
 

1.2.3 
 

2.1.3 
 

2.2.3 
 

3.1.3 
 

3.2.3 1 

1.1.4 
 

1.2.4 
 

2.1.4 
 

2.2.4 1 3.1.4 1 3.2.4 
 

1.1.5 
 

1.2.5 
 

2.1.5 1 2.2.5 
 

3.1.5 
 

3.2.5 1 

1.1.6 
 

1.2.6 
 

2.1.6 1 2.2.6 
 

3.1.6 
 

3.2.6 
 

1.1.7 
 

1.2.7 
 

2.1.7 
 

2.2.7 
 

3.1.7 
 

3.2.7 
 

1.1.8 
 

1.2.8 
 

2.1.8 1 2.2.8 
 

3.1.8 
 

3.2.8 
 

1.1.9 
 

1.2.9 
 

2.1.9 1 2.2.9 
 

3.1.9 
 

3.2.9 
 

1.1.10 1 1.2.10 
 

2.1.10 
 

2.2.10 
 

3.1.10 
 

3.2.10 
 

1.1.11 1 1.2.11 
 

2.1.11 
 

2.2.11 
 

3.1.11 
 

3.2.11 
 

1.1.12 1 1.2.12 
 

2.1.12 
 

2.2.12 
 

3.1.12 
 

3.2.12 
 

1.1.13 1 1.2.13 
 

2.1.13 
 

2.2.13 
 

3.1.13 
 

3.2.13 
 

1.1.14 1 1.2.14 
 

2.1.14 
 

2.2.14 
 

3.1.14 
 

3.2.14 
 

1.1.15 1 1.2.15 
 

2.1.15 
 

2.2.15 
 

3.1.15 
 

3.2.15 
 

 
TABLE 6. The M value for instance 1 

M(m,j) value M(m,j) value M(m,j) value M(m,j) value M(m,j) value M(m,j) value 

1.1 
 

1.6 
 

1.11 
 

2.1 
 

2.6 1 2.11 1 

1.2 
 

1.7 1 1.12 
 

2.2 
 

2.7 1 2.12 1 

1.3 1 1.8 
 

1.13 
 

2.3 
 

2.8 1 2.13 1 

1.4 
 

1.9 
 

1.14 
 

2.4 
 

2.9 1 2.14 1 

1.5 
 

1.10 
 

1.15 
 

2.5 
 

2.10 1 2.15 1 
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TABLE 3. The HEP value for workers in Instance 1. 

Time Position HEP Time Position HEP 

1.1   0.15 2.1   0.075 

1.2   0.075 2.2   0.075 

1.3   0.15 2.3   0 

1.4   0.075 2.4   0 

1.5   0 2.5   0.075 

1.6   0.075 2.6   0.15 

1.7   0.15 2.7   0.15 

1.8   0.075 2.8   0.15 

1.9   0 2.9   0.15 

1.10  0 2.10  0.15 

1.11  0 2.11  0.15 

1.12  0 2.12  0.15 

1.13  0 2.13  0.15 

1.14  0 2.14  0.15 

1.15  0 2.15  0.15 

 
 

6. CONCLUSION 
 
In this paper, we proposed a bi-level mathematical 

model for production systems that deal with machine 

and human resources. The proposed model aim is to 

provide an optimal machine work scheduling 

considering the human resources rest time. The machine 

scheduling is optimized in the upper level and the 

human resources rest time is optimized in lower level. 

We considered HEP as the main factor in lower level. 

Performance shaping factors (PSFs) were considered to 

make the HEP value closer to reality. Several instances 

proposed to examine the model efficiency and 

effectiveness. The obtained results verify that the 

proposed model can obtain optimal work- rest schedule 

for machines and human resources. 
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هچكيد
 

 

ýv ćÿ¾Ċý Èêý ¢Ċúăv ¾ùv üĉv Ăí ¢Åv ĈýwÆýv ôùwÝ ¹¾îöúÝ ¿v ĈÉwý ¡w¬ýw·½wí ½¹ wă Ìêý ¿v ć½wĊÆz ĈýwÆ¹ üĉv ½

ÿ ĈýwÆýv ôùwÝ Ăz ¾¤ÊĊz Ă«Ā£ ½ĀÚþù Ăz  ºý½v¹ ĈÞÅ ûwñºþþíºĊõĀ£ ¾¤ÊĊz )ºă¹ Ĉù ûwÊý v½ wă ÔĊ´ù Èăwí ýv ćwăwÖ· ĈýwÆ

 ìĉù ÀĊý wă üĊÉwù wz ûwñºþþíºĊõĀ£ ôzwêù ćĀÅ ¿v )ºþĉwúý Ătv½v v½ ĂþĊĄz ¢³v¾¤Åv ÿ ½wí Ăùwý¾zv Ă«vĀ ºĉwz ÿ ºýz ć½wí Ăùwý¾

ýv Ăí ¢Åv ¾§Āù Ĉýwù¿ Ĉĉwă Ăùwý¾z üĊþ¯ )ºþĉwúý øĊÚþ£ ½wí ÛĀý ÿ wÑwê£ ûvÀĊù ÃwÅv ¾z v½ wă ûjÿ ûwÆ  ½¹ üĊÉwùv wĉ Ów{£½

ÆĊÅ ìĉ ÿ ºýĀÉ ĈÅ½¾z ¾òĉºîĉûwÆýv ø¤(  ¹½Āù üĊÉwù£üĉºz Ĉ´ÖÅ ÿ¹ óºù ìĉ Ăõwêù üĉv ½¹ )¹¾Ċñ ½v¾é Ă«Ā  ½ĀÚþù

¿ ôĊ{é ¿v wă üĊÉwù ćÀĉ½ Ăùwý¾z ćwă ĂþĉÀă w£ ¹½v¹ ĈÞÅ ĈÖ· ¾Ċá ĈÑwĉ½ óºù üĉv ))¢Åv āºÉ Ătv½v¹¾í¹ÿ I¹¾í¾ĉ¹ ÿ 

¾z v½ ĈýwÆýv ćwÖ· ¹Ā· üĊĉw~ ²ÖÅ ½¹ ÿ ºĉwúý ĂþĊĄz ¹Ā· Ĉĉđwz ²ÖÅ ½¹ v½ äéĀ£  ćwă½Ā¤íwå ÃwÅvÉă¹ ôî ¹¾îöúÝ Ĉ

ºùj ¢Åºz ªĉw¤ý Ăí ¢Åv Ă¤å¾ñ ½v¾é ĈÅ½¾z ¹½Āù óºù üĉv ¿v ā¹wæ¤Åv wz ów¨ù ć¹vºÞ£ )ºĉwúý ĂþĊúííw³ āĊêåĀù ¿v Ĉ óºù ¢

)ºÉwz Ĉù ºùj½wí ÿ ¾§Āù ćwă xvĀ« Ătv½v ½¹ 
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