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Abstract This paper presents a mathematical model for designing cellular manufacturing systems (CMSs) solved by genetic algorithms. This model assumes a dynamic production, a stochastic demand, routing flexibility, and machine flexibility. CMS is an application of group technology (GT) for clustering parts and machines by means of their operational and / or apparent form similarity in different aspects of design and production. Most previous researches carried out in CMSs have been embodied in static production and deterministic demand states. Due to real situations of a CM model, it includes a great number of variables and restrictions requiring a long period of time, memory, and process power in order to be solved using available software packages and current optimal methods. Therefore, most researchers pay attention to novel methods. One of these methods is genetic algorithms (GAs). GA is a class of stochastic search techniques used for solving the NP-complete problems, such as CMSs. In this paper, a nonlinear integer model of CMS is designed in dynamic and stochastic states. Then, genetic algorithm is used to solve the problem and finally computational results are compared to existing optimal solutions in order to validate the efficiency of the proposed algorithm.
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1. INTRODUCTION

In most CMSs, the production is dynamic in practice because the variability in demand. In other words, the production programming cycle can be divided into several periods (i.e. multi-period) when the demand for part types is changing from one period to another. In this case, by assuming the existence of operation sequence, routing flexibility, machine flexibility and the ability of inter-cell reallocation of machines, it is possible to transform the traditional manufacturing systems to the cellular arrangement causing the reduction of production costs. Moreover, the part demand is variable and unknown in most cases. Although, this could be taken case of achieved by the previous experience in
for forecasting the stochastic part demand. CMS model in this paper is considered for the dynamic case and the demand is stochastic with specific probability distribution for each part type in each period. It is called dynamic and stochastic states (DSS).

Short production life cycles, high production variety, unpredictable demand, and short delivery times have caused manufacturing systems to operate under dynamic and uncertain environment these days. Several efforts in different research areas such as dynamic plant layouts [3, 4], flexible plant layouts [2, 5], and dynamic cellular manufacturing [1, 4] have been proposed to deal with these dynamic and stochastic production requirements. Chen [1] developed a mathematical programming model for a system reconfiguration in a dynamic cellular manufacturing environment. Song and Hitomi [6] developed a methodology to design flexible manufacturing cells. Wicks [4] proposed a multi–period formation of the part family and machine cell (PF/MC) formation problem. Seifoddini [7] presented a probabilistic machine cell formation model to deal with the uncertainty of the product mix for a single period. Harhalakis et al., [8] presented an approach to obtain robust CMS designs with satisfactory performance over a certain rang of a demand variation. Mungwatanna [27] presented a CMS model by assuming routing flexibility in dynamic and stochastic production requirements.

Base of genetic algorithms (GAs) in natural evolution studies the transformation of the organism type for more adaptation to its environment. In spite of other stochastic search methods, GAs searches the feasible space by the set of feasibility solutions simultaneously in order to find optimal or near-optimal solutions. The procedure is carried out by the use of genetic operations. This paper develops and uses GAs for a CMS model in the DSS cases with the objective function to minimize the production costs. Finally the computation results are promising. The format of the paper is as follows: Section one, as above, introduced some of the models of CMS solved by GAs and reviews the literature on the CMS problem. The CMS model in DSS is described in Section 2. The procedure for developing GAs is discussed in six subsections of Section 3. The implementation of GAs for the CMS model is demonstrated in Section 4. Section 5 contains the final conclusions.

2. CMS MODEL IN DSS

The dynamic and stochastic states (DSS) are the expansion of the dynamic and deterministic states (DDS) in which the demand of each part type in each period is considered as a random variable with specific probability distribution. In this way, the demand optimal value for each part type in each period must be determined in a specific confidence level minimizing the objective function. Thus, a confidence interval of 95% is considered for the demand of each part type in each period. Then the absolute sum of demand means deviation for all part types in all periods are added to objective function as a penalty. Finally, confidence interval’s lower and upper bounds is added to the model as a restriction. The CM model assumes the existence of operation sequence, routing flexibility, machine flexibility, and the ability of inter-cell relocation of machines. This model must satisfy the following expectations:

1. Establishing parts family and machine groups simultaneously.
2. Choosing a process plan for each part type with at least inter-cell and intra-cell material handling costs in each period by assuming the existence of several alterative process plans for each part type.
3. Estimating the optimal demand for part types in such a way that it has the least difference to its expected value.
4. Purchasing inter-cell relocation of machines as a necessity when the demand for parts is changed between periods.

2.1. Assumptions The assumptions of the model are as follows:
1. The operating times for all part type operations on different machine types are known.
2. The demand density function for each part type in each period is known.
3. The capabilities and capacity of each machine type are known and constant over time.
4. Investment or purchase cost per period to procure one machine of each type is known.
5. Operating cost of each machine type per hour is known.
6. Parts are moved between and inside of cells in batches. The inter-call and intra-cell material handling cost per batch between and inside of cells is known and constant (independent of quantity of cells)
7. The number of cells used must be specified in advance and it remains constant over time.
8. Bounds and quantity of machines in each cell need to be specified in advance and they remain constant over time.
9. Machine relocation from one cell to another is performed between periods and it requires zero time.
10. The machine relocation cost of each machine type is known and it is independent of where machines are actually being relocation.
11. Each machine type can perform one or more operations (machine flexibility). Likewise each operation can be done on one machine type with different times (routing flexibility).
12. Inter-cell and intra-cell handling costs are constant for all moves regardless of the distance traveled.
13. No inventory is considered.
14. Setup times are not considered.
15. Backorders are not allowed. All demand must be satisfied in the given period.
16. No queuing in production is allowed.
17. Machine breakdowns are not considered.
18. Processing capabilities are 100% reliable (i.e. no rework / scrap).
19. Batch size is constant for all productions and all periods.
20. Machines are available at the state of the period (zero installation time).
21. The time value of money is not considered in the CMS model.

2.2. Design Objectives  Multiple costs must be considered in the design objective in an integrated manner. All costs involved in the design of CMSs must be incorporated. However, it is not possible to consider all costs in the model due to the complexity and computational time required. In this paper, costs are limited to those, which are also related to dynamic and stochastic production environments and the use of routing and machine flexibility. The objective is to minimize the sum of the following costs:
1. Machine cost: The investment or purchase cost per period to procure machines. This cost is calculated based on the number of machines of each type used in the CMS for a specific period.
2. Operating cost: The cost of operating machines for producing parts. This cost depends on the cost of operating each machine type per hour and the number of hours required for each machine type.
3. Inter-cell and intra-cell material handling costs: The cost of transferring parts between and inside of cells when parts cannot be produced completely by a machine type or in a single cell. This cost is incurred when batches of parts have to be transferred between machines in a cell or between cells. Inter-cell moves, decreases the efficiency in the CMS by complicating production control and increasing material handling requirements and flow time.
4. Machine relocation cost: The cost of relocating machines from one cell to another between periods. In dynamic and stochastic production environments, the best CM design for one period may not be an efficient design for subsequent periods. By rearranging the manufacturing cells, the CMS can continue operating efficiently as the product mix and demand change. However, there are some drawbacks with the rearrangement of manufacturing cells. Moving machines from cell to cell requires effort and can lead to the disruption of production.
5. Deviation of mean penalty for part types demand: The absolute sum of deviation of mean for part types demand in all periods. In stochastic demand state, if possible, the difference between the estimation value of demand for each part type and its expected value must be the least.

2.3. System and Input Parameters  The input parameter values must be supplied for each period in the planning horizon.
1. Part types (product mix): A set of part type to be produced in the CMS in each period. The product mix varies from period to period as new parts are introduced and old parts are discontinued.
2. Part types demand probability distribution: The specific probability distribution for each part type in each period, through introduction of mean and standard deviation of distribution by assuming that the parts demand probability distribution is one of three binomial, normal or β distributions.
3. Operating sequence: An ordered list of operations that the part type must go through.
4. Operating time: Time required by a machine to perform an operation on a part type.
5. Machine type capability: The ability of a machine type to perform operations.
6. Machine type capacity: The amount of the time a machine of each type is available for production in each period.
7. Available machines: The available machines are the set of machines that will be used to form manufacturing cells. The necessary number of each machine type is specified by the model.

2.4. Constraints The following constrains must be imposed in the model:
1. There must be sufficient machine capacity to produce the specified product mix in each period.
2. Cell size must be specified. Upper and lower bounds can be used instead of a specific number.
3. The number of cells in the system must be specified.
4. The confidence level for the part types probability demand must be specified. Managers or designers can specify this information.

2.5. Notation The notation of the model is presented as follows:

2.5.1. Indices
- \( c \) index for manufacturing cells (\( c=1,\ldots,C \))
- \( m \) index for machine types (\( m=1,\ldots,M \))
- \( p \) index for part types (\( p=1,\ldots,P \))
- \( h \) index for time periods (\( h=1,\ldots,H \))
- \( j \) index for operations required by part \( p \) (\( j=1,\ldots,O_p \))

2.5.2. Input Parameters
- \( t_{jpm} \) time required to perform operation \( j \) of part \( p \) on machine type \( m \).
- \( ED_{ph} \) mean of the probability distribution for part type \( p \) in period \( h \).
- \( SD_{ph} \) standard deviation of the probability distribution for part type \( p \) in period \( h \).

The \( ED_{ph} \) and \( SD_{ph} \) parameters are entered by means of three distributions as following:

I - The normal distribution: by assuming in this case that the demand is continuous, and \( ED_{ph} \) and \( SD_{ph} \) parameters are countered by means of the mean of distribution (\( ED_{ph}=\mu \)) and standard deviation of distribution (\( SD_{ph}=\delta \)).

II - The binomial distribution: by assuming in this case that the demand is ruptured, the \( ED_{ph} \) and \( SD_{ph} \) parameters are countered by means of the probability of demand for each part \( p(\theta) \) and the number of production for part \( p(n) \) as the following:

\[
ED_{ph} = n\theta
\]
\[
SD_{ph} = \sqrt{n\theta(1 - \theta)}
\]

III – The Beta distribution: in this case, the \( ED_{ph} \) and \( SD_{ph} \) parameters are countered by means of the most optimistic value of the demand (\( H \)), the most possible value of the demand (\( M \)) and the most pessimistic value of the demand (\( L \)) for part \( p \) as the following:

\[
ED_{ph} = \frac{L + 4M + H}{6}
\]
\[
SD_{ph} = \frac{H - L}{6}
\]

- \( B \) batch size for inter-cell and intra-cell material handling
- \( \alpha_m \) purchase cost of type \( m \) machine
- \( \beta_m \) Operating cost per hour of type \( m \) machine
- \( \gamma \) intercell and intra-cell material handling cost per batch
- \( \delta_m \) relocation cost of type \( m \) machine
- \( T_m \) capacity of each of type \( m \) machine (hours)
- \( LB \) lower bound cell size
- \( UB \) upper bound cell size

\[
a_{jpm} = \begin{cases} 1 & \text{if operation } j \text{ of part } p \text{ can be done on machine type } m \\ 0 & \text{otherwise} \end{cases}
\]

2.5.3. Decision Variables
- \( N_{mch} \) number of machines of type \( m \) used in cell \( c \) during period \( h \)
- \( X_{jpmch} \) on machine type \( m \) in cell \( c \) in period \( h \)
- \( K_{mch}^+ \) number of machines of type \( m \) added in cell \( c \) during period \( h \)
When the number of periods is more than two periods, it is possible that some of the machines are not used in middle periods (for example, machine \( m \) is used in periods 1, 3 and not used in period 2). Thus, for avoidance of crowding of the machines in cells (and excess of machines from over upper bound cell size (UB)), it is necessary that the idle machines be removed to a figurative store or remainder cell (the relocation cost of machines from/to store not to take into account). Thus, the introduced variable \( V_{mh} \) is used as a memory. It means, when a machine type in a period is needed, the first one is searched in memory and if not founded, it must be purchased. The \( V_{mh} \) variable is countered as following:

\[
V_{mh} = \max \left\{ 0 , V_{m(h-1)} + \sum_{c=1}^{C} K_{mch}^- - \sum_{c=1}^{C} K_{mch}^+ \right\}
\] (5)

As a result, the following constraints must be added to the model:

\[
V_{mh} \geq 0
\] (6)

\[
V_{mh} \geq V_{m(h-1)} + \sum_{c=1}^{C} K_{mch}^- - \sum_{c=1}^{C} K_{mch}^+ \quad \forall m, h
\] (7)

### 2.6. Mathematical Formulation

The mathematical formulation for the design of CMSs is developed such that part families and machines groups are formed simultaneously. The simultaneous machine–part grouping strategy generally yields better results than those of sequential strategies (part grouping and then machine grouping or reversal process), since all the decisions are made at the same time. However, it can be more complicated to be modeled and results in a large mathematical formation, which requires a substantial amount of time to be solved. Using the above notation, the objective function and constraints are as follows:

\[
\min Z = \sum_{h=1}^{H} \sum_{m=1}^{M} \alpha_m \left( \sum_{c=1}^{C} N_{mch} + V_{mh} \right) - \left( \sum_{c=1}^{C} N_{mch(h-1)} + V_{mch(h-1)} \right) + \sum_{h=1}^{H} \sum_{c=1}^{C} \sum_{m=1}^{M} \sum_{p=1}^{P} \sum_{j=1}^{Op} XD_{ph} t_{jpm} x_{jpmch} \beta_m
\] (8)

\[
\sum_{c=1}^{C} \sum_{m=1}^{M} a_{jpm} x_{jpmch} = 1 \quad \forall j, p, h
\] (I)

\[
\sum_{p=1}^{P} \sum_{j=1}^{Op} XD_{ph} t_{jpm} x_{jpmch} \leq T_m N_{mch} \quad \forall m, c, h
\] (II)

\[
\sum_{m=1}^{M} N_{mch} + \sum_{m=1}^{M} K_{mch}^- - \sum_{m=1}^{M} K_{mch}^+ \geq LB \quad \forall c, h
\] (III)

\[
\sum_{m=1}^{M} N_{mch} + \sum_{m=1}^{M} K_{mch}^+ - \sum_{m=1}^{M} K_{mch}^- \leq UB \quad \forall c, h
\] (IV)

\[
N_{mch(h-1)} + K_{mch}^+ - K_{mch}^- = N_{mch} \quad \forall m, c, h
\] (V)

\[
V_{mh} \geq V_{m(h-1)} + \sum_{c=1}^{C} K_{mch}^- - \sum_{c=1}^{C} K_{mch}^+ \quad \forall m, h
\] (VI)

\[
R_{mh} \leq \sum_{c=1}^{C} K_{mch}^+ + (V_{mh} - V_{m(h-1)}) \quad \forall m, h
\] (VII)

\[
R_{mh} \leq \sum_{c=1}^{C} K_{mch}^- + (V_{m(h-1)} - V_{mh}) \quad \forall m, h
\] (VIII)

\[
XD_{ph} \geq ED_{ph} - 1.96SD_{ph} \quad \forall p, h
\] (IX)

\[
XD_{ph} \leq ED_{ph} + 1.96SD_{ph} \quad \forall p, h
\] (X)

\[
x_{jpmch} = 0 \text{ or } 1
\]

The objective function given to 8 is a nonlinear integer function. It minimize the total sum of the machine purchase cost, the operating cost, the
inter-cell and intra-cell material handling costs, the machine relocation cost and the absolute sum of the demand deviation from mean for part types over the planning horizon. The first term represents the cost of all machines required in the CMS. The machine purchase or investment cost is obtained by the difference between the sum of the number of machines of each type in all cells and their number in store in current and previous periods in relation to their respective costs. The second term is the cost of operating machines; it is the sum of the operating cost of the number of hours of each machine type. The third term is the inter-cell and intra-cell material handling costs. The total of this cost is obtained using the number of inter-cell and intra-cell transfer for each part type and the cost of transferring a batch of each part type. The next cost is the machine relocation cost. It is the sum of the cost of the number of machined relocated (R_{mh}). The number of machined relocated (R_{mh}) is obtained by term 10. The last term is the penalty of demand deviation from mean for all part types. This cost is obtained by the absolute sum of the deviation of demand mean for all part types over the planning horizon.

Constrain I ensures that each part operation is assigned to one machine and one cell. Constrain II ensures that machine capacities are not exceeded and can satisfy the demand. Constrains III and IV specify the lower and upper bounds of cells. Constrain V ensures that the number of machines in the current period is equal to the number of machines in the previous plus the number of machines being moved in and minus the number of machines being moved out. In order words, they ensure conservation of machines over the horizon. Constrain VI by term of 6 ensures that the number of machines in the store in the current period is equal to the number of machines in the store in the previous plus the number of machines being moved out of cells and minus the number of machines being added to cells. Constrains VII and VIII by term of 10 ensure that the number of machines relocation is equal to minimum value between the number of machines being added to cells and the number of machines being moved out of cells, irrespective of the relocations from or to the store. Constrains IX and X ensure that the optimal demand for part types are not exceeded from the confidence interval’s lower and upper bounds in level 95%.

3. A GENETIC ALGORITHM FOR SOLVING THE CMS MODEL IN DSS

Holland and his associates at the university of Michigan developed genetic algorithms (GAs) initially in the 1960s and 1970s. The first full and systematic (and mainly theoretical) treatment was contained in Holland’s book [9]. Goldberg gave an interesting survey of some practical work carried out in this era [10]. Among these early applications of GAs were those developed by Bagley for a game-playing program [11], by Rosenberg in simulating biological process [12], by Cavicchio for solving pattern-recognition problems [13], by Goldberg and Lingle; Grefenstette; Van Gucht; and Whitley et al. for TSP problems [14], [15], [16], [17], by Rinooy Kan; Reeves; Ackley for Sequencing and Scheduling problem [18], [19], [20], [21], by Davis for Graph coloring problems [22] by Goldberg and Smith for solving a Knapsack problem [23], [24] and by Joines and Culbreth and King for CMS [25], [26].

In this section, a genetic algorithm is introduced for solving the described CMS model in Section 2. In designing GAs, six principle factors must be considered as explained below:

3.1. Solution Coding (Chromosome Structure)

A chromosome or feasible solution proportional to the described CMS model must consist of the following genes in each period:

1. The gene related to the assignment of part operation to machine is named Matrix [X_{ij}] where; \(i = 1, 2, ..., P\), \(j = 1, 2, ..., r\); P = the number of part types and r is defined in term of 11; Op_i = the number of operations of part i). The alleles are limited to 0, 1, 2, ..., M (M = the number of machines). For example, the term of \(X_{12} = 4\) means that the operation 2 of part 1 is assigned to machine 4 (if \(a_{124} = 1\)).

2. The gene related to the assignment of the part operation to cell is named Matrix [Y_{ij}]. The alleles are limited to 0, 1, 2, ..., C (C = the number of
cells). For example, the term of $Y_{12} = 3$ means that the operation 2 of part 1 is assigned to cell 3.

3. The gene related to the number of machines being available in each cell is named Matrix $[N_{mc}]$ where; $c = 1, 2, \ldots, C$ and $m = 1, 2, \ldots, M$. The alleles are limited to 0, 1, \ldots. For example, the term of $N_{52} = 1$ means that the number of machine 5 in cell 2 is equal to 1. By considering constrains III and IV in the model, the term of 12 must be established.

4. The gene related to the number of machines being moved in each cell or the number of machines being moved out is named Matrix $[K_{mc}]$. The alleles are limited to $-2, -1, 0, 1, 2, \ldots$. For example, the term of $K_{52} = 1$ means that the number of machine 5 that is moved to cell 2 is equal to 1 and the term of $K_{52} = -1$ means that the number of machine 5 that is moved out cell of 2 is equal to 1.

5. The gene related to the estimated demand for part type is named Vector $[D_i]$. The alleles are limited to the lower and upper bounds of confidence interval for the part demand. For example, the term of $D_6 = 580$ means that the amount of demand for part 6 is equal to 580.

In general by combining four matrices and one vector described above, the chromosome structure in each period is obtained as Figures 1 or 2. It is clear that each chromosome or feasible solution consists of the H structure as shown in Figure 1 or 2, where H is the number of periods.

\[
[[X]_{pqr}, [Y]_{pqr}, [K]_{MxC}, [N]_{MxC}, [D]_{pdi}] 
\]

**Figure 1.** Chromosome macros copy structure.

\[
\begin{align*}
x_{11} & \ x_{12} \ldots \ x_{1p} \\
x_{21} & \ x_{22} \ldots \ x_{2p} \\
\vdots & \ \\
x_{pm} & \ x_{p2} \ldots \ x_{pp}
\end{align*}
\]

\[
\begin{align*}
Y_{11} & \ Y_{12} \ldots \ Y_{1p} \k_i \ k_{i1} \ldots \ k_{ic} \ N_{i1} \ N_{i2} \ldots \ N_{ic} \ D_{i1} \\
Y_{21} & \ Y_{22} \ldots \ Y_{2p} \k_i \ k_{i1} \ldots \ k_{ic} \ N_{i2} \ N_{i2} \ldots \ N_{ic} \ D_{i2} \\
\vdots & \ \\
Y_{pm} & \ Y_{p2} \ldots \ Y_{pp} \k_{mi} \ k_{m2} \ldots \ k_{mc} \ N_{mi} \ N_{m2} \ldots \ N_{mc} \ D_{pi}
\end{align*}
\]

**Figure 2.** Chromosome microscopy structure.

### 3.2. Generation of initial population

A sequential strategy is used for obtaining the initial population. In this strategy, the numbers of LB machines are first assigned to each cell randomly. Then the operations related to each part type are assigned to machines existing in cells randomly by means of $a_{jpm}$ values. As required, the new machines are assigned to cells or relocated between them. If possible, each operation must be assigned to the cell that the previous operation being assigned. For transforming an infeasible solution to feasible one, a new procedure called “Filter” is introduced. The solutions, which cannot transform to feasible ones, must be eliminated. For avoiding the monotony or lack of the variety in generations, each new solution is compared with another solutions produced recently in respect to its similarity. If the similarity between the new solution and another solution is less than the specific value, it is accepted, otherwise it will be eliminated.

The similarity between two solutions (chromosomes) is defined as follows:

\[
S_q = \frac{a_{ij} - B}{2 \times (r + C) \times \text{Max}(P, M)}
\]

where $a_{ij}$ is the number of genes consisting of the same allele in chromosome $i$ and chromosome $j$. The $B$ variable is called the diagonal value. This variable is equal to the number of genes that always consists of zero allele in both chromosomes, due to the lack of the demand for some part types or shortage of the number of operations of some part type as compared with $r$ value (see term of 11) or the barren genes are obtained from different between $P$ and $M$. The $B$ variable is obtained form term of 14. The term of $2 \times (r + C) \times \text{Max}(P, M)$ demonstrates the area of the chromosome structure.

\[
B = 2 \left( \sum_{i=1}^{p} c_i (r - OP_i) + (1 - c_i) r + \min(a \times (P, M) - \text{max}(P, M)) \right)
\]

where; $c_i \begin{cases} 1 & \text{if the demand for part } i \text{ be nonzero} \\ 0 & \text{otherwise} \end{cases}$
3.3. Fitness Evaluation with Objective Function

The fitness is a criterion for the quality measurement of a chromosome or feasible solution. By considering the explained CMS model, an offspring or new solution is accepted when its objective function value is minimum as compared with their parents. Thus, the fitness function is the same objective function presented in the CMS model.

3.4. Mating Pool Selection Strategy

For creating the new generation, it is necessity that some of the chromosomes with the latest fitness in the current generation are selected for recombining or creating chromosomes related to the new generation. In this case, a normalized fitness strategy is used in which the fitness of current generation chromosomes are first normalized according to term of 15. Then the chromosomes, that their normalized fitness are less or equal to zero, are selected as a mating pool.

\[ Z_i = \frac{f_i - \mu}{\delta}; \quad i = 1, 2, ..., K \]

(15)

where, \( Z_i \) is the normalized fitness of chromosome \( i \) and \( f_i \) is the fitness of chromosome \( i \), \( \mu \) is the mean of chromosomes fitness and \( \delta \) is a standard deviation of chromosomes fitness in the current generation.

3.5. Improved GA Operators

In this paper, the chromosome structure is formed as a matrix. Thus, the GA linear operators cannot be used to a matrix type as a traditional form. These operators must be improved proportional to the matrix type. Therefore by attention to the nature of the matrix, for each of three operators called crossover, mutation, and inversion is considered as four cases named columnar, linear, diametric, and districted. In each repeat, one of operations is exercised over one of the matrices \([X]\) or \([Y]\) and/or \([N]\) related to the current chromosome as one of four cases above randomly then the matrix \([K]\) that is up to date by means of matrix \([N]\). The cases of columnar, linear, diametric, and districted are described as follows:

1. Exercising of operation as columnar In this case, two numbers are first selected randomly in the relevant matrix row limits. Then the operation is exercised over obtained columns.
2. Exercising of operation as linear In this case, two numbers are first selected randomly in the relevant matrix column limits. Then the operation is exercised over obtained rows.
3. Exercising of operation as diametric In this case, two numbers in the relevant matrix column or row limits and one of the directions of primary or secondary are selected randomly. Then the operation is exercised over obtained diameters.
4. Exercising of operation as described In this case, two numbers in the relevant matrix column limits and also two numbers in relevant matrix row limits are selected randomly. Then the operation is exercised over obtained district.

3.5.1. Arithmetic Crossover Operators

Arithmetic crossover operators \([25]\) and \([26]\) products two complimentary linear combinations of the parents, where \( r = U(0, 1) \).

\[ \begin{cases} C_1 = aP_1 + bP_2 \\ C_2 = bP_1 + aP_2 \end{cases} \quad ; \quad 0 \leq a \leq 1, \quad b = 1 - a \]

(16)

where, \( C_1 \) and \( C_2 \) are offspring of \( P_1 \) and \( P_2 \). To achieve the necessary integer representation of the variables, the following equation is performed.

\[ a[P]_{ij} + b[P]_{ij} = \begin{cases} a[P]_{ij} + b[P]_{ij} & \text{if } [P]_{ij} > [P]_{ij} \\ a[P]_{ij} + b[P]_{ij} & \text{if } [P]_{ij} \leq [P]_{ij} \end{cases} \]

(17)

3.6. Stopping Criterion

For stopping the algorithm, the following criterions are considered.

1- Number of generations In this case, the algorithm terminates if the number of generations is exceeding of the specific number.
2- Time interval In this case, the algorithm terminates if the different between now time and the time of achievement to best solution is exceeding of the specific time interval.
4. COMPUTATIONAL RESULTS

The presented model in DSS is solved by the following assumptions:

\[ P \geq 12; M \geq 10; O\overline{P} \leq 3; H = 2 \text{ and } C = 3 \]

including 2412 linear variables, 1352 nonlinear variables, 234 linear constrain and 63 nonlinear
constrains through a PC–Pentium III 1.1 Gz and Lingo 6 software. As a result, for comparing the GA solution with the optimal solution, five test problems in dynamic-deterministic states and five test problems in dynamic-stochastic states are solved in dimensions less than the assumptions above by the GA program and Lingo. Then the obtained results have been compared as shown in Tables 1 and 2. Assuming Beta distribution conditions, lower bound (LB) solution is used; because the model in DSS is extremely nonlinear. By considering the validity of the GA program in high dimensions, a typical test problem is solved by GA assuming P = 20; M = 15; \(OP = 3\); H = 3; and C = 3 where the demand of part types is according to Beta distribution, as illustrated in Table 3. In high dimensions, the rate of convergence for the algorithm and the computational time to best solution is carried out. All above test problems have been generated randomly by a computer within the specific limits.

By having considered the proposed CM model, the GA program is able to find and report the near-optimal and promising solutions in a good reasonable time. This indicates the success of the proposed algorithm. In general, the obtained results can be divided into the following parts:

1. In DDS with low dimension, the different mean between the GA solution and the optimal solution is +0.62% where the GA program finds the near-optimal solution in a less computational time than the optimal algorithm.

2. In DSS and low dimensions, the different mean between the GA solution and the optimal solution is +8.52% where the GA program finds the near-optimal solution in a less computational time than the optimal algorithm. Because of using the lower bound (LB) solution, the time measurement for the optimal solution is impossible. The reason is that the model in DSS is extremely nonlinear and the achievement time of finding the optimal solution is certainly more than the GA solution.

3. In DDS and DSS with high dimensions, solving the model by PC is practically impossible in terms of time consuming. However, the GA program reports some acceptable solutions in logical time. The convergence rate of the GA program (based on objective cost and process time) for problem 20×15 in DSS is shown in Figure 3 by means of two different population sizes. When the size of population (K) increases from 100 to 200, the
convergence rate and the objective function value are improved. Of course, this manner is not always truthful.

4. According to the GA program, the optimal number of cells is specified automatically. Whereas, in the proposed model, the number of cells must be specified and fixed from the outset. For example in Figure 4, no part type is assigned to cell 3. Thus, the number of cells will be reduced to two cells by moving machines M8 and M6 to cell 1.

5. Because of using the simultaneous machine–part grouping strategy and the definition of $X_{jpmch}$ variable, one of drawback points of the proposed model is to consider intra-cell material handling cost. For avoiding this drawback, the $X_{jpmch}$ variable must be broken into two $X_{jpc}$ and $Y_{jpmh}$ variables. However, this procedure forces the model being a nonlinear one extremely. Whereas, the above procedure is not difficult for the GA approach. In other words, the proposed GA approach can ignore intra-cell material handling cost.

5. CONCLUSION

The GA program finds and reports the near optimal and lower bound solutions in shorter time interval, on the average, rather than their optimal solutions in all test problems using both DDS and DSS. The solutions obtained by the GA program are getting more credit and justification for real-world condition. In general, improving the GA principle presented by six factors will increase the probability of achievement to optimal solution.
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