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Abstract   In this paper, utilization of clustering algorithms for data fusion in decision level is 
proposed. The results of automatic isolated word recognition, which are derived from speech 
spectrograph and Linear Predictive Coding (LPC) analysis, are combined with each other by using 
fuzzy clustering algorithms, especially fuzzy k-means and fuzzy vector quantization. Experimental 
results show that the proposed algorithms have better performance, compared to classical clustering. 
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گيري ارايه    اطلاعات در سطح تصميم    تركيببندي براي    در ايـن مقالـه، كاربـرد الگوريـتمهاي خوشه                     چكـيده چكـيده چكـيده چكـيده 
مانند اسپكتروگراف گفتار و الگوهاي     (نـتايج تشخيص خودكار كلمات مجزا، كه از روشهاي مختلف           . شـود  مـي 

 فازي و   k-means، بخصوص   بندي فازي  آيـند ، با استفاده از الگوريتمهاي خوشه        بدسـت مـي   ) زمانـي گفـتار     
دهد الگوريتمهاي ارايه شده      سازي نشان مي   پيادهنتايج  . شوند چـندي كنـنده برداري فازي با يكديگر تركيب مي         
 .بندي دارد كارايي بهتري در مقايسه با روشهاي كلاسيك خوشه

1. INTRODUCTION 

Data fusion theory has been widely applied in 
object identification problems during the recent 
two decades [1-3]. In these applications a decision 
is made about an object, based on the information 
about it, which are provided by multiple sensors or 
sources. 
     The problem of processing and combination of 
the information that are provided by different 
knowledge sources is usually referred as 

multisensor data fusion. Decision level fusion 
takes place when the output of the fusion process is 
a decision e.g. about the class of an object in an 
object identification application. Examples of 
decision level fusion methods include weighted 
decision methods, classical inference, Bayesian 
inference and Dempster-Shafer method [4,5]. 
     In this paper, utilization of fuzzy clustering 
algorithms for decision level fusion is proposed. 
Classical clustering methods refer to a wide variety 
of methods that attempt to subdivide a data set into 
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subsets (clusters). Fuzzy clustering algorithms, 
such as the fuzzy k-means (FKM) and the fuzzy 
vector quantization (FVQ) [6,7], consider each 
cluster as a fuzzy set, while a membership function 
measures the possibility that each training vector 
belongs to a cluster. 
     The FKM and FVQ methods are usually applied 
to combine results which are deduced from various 
single speech recognition algorithms, e.g. from 
speech spectrograph and time domain features 
(spectral coefficients) [8,9]. The results that are 
provided by these methods are accompanied with a 
degree of quality. The quality measure is then 
applied for data fuzzification.  
     There are various methods for word recognition 
e.g. Hidden Markov Model [10], Neural Networks 
[11,12] and Hybrid HMM-NN [13,14] methods. 
Basically in voice processing, a single voice model 
scarcely models the voice perfectly. Even if there 
were such a perfect voice model, it would not be 
useful due to its complexity.  
     In order to overcome the baffle, it is usually 
recommended to exploit some different models and 
estimate the result with data fusion methods to gain 
the benefits of each speech recognition method. 
     This paper has the following structure. In 
Section 2 the word recognition problem is 
described. In Section 3 the clustering methods are 
explained. Experimental results are represented in 
Section 4 and conclusions are drawn in Section 5. 

2. ISOLATED WORD RECOGNITION  

The complex problem of real-time speech recognition 
has been widely studied in recent decades. Even 
commercial products have already been appeared 
with different languages, dictionary sizes, 
platforms, etc. For example Natural Speech 
Communication (nsc.co.il) on DSP-based PCI 
boards and rank mounted boxes. Also Rubidium 
Ltd.'s Dialog Engine (www.rubidium.com) 
supports speech recognition, TTS, and dialog 
management. It is available as a System On a Chip 
or a software only solution. As another example, 
Advanced Recognition Technologies, Inc. 
(www.artcomp.com) develops handwriting and 
speech recognition solutions that are appropriate for 
embedding in consumer devices such as cell 

phones and toys. Despite, cost-effective and fast 
algorithms are still current subjects of research. 
     This paper focuses only on one part of speech 
recognition systems, which is “word identification”. 
Pre-processing and pattern recognition modules are 
the major two components of the proposed method 
for word identification. They are described in the 
following subsections. 

2.1. Data Sets and Preprocessing   The audio 
data, which are used in the experiments, are 10 
isolated words each of which have been 
pronounced 50 times by a person in different 
conditions and daytimes. The words are Persian 
numbers from 1 to 10. There are 500 voice 
samples, which 300 of them are used for training 
and the rest for test. The voice samples have been 
recorded in a noisy environment but for the sake of 
acoustic noise reduction, headset has been used. 
Voice was sampled at 8000 Hz with 16 bits per 
sample. 
     It is required to perform some preprocessing on 
the recording voice for feature extraction. This 
function is performed by one of the components of 
the speech recognizer that is called pre-processor. 
In this component, the silent detection [15] and 
spectral subtraction [16] are applied to reduce the 
additive noise. Then pre-emphasis and hamming 
window filters are applied. After these processes, 
the speech spectrum can be extracted. 
     The produced spectrogram is fed into a filter 
to choose some important frequencies according 
to the importance of frequency selection for 
comparison. They must be carefully selected. In 
[9] it is shown that dominant part of the spectrum 
has concentrated in the frequency intervals 
(200,800) and (1600,2000) and the rest has less 
importance. Hence we have used more frequency 
points or filters in these regions and less filters in 
the less important regions. In this research work, 
50 filters have been used for evaluation of the 
voice spectrum. 

2.2. Spectral Analysis and Specification   
The speech features, i.e. spectrogram and LPC 
(Linear Predictive Coding) coefficients must 
be extracted after preprocessing and signal 
preparation for comparison purposes. In order to 
modify the recorded voice so as to be comparable 
with the trained data, each recorded voice must be 
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standardized. Therefore, after start and end point 
detection, we divide the recorded voice samples 
into 50 sections and add zeroes or delete the 
samples till reaching 250 samples in each section. 
For this purpose we add zero samples to the voice 
or delete samples monotonically [9]. 
     As it has been said before, we have used 50 
filters to produce the spectrograph of the voice 
spectrum. We measure FFT amplitudes at 50 
predefined frequencies for the 250 samples in each 
of the 50 sections and enter them as the columns of 
a matrix, called Sp. Thus the Sp matrix is filled 
with the voice spectrograph and can be used for 
comparing with the saved or trained data or can be 
used in training phase. 
     In training phase, Sp matrix is produced for 
N=50 voice sections, each containing 250 samples, 
then according to Equations 1 and 2 the Mean and 
Variance matrices are determined respectively and 
saved for comparison in recognition phase. 
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     In recognition phase the produced data Sp 
matrix must be compared with trained data, which 
have been saved in the form of Mean and Variance 
matrices. 
     A Gaussian similarly function performs this 
comparison as a classifier. Similar membership 
function is also defined in such a way that it can 
evaluate the similarity of a point (i,j) in Sp Matrix 
with corresponding point in trained data. One of 
the appropriate possible definitions for such a 
function is expressed as follows: 
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where )i(MR  and )i(VR  are the mean and the 
variance of the ith frequency components (from 
the 50 frequencies) of the recorded samples, 

respectively. Similarly )k,j(MT  and )k,j(VT  are 
the mean and variance of the jth frequency 
components of the kth trained voice samples, 
respectively. MK  and VK  are parameters that 
their appropriate values are chosen by trial and 
error. 
     This similarity is evaluated for each of the 50 
sections in each of the 50 frequencies. Thus, 2500 
values are resulted. Equation 3 determines the total 
similarity. kS  is the similarity of the recorded 
voice with the kth trained voice by the spectrogram 
method. 
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     LPC (Linear Predictive Coding) time domain 
analysis is applied to the voice after pre-emphasis, 
hamming windowing and autocorrelation. LPC 
coefficients are determined by Durbin-Levinson 
method and then autocorrelation coefficients will 
be converted to cepstral coefficients by LPC 
analysis. According to the higher accuracy and 
more robustness of the cepstral coefficients with 
respect to the LPC coefficients, we adopted 
cepstral coefficients. In cepstral analysis 12 
coefficients have been used. 
     After determining the cepstral coefficients, a 
reduction filter weighs the coefficients and their 
derivatives [8,9]. Cp is defined as the matrix that 
consists of the cepstral and their derivative 
coefficients in different time durations. Similar to 
the previous section, there are training and 
recognition phases. In training phase Cp matrix is 
produced for N = 50 voice sections then according 
to Equations 1 and 2 the Mean and Variance 
matrices are determined and saved to be compared 
in the next phase. In recognition phase the saved 
Cp matrix is compared to the previously saved 
matrix, which is associated with the trained data. 
As a result of this comparison, kT  values are 
obtained as below: 
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where n is the number of coefficients in Cp and 
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k,j,ig  is a similarly measure that is defined with the 

same formulation of k,j,if  for evaluation of the 
similarity of the ith cepstral coefficient of the saved 
matrix with respect to the jth cepstral coefficient of 
the kth trained voice sample. 
     Actually each kT  value is represented as the 
similarity of the recorded voice sample with the kth 
trained voice sample by spectrogram method. 

3. FUZZY CLUSTERING 

The well known classical k-means algorithms 
classifies each training vector in such a way that 
distance measure value is minimized. A set of M 
training vectors is clustered into a set of k 
codebook vectors by the following steps: 
1. Initialization: k vectors are arbitrarily chosen 

as the initial set of code words in the 
codebook. 

2. Nearest-Neighbor Search: For each training 
vector, find the closest code word in the 
current codebook (in terms of spectral 
distance) and assign that vector to the 
corresponding cell (associated with the closest 
code word).  

3. Centroid Update: Update the code word in 
each cell using the centroid of the training 
vectors assigned to that cell.  

4. Iteration: Repeat steps 2 and 3 until the 
average distance falls below the preset 
threshold.  

     The performance of the algorithm strongly 
depends on the initialization of the codebook 
vectors. Since the codebook is designed, any data 
is classified into a cluster based on a classical 
distance criterion. 
     These traditional clustering approaches generate 
partitions and every pattern is associated with one 
and only one cluster. Hence, the clusters are 
disjoint in such a hard clustering approach. Fuzzy 
clustering extends this notation to associate each 
pattern with every cluster using a membership 
function. The output of such an algorithm is a 
clustering but not a partition. The fuzzy k-means 
algorithm (FKM) classifies each vector to all 
clusters with different values of membership in [0, 
1]. This membership value indicates association of 
a vector with each of the k clusters. Notice that the 

fuzzy k-means algorithm does not classify fuzzy 
data, but crisp data into fuzzy clusters [17,18]. The 
algorithm is derived from the constrained 
minimization of the following objective function: 
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where ix  is a training vector, jy  is a codebook 
vector and is considered as cluster center and 

)( ij xu is the membership function of the jth cluster 
and is defined as follow:  
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     The parameter m controls the fuzziness of 
clustering procedure and is always greater than 
one. When m tends to one, the clustering tends to 
the crisp clustering approach provided by the 
classical k-means algorithm. When a vector x, is an 
outliner (i.e. it is far from all cluster centers) their 
membership functions take very small values and 
that vector does not practically modify the cluster 
centers [19]. 
     Fuzzy Vector Quantization (FVQ) is a soft 
decision making algorithm. In its initialization 
level, each training vector can be assigned to be a 
codebook vector, being concentrated at a cluster 
center. Each vector ix  is likely to belong to the jth 
cluster with a measure of )x(v ij . This function is 
defined in such a way that it is equal to one when 
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otherwise: 

0)x(v ij =  

where µ  is a positive integer. Each of the training 
vectors is assigned to one cluster. Notice that, 
similar to the FKM algorithm, the FVQ algorithm 
does not classify fuzzy data [5,17]. The definition 
difference between the two functions )x(v ij  and 

)x(u ij  arises from the fact that in FVQ, for the 

sake of quantization purposes, )x(v ij  becomes 

zero when ix  and jy  are far enough apart from 

each other. Meanwhile )x(v ij  is not required to 
satisfy the condition: 

1)x(v
k

1j
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because, there is no need for it to behave like a 
fuzzy membership function. 
     The advantage of fuzzy vector quantization 
versus fuzzy k-means is elimination of the effect of 
the initial codebook selection on the quality of the 
clustering and avoiding the priori assumptions 
about the level of fuzziness required for a 
clustering task. Similarly to the fuzzy k-means 
algorithm, the fuzzy vector quantization algorithm 
does not classify fuzzy data. Detailed steps of FVQ 
algorithm comes in the following section: 
1. Select an initial fuzzy partition of the N objects 

into K clusters by selecting the N*K 
membership matrix V, an element )x(v ij of 

this matrix represents the likelihood of 
membership of an object ix in the jth cluster. 

2. Using V, find the value of a fuzzy criterion 
function, e.g., a weighted squared error 
criterion function, associated with the 
corresponding partition. 

3. Repeat step 2 until entries in V do not change 
significantly. 

4. FUSION PROCESS 

In order to explain the data fusion in a sense, firstly 
the voice samples are processed by two methods: 
Spectrogram and LPC analysis. As the result, 10 
values for kS  and 10 values for kT  are derived. 
These 20 values include some uncertainty, which 
makes them inappropriate to be directly applied for 
decision-making. Therefore, we suggest that they 
are fused together and fed into one of the 
clustering methods (Classical K-Means, Fuzzy K-
Means or Fuzzy Vector Quantization). Indeed, the 
clustering method is interpreted as a fusion method 
in decision level, which results uncertainty 
reduction like any other fusion method. Actually 
the ix  vectors in each of these methods contain 

kS  and kT  values. In a sense, these two sets of 
values are fused together by the clustering method. 
The result of the clustering process will be a 
decision for the voice sample, about the cluster 
(phoneme) that it belongs to. The whole structure 
of the proposed word identification method is 
depicted in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1. Structure of the proposed word recognition method. 
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5. EXPERIMENTAL RESULTS 

Speech data, which are used for this experiment, 
are 10 isolated words each pronounced 50 times by 
a person in different conditions and daytimes. The 
words are Persian numbers from 1 to 10. We have 
two female speakers and collect 500 voice samples 
for each speaker, which 300 of the 500 samples of 
one of the speakers were randomly selected and 
used for training and the rest for test. The voice 
samples have been recorded in a noisy 
environment but for the sake of acoustic noise 
reduction, headset has been used. The recording 
format was 16 bit with 8 KHz sampling rate. 
Figure 2 shows the recorded voice samples of the 
two speakers in one of their trials.  
     Both spectrogram and LPC analysis were carried 
out on all of the 1000 voice samples that were 
generated in 1000 pronouncing trials  (both on the 
training and the test samples). The results are 
presented in Figures 3 and 4, for one of the trials 
for the two speakers. 
     The three algorithms (Classical K-Means, Fuzzy 

K-Means and Fuzzy Vector Quantization) that 
were described in section 3, are utilized to fuse 
results coming from the two different methods of 
speech recognition, as explained in section 4. 
The experimental results have been shown in 

 
 

Figure 2. Sampled voice data, pronounced by the two 
speakers in one of their trials. 

 

 
Figure 3. Spectrogram of the voice samples in one of the trials 
for the two speakers. 

 
 
 
 

Figure 4. LPC analysis results as the cepstral coefficients in 
one  of  the  trials  for  the two speakers. 
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Tables 1 and 2. In these tables FR shows the False 
Rejection rate and FA shows the False Acceptance 
rate and effectiveness of system is measured 
according to these parameters. 
     The results express that FVQ (Fuzzy Vector 
Quantization) does not have an appropriate 
performance in such an application and the FR and 
FA rates are unacceptably high. But the more 
important achievement is about the FKM (Fuzzy 
K-Means) method. While FKM performance is 
comparable with the Classical K-Means in lower 
SNR (Signal to Noise Ratio), it is more efficient in 
higher levels of SNR. 

6. CONCLUSIONS 

Applying fuzzy clustering algorithms for decision 
level data fusion in an automatic isolated word 
recognition system was proposed in this paper. In 
the proposed method, results coming from two 
speech recognition methods (spectrograph and 
LPC Analysis) are fused either by fuzzy k-means 
or by fuzzy vector quantization. These clustering 
methods are considered as the fusion tool for 
integrating the results of the two voice processing 
methods. They cause that the uncertainty and noise 

level in the results coming from the two voice 
processing methods; fall down and decision-
making becomes possible. Some experiments were 
carried out for isolated word identification. 
Experimental results showed that the fuzzy 
clustering methods (as fusion methods) give rise to 
a low level of false acceptance and false rejection 
rates, expressing reliable decisions for word 
identification. Moreover, the fuzzy K-means 
clustering algorithm shows a better performance 
compared to the classical k-means in higher levels 
of S/N ratios. Meanwhile the experimental results 
show the generalization power of the proposed 
algorithm because learning takes place based only 
on the samples, which have been pronounced by 
one speaker, and is successful in isolated word 
identification for the samples, pronounced by 
another person. 
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