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A B S T R A C T  
 

 

In this study, we aim to use new deep-learning tools and convolutional neural networks for traffic 
analysis. ResNeXt architecture, one of the most potent architectures and has attracted much attention in 

various fields, has been proposed to examine the scene, and classify it into three categories: cars, bikes 

(bicycles/motorcycles), and pedestrians. Previous studies have focused more on one type of classification 
and reported only human-facial recognition or vehicle detection. In contrast, the proposed method uses 

precise architecture to perform the classification of three classes. The proposed plan has been 

implemented in several steps: the first stage is to divide the critical objects. In the next step, the 
characteristics of the obtained objects are extracted to classify the process into three classes. Experiments 

have been conducted on different and essential datasets such as high-traffic, low-quality, real-time 

scenes. Essential evaluation criteria such as accuracy, sensitivity, and specificity show that the 
performance of the proposed method has improved compared to the methods being compared. The 

accuracy criterion reached more than 92%, sensitivity about 89%, and specially to 90.25%. The proposed 

method can be used to implement intelligent cities, public safety, and metropolitan decisions and use the 

results in urban management, predictive modeling of lost data management, sequential data management, 

and generalizability. 

doi: 10.5829/ije.2024.37.03c.06 
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NOMENCLATURE   

TP true positive samples Greek Symbols  

TN true negative samples  η Specially 

FP false positive samples 𝜑  Sensitivity  

FN false negative samples   

 
1. INTRODUCTION 
 
The goal of machine vision is to imitate the capabilities 

of the human vision system (1). Computers do not have 

unique minds like humans, and human's previous 

knowledge makes them superior in this comparison. The 

significant weakness of the machine's vision compared to 

humans is the lack of extensive information and its 

flexibility in the real world. There are different ways to 

solve this challenge. One of these methods is deep 

learning based on Convolutional Neural Network (CNN) 

(2), which performs very well, especially for 

classification, and can reduce the error rate. The CNN can 

achieve end-to-end supervised training, without the need 

for unsupervised pre-training (3), and its various 

architectures have become the best tools for real-time 

object classification from image data (4). 

Artificial neural networks, composed of many layers, 

drive deep learning. Deep Neural Networks (DNNs) are 

networks where each layer can perform complex 

operations such as representation and inference that make 

sense of images, audio, and text. Deep learning is the 

fastest-growing field in machine learning. Deep learning 

is used in a wide range of applications, such as the 

detection of researchers' communities (5), the detection 

of automatic modulation in radar signals (6), the 

monitoring of intelligent cities using facial recognition 

robots (7), and efficient classification of facial features 

(8). Deep learning has helped in image classification, 

language translation, and speech recognition. Deep 

learning can solve all pattern recognition problems 

without human intervention. Deep learning is used in 

object detection. Kurdthongmee et al. (9) used a 

YOLOv3 detector to detect parawood cross-sectional. 

This research seeks to solve the problem of needing data 

for detector training. It has a weakness due to the testing 

of the proposed method on specific data and the lack of 

comparison with previous methods. 

Kurdthongmee et al. (10) studied the YOLOv7 

method which was proposed for detection in cross-

sectional images of a parawood log and pupil datasets. 

This study aims to identify critical points in these images. 

Therefore, in this article, one of the robust 

architectures (ResNeXt) of this field is used to classify 

the images obtained from a street. The contribution of 

this study is the introduction of a scene analysis method 

and the diagnosis of the number of cars, pedestrians, and 

bikes based on the deep neural network. By using deep 

learning and pre-processing techniques, the proposed 

method  performs better than existing methods. In this 

work, the identification of important goals in the traffic 

scene has been carried out in previous research, with 

limited and one-dimensional attention, and an essential 

gap in this field can be filled. The proposed method offers 

valuable insights and improvements in traffic scene 

analysis methods and offers potential applications for 

urban intelligence. 

The pre-processing steps in the proposed method can 

lead to performance improvement so that it can be 

implemented for low-quality videos, and videos from 

high-traffic streets where there is much overlap between 

objects. In the following, the proposed method is 

explained first. In the results section, the performance of 

the proposed method has been checked on different 

videos, and the characteristics, sensitivity, and accuracy 

criteria have been calculated. 

 

 

2. RELATED WORKS 
 

To create a intelligent city, there is a need to control 

traffic congestion so that city officials have real-time 

analysis of traffic flow information. Much research has 

been done in this regard. Using deep learning, traffic 

analysis has been done. In the research conducted by 

Zhzng et al. (11), the simulation is based on drone-based 

videos, where the moving objects of the film are 

identified. This process uses a pre-trained, real-time 

model for traffic analysis. 

You Only One Once (YOLO) v5 model is proposed 

by Sharma et al. (12) to detect cars, traffic lights, and 

pedestrians in lousy weather conditions. Several different 

classifications have been done for video scenes. 

CNN, One of the deep learning models, has been used 

to identify and classify objects on images taken by 

drones, including pedestrians, cars (13), and 

motorcycles/bicycles (14). Two data sets have been 

evaluated using three GoogleNet, VggNet, and ResNet50 

architectures in this research, and the highest level of 

accuracy has been obtained with the ResNet50 

architecture. Through object classification with sensors, 

the model of the object or location can be recognized 

more accurately (15). An optimal approach to improve 

face recognition with and without a mask is proposed 

using machine learning and deep learning techniques, 

which use three classifiers: SVM, KNN, and DNN. A 

network search with meta-parameter adjustment, and 

nested cross-validation is proposed in this method (16).  

According to the review of previous research, the 

difference in the current research includes several items. 
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• ResNeXt architecture has not been used for traffic 

scene analysis and classification. 

• The data set used in previous research mainly 

was images obtained from drones. 

• In this research, actual data, including low-

quality and high-traffic videos, have been used.  

• In the proposed scheme, pre-processing has been 

done on the examined data set, which plays a 

significant role in improving performance.  

• The simulation results show improved 

characteristics, sensitivity, and accuracy 

parameters. 

 

 

3. PROPOSED METHOD 
 

The flowchart of the proposed method is shown in Figure 

1. 

In the proposed method, the image is segmented first. 

Image segmentation (17), or object separation, is one of 

the critical processes in analyzing essential features in 

each segment. Segmentation can be divided into two 

parts: general segmentation and partial segmentation. 

The goal of general segmentation is to determine non-

connected points in an image related to target objects. 

General segmentation algorithms are used in cases where 

the characteristics of the desired area are uniform and 

homogeneous. On the other hand, partial segmentation 

deals with distant points that are not directly related to 

the desired object. In this type of segmentation, the 

background segments can be separated from the image. 

The purpose of removing the background is to create a 

distinction between the desired object and the scene; it 

divides the image into structural points, such as 

background and foreground. In other words, removing 

the background should be done in such a way that the 

structure of the desired objects is not destroyed. The 

constancy of the background color usually makes a big 

difference with the desired object, which reduces the 

complexity of the processes. 

The gray level threshold is one of the simple and 

widely used methods for removing the background of 

images. This method uses general information and is 

computationally fast and low-cost. This method converts 

a gray image into binary parts, including background and 

foreground. This process is done using Equation 1: 

𝐸𝑘.𝑙 = {
1              𝑝

k,l

(N)
≥ 𝑇𝑠 

  0              𝑝
k,l

(N)
≤ 𝑇𝑠     

  (1) 

where,  𝑝k,l

(N)
, and 𝑇𝑠 are the value of pixel k,l, and 

threshold, respectively. The method used for segmenting 

the background is that the pixels whose values are within 

a specific range are selected and kept as the background, 

and the rest of the pixels are assumed to be the 

background. It ignores the context. 

After segmentation, feature extraction (18) is done 

using deep learning. At this stage, ResNeXt architecture, 

one of the most complete object recognition techniques, 

is used.  The set of combined transformations can be 

signified as: 

Ƒ(𝑥) = ∑ 𝜏𝑖(𝑥)𝑐
𝑖=1   2 

where, 𝜏𝑖(𝑥) can be an arbitrary function. This 

architecture builds upon the inception and ResNet 

architectures (19) to provide a new and improved 

architecture. The inception module is a significant 

change from sequential architectures. In one layer, there 

are several types of feature extractors, layers that receive 

input values, and convert them into some kind of data for 

calculations, in a network that is learning itself and has to 

use different options to solve tasks, this type of layering 

indirectly helps the network to perform better. This 

module can use the inputs directly in its calculations, or 

sum them directly. Pre-training works like a transfer 

learning model so that patterns learned from Inception 

data can be transferred to a program that has its own set 

of training data samples. The retraining process uses 

existing parameters learned as part of the Inception 

classifier, and its use saves significant training time. In 

addition, with the help of this module, a high-accuracy 

classifier is built with less training data by exploiting the 

transfer learning paradigm. It is possible to classify 

vehicles, including cars and bikes, using physical 

characteristics and visual characteristics. These 

characteristics include visual distance from the ground, 

vehicle height, and the distance between the license plate 

and the rear bumper, which is extracted from the input 

using CNN. 

It is possible to recognize pedestrians using methods 

based on the human body model using two-dimensional 

and three-dimensional information of different body 

parts. Among this information, can mention the location 

and movements of different parts of the body. In fact, in 

 

 

 
Figure 1. The flowchart of the proposed method 
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this method, the way the human body stands is 

recognized by estimating the posture, and different parts 

of the body, and checking the connection points. In order 

to strengthen the proposed method against the change in 

the camera angle, and the change in the environment, a 

two-point perspective has been used based on the 

tracking of body connection points. 

Therefore, The contributions of this paper can be 

expressed in a few cases: First, a proposed method that 

will achieve superior performance in scene analysis. 

Secondly, its application in public management plays a 

significant role in analyzing governance policies and 

features of intelligent cities and understanding the 

changing needs of intelligent cities. Thirdly, deep 

learning is vital in designing, decision-making, and 

implementation by understanding data patterns, 

classification, and prediction. 
 

 

4. RESULTS 
 
The use of deep learning in the proposed method makes 

it possible to consider environmental and background 

conditions with a higher degree of accuracy, which in 

turn helps to improve the accuracy of detection, 

localization, and classification. Camera images are 

converted to pixel-level data, which are processed to 

remove the foreground. These image data are segmented, 

and then all the segmented data are structured in the form 

of a tensor. This composite tensor is then further 

processed to optimize the bounding box. The obtained 

data use the deep learning algorithm through CNN. The 

work steps are shown in Figure 2.  

The first stage is an image that includes cars, bikes 

(bicycles/motorcycles), and pedestrians. In the second 

step, objects are segmented. The object to be segmented 

is very different from the background image. Contrast 

changes can be detected by operators that calculate the 

gradient of an image. In the third stage, the binary 

gradient mask (20) of high-contrast lines is shown in the 

image. These lines do not entirely define the outline of 

the subject of interest, and compared to the original 

image, there are gaps in the lines around the object in the 

gradient mask, and the linear gaps should be removed. In 

the fourth stage, the internal gaps are filled, but there are 

still holes inside the cell that need to be filled. In the fifth 

step, the connected objects on the border are removed. In 

the sixth step, the object is smoothed, and finally, to make 

the segmented object look natural, the object is smoothed 

by eroding the image twice with a diamond structure 

element. In the seventh step, an alternative method to 

represent the segmented object is to place the outline 

around the image. In the eighth step, classification is done 

using CNN architecture, and three different classes are 

shown with red, green, and yellow boxes. 

An accurate sample of street videos was also analyzed 

to check the proposed method, and the obtained results 

are shown in Figure 3. In this figure, the proposed method 

has been checked on three different videos. Video A (21) 

contains 23435 frames with a low resolution of 480×320 

pixels. This dataset is in an urban location. Video B 

shows the traffic of a three-way street in an urban area. 

Video C is a high-traffic city area where objects overlap 

a lot. 

 
 

 

    
Step 1 Step 2 Step 3 Step 4 

    

Step 5 Step 6 Step 7 Step 8 

Figure 2. Proposed method teps: Step 1: Input; Step 2: Binary gradient mask; Step 3: Dilated gradient mask; Step 4: 

Binary image with filled holes; Step 5: Cleard border image; Step 6:  Segmented image; Step 7: Outlined original 

image; Step 8: Classification 
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a b c 

   
Figure 3. Traffic scene analysis and classification on the 

dataset 

 

 

The evaluation of the proposed method is done using the 

existing criteria. Two critical criteria in order to 

recognize the correct classification, criteria The 

sensitivity and specially of classification, are obtained 

using the relations (2): 

𝜑 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (3) 

η =
𝑇𝑁

𝑇𝑁+𝐹𝑃
  (4) 

where, TP is positive cases whose category is correctly 

diagnosed as healthy, TN is negative cases whose 

category is correctly diagnosed. FP is positive cases 

whose category is not correctly recognized, and FN is 

negative cases whose category is wrongly recognized. 

In evaluating the proposed method, TP and TN, are 

the most critical important values that should be 

maximized in a problem. As summarized in Table 1, 

these two criteria are close to 0.9 for cars and bikes and 

lower than 0.9 for pedestrians. Considering the low 

quality of video a and the high density and traffic in video 

c, acceptable results have been obtained. These results 

show that even for videos with high traffic and low 

quality, the performance of the proposed method is 

favorable. On the other hand, since the results were 

obtained from real samples, they can be used for actual 

applications. 

Another vital criterion is accuracy, which is obtained by 

thefollowing relationship (19): 

Accuracy is one of the most important criteria to 

determine the efficiency of a classification method. This 

criterion is the most famous and most common efficiency 

calculation criterion. It is a classification algorithm that 

shows how many percent of the entire set of test records 

is correctly classified. Table 2 shows a comparison 

between the proposed method and the combined method. 

Table 2 shows the comparison of accuracy. From this 

table, it can be concluded that the classification accuracy 

for cars, and bicycles is above 90%, while for 

pedestrians, it is below 90%. The average accuracy for 

the combined method is 85.8% and for the proposed 

method is 90.2%, which is a significant improvement. 
 

 

5. DISCUSSION 
 

The proposed solutions to the research questions and 

discussion of the traffic scene analysis are as follows: 

Can preprocessing improve the performance? The 

performed pre-processing leads to the removal of 

additional information, restoration of extraction objects, 

and, as a result, increasing the segmentation quality. Due 

to the large number of calculations, CNN can be a good 

moderator for this purpose. 
 

 

TABLE 1. Sensitivity and specially values 

η 𝜑 Total Video c Video b Video a  

0.89 0.91 389 223 41 125 Car 

0.92 0.95 102 86 7 9 Bike 

0.87 0.85 57 23 18 16 Pedestrian 

0.89 0.9 53 332 66 150 Total 

 
 

TABLE 2. Accuracy values 

Accuracy (%) 
Total Pedestrian Bike Car  

Proposed Method Ref. (5) 

92.4 90.9 20 0 0 20 Car 

100 100 16 16 0 0 Bike 

78.2 66.7 17 12 5 0 Pedestrian 

90.2 85.8 53 28 5 20 Total 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + TN + FP + FN
 (5) 
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Can ResNeXt architecture increase the accuracy of 

the proposed method? One of the essential features of this 

architecture is its very high accuracy, and this has been 

proven in Pre-processing. This precise architecture 

contributes significantly to increase accuracy, sensitivity 

and specificity. 

 

 

6. CONCLUSION 
 
Traffic scene analysis is one of the essential components 

of intelligent cities. In traffic scenes, there are cars, bikes, 

and pedestrians in the street. The correct identification of 

each object in the scene, and then their correct 

classification can provide essential information to city 

managers and people who travel on that route. In this 

article, the classification is based on a robust ResNeXt 

architecture that contributes to increasing accuracy and 

improving diagnostic and classification performance. 

The preprocessing process makes these goals more 

attainable and helps to improve the performance. It 

shows the essential criteria for evaluating the calculation 

performance and the improvement results of the accuracy 

criterion. The proposed method reached over 90% on 

different data such as urban points, high traffic points, 

and actual data of implementation and evaluation criteria. 

Deep learning has significant advantages, but its 

disadvantages cannot be easily overcome. One of its 

disadvantages is the high computational cost, and future 

research can try to reduce it by using creative methods. 

Another aspect of research can be adding other 

applications to the proposed method, Such as classifying 

cars separately, separating bicycles and motorcycles, and 

separating pedestrians into adults and minors. Tracking 

is another important application that can be considered 

after classification. 
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Persian Abstract 

 چکیده 
 ین از قدرتمندتر یکیکه  ResNeXt  یاست. معمار یکتراف یلو تحل یهتجز یکانولوشن برا یو شبکه عصب یقعم یادگیری یدجد یمطالعه، هدف ما استفاده از ابزارهادر این 

ی ماشین، موتور )موتورسیکلت/دوچرخه( و  آن در سه دسته  بندیصحنه و طبقه  یبررس  ی مختلف به خود جلب کرده،  برا  هایرا در عرصه   یادیوتوجهات ز  هاستیمعمار

را گزارش کردند. در   یهنقل  یلوسا  یصفقط تشخ  یاانسان و چهره،    یصمتمرکز شده و فقط تشخ  بندینوع طبقه  یک  یرو  یشترب  یشده است. مطالعات قبل  عایر پیاده پیشنهاد

مهم   یاءاست که اش بندیاست: مرحله اول بخش شامل چند مرحله یشنهادیرا انجام دهد. طرح پ کلاسهسه  بندیاستفاده کرده تا دسته یقیدق یاز معمار یشنهادیمقابل، روش پ

مهم    یهامجموعه داده  یرو  هایییش. آزمایردبه سه کلاس موردنظر انجام گ  بندیدسته  یندتا فرآ  شودیبدست آمده استخراج م  یایاش  هاییژگیبعد و  ی. در مرحلهشوندیجدا م

عملکرد روش   دهدیبه دست آمده، نشان م یژگی و و یتمانند دقت، حساس یابی مهم ارز یارهای انجام شده است. مع  یو واقع  یین پا  یفیتک یک،پرتراف هایمانند صحنه فاوتی و مت

  ی برا  تواندیم  یشنهادیاست. روش پ  یدهرس  %90.25به    یژگیو و  %89حدود    یت، حساس%92از    یشدقت به ب  یاراست. مع   یافتهبهبود    یسهمورد مقا  هاینسبت به روش  یشنهادیپ

از دست   یهاداده یریتکننده از مد بینییشپ یسازمدل ی،شهر یریتمد بدست آمده در یج و استفاده از نتا یکلان شهر یمات تصم ی،عموم یمنیشهرها، ا یهوشمندساز یاجرا

 رد.ی مورد استفاده قرار گ پذیرییمو تعم یمتوال یهاداده یریترفته، مد
 
 


