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1. INTRODUCTION

Social media plays a significant role in the number of people accessing news over the last few decades. With increasing public access to social media, a lot of dubious and incorrect content is being produced and shared for beneficial purposes. Nowadays, people often use social media to express their opinions on published content [1]. These stances together can prepare valuable information to get an overview of some important news or rumors. Automatic stance detection is a strongly motivated mining operation on social media and networks [2]. Stance detection aims to determine the author’s point of view (such as a favor, neutral or against) toward a post, a claim or a new one [3]. It has become a key component in many applications such as claims validation, fake news detection, argument search, and author profiling, etc. [4].

The stance detection requires a large amount of labeled data. Research shows that most papers have worked on stance detection in English language [5-7] and that many of the prepared datasets are also in the same language [8-10]. Nevertheless, for stance detection in low data resource languages, it is necessary to use techniques that are data independent or that may increase the amount of data without generating new labeled data. These techniques are known as data augmentation.

As well, stance detection is an issue of classification. In general, classification is used in many applications such as news topic identification, author detection, etc. But the results of these classifiers are sometimes different, and the samples misclassified by different classifiers are usually not the same in a lot of experiments. This is due to a variety of reasons such as the use of different training sets, the use of different features, or the use of different parameters to adjust the algorithm used in each of these individual classifiers. Multi-classifiers are typically used to solve this problem. In this paper, we examined the impact of data augmentation methods on the accuracy of detecting Persian stance on social media. In addition, after applying a variety of learning approaches including machine learning, deep learning, and transfer learning, we attempted to fuse their results to determine the final output.

This paper is organized in the following structure: Section 2 provides an overview of the research. Section

(A. Toloie Eshlaghy)
3 gives a detailed explanation of our approach and the proposed model. Section 4 sets out the results achieved. Finally, Section 5 outlines the findings and future work.

2. RELATED WORKS

In recent studies, stance detection can be categorized into various types:

1) Target-specific stance detection: It tries to detect the stance expressed in a text toward a particular target (e.g., a person, a social movement, an organization, a product, or a policy) [11], which most research has focused on it [12, 13].

2) Multi-target stance detection: It aims to detect the opinions of social media users with respect to two or further targets [10, 14]. Conforti et al. [9] stated that because in numerous applications, there are many natural dependencies between targets, target-specific models are not effective and should be focused on multi-target stance detection.

3) Claim-based stance detection: It is an appropriate technique to investigate the veracity of the news. Its aim to detect the stance in a part of the text or a comment toward a claim [15]. Therefore, claim-based stance detection has been extensively used for rumor detection [6, 16, 17].

In recent years, most research has concentrated on social media posts and tweets. In general, the stance detection approaches can be separated into four main kinds [3]: 1) feature-based machine learning approaches which often apply machine learning algorithms like decision tree, logistic regression, SVM1, etc. for learning [18], 2) deep learning methods which usually use deep neural networks (such as RNN2 or LSTM3) [19-23]. Some of the common features used in these approaches are vector representation of words, i.e. Word2Vec and Glove, phrase embedding, n-grams of words or letters, 3) transfer learning which has made significant progress in NLP technology due to the development of large language models using contextualized word embedding based on Transformer architecture [24] and applied by most research [24, 25], and 4) ensemble learning approaches that use more than one classifier to get the final result of the stance detection [13, 20].

In addition, despite the increasing popularity of the stance detection task, almost existing approaches are limited to using the textual features of social media posts, overlooking the social nature of the task. But a limited number of studies focused on contextual features [26, 27].

However, most researches have focused on the English language. Of course, in recent times, many studies have been conducted on other languages other than English, like Russian [28], Indian [13], Italian [18], Zulu [29], and recently Persian [21, 25].

Since a significant amount of data is needed for automatic stance detection, therefore, in low data resources languages such as the Persian language in which there is not enough labeled data, it is necessary to use approaches to increase data. These techniques are called data augmentation.

Data augmentation methods increase the number of instances in the train data by generating different versions of actual datasets without explicitly collecting new data [30]. Data augmentation methods are designed to increase system efficiency in addition to increasing the data.

The strategy of data augmentation in natural language processing is a complex task because of the inherent complexities of language. We cannot substitute each word with a synonym, and even if we do, the context will be different. An increase in data can take place at various levels: letter level, word level, phrase level, and document level. On the other hand, data augmentation techniques are usually performed in different methods: from rule-based methods [31] to model-based methods [32], which can be very complex. Implementing rule-based methods is much easier, but may not lead to significant improvements. Model-based methods have important effects on performance, but are more challenging to develop and use. On the other hand, the distribution of the generated augmented data should not be too similar or differ too much from the original dataset. Because it can lead to overfitting or poor performance through effective data augmentation approaches that should aim for a balance.

A review of the studies shows that almost all research on stance detection has employed individual classifiers. Numerous studies in other fields have shown that the results of multiple classifiers can outperform better than the best individual classifier and improve the system performance [33]. In other words, when there is high variability among single classifiers, Multiple Classifier Systems (MCSs) can generally achieve greater classification accuracy than any individual classifier [34]. In recent years, many application areas have adopted several methods of merging classifiers, such as object tracking [35], human action recognition [36], risk analysis [37], fault diagnosis [38], face recognition [39] and so on.

3. PROPOSED APPROACH and IMPLEMENTATION DETAILS

In this section, a Persian stance detection approach will be presented. The methodology depicted in Figure 2.

---

1 Support Vector Machine
2 Recurrent Neural Network
3 Long Short-Term Memory
In our approach, data augmentation was used to the original dataset in various ways and the different augmented data were produced, which are illustrated in Figure 3 with letters A to E.

3.1 Data Augmentation As mentioned above, a large amount of labeled data is needed for stance detection. In languages with low data resources such as Persian language, this amount of data does not exist. Thus, one way to increase the accuracy, enhancement the amount of data by using data augmentation methods. Data augmentation techniques refer to strategies that enlarge the data in size or amount artificially without explicitly collecting new data [30]. Some of the data augmentation techniques are [40]:

1) Paraphrasing-based methods: these methods try to make minor changes in sentences without changing the semantics of the sentences and enter the changed sentences as new examples into the database; so, the augmented data transfer very similar information as the original sentences. Back-translation is the most common method in these categories which consists of three steps: 1) each text sample in the dataset is translated to the default language, 2) translated samples are back-translated to the original language, and 3) duplicate samples are removed from the mixture of the two-source dataset and the created data. This method lets to the production of textual data of different rewording to the real text while keeping the original context and meaning [41]. Figure 2 shows an example of two steps 1 and 2 (in this example, the original data is in English).

3) Noising-based methods: This method focuses to add low noise to the data with a little change so that the meaning of the increased data is very similar to the source data [40]. One of the most common methods in this category is EDA1, which consists of four simple but powerful operations. These operations include synonym replacement, random insertion, random swapping, and random deletion of words [19].

4) Sampling-based methods: Corresponding to the data distribution, we can add new samples. For example, it is possible to create a larger dataset by merging the original dataset and a similar dataset in another language.

3.2 Pre-processing Texts published in cyberspace such as posts on social media or web contain a lot of noise. As the performance of machine learning models is dependent upon data quality in addition to the quantity and variety of the data [42, 43], therefore cleaning the data and normalizing them is necessary thing. In this process, after tokenizing the text, sequences such as punctuation marks, numbers, additional spaces, stop words, and undesirable characters were removed in the text.

3.3 Feature Extraction Since machine learning or deep learning algorithms are only able to understand numerical data instead of textual data, it is necessary to make the text meaningfully for them. Therefore, they must be expressed numerically. For this purpose, some algorithms such as TF-IDF, Word2Vec, etc. enable words to be expressed numerically to solve such problems. So, we used the following two approaches for feature extraction:
3.3.1. Frequency-based In this approach, each word in the text is represented by its frequency as follows:
- Bag of words (BoW): displays the number of occurrences of each bag that is created for each word without considering the word order within the text [44].
- TFIDF: is a statistical measure used to determine the mathematical significance of words in documents [44].

3.3.2. Embedding In word embedding, each word is represented in a continuous vector space. In this space, all words with semantic or syntactical similarity must be placed in the same area [45]. In this paper, we used two pre-trained embedding as described below:
- FastText embedding: This method is based on the skip-gram model which learns to predict a target word near to the specific word and represents each word as a bag of character n-grams [46-48]. In this approach due to the use of n-gram word tokenization, for misspelled words, unusual words, or words that did not exist in the train data, an embedding is provided. This model is presented by Facebook and learned using Wikipedia 2017, UMBC web base corpus, and statmt.org news datasets that contains 16 billion tokens. The embedding dimension is 300, the vocabulary is 1 million words [45].
- BERT embedding: Bidirectional Encoder Representations from Transformers (BERT) is another of the strongest document and word representations [47]. It is a transformer that includes an attention mechanism that learns the contextual relationships between words in a given sentence [48]. Under this approach, depending on the context, the same word may have a different embedding. Just like fastText, it is possible to embed rare words. In this paper, we use Pars-BERT that is a Persian language model based on BERT architecture and includes over 3.9 million documents, 73 million sentences, and 1.3 billion words with many writing styles on many topics [49].

3.4. Modeling At this step, the following tasks were carried out:
- Divide the data into train and test: in this regard, 80% of the data is considered to be train data and the rest as test data. As well, we used k-fold cross-validation and set k=10. On the other hand, since the samples are unbalanced, i.e., the amount of instances per class is not
equal, the stratifiedKFold library in Python has been used to shuffle the data in a balanced way.

- Select classification models: three different approaches were used for modeling: machine learning (such as SVM, Decision Tree, logistic regression, etc.), deep learning (LSTM), and transfer learning (ParsBERT).
- Fit models on training data: In this step, we trained our models on train data, that is, we passed the data into the model so that the model can update its internal mathematical variables and be prepared to predict. In other words, during fitting, we can pass various parameters like batch-size, epochs, learning rate, etc.

3.5. Multi-classifier fusion

In this step, we suggested a multi-classifier fusion model for Persian stance detection. As mentioned previously, the results of individual classifiers, because of the algorithm, the results obtained from them are different. Multiple classifiers therefore combine several individual classifiers for better results. Multiple classifiers use different methods to fuse the results of each classifier, but majority voting is the most popular approach where each classifier "vote" for a particular class, and the class with the most votes is predicted by the multi-classifier system [50]. Under the majority voting approach, all individual classifiers have the same "authority" to classify correctly no matter how well they perform [51]. To solve this problem, weighting methods have been suggested, which are more appropriate to solve the problems that the member's classifiers perform the same task. In this approach, the output of each classifier is usually weighted according to its calculated accuracy on the train-data [52].

In this paper, we tried to use traditional majority and weighted majority voting methods to achieve the final results. Figure 4 shows the proposed model of the stance detector based on multi-classifier fusion. As described in this figure, first the texts in the dataset are preprocessed and then the desired features are extracted. In the next step, these features are used in the relevant classifier. As we know, in the machine learning approach, the SVM algorithm is used because it performs better (see 4.C in this article). In the deep learning approach, the LSTM is used and finally, in the transfer learning approach, the Pars-BERT transformer is used. In the next step, the results of these three classifiers are fused using both majority and weighted majority voting methods, and finally returns a specific stance as the final result.

3.6. Evaluation

For evaluating the performance of our approaches, we use Accuracy and F1-measure. Accuracy measures the proportion of the number of correct predictions relative to the total samples and F1-measure determines the harmonic mean of precision and recall and is calculated as Equation (1):

$$F - Measure = \frac{2 \times Precision \times Recall}{Precision + Recall} \quad (1)$$

3.7. Prediction

Once the model is trained on data, it should be capable of predicting new data. In this respect, we obtained 20% of the data set as test data and applied the relevant algorithms to it. Test results are given in the following section.

4. EXPERIMENTAL RESULTS

4.1. Dataset

In the current research, we used two datasets in Persian and English languages. In the following we describe each of them:

4.1.1. Persian Dataset

This dataset includes 534 claims gathered from Shayeaat\(^1\) and Fakenews\(^2\) and includes of two parts [21]: the first part consists of claims with news headlines and the second one includes claims with the body text of the articles. The labels of each news headline or article's body are:
- Agree: The article expresses that the claim is right, without any kind of cover and quotation.
- Disagree: The article expresses that the claim is wrong, without any kind of cover and quotation.
- Discuss: The article does not get any argument about the right or wrong of the claim.
- Unrelated: The claim is not reported in the article.

The first part of this data set, which contains the pair (news headline, claim), includes 2029 examples, and the

\(^{1}\) Shayeaat.ir
\(^{2}\) Fakenews.ir
second part, which contains the pair (article's body, claim), includes 1997 examples. Table 1 shows the distribution of labels in each section.

4.1.2. English Dataset This dataset is presented in SemEval-2017-Task8 and contains 297 rumors -which are collected around 8 events taken from the urgent news- along with 5271 response tweets, which is a total of 5568 pairs (tweets and tweet responses). This dataset is separated into two parts, training data, and test data. The tag set distributions in each of the parts of this data provided in Table 2.

This dataset used the tree-based conversation consisting of tweets that replied to the rumor tweet, directly or indirectly [53]. The labels of stances in this dataset are Support, Deny, Query, and Comment (SDQC). Therefore, this dataset aims to detect the stance of reply tweets toward a rumor tweet (that can be direct or nested responses). Figure 5 presents an example of the tree structure for tweets. In this figure, user1 and user3 directly respond to user0’s tweet, but user2 has expressed his opinion in response to user1’s post.

4.2. Results of Applying Data Augmentation Techniques First, we present experimental results on the Persian dataset (without increased data) in two parts (1, 2) in Table 3. Next, we look at the effects of the application of each of the data augmentation methods on the performance of the algorithm used.

4.2.1. Easy Data Augmentation (EDA) Karande et al. [26] proposed that all operations of the EDA technique were examined on the Persian dataset. It has shown that a combination of such operations would be more appropriate to these data. So, in this paper, we used the combination of these operations on the Persian dataset. The experimental findings are given in Table 4.

4.2.2. Back-translation For the back-translated data augmentation, in the current study, we have considered English as the target language. Table 5 provides the results of this approach.

4.2.3. Merging the Persian Dataset and English Dataset To accomplish this, we have implemented the following steps:

---

**TABLE 1. Distribution of labels in the Persian dataset**

<table>
<thead>
<tr>
<th></th>
<th>Agree</th>
<th>Disagree</th>
<th>Discuss</th>
<th>Unrelated</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part 1 (Headline-Claim Stance)</td>
<td>405</td>
<td>164</td>
<td>802</td>
<td>658</td>
<td>2029</td>
</tr>
<tr>
<td>Part 2 (Article-Claim Stance)</td>
<td>137</td>
<td>206</td>
<td>1068</td>
<td>586</td>
<td>1997</td>
</tr>
</tbody>
</table>

**TABLE 2. Distribution of labels in the English dataset**

<table>
<thead>
<tr>
<th></th>
<th>Support</th>
<th>Deny</th>
<th>Query</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>910</td>
<td>344</td>
<td>358</td>
<td>2907</td>
</tr>
<tr>
<td>Test</td>
<td>94</td>
<td>71</td>
<td>106</td>
<td>778</td>
</tr>
</tbody>
</table>

---

**Figure 5.** The tree structure of social media conversational

---

**TABLE 3. Results on the original dataset**

<table>
<thead>
<tr>
<th>Data</th>
<th>Size</th>
<th>Feature</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part 1 (Headline-Claim)</td>
<td>2029</td>
<td>BOW</td>
<td>0.41</td>
<td>0.40</td>
<td>0.41</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TFIDF</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>Part 2 (Article-Claim)</td>
<td>1997</td>
<td>BOW</td>
<td>0.55</td>
<td>0.50</td>
<td>0.55</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TFIDF</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
<td>0.83</td>
</tr>
</tbody>
</table>

**TABLE 4. Results of EDA on the Persian dataset**

<table>
<thead>
<tr>
<th>Data</th>
<th>Size</th>
<th>Feature</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part 1 (Headline-Claim)</td>
<td>4058</td>
<td>BOW</td>
<td>0.52</td>
<td>0.52</td>
<td>0.51</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TFIDF</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>0.76</td>
</tr>
<tr>
<td>Part 2 (Article-Claim)</td>
<td>3994</td>
<td>BOW</td>
<td>0.63</td>
<td>0.61</td>
<td>0.63</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TFIDF</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
<td>0.79</td>
</tr>
</tbody>
</table>
- First, we reviewed the stance detection datasets and chose one that was similar to Persian dataset. The sense of similarity here is that, first, both datasets were developed for the same purpose (here, to stance detection of a text, news, or a tweet reply toward to a claim or tweet). Second, the two datasets have the same tags or, if differentiated, the tags can be mapped to each other.

Some research was carried out on the preparation of dataset for stance detection in Persian. Tutek et al. [21] did the only work which was explained in part A of this section. One of the English datasets that may be regarded as equivalent is the one that was published in SemEval 2017-task 8. Its type is based on claims which its labels can be mapped to each other. Explanations of the English dataset can be found in part A.2 of this section.

- As the Persian dataset does not reflect the tweet tree conversation, we also tried to select only the top level of the English dataset tree structure. Thus, the size of our English dataset has been reduced to 3272 instances.

- At the next step, the English dataset labels were mapped to the Persian dataset as follows:
  
  \- Agree \approx Support
  \- Disagree \approx Deny
  \- Discuss \approx Query
  \- Unrelated \approx Comment

- The final step is to translate the English dataset is translated into Farsi and add it to the Persian dataset. The experimental findings for augmented data are shown in Table 6.

### 4. 2. 4. Comparison of Data Augmentation Methods

Figure 6 presents the results for each method of data augmentation on original dataset. The results indicate that the best method to increase the quality of stance detection performance is to merge the original dataset with a similar dataset in another language, which increases the diversity of data. If such a dataset is not found in other languages or is not accessible, the next best method is EDA method, which also shows a good improved algorithm performance. Back translation method though increased the accuracy, but compared to the other two methods, it does less improvement in the algorithm.

### 4. 3. Results of Applying Different Learning Approaches

As discussed above, we used three learning approaches: 1) machine learning, 2) deep learning, and 3) transfer learning. The results of the implementation of each of these methods are given below.

#### 4. 3. 1. Machine Learning Approach

In this step, we used different supervised algorithms for stance detection in two parts of the original dataset. In Table 7, the relevant algorithms are given along with the results obtained from each. As the results show, the SVM algorithm shows a higher accuracy than other algorithms.

For the augmented dataset (for example the D dataset), the same algorithms were implemented and the results in Table 8 demonstrated that, again, SVM performed best.
### TABLE 7. Results of machine learning algorithms on original dataset

<table>
<thead>
<tr>
<th>Part 1 (Headline-Claim)</th>
<th>Part 2 (Article-Claim)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BOW</strong></td>
<td><strong>TFIDF</strong></td>
</tr>
<tr>
<td><strong>Acc.</strong></td>
<td><strong>F1</strong></td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.40</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.41</td>
</tr>
<tr>
<td>SVM</td>
<td>0.40</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.40</td>
</tr>
<tr>
<td>KNN</td>
<td>0.39</td>
</tr>
<tr>
<td>Ada-boost</td>
<td>0.43</td>
</tr>
</tbody>
</table>

### TABLE 8. Results of machine learning algorithms on augmented dataset

<table>
<thead>
<tr>
<th>Part 1 (Headline-Claim)</th>
<th>Part 2 (Article-Claim)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BOW</strong></td>
<td><strong>TFIDF</strong></td>
</tr>
<tr>
<td><strong>Acc.</strong></td>
<td><strong>F1</strong></td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.77</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.78</td>
</tr>
<tr>
<td>SVM</td>
<td>0.77</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.77</td>
</tr>
<tr>
<td>KNN</td>
<td>0.73</td>
</tr>
<tr>
<td>Ada-boost</td>
<td>0.60</td>
</tr>
</tbody>
</table>

4.3.2. Deep Learning Approach

In this phase, LSTM deep neural network classifiers were used. LSTM is an RNN model which overcomes the vanishing gradient and is used to model sequential data tasks. It is capable of efficiently capturing long-range dependencies. The designed network architecture is presented in Figure 7.

![Figure 7. The schematic of our deep learning model](image)

Since in our dataset, a tag is assigned for each pair of (claim and news headline) or (claim and news body), therefore, the neural network here takes two inputs. In the second layer, the two inputs are concatenated. After that, it enters the embedding layer, which utilizes fastText embedding. Then there is the bi-directional layer in which LSTM is used. It is followed by a fully-connected network to map the outputs to the tag space. For optimizing the model, Adam optimizer [17] is used for 20 epochs. Batch size and embedding-dimension are respectively 16 and 300. We used the TensorFlow library [54] to implement this model. The hyper-parameters have been tuned by evaluation over the validation set to achieve the highest accuracy and F1-measurement. Table 9 provides the test results of applying this model to our primary and augmented dataset. As the results show, when the volume of the dataset increases, the algorithm can make predictions with higher accuracy.

4.3.3. Transfer Learning Approach

In this paper, we used pre-trained BERT models to for applying transfer learning. The Pars-BERT model can be fine-tuned to a specific task. It involves matching the parameters of a pre-trained BERT model for a particular
task by using a low data resource [45]. Figure 8 presents the suggested network architecture.

Like the previous model, here we have two inputs for the neural network too. We used the base model of Pars-BERT and fine-tuned it using the stance detection corpus. Then it is followed by a fully-connected network to map the Pars-Bert’s outputs to the tag space. The learning rate, batch size, and the number of epochs are set to $5 \times 10^{-5}$, 128 and 10, respectively. In addition, the epsilon is set to $10^{-08}$. Adam was applied for optimizing the model.

Table 10 shows the test results of applying this model on our original and augmented dataset. As the results show, when the volume of the dataset increases, the algorithm can make predictions with higher accuracy.

### 4.4 Results of Applying Multi Classifier Fusion

In this section, the results of the empirical test of the proposed model shown in Figure 3 are presented on the original dataset and augmented dataset. For a better comparison, Tables 11 and 12 show the test results of the individual classifiers first, and then the performance of the use of the multi-classifier fusion. Clearly, among individual classifiers, the use of transfer learning methods can produce good results. On the other hand, the findings show that the combination of classifiers may lead to a significant improvement. The amount of this improvement is higher when weighted majority voting is used, because in this case, it considers more weight to the classifier that has greater accuracy and increases the likelihood of its effectiveness in making the final decision.

As the results show, the use of transfer learning methods on the original data returns relatively good results. When the amount of data increases, the use of deep and transfer learning methods can make predictions with good accuracy and seek satisfaction. But as the above tables show, the use of multi-classifiers can perform better than the mentioned methods and provide quite acceptable accuracy. Therefore, according to the conditions, the following points can be considered:

![Figure 8. The schematic of our transfer leaning model](image-url)
- To improve the position detection accuracy, it is better to use similar data in another language, otherwise the EDA method is suitable.
- If similar data is not found in another language, it is better to use transfer learning methods.
- In any case, the use of multi-classifiers can lead to a good improvement.

4. 5. Comparison and Discussion

As mentioned earlier by Tutek et al. [21] and Vaswani et al. [24] performed similar work in the field of Persian stance detection. Tutek et al. [21] used LSTM and Vaswani et al. [24] applied transfer learning and data augmentation on the dataset are discussed in this paper.

Table 13 compares the proposed model to the best models. As can be seen, multi-classifier fusion has a considerable impact on improving stance detection tasks.

There are various advantages to the proposed model. Some of them are discussed below:

- It detects the stance by having only the content of a post and without extracting more features. This saves time and reduces computational costs.
- The size of the dataset can be increased without collecting more data and labelling them, which requires time, money, and human resources.
- Combining the results of different classifier optimizes the use of the individual abilities and creates synergy.

The proposed model is flexible in that other classifications may be used according to the subject and the intended application.

Unfortunately, no model is without disadvantages. Given below are some of the disadvantages of the proposed model:

- May not always have a dataset similar to the original dataset in another language. Of course, in this case, other methods of data augmentation should be used.
- It only uses content features to find the position. When interfacing with social networks, it is important to know which account answered the tweet. For example, the person who answers may be against the author of the tweet and thus reject the claims of that person, or it may be a bot, so user profiling can be a better help to identifying the stance.

5. CONCLUSION AND FUTURE WORKS

In this paper first, we attempted to apply several data augmentation techniques to overcome the problem of the absence of data in stance detection in low data resource languages and to analyze the impact of each in improving the performance of algorithm. In this regard, we investigated Persian claimed-based stance detection and used various methods of data augmentation (including EDA, back translation, and merging similar datasets). The test results showed that if we can merge the source dataset with the similar dataset into other languages and create a bigger dataset, we achieve a significant improvement without spending time, money, and human resource in collecting data and labeling them. If such a dataset is unavailable or does not exist, a good improvement can be obtained by using the EDA technique.

Also, we proposed a model based on multi-classifier fusion for Persian stance detection, where, in addition to using different approaches such as machine learning, deep learning, and transfer learning to detection, the fusion of these classifiers’ results is used to make the final decision. For this purpose, majority voting has been used and the results have shown that multi-classifier fusion can yield better results than the best classifier and improve the performance. Consequently, it may be concluded that multiple classification systems (MCS) are a good approach for stance detection. If we consider the accuracy of the classifiers as an efficient factor in the final decision to detect the Persian stance, we can achieve a significant improvement in the results.

So, our medal is innovative from two perspectives:

1. Use of the data augmentation method by combining the primary dataset and similar dataset in English and creating a larger dataset
2. Fusion of the individual classifier results through multi-classifiers.

Finally, the proposed model was also compared with the latest models presented in the field of Persian stance detection. While the proposed model has a significant improvement over related works, it also has limitations, which we will mention in the following and the future work that can be done to solve them.

As mentioned earlier, one of the limitations of this model is the use of content-only features, while contextual features such as user features and so on can also be used. Therefore, user profiling is one of the important tasks that can be addressed going forward.

Another thing that can be done to improve the model is to analyze the sentiment contained in the reply text of a tweet. For example, if someone answers "I'm sorry" to the tweet "Sanctions against Iran are increasing daily", analyzing the sentiment of the reply text can help identify the position.

In addition, one other thing that can be done to
improve the model is the detection of irony. Sometimes in social media spaces, people reply to a tweet with sarcasm, as its stance cannot be easily recognized. For example, if for the tweet "inflation has gone down by 20% this year", someone answers "don't get tired" It is unclear whether the stance of replier is to agree or disagree with that tweet. Therefore, the sarcasm detection module may also contribute to stance detection and be one of the tasks to focus on in the future.
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