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A B S T R A C T  
 

 

Due to the cursive-ness and high variability of Persian script, the segmentation of handwritten words 

into sub-words is still a challenging task. These issues could be addressed in a holistic approach by 

sidestepping segmentation at the character level. In this paper, an end-to-end holistic method based on 
deep convolutional neural network is proposed to recognize off-line Persian handwritten words. The 

proposed model uses only five convolutional layers and two fully connected layers for classifying word 

images effectively, which can lead to a substantial reduction in the required parameters. The effect of 
various pooling strategies is also investigated in this paper. The primary goal of this article is to ignore 

handcrafted feature extraction and to attain a generalized and stable word recognition system. The 

presented model is assessed using two famous handwritten Persian word databases called Sadri and 
IRANSHAHR. The recognition accuracies were obtained at 98.6% and 94.6%, on Sadri and 

IRANSHAHR datasets respectively, and outperformed the state-of-the-art methods. 

doi: 10.5829/ije.2021.34.08b.24 
 

 
1. INTRODUCTION1 
 
Handwriting recognition refers to the process of 

converting handwritten images into their corresponding 

editable files [1, 2]. Unlike printed texts, due to 

significant changes in writing style and shape, the skew 

or slant automatic handwritten text recognition is still a 

debatable subject in the pattern recognition and computer 

vision community  [1].  Handwriting recognition has 

several applications such as bank cheque processing [3], 

the recognition of notes [4, 5], postal address recognition 

[6] and historical documents [7, 8] in various scripts 

including Indian, Chinese, Latin, Arabic, and Persian. 

Compared to Latin/Roman, Chinese and Japanese scripts 

in which texts are written separately, in Persian script, the 

texts are usually written cursively, which further 

complicates the recognition process [9].  

Handwritten recognition methods are divided into 

two major groups: on-line and off-line methods [10]. 

While on-line recognition depends on pen movement 

coordinates and the pen trajectory of the letter,  off-line 

recognition is based on the analysis of the text image [1].  

Also, there are two methods for word recognition: 
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segmentation-based and holistic methods [11]. In the 

segmentation-based, an input image is segmented into 

different sets of sub-words, and the word is recognized 

by its constituent units. In the holistic approach, however, 

an input image is recognized by its shape as a whole. 

Recently, Convolutional Neural Network (CNN) models 

have been widely used in various computer vision 

applications such as image segmentation, image 

classification, object detection and recognition due to 

their capability to directly extract high-level features 

from images [12]. In this article, attempts have been 

made to design a CNN model for holistic Persian off-line 

handwritten word recognition.   

To the best of our knowledge, despite the excellent 

performance of CNN in a variety of computer vision 

applications, the use of CNN models for the holistic-

based Persian off-line handwritten word recognition has 

received scant scholarly attention. Therefore, this study 

uses a novel CNN model to recognize Persian 

handwritten words. The main contributions of this article 

are as follows:  

• Inspiring by  [1],  this paper proposed  an end-to-end 

learning architecture that eliminates the need for 
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handcrafted feature extraction in holistic Persian 

off-line handwritten word recognition. 

• Presenting a new Transfer Learning (TL) approach 

for holistic Persian off-line handwritten word 

recognition.  

• Analysing the proposed method on two popular 

Persian handwritten word datasets called 

IRANSHAHR [13] and Sadri [14]. 

• Analysing errors on Sadri dataset for the first time.  

The rest of this paper is formed as follows. Section 2 

reviews the related works about Persian handwritten 

word recognition. The proposed methodology is 

explained in Section 3. Sections 4 presents details of the 

experimental results. Error analysis is described in 

Section 5. Discussion and comparison are presented in 

Section 6. Finally, conclusions and future works are 

explained in Section 7. 

 

 

2. LITERATURE REVIEW 
 

Several important studies have explored the handwritten 

word recognition in Persian script, which are reviewed in 

this section. Dehghan et al. [15] proposed a vector 

quantization method based on Self-Organizing Feature 

Map (SOFM) in order to recognize Persian handwritten 

words. In this work, the contour image of each word is 

scanned from right to left to extract features. SOFM was 

utilized to prepare a codebook and smoothen the 

distribution of observation probabilities. Then, a distinct 

Hidden Markov Model (HMM) was trained on each 

word. The same authors [16] proposed a similar approach 

based on fuzzy C-means. The database used in both 

studies was 198 classes from IRANSHAHR dataset. For 

the first and second methods, the recognition accuracies 

were 65% and 67.2%, respectively. Mozaffari et al. [17] 

proposed a lexicon reduction method based on single, 

double and triple dots. In their approach, the words with 

different dot patterns are discarded prior to the 

classification. This strategy not only enhances accuracy 

but also the accelerate recognition process. As an 

experimental result, a recognition accuracy of 73.61% 

was obtained for 200 classes of IRANSHAHR dataset.  

Broumandnia et al. [18] proposed rotation and scale 

invariant features for the recognition of holistic 

Arabic/Persian handwritten words. In their approach, M-

band wavelet transform was used for features extraction 

and the Mahalanobis distance for classification. The 

experimental results showed a 12% improvement in the 

recognition accuracy on the database provided by 

themselves. Arani et al. [10]  combine the output of Left-

to-Right (LtR) and Right-to-Left (RtL) HMMs to 

recognize Persian handwritten words. In their approach, 

the LtR and RtL drew on complement rules for 

decreasing errors in recognition accuracy. Imani et al. [2] 

used a sliding window that sweeps vertically across a 

word image for the extraction of intensity and directional 

gradient features. The features extracted from each 

window are then coded by the Self Organizing Map 

(SOM). Then, a distinct HMM was trained on each word. 

The recognition accuracy was obtained 69.07% on a 

database that contained 30,000 images from 300 formal 

words [19]. 

Arani et al. [11] extracted three feature groups 

including white-black transition, image gradient, and the 

chain code of contour from the input image. For each 

feature group, a discrete HMM was trained for each 

word. Finally, the outcomes of three HMMs are fused by 

a multilayer perceptron that is responsible for recognition 

classification. The recognition accuracy was obtained 

89.06% on the 200 classes of IRANSHAHR dataset. 

Tavoli at al. [20] proposed new approach for extracting 

appropriate features to recognize Arabic/Persian 

handwritten words. In this method, the input image is 

divided into an n × m strip from which straight lines are 

extracted. Then, based on the location, number, angle, 

and straight line size, some geometrical features are 

extracted. The classification is conducted using the 

Support Vector Machine (SVM). Their proposed 

approach was evaluated on three databases: IBN SINA 

[21], IFN/ENIT [22] for Arabic and IRANSHAHR for 

Persian. Recognition accuracy of the proposed method 

was reported about 67.47, 86.22, and 80.78% for the 

IRANSHAHR, IBN-SINA, and IFN/ENIT dataset 

respectively .  The above works are impressive, but since 

all of them employ manual methods for feature 

extraction, they are known as handcrafted features. The 

success of a recognition system primarily relies on the 

extraction of proper features from the word images. 

Generally, extracting handcrafted features are 

challenging, boring and in some case impossible for 

researchers. The end-to-end learning in the absence of 

handcrafted features is one of the remarkable 

characteristics of the CNN. Therefore, CNN-based 

models can be a good alternative for the recognition of 

Persian handwriting words. 

LeCun et al. proposed the CNN architecture for the 

first time [23]. CNN models have been the subject of 

considerable attention in most computer vision 

applications [24-27]. These families of neural network, 

which fuse classification and feature extraction tasks, are 

intended to recognize images based on their scale, shift, 

and distortions. Safarzadeh et al.  [28] proposed a novel 

approach according to the sequence labeling with CNN 

and Bidirectional Long Short Term Memory (LSTM). In 

this method, in order to ignore the segmentation step in 

segmentation-based methods, a Connectionist Temporal 

Classification (CTC) is used as the cost function. For 

feature extraction, the sequences of feature vectors are 

extracted by CNN model from an input word image. 

Then, the Recuurent Neural Network (RNN) model 

beside CTC cost function is utilized for input sequence 
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labeling as the classification task. According to the 

experimental results, the recognition accuracy was 

obtained 98.8% on the Sadri dataset, which contains 

62,500 images from 125 word classes. Bonyani et al. [29] 

present ensemble method based on various CNN 

architectures for the recognition of handwritten Persian 

letters, digits and words. Specifically, an ensemble of 

various DenseNet [30] architectures and Xception [31] 

were utilized for word recognition. In experimental 

results, the recognition accuracy was reported 98.8% on 

Sadri dataset. These studies are summarized in Table 1. 
 

 

3. PROPOSED METHODOLOGY  
 

The general chart of the presented method is depicted in 

Figure 1. As shown in this figure, the presented approach 

consists of two major parts: preprocessing and training 

the CNN model. The preprocessing details and CNN 

model are explained in the following subsections. 

 
3. 1. Preprocessing            In this paper, two databases 

called Sadri and IRANSHAHR are used.  There are word 

images of various sizes in the two datasets. Also, for 

word images, the region of interest (i.e. handwritten area) 

in each class is different. However, the proposed CNN 

model needs  224×224 images as the input size in the first 

layer. There are several methods for image resizing [14]. 

The simplest one is the resizing of all images to 224×224, 

but applying this  method on all images with different 

sizes may deform structure of handwritten images. Sabzi 

at al. [32] proposed a simple approach for an efficient 

image scaling (resizing). In this approach, all images in 

each dataset are divided into two groups. In the first 

group, images with dimensions smaller than the standard 

size, are only padded with a background pixel. In the 

second group, for images with one or two dimensions 

greater than 224, ratio of the standard size to the bigger 

dimension is calculated, then the height and width of the 

input image are resized according to the ratio. The result 

of image resizing is shown in Figure 2.  As shown in this 

figure, compared to the image resizing by normal scaling 

(middle column), this strategy (right column) does not 

change the structure of input images. 

 
3. 2. Proposed CNN Architecture          Dealing with 

images directly reduces the performance of existing 

neural networks. Thus, a handcraft feature extraction step 
 

 

TABLE 1. Some seminal works on the recognition of Persian handwritten words 

Ref. Method Dataset Recognition method Year 

[15] Self-Organization Map, discrete  HMM IRANSHAHR Holistic 2001 

[16] Fuzzy vector quantization,  discrete HMM  IRANSHAHR Holistic 2001 

[17] Lexicon reduction, discrete HMM IRANSHAHR Segmentation-based 2008 

[18] M-band wavelet transform Private  Holistic 2008 

[10] Fusion of Right-to-Left, Left-to-Right HMMs IRANSHAHR Holistic 2018 

[2] Image gradient, discrete HMM Private Holistic 2014 

[11] Discrete HMM, classifier fusion   IRANSHAHR Holistic 2020 

[20] Statistical features, Support Vector Machine  IRANSHAHR Holistic 2018 

[28] Connectionist Temporal Classification (CTC) , CNN Sadri Holistic 2020 

[29] Various  CNN models Sadri Holistic 2020 

 

 

 
Figure 1. The general diagram for handwritten word 

recognition  

 
Figure 2. Left column(a): original image, Middle column 

(b): Resized image by normal scaling, and right column (c): 

Resized image by [32] 
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is utilized in most conventional approaches [1]. The end-

to-end learning in the absence of handcrafted features is 

one of the remarkable characteristics of the CNN. 

Therefore in this paper, inspired by [1], a CNN model is 

adopted for holistic Persian off-line handwritten word 

recognition.  As far as the authors are concerned, this is 

the first paper to focus on the effectiveness of CNN 

model for holistic recognition of Persian off-line 

handwritten. The architecture of the proposed CNN 

model is depicted in Figure 3.  As can be seen, the 

proposed CNN networks have one input layer, five 

convolutional blocks with corresponding four max-

pooling (𝐿1⋯𝐿4) and one average-pooling in the last 

block (𝐿5) for feature extraction, two fully-connected 

layers (𝐿6 and 𝐿7) for classification, and finally one 

output layer. The details of the proposed architecture are 

listed in Table 2.   

 

 

 
Figure 3. The proposed CNN model for Persian handwritten word recognition. This architecture contains seven layers (𝐿1⋯𝐿7)  

for extracting feature and classification 
 

 

TABLE 2. The details of the proposed CNN model shown in Figure 3 

Layer Name Layer Type No. of Filters Kernel Size Stride Input Features Output Features No. of Parameters 

L1 

Convolution (Conv1) 16 (7×7) (1×1) (1,224,224) (16,218,218) 800 

Batch Normalization --- --- --- (16,218,218) (16,218,218) 32 

RELU --- --- --- (16,218,218) (16,218,218) 0 

Max Pooling (Maxpool1) --- (2×2) (2×2) (16,218,218) (16,109,109) 0 

L2 

Convolution (Conv2) 32 (5×5) (1×1) (16,109,109) (32,105,105) 12,832 

Batch Normalization --- --- --- (32,105,105) (32,105,105) 64 

RELU --- --- --- (32,105,105) (32,105,105) 0 

Max Pooling (Maxpool2) --- (2×2) (2×2) (32,105,105) (32,52,52) 0 

L3 

Convolution (Conv3) 64 (3×3) (1×1) (32,52,52) (64,50,50) 18,496 

Batch Normalization --- --- --- (64,50,50) (64,50,50) 128 

RELU --- --- --- (64,50,50) (64,50,50) 0 

Max Pooling (Maxpool3) --- (2×2) (2×2) (64,50,50) (64,25,25) 0 

L4 

Convolution (Conv4) 64 (3×3) (1×1) (64,25,25) (64,23,23) 36,928 

Batch Normalization --- --- --- (64,23,23) (64,23,23) 128 

RELU --- --- --- (64,23,23) (64,23,23) 0 

Max Pooling (Maxpool4) --- (2×2) (2×2) (64,23,23) (64,11,11) 0 

L5 

Convolution (Conv5) 128 (3×3) (1×1) (64,11,11) (128,9,9) 73,856 

Batch Normalization --- --- --- (128,9,9) (128,9,9) 256 

RELU --- --- --- (128,9,9) (128,9,9) 0 

Average Pooling 

(Avgpool1) 
--- (2×2) (2×2) (128,9,9) (128,2,2) 0 

L6 
Fully Connected (FC1) --- --- --- 512 256 131,328 

RELU --- --- --- 256 256 0 

L7 Fully Connected (FC2) --- --- --- 256 125 32,125 

Totally =  308,541 
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According to Table 2, in general, the proposed CNN 

consists of 308,541 (≈0.3 million) parameters (weight) 

that must be trained in the training process. It is worth 

noting that the number of layers and characteristics of 

each layer have been adjusted experimentally. As shown 

in Figure 3, feature extraction and classification were 

conducted automatically. The main goal for the presented 

model design is to accomplish the best performance with 

the minimum number of layers.  
 

 

4. EXPERIMENTAL RESULTS  
 

This section explains experimental results after 

introducing the two datasets. All experiments were run 

on a machine with Intel® core i3 - 6300 CPU 

@3:70GHz, 16GB RAM, and NVidia® 1060Ti 6GB 

GPU. The experiments were implemented using 

PyTorch® framework installed on Microsoft® Windows 

10. The back-propagation algorithm beside the Adam 

optimizeris were utilized to train the proposed CNN 

model. The proposed CNN model requires a number of 

hyper-parameters shown in Table 3. It should be noted 

that the hyper-parameter values were adjusted 

empirically. 

 

4. 1. Dataset            In the proposed method, two Persian 

handwritten word datasets including IRANSHAHR and 

Sadri was utilized. The Sadri dataset comprises text, 

dates and numbers, as well as words, numbers, signs, 

letters, and symbols. There are 62,500 words from 125 

word classes in the Sadri dataset, which were collected 

randomly by 500 Persian authors, including 250 males 

and 250 females, of whom 10% were left-handed. 

IRANSHAHR is another dataset that contains 19,583 

word images from 503 names of Iranian cities with 

approximately 38 sample images for each class.  In this 

paper, to compare the proposed method with the state-of-

the art, a subset of 200 out of the 503 city names was 

selected from IRANSHAHR. Figure 4 shows some 

samples of the two datasets. 

 

4. 2. The First Experiment- Sadri Dataset          In the 

first set of experiments, samples of Sadri dataset 

 

 
TABLE 3. Hyper-parameter setting of the proposed CNN 

model 

Hyper-parameter value 

Batch size 200 

Number of epochs  100 

Initial learning rate  0.001 

L2regularization 0.001 

including 62,500 words were divided into three 

categories, 70% (0.7 × 62,500 = 43,750) for training, 

15% (0.15 × 62,500 = 9, 735) for validation and 15% 

(0.15 × 62,500 = 9,735) for testing. Figure 5 shows 

validation accuracy and validation cost in different 

epochs. For comparative investigation, Figure 6 shows 

the confusion matrix of each category for Sadri dataset. 

The rows  and columns denote the 10 first classes in Sadri 

dataset. The last column represents the rest of 125 classes 

in Sadri dataset.    
 

 

 
Figure 4. Several samples of the Persian handwritten word 

database, (a): IRANSHAHR dataset, (b) Sadri dataset 

 

 

 
Figure 5. Performance of the proposed model in different 

epochs on Sadri dataset for validation set, (a) validation cost 

versus the number of epochs, (b) validation accuracy versus 

the number of epochs 

 

 

 
Figure 6. Confusion matrix where rows  and columns 

represent the 10 first classes in each Sadri dataset. The last 

column represents the rest of 125 classes in Sadri dataset 
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4. 3. Effects of Rotation on Performance of the CNN 
Model             This subsection attempts to assess stability 

of The presented CNN model in the presence of rotation 

errors. In this investigation, as shown in Figure 7,  the test 

word samples are rotated in different angles (-15⸰,-10⸰,-

5⸰, 0⸰, 5⸰, 10⸰, 15⸰) and their corresponding recognition 

accuracies are depicted in Figure 8. As can be seen, 

rotation errors affect performance of the proposed model. 

In fact, this experiment shows the proposed model isn’t 

rotation invariant. 

 
4. 4. Effects of Pooling Types on the Proposed CNN 
Model           The size of feature map in CNN is reduced 

by the pooling operation, which is invariant to image 

transformations [1]. Furthermore, research shows that 

pooling operations have a substantial effect on 

performance of the model [1]. The max pooling and 

average pooling are two pooling types widely used for 

designing CNN. Several studies [33] have sought to 

figure out the best one. In this paper, to design the 

proposed CNN, both pooling types have been utilized 

together: four max pooling operations in the first four 
 
 

 
Figure 7. Different levels of rotation error (a) Original 

image, (b) Rotation angle = 5º, (c) Rotation angle = 10º, (d) 

Rotation angle = 15º, (e) Rotation angle = -5º, (f) Rotation 

angle = -10º, (g) Rotation angle = -15º respectively 

 
 

 
Figure 8. Performance evaluation for word images with 

various degrees of rotation 

convolution blocks as well as one average-pooling 

operation in the last convolution block (see Figure 3). 

Performance of the proposed model is evaluated once 

with only max pooling in all five convolution blocks, 

then with only average pooling in all five convolution 

blocks, and the results are listed in Table 4. As depicted 

in this table, compared to the average pooling and max-

pooling strategies alone, the combined max-average 

pooling not only shows higher performance in terms of 

recognition accuracy, but also has fewer trainable 

parameters and training time. 

 

4. 5. The Second Experiment- Transfer Learning 
on IRANSHAHR           Compared to the Sadri dataset, 

IRANSHAHR has smaller samples, approximately about 

38 samples per class. In this subsection, two approaches 

are used. First, the proposed CNN model is trained from 

scratch on IRANSHAHR dataset, then the Transfer 

Learning (TL) approach is used [34]. TL aims to leverage 

knowledge from a related domain (called source domain) 

to improve learning performance in a target domain, 

when there is a small number of labeled training data in 

the target domain. In fact, due to the over-fitting 

phenomenon, it is not common to train the CNN model 

from scratch on a small dataset. Instead, the CNN model 

is trained on a richer dataset (i.e. Sadri), and then the 

trained model is fine-tuned on a small dataset (i.e. 

IRANSHAHR). So in this experiment, the trained CNN 

architecture on Sadri dataset was considered as the 

backbone network. Then, the backbone network was 

fine-tuned on IRANSHAHR by re-training only the last 

two layers (𝐿6 and 𝐿7 in Figure 3). In the two experiments 

of this sub-section, samples of IRANSHAHR dataset are 

divided into three categories, 70% (0.7 × 19,583 = 

13,708) for training, 15% (0.15×19,583 = 2,938) for 

validation and 15% (0.15×19,583 = 2,938) for testing. 

Figure 9 shows validation accuracy and validation cost in 

different epochs of the two approaches.  As depicted in 

this figure, when training from scratch, the CNN network 

weights are randomly initialized, so the learning process 

shows a fluctuating behavior. In contrast, in the TL 

approach, CNN weights in the target domain are 

initialized based on the trained network’s weights in the 

source domain. Thus, this initialization strategy triggers  

 

 
TABLE 4. Evaluations of Different pooling types 

Pooling Type 
Training Time 

(minute) 

# of Trainable 

Parameters 

Test Accuracy 

(%) 

Top 1 Top 5 

Max-pooling 181.3 701,757 98.6 99.8 

Average-

pooling 
183.4 308,541 97.9 99.8 

Max-average 

pooling 
175.1 308.541 98.6 99.8 
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Figure 9. Performance of the proposed model in different epochs on IRANSHAHR dataset,  (a): cost value versus the number of 

epochs, (b): validation accuracy versus the number of epochs for validation set 

 
 
a smoother behavior in the learning process. This 

difference is clearly shown in Figure 9. As shown in 

Table 5, the TL approach outperforms other approach 

with regard to the recognition accuracy, test cost, and 

training time. 
 
 
5. ANALYSIS OF ERROR  

 

This section presents an analysis of errors on the 

proposed method.  In this article, CNN model is proposed 

for the holistic Persian off-line handwritten word. The 

proposed CNN models have hieratical structures with 

many trainable kernels. The CNN model is essentially 

based on convolution operator, meaning that CNN 

kernels are convolved over the image for extracting 

meaningful information. While kernels in the primary 

layers extract common information like edge, line, etc., 

kernels in the later layers progressively extract more 

detailed and complex information from input sample 

images. For error analysis, first the average of images in 

each class is calculated by summing the images of that 

class divided by the total number of images in the class. 

Figure 10 shows the average image in class “آبان” (Aban).  

In fact, Figure 10 shows how people usually write the 

word "آبان"  on paper.  
On the other hand, the intensity frequency in average 

images of each class indicates that the kernels of a CNN 

will attach great importance to these regions during the 

training process. It means that a CNN learns the general 

structure of the images in each class during the training. 

However, during the test, the test images distant from the 

overall structure of its corresponding class will have a 

greater probability of error and vice versa. Based on this 

analysis, the errors in the test stage were split into two 

main groups on Sadri dataset. The first group contains 

errors occurring during data collection. Table 6 shows 

some of these errors. In the second group, as shown in 

Table 7, the test image samples are distant from average 

images in the corresponding class. It should be noted that 
 

 

TABLE 5. Details of the two different approaches on IRANSHAHR dataset in the test phase 

Database Training Type 
Test Accuracy (%) 

Test Loss Training Time (minute) 
Top1 Top5 

IRANSHAHR 
From Scratch 90.8 98.1 0.39 22.3 

Fine-Tuning 94.6 99.0 0.24 10.4 

 

 

 
Figure 10. Image average for the class "آبان" 

this distance can be due to differences between the 

beginning or end of test image and the average structure 

of the corresponding class. 
 

 

6. DISCUSSION AND COMPARISON 
 

This section compares our study with the most recent 

state-of-the-art works on these two datasets in terms of 
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TABLE 6. The number of errors during the collection of Sadri 

dataset 

Word Image 
Image Label 

in dataset 
Word Image 

Image Label 

in dataset 

 

 پنج
Five 

 

 چهل 
Forty 

 

 چهل 
Forty 

 

 یازده 
Eleven 

 
 

TABLE 7. The number of errors made by the proposed method 

on Sadri dataset 

Word Image 
Average Images in 

corresponding class 

True 

Label 

Predicted  

Label 

 

 

 آبان 
ABAN 

 آذ 
AZAR 

 

 

 چهارده 
Fourteen 

 چهارصد 
Four 

hundred 

 

 

 تومان 
TOMAN  تلفن 

Phone 

 

 

 خانم 
Miss  تمام 

End 

recognition accuracy. To the best of our khowlwdge, few 

studies have explored CNN-based methods  for the 

recognition of Persian handwritten off-line words. 

Thus, motivated by [1], this paper adopted CNN 

architecture for holistic Persian handwritten word 

recognition. In addition, for the first time, this paper 

focuses on the effectiveness of CNN model for holistic 

Persian off-line handwritten word recognition. Compared 

to previous studies on IRANSHAHR dataset, the 

proposed model had a significantly higher improvement 

in recognition accuracy. Due to limited samples in each 

class of the IRANSHAHR dataset, all works had been 

selected from a limited subset of 503 classes for their 

analysis. In this paper, for the first time, we used the all 

503 classes as shown in Table 8. As can be see, compared 

to IRANSHAHR, much fewer investigations have been 

conducted on Sadri dataset. As far as the authors are 

concerned, there are currently only studies based on Sadri 

dataset [28, 29]. The proposed method has several 

advantages over the existing methods. For example, the 

proposed method provides better results with fewer 

weights than the other methods. Moreover, compared to 

the wotk in literature  [28], in which CNN was conducted 

for extracting a feature sequences and the RNN was used 

along with CTC for sequence labeling, the proposed 

method is end-to-end, meaning that feature extraction 

and classification are conducted automatically. Given the 

large size of trainable parameters, the method of Bonyani 

et al. [29] used data augmentation for data generation. In 

contrast, the proposed method eliminates the need for 

data augmentation due to efficient trainable parameters. 

In general the proposed holistic method has several 

critical advantages over other studies including: 

• During the network training, appropriate features 

are extracted automatically. Hence, it eliminates the  

 

 

TABLE 8. Comparing the performance of the proposed approach with the state-of-the-art methods 

Dataset Ref. Method Year 
# of trainable 

parameters 
# of classes 

Accuracy (%) 

Top1 Top5 

IR
A

N
S

H
A

H
R

 

[15] Self-Organization Map,  discrete HMM 2001 ----- 198 69.0 ----- 

[11] Image gradient, classifier fusion 2020 ----- 200 89.0 96.4 

[16] Fuzzy vector quantization, HMM 2001 ----- 198 67.7 ----- 

[10] Right to Left, Left to Right HMM 2018 ----- 200 84.4 97.9 

[17] Lexicon reduction, discrete HMM 2008 ----- 200 73.6 89.0 

[20] Statistical features, Support Vector Machine 2018 ----- 198 80.7 ----- 

--- Proposed Network 
  200 94.6 99.0 

 ≈ 0.3M 503 93.0 98.6 

S
a

d
r
i 

[28] Connectionist Temporal Classification, bi-LSTM, CNN 2020 ≈ 0.7M 125 98.8 99.3 

[29] Various CNN models 2020 ≈ 7M 125 98.8 ----- 

--- Proposed Network ----- ≈ 0.3M 125 98.6 99.9 

M : Million  
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manual feature extraction stage, which is a highly time-

intensive and boring task in existing approaches. 

• As the experimental results indicate, the presented 

method can be used as the backbone for other 

handwritten scripts with a reduced time complexity. 
 
 
7. CONCLUSION AND FUTURE WORKS  

 

In this article, an end-to-end method based on CNN 

architecture was adopted for holistic Persian off-line 

handwritten word recognition. To the best of our 

knowledge, this is the first paper to focus on the 

effectiveness of CNN model for holistic Persian off-line 

handwritten word recognition. For this purpose, two sets 

of experiments were carried out. In the first set of 

experiments, the presented method was assessed on the 

Sadri dataset. In the second experiment, two approaches 

were followed on IRANSHAHR dataset. In the first 

approach, the proposed CNN method was trained from 

scratch. In the second approach, the TL approach was 

adopted. The experimental results indicate that the 

presented method surpasses the state-of-the art in term of 

recognition accuracy. The error analysis was conducted 

on the Sadri dataset for the first time. In the future, the 

authors would like to extend their model to other scripts 

like Arabic, Latin, etc.  
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Persian Abstract 

 چکیده 
نگر با در نظر گرفتن شکل  های کلیبه دلیل ماهیت پیوسته کلمات و تنوع زیاد نوشتاری در زبان فارسی، شکستن کلمات به زیر کلمات و حرف کار بسیار سختی است. روش

نوشته نگر بر اساس شبکه های عصبی کانولوشنی عمیق برای بازشناسی کلمات دستو کلی   end-to-end کلی کلمه این قسمت را نادیده می گیرند. در این مقاله یک روش  

لایه طبقه بندی است که منجر به کاهش محسوس در تعداد پارامترها می شود.  فارسی به صورت برون خط ارائه شده است. مدل پیشنهادی تنها دارای پنج لایه کانولوشنی و دو 

برای   متفاوت  استراتژی های  تاثیر  مقاله همچنین  این  کلمات   poolingدر  بازشناسی  برای  معرفی یک روش جدید  مقاله  این  اصلی  است. هدف  گرفته  قرار  مطالعه  مورد 

خودکار استخراج می شوند. روش پیشنهادی روی دو پایگاه داده مشهور به نام ایرانشهر و صدری مورد ارزیابی قرار    ها به صورت نویس فارسی است که در آن ویژگیدست

 روی صدری رسید که نشان میدهد نسبت به روش های موجود کارائی بالاتری دارد. %98.6روی ایرانشهر و  %94.6گرفت و به دقت بازشناسی معادل  
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