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A B S T R A C T  
 

 

Language identification is a critical step prior to any natural language processing. In this paper, a signal 
processing method for Language Identification is proposed. Sequence of characters in a word and the 

order of words in stream identify the language. The sequence of characters in a stream provides a 

signature to recognize the language without understanding its meaning. The signature can be extracted 
using signal processing techniques via converting texts into time series.   Although several research and 

commercial software have been developed to identify text language, they need a standard dictionary for 

each language. We proposed a dictionary independent method consisting of three main steps, I) pre-
processing, II) clustering and finally III) classification .First, the texts are converted to time series using 

UTF-8 codes. Second, to group similar languages, the obtained series are clustered. Third, each cluster 

is decomposed into 32 sub-bands using a Wavelet packet, and 32 features are extracted from each sub-
band. Also, a multilayer perceptron neural network is used to classify the extracted features. The 

proposed method was tested on our dataset with 31000 texts from 31 different languages. The proposed 

method achieved 72.20% accuracy for language identification.  

doi: 10.5829/ije.2021.34.06c.04 

 
1. INTRODUCTION1 
 

Natural language processing (NLP) techniques play an 

important role in the classification and processing of 

huge digital documents on the Web [1, 2]. Determination 

of the language of a text's content is called Language 

Identification (LID classification). This is the initial step 

in many NLP pipelines such as tagging data stream from 

Twitter with relevant language, improving search results 

by searching in the relevant language, and automatically 

using machine translation [3]. Since most of the later 

steps are language-dependent, any errors in the first step 

is compounded by later steps. Although the 

determination of disjoint languages is not a tough task, 

distinguishing the languages originated from the same 

root (e.g., Persian and Arabic or Italian and English) is a 

difficult task . 

The ability to identify the language of a document 

increases the accessibility of data. It has a vast range of 

applications, i.e., presenting information in a user’s 
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native language is critical in attracting website visitors 

[4]. Most of the text processing techniques presuppose 

that the document's language is known. However, in real-

world data, automatic LID is required to identify the 

language of the document  . 

The rhythm of expression is different in languages. It 

is created by the sequence of letters. Therefore, in this 

study, we will use the sequence of letters to identify the 

language. Of course, due to cultural and political issues, 

words from languages such as English, Arabic and 

French have infiltrated other languages. This makes 

language identification a bit difficult . 

In the proposed method's training phase, the text is 

converted into a time series using UTF-8 coding. The 

time series is clustered into different clusters then 

analyzed using the Wavelet packet. The statistical 

features are extracted from each sub-band and used as the 

inputs of a multilayer perceptron neural network . 

The proposed method is examined with our collected 

dataset. The provided dataset covers similar languages. 
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Designing a system to distinguish between similar 

languages such as Serbian and Croatian [5], language 

varieties like European Portuguese and Brazilian [6], or 

a set of Arabic dialects [7] is more challenging than 

designing systems to discriminate between, for example, 

Finnish and Japanese [8, 9]. The experimental results 

show the ability of the proposed method for LID with a 

similar languages dataset. 

The rest of the paper is organized as follows. In the 

next section, we review several litterateurs dealing with 

LID, then the proposed method is described. In Section 

3, our dataset is introduced, and applying the proposed 

method to the dataset is given. Finally, the study is 

concluded in section 4.  
 

 

2. LITERATURE REVIEW 
 

Some approaches have been proposed in literature for 

LID based on frequent word counting, unique tokens and 

n-gram [3] in which features such as the presence of 

particular characters, words or n-grams [10] are used as 

discriminators. 

In the case of frequent words counting [11], the 

language is identified based on the frequencies of the 

words in the predefined dictionary constructed per each 

language. Another approach is based on n-gram. The n-

gram is a contiguous sequence of items from a given text. 

There are some words with higher frequency for each 

human language than others, which can be used as 

discriminator feature. Ng and Selamat [12] studied three 

n-grams based identification method, i.e. , distance 

measurement, Boolean technique and optimum profile 

technique. In the first method, the profiles are produced 

and sorted based on n-gram frequencies. The minimum 

distance between testing and training profiles is selected 

as the winner. In the Boolean technique, the matching 

rate between testing and training profiles is computed. 

The language of the text is identified based on the highest 

matching rate. The first approach suffers from 

dimensionality problem and the latter fails in the case of 

the same n-gram frequency for multiple languages. The 

last approach applies both frequency and position 

features. The language with minimum converged point is 

known as the text language [12]. 

Common words such as conjunctions, determiners, 

and prepositions can be used to extract LID features. 

Dunning  [13] used byte level n-grams of the entire string 

instead of the word's character level n-grams. Although 

n-gram based methods provide high accuracy in LID, but 

these methods suffer from high order of time complexity 

[14]  

N-gram based methods are the most common LID 

methods in the literature. Several methods in 

 
1 https://github.com/google/cld3. [Last visited. 2021] 

combination with this approach have been developed, 

like SVM [15], Naive Bayes [16], prediction partial 

matching (PPM) [17], deep learning [18] and a 

combination of multiple classifier [19]. There are also 

benchmarking solutions to the LID. Google compact 

language detector (CLD) and TextCat employ n-gram 

based method1, LogR [20] uses a discriminative strategy 

with regularized logistic regression [16]. Cavnar and 

Trenkle [14] provided outstanding results compared to 

the other state-of-the-art methods. They used rank order 

statistic as distance measure. The weakness of this 

method is that it relies to the tokenization while many 

languages have no boundaries. 

The languages with the same origin are very similar 

in appearance and n-grams. For example, Arabic and 

Persian languages are of the same origin. As shown in 

Figure 1, they are very similar to each other. As can be 

seen in Equation (), 50% of 2-grams (bigrams) from the 

two example texts are joint. In addition, 59% and 76% of 

the two sample texts, the Persian and Arabic are existed 

in intersection of 2-grams sample texts (Equations () and 

()). Therefore, the n-gram based approaches are unable to 

distinct between these languages. 

𝑏𝑖𝑔𝑟𝑎𝑚𝑃𝑒𝑟𝑠𝑖𝑎𝑛∩𝑏𝑖𝑔𝑟𝑎𝑚𝐴𝑟𝑎𝑏𝑖𝑐

𝑏𝑖𝑔𝑟𝑎𝑚𝑃𝑒𝑟𝑠𝑖𝑎𝑛∪𝑏𝑖𝑔𝑟𝑎𝑚𝐴𝑟𝑎𝑏𝑖𝑐
=

29

58
= 0.5  () 

𝑏𝑖𝑔𝑟𝑎𝑚𝑃𝑒𝑟𝑠𝑖𝑎𝑛∩𝑏𝑖𝑔𝑟𝑎𝑚𝐴𝑟𝑎𝑏𝑖𝑐

𝑏𝑖𝑔𝑟𝑎𝑚𝑃𝑒𝑟𝑠𝑖𝑎𝑛
=

29

49
= 0.59  () 

𝑏𝑖𝑔𝑟𝑎𝑚𝑃𝑒𝑟𝑠𝑖𝑎𝑛∩𝑏𝑖𝑔𝑟𝑎𝑚𝐴𝑟𝑎𝑏𝑖𝑐

𝑏𝑖𝑔𝑟𝑎𝑚𝐴𝑟𝑎𝑏𝑖𝑐
=

29

38
= 0.76  () 

Various LID systems exist in literature for identifying 

text language but with a limited number of languages to 

identify. Shekhar et al. [21] and Gupta et al. [22] 

proposed an LID system to recognize Hindi and English 

languages. 

After a rigorous search we found no prior study that 

employed signal processing techniques to identify the 

language of a text. In this paper, we address the problem 

of LID from a signal processing perspective. Different 

languages have different tones. Someone can recognize 

the language of a conversation if has previously heard 

such a conversation, even tough he/she does not 

understand the concept. Different languages show 

different frequency characteristics. This fact also can be 

observed from the text indicating correspondent phrases 

in a language. For each language, there is a dependency 

between components of a sentence as well as components 

that construct the word. These dependencies can be 

observed using both Fourier transform and Wavelet 

transform methods. The Fourier transform is not a good 

choice as it provides more diversity for the spectrum 

representation of the texts from the same language . 
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Figure 1. Samples of Persian and Arabic texts. As can be 

seen these languages are very similar to each other both in 

appearance and 2-grams 

 

 

3. THE PROPOSED METHOD 
 

Difference between languages is mainly due to their 

tunes. A language’s tune depends on the succession of 

letters in a word and the pronunciation of successive 

words in a statement. Once we listen to a speech, we 

initially recognize the language and subsequently 

understand its meaning depending on the language's 

grammar. We may not fully understand a speech with a 

low volume level or low Signal to Noise (SNR) ratio, but 

we can still recognize the language spoken in if we know 

the language . 

Once a French speaker talks English, the English 

speech is understandable even with a French accent. 

Indeed, speech in a language is a succession of letters that 

construct a tune. We propose a signal processing 

technique to convert text to time series and extract the 

tune for language identification. The flowchart of the 

algorithm is depicted in Figure 2. 

In the proposed method, texts are converted to time 

series. The texts can be converted to time series using 

suitable coding. All texts in our dataset are coded with 

UTF-8. 

Characters such as @,-,+ and # may exist in different 

texts. Therefore, they are removed from the time series  . 

The obtained signal is clustered into several clusters 

using K-means method. The only feature for clustering is 

the mean of the signals UTF-8 codes. Some languages 

having unique UTF-8 codes are clustered in groups with 

only one language per group. However, the languages 

with similar UTF-8 codes appear in the same cluster. 

Thus, further processing is required to detect the 

language of texts in each cluster. To this aim, for each 

cluster, a model is trained and tested. The steps for the 

training are: I) feature extraction and II) classification. 

Feature Extraction: The clustered signals are analyzed 

using the Wavelet packet transform, which is an 

extension of the Wavelet transform provided with more 

information regarding both high and low-frequency 

bands of the signal. By using the Wavelet packet 

transform, each signal is decomposed into 32 sub-bands. 

The median of partial energy related to the sub-band 

coefficients is extracted from each sub-band as a feature . 

𝐹𝑥 =  𝑙𝑜𝑔 (|𝑚𝑒𝑑𝑖𝑎𝑛((𝑥2))|),  () 

where, 𝑥 is the sub-band coefficients. This feature is used 

for language identification introduced by AlyanNezhadi 

et al. [23] . 

Classification: Many techniques in literature employ 

neural networks in their classification [24-26]. In this 

paper, the extracted features are fed into multilayer 

perceptron neural network with one hidden layer and the 

network is trained to classify the languages. For testing a 

new text, first, the cluster of the text is determined. If the 

cluster contains only one language, that language will be 

assigned to the text. Otherwise, the correspondent model 

will be used to detect the language in the cluster. 

 

 

4. DISCUSSION AND RESULTS 
 
In the following first, we describe the dataset we have 

prepared, then the obtained results are discussed . 

 

4. 1. Dataset            We have selected 31 languages to 

assess the performance of the proposed method. For each 

language, 1000 texts were randomly extracted from 

Wikipedia. The minimum length for each text is 5000 

characters. The languages include English (en), France 
 

 

 
Figure 2. The flowchart of the proposed method 



H. Hassanpour et al. / IJE TRANSACTIONS C: Aspects  Vol. 34, No. 6, (June 2021)   1413-1418                                               1416 

(fr), Italy (it), Arabic (ar), Russian (ru), arz (Egyptian 

Arabic), Azerbaijan (az), Byelorussian (be), Bulgarian 

(bg), Catalan (ca), ckb (Sorani, Central Kurdish), Czech 

(cs), Deutsch (de), Espernato (eo), Espanish (es), Persian 

(fa), Finnish (fi), Galician (gl), Hebrew (he), Hindi (hi), 

Croatian (hr), Indonesian (id), Dutch (nl), Polish (pl), 

Pashto (ps), Portoguese (pt), Romanian (ro), Tamil (ta) 

and Turkish (tr). Therefore, there is 310000 texts from 31 

different languages . 

 

4. 2. Evaluation            To evaluate the performance of 

the proposed method, we used 31000 texts from our 

dataset. 80% of the texts are used for clustering, training 

and validation, and the remaining 20% of texts is used for 

testing randomly. The texts are converted to time series 

using UTF-8 coding and then the common characters are 

removed from them  . 
In the first stage, the K-means is used to cluster the 

whole data into six clusters based on only one simple 

feature (the average of the signals after elimination of 

common characters in the time domain). Table 1 shows 

the clustered languages in six groups with group centers 

and clustering precisions. As shown in Table 1, the texts 

with languages Tamil and Hindi are identified in this step 

with accuracy 90.50% and 95.50% for the testing dataset . 

The average accuracy of 95.14% is achieved for six 

clusters with the centers: 1246.56, 878.73, 1370.18, 

2820.96, 1874.38, 107.67 for testing data. 

The obtained centers are used to cluster the test data. 

In the second stage, the texts from each cluster are 

separately classified. To this aim, the training texts 

(without elimination of common characters such as '?', '.', 

'!') are analyzed and decomposed using the Wavelet 

packet transform into 32 sub-bands. We have selected the 

Wavelet packet transform to analyze the texts. We 

employ a Wavelet packet transform with Daubachies 

kernel and five levels of decomposition. The Daubachies 

kernel is selected as it has valuable characteristics, i.e., 

vanishing moment and orthogonality conditions. We 

focussed on the sub-band energy to extract a feature as 

the classical multidimensional scaling (CMDS) 

representation of sub-band energy shows a separable 

cluster of different languages. This fact is shown in 

Figure 3 for seven languages from the dataset. The 

CMDS is a geometrical representation of data structure. 

Experimentally, we observed that the magnitude of the 

median provides more discrimination than the mean 

feature. We applied the logarithm to the median's 

magnitude to expand the distance between the languages 

with a close feature . 

The multi-layer perceptron neural network with the 

parameters specified in Table 2; which is used to classify 

the languages based on the extracted features. The 

network has 32 input nodes as the length of the feature 

vector is 32. The number of neurons in the hidden layer 

is set equal to input layer. The network is trained 10 times 

TABLE 1. Clustering the data into six clusters 

Cluster members 
Cluster 

centre 

Accuracy 

(%) 

ar, arz, ps 1246.56 87 

ru, be, bg 878.73 94.83 

fa, ckb 1370.18 77.50 

ta 2820.96 90.50 

hi 1874.38 95.50 

en, fr, it, az, ca, cs, de, eo, es, fi, gl, 

he, hr, id, it, nl, pl, pt, ro, tr 
107.67 98.55 

 

 

 

 
Figure 1. The CMDS representation of sub-band energy (with 

correlation distance) for seven languages 

 

 

 
TABLE 2. The parameters of the neural network 

Parameter Value 

Input layer neurons The size of features 

hidden layer neurons The size of features 

Output layer neurons The number of languages 

Hidden neurons activation 

function 

Hyperbolic tangent sigmoid 

transfer function 

Output neurons activation 

function 
TSoft max transfer function 

Data division 
Random (80% train, and 20% 

validation data) 

Maximum number of epochs 5000 

Training method Scaled conjugate gradient 

 

 

and the results are averaged because the MLP may 

provide different results with different initial point. Table 

3 shows the classification results for different states 

where 5, 7, and 12 spaces are inserted in-between two 

consecutive words of testing dataset. Finally, the 

accuracy of the system (clustering and classification) is 

given in Table 4. Figure 4 shows the structure of the 

experiment. 
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TABLE 3. The accuracy of classification for testing data 

Cluster members 
1 

space 

5 

spaces 

7 

spaces 

12 

spaces 

ar, arz, ps 71.95 73.35 72.60 71.52 

ru, be, bg 64.85 67.98 72.65 71.10 

fa, ckb 75.65 76.88 76.77 77.12 

en, fr, it, az, ca, cs, de, eo, 

es, fi, gl, he, hr, id, it, nl, 
pl, pt, ro, tr 

62.72 67.72 69.38 69.50 

 

 

TABLE 4. The accuracy of language identification 

 
1 

space 

5 

spaces 

7 

spaces 

12 

spaces 

Proposed method 66.88 70.70 72.20 72.02 

 

 

 
Figure 4. Structure of the designed system 

 

 

5. CONCLUSION 
 
LID plays an important role in most of the text processing 

applications. As this task is the first step to almost any 

text processing technique, the errors made in this task 

will propagate and deteriorate the results in the latter 

stages. In this paper, a new signal processing based 

technique was proposed to identify the text languages 

without any dictionary necessity. The proposed method 

includes the preprocessing, clustering, feature extraction, 

and classification stages. The proposed method was 

tested on our dataset with 31 different languages. Similar 

languages with the same origin exist in our dataset. The 

accuracy of 72.20% was achieved for text language 

identification . 
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Persian Abstract 

 چکیده 
شده   شنهادیزبان متن پ   صیتشخ  یبرا  گنالیبر پردازش س   یروش مبتن  کیمقاله،    نیاست. در ا  یع یمرحله مهم قبل از هرگونه پردازش زبان طب  کیزبان متن   صیتشخ  چکیده: 

ها،  آن  یمعنا  دنیمتن باشد که بتوان بدون فهم  یامضا برا  کی  تواندی کاراکترها در متن م  ی. توالکندیکلمات، زبان متن را مشخص م  بی کلمه و ترت  کیکاراکترها در    یاست. توال

 ی تجار  یها و نرم افزارهااستخراج شود. اگرچه پژوهش  یزمان   یسرمتن به    لیتبد  ق یاز طر  گنالیپردازش س  یهابه کمک روش  تواندیامضا م  نیداد. ا  صیزبان متن را تشخ

  ی با سه مرحله اصل یکشنریبه د ازیروش بدون ن کیمقاله،  نیدارند. در ا ازیهر زبان ن یاستاندارد برا یکشنرید کیها به آن یزبان متن وجود دارد، ول صیتشخ یبرا یمتعدد

شده است. در مرحله   لیتبد UTF-8 یبا کمک کدگذار  یزمان  یسر  کیمرحله، متن به    نیشده است. در اول  شنهادیپ  یبند( دسته3  تیو در نها  یبند( خوشه2پردازش،    شی( پ1

موجک    لیتوسط تبد  رباندیز  32هر خوشه به    یزمان  یهایانجام شده است. در مرحله سوم، سر  یزمان  یهایسر  یخوشه بند  گر،یکد یمشابه    یهازبان  یبندگروه  وردوم، به منظ

استخراج شده استفاده شده است. روش   یهایژگیو یبنددسته  ی برا هیچند لا ی پرسپترون ی استخراج شده است. سپس از شبکه عصب ی ژگیو 32 رباندهایشده است و از ز هیتجز

 زبان متن است. صیتشخ یبرا 72.2دقت % یدارا یشنهادیشده است. روش پ شیمازبان مختلف آز 31متن از  31000داده خودمان با  گاهیپا یبر رو یشنهادیپ
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