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A B S T R A C T  
 

 

Cyber security has turned into a brutal and vicious environment due to the expansion of cyber-threats 

and cyberbullying. Distributed Denial of Service (DDoS) is a network menace that compromises 

victims’ resources promptly. Considering the significant role of optimization algorithms in the highly 
accurate and adaptive detection of network attacks, the present study has proposed Hybrid Modified 

Grasshopper Optimization algorithm and Genetic Algorithm (HMGOGA) to detect and prevent DDoS 

attacks. HMGOGA overcomes conventional GOA drawbacks like low convergence speed and getting 
stuck in local optimum. In this paper, the proposed algorithm is used to detect DDoS attacks through 

the combined nonlinear regression (NR)-sigmoid model simulation. In order to serve this purpose, 

initially, the most important features in the network packages are extracted using the Random Forest 
(RF) method. By removing 55 irrelevant features out of a total of 77, the selected ones play a key role 

in the proposed model’s performance. To affirm the efficiency, the high correlation of the selected 

features was measured with Decision Tree (DT). Subsequently, the HMGOGA is trained with 
benchmark cost functions and another proposed cost function that enabling it to detect malicious traffic 

properly. The usability of the proposed model is evaluated by comparing with two benchmark 

functions (Sphere and Ackley function).  The experimental results have proved that HMGOGA based 
on NR-sigmoid outperforms other implemented models and conventional GOA methods with 99.90% 

and 99.34% train and test accuracy, respectively 

doi: 10.5829/ije.2021.34.04a.07 

 
1. INTRODUCTION1 
 
The last decades have witnessed a revolution of Internet 

usage in many domains like e-commerce, e-government 

and so on. The expansion of the Internet is accompanied 

by the intensification of security violation issues. Denial 

of Service attack (DoS) is an intimidating attack which 

targets servers, online resources and network 

bandwidth. Victim’s resources such as processors, 

bandwidth, database, memory, etc. are occupied with 

packet flooding which is generated by a malicious 

person or bot [1]. The devastation of servers or causing 

interruptions in online services is considered as the 

principal purpose of this attack. Distributed denial of 

services attack (DDoS) emerged as a powerful version 
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of DoS with the capability of inflicting more destructive 

damage in a shorter span of time. Typically, DoS  

attacks are launched using one computer and one 

internet connection, whereas DDoS attacks are carried 

out by using several compromised computers (bots) and 

internet connections. Figure 1 shows one type of DDoS 

attack with multiple bots. In this figure, masters and 

slaves are hired in conjunction with an attacker to 

generate an enormous amount of packet [2, 3].  

 
1. 1. DDoS Classification           In DDoS attacks, the 

malicious user hires a network of zombie computers to 

incapacitate a server or website. DDoS attacks are 

categorized into three main groups: volume based 

attacks, protocol attacks and application layer attacks. 

Volume based attacks is the most common type of the 

aforementioned groups. These attacks send a large 

amount of requests or data to the victim’s server with  
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Figure 1. DDoS attack procedure 

 
 
the purpose of overwhelming its bandwidth capability. 

Unavailability is considered as a major consequence of 

this type of attacks. Volume based attacks are prevalent 

in light of their simple amplifications; then, script 

kiddies can utilize this method for harming specific web 

services. Unlike the volume based attacks, Protocol 

features are abused in Protocol attacks [4]. What is 

employed in this type of DDoS attacks is an attempt to 

destruct or suspend a web resource. Indeed, 

intermediate communication devices (like load 

balancers and firewalls) are targeted to disrupt the 

communication of a website and its server. On the other 

hand, zombies (bots) are utilized in application layer 

attacks (or a 7-layer attack) to penetrate a specific server 

using the application’s vulnerabilities [5]. This type of 

attacks requires fewer resources in comparison with the 

mentioned types on the grounds that it focuses on 

specific application packets which are sent through 

normal HTTP requests. Consequently, detection of 

application layer attacks is considered to be a laborious 
procedure [6]. The classification of DDoS attacks is 

described in depth in Figure 2.  

 

1. 2. DDoS Prevention and Detection             Despite 

there being a lot of DDoS detection and prevention 

methods, deterring such attacks effectively is far-fetched 

if not impossible. In fact, the mitigation of DDoS risk 
 
 

 
Figure 2. DDoS classification 

has been the main aim of researchers. On the other 

hand, tracing back to the source is impractical as a result 

of IP spoofing (IP address is forged), stateless nature of 

network and similarity to flash crowd [7]. Therefore, 

source attack identification in DDoS attacks is an 

onerous endeavor. The detection and prevention 

techniques are divided into 3 categories: trace back 

methods, entropy based detection and intrusion 

detection and prevention systems [8]. 
Trace back methods have enhanced routers and 

protocol capabilities to track packets and uncover the 

source of attack. This method is often costly and with 

low accuracy. Packet marketing scheme and IP trace 

back technique are two schemes of this method [9]. 

Entropy is a measure of information theory which scales 

randomness of packets on specific router in entropy 

based DDoS detection. Indeed, the changes of flow’s 

(packets with same destination address) abnormality are 

measured using entropy and the alarm would be raised 

if the rate of entropy is large. Hence, by tracking the 

entropy variation, the source of package is obtained. 

Information distance is the next metric which is used for 

distinguishing DDoS attacks and flash crowd. Intrusion 

detection system (IDS) is used to monitor the web 

traffic and report any suspicious activity to the 

administrator and intrusion prevention system (IPS) is 

designed to detect and prevent the attacks together with 

analyzing the data flow [10]. The segmentation of 

DDoS detection methods is illustrated in Figure 3. 

In order to prevent DDoS attacks, many researchers 

have proposed different methodologies which focus on 

detection, prevention and trace back. Nevertheless, the 

lack of considering the limitation of real-time problems, 

complexity and massive data is a critical issue in DDoS 

detection strategies. With the intention of solving the 

aforementioned problem, anomaly based detection 

methods are used to create a profile of the normal traffic 

and then, detect the unknown attacks. Machine learning 

techniques are used to model a reliable behavior in 

network domain as a reference, and then compare new 
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ones with it. On the other hand, meta-heuristic 

algorithms are a nominated strategy to address the 

complexity and real-times issues and these algorithms 

can solve (NP)-hard problems [11]. additionally, some 

other important features like easy to use, cost-efficient 

and preparing important tools for both researchers and 

managers to solve the complex dilemma, makes these 

algorithms more popular [12]. Considering the no free 

lunch theory, there is no guarantee to one meta-heuristic 

algorithm outperforms in all problems. In order to reach 

better performance in a specific problem, there are 

several new meta-heuristic algorithms can be proposed 

or conventional algorithms can be modified or different 

algorithms can be combined with each other [13]. 

Accordingly, a combination of machine learning 

techniques and meta-heuristic algorithms can be used to 

boost the performance of detection method in terms of 

accuracy, speed and extendibility[14]. 

In this paper, the combination of machine learning 

and meta-heuristic algorithms is utilized to resolve the 

issue at hand and an efficient model is proposed to 

detect and prevent DDoS attacks. In order to evaluate 

the performance of the proposed method, two 

benchmark cost functions are applied into the model. 

An up-to-date dataset (CICIDS) is used to train and test 

the model. CICIDS consists of reliable and real-world 

samples which cover different attacks properly [15]. 

Ultimately, one machine learning technique: random 

forest (RF) and two meta-heuristic algorithms (Hybrid 

Modified Grasshopper Optimization algorithm and 

Genetic Algorithm (HMGOGA) and conventional 

Grasshopper optimization algorithm(GOA)) are utilized 

for feature selection and DDoS detection, respectively. 

The rest of this paper is organized as follows: section 2 

is devoted to a review of related literature regarding the 

previous studies, section 3 touches upon the proposed 

DDoS detection method, section 4 describes and 

discusses the experimental results and finally, section 5 

concludes the present research. 

 

 

2. LITERATURE REVIEW  
 

Taking into account the background of DDoS attacks, 

some major DDoS detection mechanisms are described 

in this section. The focus of this section is on machine 

learning and data mining approaches. Gu et al.  [16] 

utilized the semi-supervised weighted k-mean and 

hybrid feature selection (SKM-HFS) method to detect 

DDoS attacks. In order to validate their experiments, 

they used three benchmark datasets and the results of 

their proposed mechanism were compared with one 

another. The feature selection performance was 

evaluated using TOPSIS method. As shown in their 

results, SKM-HFS had better performance in both time-

consumption and precision. Finally, with the purpose of 

evaluating SKM-HFS in the real world, a real 

experimental environment was employed to appraise the 

functionality of the proposed algorithm. Like other 

experimented datasets, SKM-HFS has shown an 

acceptable performance in the real world dataset. 

Gharvirian et al.[6] used a perceptron neural network 

along with computing entropy of flow and flow 

initiation rate in order to detect the DDoS attack in the 

SDN controller. Indeed, In this research, the neural 

network makes improvement in the detection accuracy 

and false alarm rate and proves the existence of attack 

by investigating the 3 features of network traffic. 

Considering the vitality of the detection time, the 

proposed model used the neural network just for 

suspicious flows. The detection accuracy approximately 

reached 92% and the delay of detection obtained 23.55 

seconds which is proof positive of the detection 

efficiency. Ghasemi et al.[17] proposed a multi-stage 

detection model and in each stage, they concentrated on 

one type of attack. They used genetic algorithm in order 

to select the most important features of each type of 

attack. In this paper, a novel chain model is proposed to 

detect each type of attack respectively. After one type of 

attack is detected, the chain model deletes specific 

labels from the dataset. In order to evaluate the 

proposed model, two benchmark datasets (NSL-KDD 

and KDD cup99) were used. The accuracy of average 

detections for two datasets were 97.5% and 98.9%, 

respectively. Four different classifiers are used as the 

fitness function for genetic algorithm, decision tree 

outperforms other methods in most cases. Nezhad et al. 

[18] have applied time series model and chaotic system 

to distinguish between legitimate and suspicious traffic. 

Two features (number of packet and number of source 

IP address) have been used as detection metric in every 

minute, and a detection accuracy of about 99% has been 

obtained. The Box-Cox transformation, Auto 

Regressive Integrated Moving Average (ARIMA) and 

Lyapunov were utilized for data processing, predicting 

and classification phases, respectively. Many DDoS 

detection methods based on machine learning were tried 

on SDN2s (Figure 4). Artificial neural network was 

employed to detect the different types of DDoS attacks 

[19]. ICMP flood, SYN flood, UDP flood and DNS 

reflection were experimented using proposed 

collaborating intrusion detection system (CIDS). The 

emulation results have proved the proficiency of ANN3-

based CIDS in SDN. Conversely, some inherent 

features of SDN can be used to assist the confrontation 

with DDoS attacks. In this trend, SDNs advantages can 

be used for DDoS detection in cloud environment [20]. 

The methodology for DDoS defeating in SDN can use 

learning techniques (Machine learning/Deep learning)  

 
2 Software define network 
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Figure 4. Research categories in SDN security domains [25] 

 

 

to ameliorate detection rates and reduce the computation 

cost and time. Niyaz et al. [21] have proposed a network 

application on the basis of deep learning for multi-

vector attack detection. Deep learning methods have 

been employed to remove irrelevant features and select 

the most important ones. Three implemented models 

were investigated for feature classification and the 

accuracy of 95.65% was obtained from SAE4 (stacked 

sparse auto-encoders and soft-max classifier) approach. 

Arivudainambi et al. [22] have proposed Lion 

optimization algorithm [23], a new meta-heuristic 

algorithm, to detect DDoS attacks in SDN. The vector 

feature selection method has been applied to the 

selected dataset (NSL-KDD) to collect an appropriate 

feature subset and a combination of Lion Optimization 

Algorithm and Convolutional Neural Network has been 

used for training and testing. As it was demonstrated in 

their results, the average accuracy reached to 96%. 

Sreeram et al. [24] proposed a bio-inspired bat 

algorithm to detect HTTP flood attack in a short time 

frame and with high speed. The CAIDA dataset was 

used to select the most important feature for the 

proposed model. Afterwards, the selected features were 

used to train and test the bat algorithm. As shown in 

their results, they have obtained 94.8% accuracy in 

detecting HTTP flood attacks. 

However, most of the researches mentioned above 

were incapable of adequately detecting new DDoS 

attacks at the right time. Some of the main drawbacks of 

the existing literature which were used as motivation for 

our research are as follows: lack of high accuracy 

accompanied by acceptable time-consumption and 

extendibility, difficulty in detection of unknown and 

 
4 Stacked auto encoder 

zero-day DDoS attacks, lack of expansion of new 

methodology for detecting DDoS attacks, not using 

comprehensive datasets, etc. 

 

 

3. PROPOSED DDoS DETECTION MODEL 
 

Having plenty of information in networks packet, 

abnormal behavior of packets can be recognized using 

analysis methods. Therefore, some available datasets are 

included in network data to provide efficient context for 

network security researches. NSL-KDD [26] and 

CICIDS [27] are the two most popular datasets that 

have been provided for network threats investigations. 

Due to antiquated data in NSL-KDD. This research has 

employed CICIDS in order to assess the proposed 

model. Some traffic features in CICDS are ineffectual, 

leading to degradation of learning quality, more 

memory consumption and an increase in computational 

time. Feature selection methods can properly solve these 

issues. In this paper, a machine learning method, RF, is 

used to collect more important features. Next, 

HMGOGA is utilized to detect DDoS attacks using the 

selected features. At last, a comparison of the 

conventional method and other research is made to 

evaluate the performance of our model. 

 
3. 1. CICIDS Dataset           The DDoS dataset applied 

in this manuscript is adopted from UNB repository [27]. 

The dataset consists of 77 features and one label 

column. The types of traffic are indicated using label 

column. Due to the problem of diversification in other 

datasets, CICIDS comprised 225,745 samples which 

include legitimate and attack traffic. The feature 
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description is available by details in [15]. Table 1 

provides the general information about CICIDS. 

 

3. 2. Feature Selection          Feature selection 

methods, a type of dimensional reduction techniques, 

are used to transform features into a new space with low 

dimensions. Indeed, the irrelevant features are 

eliminated from the set of features and the most 

important ones remain [28]. Prior to our DDoS 

detection method, RF is used to improve the detection 

throughput. RF as a popular machine learning method 

makes use of tree based decision making and results in 

an efficient performance regarding the low over-fitting, 

good predictive accuracy and ease of use [29]. The 

relevant features are selected by their impurity 

measures; as a matter of fact, when a tree is trained in 

RF, decrease of weighted impurity in a tree can be 

computed by each feature. Therefore, the average of 

each feature’s impurity reduction can be used to rank 

the features in a forest. According to correlated features 

in CICIDS, the most important features have led to low 

impurity [30]. Continuing this process, selected features 

are used as feed for meta-heuristic algorithm and the 

procedure goes on to detect the DDoS attack. Figure 5 

shows the framework of the proposed detection method.  
 
3. 3. Proposed DDoS Detection Method          In the 

detection phase, initially, the GOA is trained using the 

selected feature subset to develop an ability to detect 

unknown attacks. The GOA is a new meta-heuristic 

algorithm that is inspired by the behavior of grasshopper 

swarms while finding food and moving toward the 

source of food. The mathematical model of this 
 
 

TABLE 1. Details of CICIDS 

 # of rows 
# of 

column 

# of legitimate 

traffic 

# of attack 

traffic 

CICIDS 225745 78 97718 128027 

 

algorithm is used for optimization problems [31]. The 

GOA is based upon swarm intelligence and population 

based categories. The merits of GOA algorithms are 

proved using several test functions and it is 

outperformed in cases of productivity from exploration 

to exploitation, randomness quality, search space 

coverage, scape from local minimum and fast 

convergence to optimum solution [32]. The 

mathematical model of GOA is described below. The 

position of each grasshopper is obtained using Equation 

(1). 

( 1) ( ) ( ) ( )i i i iX t S t G t A t+ = + +  (1) 

where, S , G and A  denote the Social Interaction (SI), 

gravity force and effect of wind flow, respectively.  

The social interaction is the main parameter of GOA 

and plays a pivotal role in problem optimization. Social 

interaction is defined as follows: 

1( )

( ) ( )
nPop

ij ij

j j i

S i s d d
= 

=   
 (2) 

where, 
ijd  denotes the Euclidean distance between the 

i  th and j -th grasshopper and ( )ijs d  is a social force 

function that is based on attraction and repulsion forces. 

Hence, the effect of grasshoppers on each other is 

measured using this function. 

( )
d

dls d fe e
−

−= −
 

 (3) 

where, f  is gravity intensity and l  is gravity length 

scale. By rewriting the main equation: 

1( )

( ) ( )
( ( ) ( ) )

nPop

i g w

j j i ij

x i x j
X s x i x j ge ue

d= 

−
= − − −  

 (4) 

where, 
ge  , 

we  and u  denote the unit vector across the 

direction to the center of the earth, unit vector across 
 

 

 
Figure 5. Proposed model framework 
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wind blow direction and fix drift, respectively. The 

proposed equation is not usable for optimization 

problems due to the weakness of exploration and 

exploitation in finding the optimal solution, thus 

utilizing the modified equation in this paper as follows: 

1( )

( ) ( )
( 1) ( ( ) ( ) ) ( )

2

nPop
i jd d d

i i j d

j i j ij

x t x tub lb
X t c c s x t x t T t

d= 

 −− 
+ = − + 

  
   (5) 

Where, ub  and lb  are the upper bound and lower 

bound in d-th dimension of Equation (6) and ( )T t  

denotes the best solution that has been found so far.  

GOA is useful for solving many complex global 

optimization problems. Nevertheless, there are some 

drawbacks in the conventional GOA like low 

convergence speed and stuck in the local minima [33]. 

Due to the complexity of our search space, the position 

of each grasshopper must update more accurately 

considering the whole search space. In order to reduce 

the time of finding the optimal solution and increase the 

convergence speed of GOA, a new SI strategy has been 

introduced in this paper. In the conventional GOA, the 

social interaction for each grasshopper can be obtained 

using the distance between one grasshopper and others. 

Indeed, in each iteration, the specific grasshopper can be 

affected by both far and close grasshoppers equally 

(Equations (2) and (3)). Consequently, improper effects 

of far grasshoppers cause an increase in computing time 

and algorithms iterations in order to find the optimal 

solution. In this paper, a novel strategy is introduced for 

SI which moderates grasshopper effects. Social 

interaction force is calculated for each grasshopper 

using just the nearest grasshoppers, not far ones. Indeed, 

by organizing the position of grasshoppers, the speed 

and power of finding global optimum is increased; 

however, sometimes this algorithms may gets stuck in 

local optima for complex optimization problem due to 

its weak diversity [34].  

1( )

( ) ( )
nNearest

ij ij

j j i

S i s d d
= 

=   
 (6) 

Unbalanced exploration and exploitation is another 

weakness of the original GOA that can lead into falling 

in a local optimum trap [35]. To overcome this obstacle, 

in this research, two genetic algorithm principles, 

crossover and mutation, are added to the GOA. 

Crossover and mutation operators in GA, work for 

diversification and intensification phases and one of the 

main characteristics of the GA algorithms is the 

behavior of operators that operates by chance. Although 

this characteristic is considered as negative point of GA, 

makes our model more powerful in the exploration 

phase. This proposed algorithm- called Hybrid Modified 

Grasshopper Optimization and Genetic Algorithm 

(HMGOGA)- is considered to be an extension of 

MGOA which enhances the exploration and exploitation 

power of the algorithm for the purpose of avoiding local 

minimums. In further detail, in each iteration, after the 

grasshopper position has been updated (Equation (5)), 

parents are selected from a new grasshopper population 

and offspring created by exchanging genes. Parent 

selection is randomly uses one of the following three 

methods in each iteration: Roulette Wheel, Random and 

tournament selection. Subsequently, binary crossover is 

applied to the selected parents and offspring can be 

created. Before adding the offspring to grasshopper 

population, in the mutation phase, some of the 

grasshopper genes are flipped randomly. The 

exploration and exploitation capabilities of modified 

GOA (MGOA) are improved using crossover and 

mutation, respectively. In order to fair operation of 

exploration and exploitation, the c parameter in 

Equation (5) is decreased by increasing iteration. The 

detailed Pseudo code for the proposed method can be 

described as follows and  the flowchart of proposed 

algorithms is illustrated in Figure 6. 

 

 
 

In order to find near-optimal solution in meta-heuristic 

algorithms, parameter tuning is a major concern of 

researchers for improving efficiency and capability of 

algorithms. Parameter tuning provides more flexibility 

and robustness in problem solving and it requires 

careful initialization. Indeed, the parameter tunning is 

highly related to the complexity of the problems but 

many researchers propose an optimal value for key 

parameters of the algorithms [36]. In this research, after 

using trial and error method for finding best value in 

algorithm setting, the researcher’s proposition is used. 

For instance, in order to fair usage of exploration and 

exploitation proportional in Equation (5), the c 

parameter is calculated as follows [35]: 

max min
max *

max

c c
c c currentIt

It

−
= −   (7) 

Start 
Initialized parameters and population 
for i=1:MaxIteration 

- update all grasshopper position (Eq. 
5). Social interaction for each 
grasshopper is calculated just by closer 
grasshoppers. 
- evaluate population using cost 
functions 
- generate random number between 1:3 to 
determine parents’ selection strategy 
- apply crossover and create offspring 
- apply mutation for random grasshoppers’ 
genes. 
- evaluate offspring using  
- concatenate created offspring and 
grasshopper population and select the 
best population. 

End 
Finish  
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Figure 6. Flowchart of proposed model 

 

 

where, 
maxc and 

minc is maximum and minimum value, 

currentIt is a current iteration and max It  indicates the 

maximum iteration. According to Equation (7) the c 

parameters reduce in each iteration. In fact, the c 

parameter is updated to reduce exploration and increase 

exploitation (
maxc and 

minc  are considered 1 and 1e-4, 

respectively). 

In order to prove the efficiency of the proposed 

model, several benchmark functions are used as cost 

functions for GOA. In fact, the optimum coefficients of 

cost functions are calculated using the meta-heuristic 

algorithm. Three benchmark functions are applied so 

that the model performance can be figured out in 

various conditions such as Sphere, Ackley function  [37, 

38] and non-linear regression [39]. The sphere function 

is a simple continuous, convex and unimodal function 

which is widely used for optimization problems [40]. 

Ackley function is utilized as a more sophisticated 

function in the proposed model. Ackley function was 

first applied to genetic hill-climbing [38]. Ackley 

function is a non-convex function which is used for 

testing the optimization algorithms. Nonlinear 

regression is a form of linear regression analysis in 

which the relation between dependent and independent 

variables are nonlinear. Regression analysis mainly 

aims to model the observational data and find the 

relationship between responsible variables (y) and 

predictors (x). The relation between x and y is 

investigated using coefficients and the optimal values of 

the coefficients are obtained through using meta-

heuristic algorithms. The implemented equations are 

shown in Table 2.  

Where,   is the parameter that must be 

optimized,   is a random number between [-1, 1], 

x denotes the input vector which consists of the 

selected features, and n  is the number of the selected 

features.  

After the training phase, GOA predicts the label of 

test data by using cost functions and then, the accuracy 

of prediction is evaluated using Mean Square  

Error(MSE). The MSE formulation for both train and 

test phases is shown in Equation (8). 

 

 

TABLE 2. Implemented benchmark cost function 

Name Cost functions Equation number 

Sphere 
1

n

i i

i

y x
=

=
 

(9) 

Ackley function 
2

1
1

1 1
20 0.2 ) ( cos(( ) ( )2 ) 20 1

n
n

i i i ii
i

y exp a x exp a x exp
n n


=

=

= −  − − + +   
(10) 

Combined Nonlinear 

regression-Sigmoid function 
1 1 1

( )

1

1

N N N

i i jk j k

i j k j

x x x

y

e
  

= = = +

− + +

=
  

+

 
(11) 
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2

1

( _ ( ) ( ))
N

z

class label z f s

MSE
N

=

−

=


 (8) 

where, ( )f s  shows the desire output, N  represent the 

number of rows in the dataset and _ ( )class label z  

denotes the real class of each packet. 
 
 
4. SIMULATION RESULT 
 

In this section, HMGOGA algorithm is applied to 

several cost functions and the results have been 

thoroughly compared. In order to evaluate the proposed 

model, some credible research projects have been 

compared and the efficient application of our proposed 

method is investigated using DDoS detection. Firstly, 

data are cleaned and the null features are removed from 

CICIDS dataset in the pre-processing phase. Next, the 

data will be normalized for the purpose of 

homogenization of features effect (Equation (12)). 

' min

max min

ix x
x

x x

−
=

−
    (12) 

where, 
minx  and 

maxx  are the minimum and maximum 

values of each feature, respectively. After 

normalization, 70% of data is randomly selected for 

training and the other 30% is kept and used for testing 

evaluation. In order to eliminate redundant features, 

improve detection accuracy and reduce the 

computational cost and required storage, RF is utilized 

as a feature selection technique. As it can be deducted 

from the results, 20 features are efficiently selected 

among 77 features and the performance of the selected 

ones is validated by Decision Tree (DT). Figure 7 shows 

the ranking of the selected features on the basis of their 

ranking merit and the details of these selected features 

are described in Table 3. 

 

 
TABLE 1. Details of selected features 

Number Name Merit 

feature 44 ACK Flag Count 0.083998 

feature 0 Destination Port 0.078377 

feature 45 URG Flag Count 0.061353 

feature 10 Bwd Packet Length Max 0.055670 

feature 12 Bwd Packet Length Mean 0.054299 

feature 50 Avg Bwd Segment Size 0.047392 

feature 47 Down/Up Ratio 0.039466 

feature 48 Average Packet Size 0.037646 

feature 13 Bwd Packet Length Std 0.036543 

feature 38 Packet Length Std 0.033712 

feature 37 Packet Length Mean 0.033700 

feature 36 Max Packet Length 0.027459 

feature 8 Fwd Packet Length Mean 0.023853 

feature 59 min_seg_size_forward 0.023748 

feature 6 Fwd Packet Length Max 0.018635 

feature 43 PSH Flag Count 0.017955 

feature 49 Avg Fwd Segment Size 0.017868 

feature 22 Fwd IAT Std 0.017700 

feature 39 Packet Length Variance 0.017284 

 

 

As shown in the results, the most valuable features are 

extracted efficiently and about 75% of the irrelevant 

features are removed from the subset. For assessing the 

feature subset using DT classifier, two measures are 

used: Mean Absolute Error (MAE) and Correlation 

Coefficient. 

The distance between two variables is measured 

using MAE that is investigated in this phase to calculate 

the average absolute difference between the prediction 

and true class label values. The strength of relation 

between two variables is obtained by Correlation 

Coefficient metric. Indeed, the dependence of features 

to the labeled class is defined using correlation 

coefficient. The competency of feature subset is proved 

by high correlation and low MAE for which 96.84% and 

3% were obtained, respectively. 

Henceforth, the HMGOGA algorithm is qualified to 

detect DDoS attack using the most important features. 

In order to strike high performance strategy, different 

benchmark test functions are utilized and the parameters 

of functions are optimized to decrease the MSE and 

increase the detection accuracy. Primarily, like other 

meta-heuristic algorithms, a random population value 

between [-1, 1] is generated as coefficients of target 

functions. In each iteration the powerful particles 

(grasshoppers) are maintained and the weakest ones are 

eliminated. The strength of particles is defined using 

MSE. As a matter of fact, each row of population is 

multiplied into the target function using training dataset 

and the population is changed in each iteration 

according to HMGOGA procedure. 

Finally, the most eligible particle is considered as an 

elected coefficient. In this step, 70% of data is selected 

randomly for training and the other 30% is considered 

as test data. Figure 8 (b, d, f) demonstrate the training 

phase of HMGOGA algorithm with different cost 

functions. As it can be observed in Figure 8, the 

downward trend of the MSE indicates the successful 

process of training. The performance of the proposed 

model is checked by predicting the precision of test data  
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Figure 7. Features ranking 

 

 

 

 

 

 

 

 
Figure 8 (a-f). Training result of proposed method 
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label and confusion matrix (Equations (13)-(14)). 

Testing data includes unknown network packets which 

are classified as legitimate packets or DDoS attacks 

using trained HMGOGA, elected coefficients and 

considering cost function. At last, conventional GOA is 

implemented in similar conditions to make a direct 

comparison with the proposed model (Table 4). 

( )

1( / ) 100
i i

N

predict desire

i

T

N

Accuracy train test
N

=

== 
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+
 

TN
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According to detection sensitivity of DDoS attacks, the 

confusion matrix is used to prove the stability of the 

proposed method. The most important metrics in attack 

detection are TP and FN where TP is the number of 

attacks correctly classified as attacks and FN is the 

number of attacks incorrectly classified as normal 

records. Furthermore, TN and FP are the number of 

normal records correctly classified as normal records 

and number of normal records incorrectly classified as 

attacks (Equation (14)).  

As shown in the results, HMGOGA with nonlinear 

regression cost function has converged efficiently and 

obtained high-performance accuracy with low FN. 

Therefore, the proposed model using non-linear cost 

function has a better performance in comparison with 

other cost functions. Additionally, HMGOGA 

outperforms conventional GOA algorithm in every 

aspect (Table 4). In order to depict the details of 

HMGOGA algorithm, Mean Cost, Best Cost and Worst 

Cost of all implemented models are obtained but due to 

space restriction in this paper, we have just illustrated 

one of them in Figure 9 to exhibit the different trends of 

the Worst, Mean and Best populations. According to 

this figure, the charts are not coincident with one 

another but all of the 3 charts have a downward trend 

after a specific iteration, for the generation of each 

population is based on the prior population. 

As shown in Table 4, the proposed nonlinear 

regression fitted to the model better than other cost 

functions. The coefficients of cost function are 

optimized using the implemented meta-heuristic 

algorithms. The results suggested that HMGOGA based 

on proposed nonlinear regression has a more accurate 

and robust performance compared with conventional 

GOA in case of DDoS detection.  The robustness of the 

proposed model is proved by obtaining low FP and FN. 

The receiver operating characteristics (ROC) curve 

is one of the most important metrics for evaluating the 

model’s performance and it can compare sensitivity 

versus specificity across a range of values for the ability 

to predict dichotomous outputs. The area under the 

ROC curve is another measure of test performance that 

is shown in Figure 10. The area under curve (AUC) in 

HMGOGA shows better performance compared to 

conventional GOA. Indeed, The AUC of HMGOGA 

depicts the high accuracy and high recall of the 

proposed model in different thresholds. In order to 

prove the robustness of the model, some other statistical  
 

 

 
Figure 9. Best, Mean and worst cost of GOA for Ackley function 
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TABLE 2. Performance analysis 

 Performance metrics Sphere function Ackley function Non-linear regression 

HMGOGA 

Train accuracy: 98.930% 92.552% 99.907% 

Test accuracy: 97.375% 84.015% 99.3496% 

FN rate: 0.001 0.001 0.001 

FP rate: 0.042 0.264 0.012 

TP rate: (Sensivity or recall) 0.998 0.998 0.998 

TN rate: 0.957 0.735 0.988 

GOA 

Train accuracy: 97.459% 93.742% 98.277% 

Test accuracy: 92.773% 91.436% 95.846% 

FN rate: 0.001 0.038 0.001 

FP rate: 0.118 0.102 0.082 

TP rate: (Sensivity or recall) 0.998 0.961 0.998 

TN rate: 0.881 0.897 0.917 

 

 

 
Figure 10.  Roc curve for HMGOGA and GOA 

 

 

test like confidence intervals are calculated in this 

paper. The robustness of the model is illustrated in 

Figure 9; where the best cost and mean cost are 

approximately converged to a single point [41]. 

According to Equation (15), the obtained accuracy is 

99.35% 0.001 by 99% confidence interval (z=2.576). 

(1 )error error
ConfidenceInterval z

N

 −
=   (15) 

Considering the related research projects on DDoS and 

intrusion detection systems, many researchers have 

employed machine learning and meta-heuristic 

techniques. Hence, some related studies are investigated 

to compare the performance of our proposed model and 

validate the efficiency. As shown in Table 5, our 

proposed method has utilized a novel dataset and meta-

heuristic algorithm in DDoS detection scope and 

achieved a better detection accuracy in comparison with 

other related research.  

TABLE 5. Comparison analysis 

References Dataset Detection method accuracy 

Bista et al. [42] 

CAIDA 

UCSD 

DRAPA 

2000 

Heuristic 
clustering 

algorithm and 

Nave-Bayesian 

classifier 

99.45% , 

86.73% 

Arivudainambi et 

al. [22] 
NSL-

KDD cup 

Lion optimization 

algorithm + 
Convolutional 

neural network 

98.2% 

Sreeram et al.[24] CAIDA 
bio-inspired bat 

algorithm 
94.8% 

Proposed 

method 
CICIDS 

HMGOGA + 

Random Forest 
99.3496% 

 

 

5. CONCLUSION 
 

In this paper, a DDoS detection framework has been 

devised based on the latest meta-heuristic algorithm 

called GOA in conjunction with a new benchmark 

dataset called CICIDS and a potent feature selection 

method called Random Forest. Initially, the most 

relevant features are extracted from CICIDS dataset 

using RF feature selection method. The aforementioned 

dataset consists of 77 features about 75% of which are 

irrelevant features and are removed from the dataset. 

Selected features are utilized by GOA algorithm with 

different cost functions. Considering some weaknesses 

of GOA: low convergence speed and getting stuck in 

local minimum, this algorithm is modified and then 

combined with genetic algorithm (named HMGOGA). 

As it can be inferred from the results, HMGOGA 

algorithm confirms better performance in terms of 

accuracy and robustness. Regarding the novelty of the 
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utilized dataset and meta-heuristic algorithm, the main 

contributions of this proposed framework is listed 

below. 

1. The Random Forest (RF) feature selection method is 

applied to our utilized dataset and the 20 most important 

features among 77 are selected. The performance of the 

preferred feature subset is validated using DT classifier 

measures: Mean Absolute Error (MAE) and Correlation 

Coefficient. High correlation and low MAE have been 

obtained from our selected features. 

2. Low convergence speed and getting stuck in local 

optimum are two drawbacks of GOA algorithm. In 

order to overcome these shortcomings, the new SI 

method is proposed to solve the convergence problem 

(MGOA). Then, Genetic algorithm is employed to 

adjust the exploration and exploitation phase and 

improve the search capability of GOA. The proposed 

algorithm is called HMGOGA. 
3. Two meta-heuristic algorithms (HMGOGA and 

conventional GOA) are implemented to detect DDoS 

attacks. HMGOGA and GOA are implemented in 

similar conditions.  The results indicate that the 

HMGOGA outperforms GOA in terms of detection 

accuracy and robustness. 

4. In order to evaluate the performance and extendibility 

of the HMGOGA, the proposed framework is 

implemented using 3 benchmark functions: Sphere, 

Ackley function and the combined NR-Sigmoid 

function. The results reveal that NR-Sigmoid function 

proves to perform better in both HMGOGA and GOA 

by 99.34 and 95.84 percent test accuracy. In addition, 

the accuracy of HMGOGA is higher than GOA in all 

targeting functions. Indeed, nonlinear regression 

discovered the hidden relation of data more properly.  
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Persian Abstract 

 چکیده 
دل  یبریسا  تیامن تهد  لی به  اذ  یبریسا  دات یگسترش  و  آزار  مح  ینترنتیا  هایت یو  تبد  انهیوحش  یط یبه  شرورانه     (DDoS) شده  عیتوز  سیانکار سروحمله    ت.  اسهشد  لیو 

و   حملات شبکه  قابلیت انطباق با  ،قیدق  اریبس  یی در شناسا  یساز  نهیبه  یها  تمیبا توجه به نقش قابل توجه الگور    .ازداند  یرا به خطر م  انیدر شبکه است که منابع قربان  یدیهدت

از    یری و جلوگ  ییشناسا  برای(  HMGOGA)  کیژنت  تم یملخ اصلاح شده و الگور  یساز  نه یبه  تمیالگور بتنی بر  یک روش ترکیبی م  ، مطالعه حاضر نرخ هشدار کاذب قابل قبول

مقاله ، از    ن یکند. در ا  یغلبه م  ی محل  نهیافتادن در به  ریکم و گ   یی سرعت همگرا  از جمله  سنتی   GOA  الگوریتم  بیبر معا  HMGOGA   کرده است.   شنهادیپ  DDoSملات  ح

 نی مهمتر  تدامنظور ، در اب  ن یبه ا  ی ابیست( استفاده شده است. به منظور دNR)  ی رخطیغ  ون یمدل رگرس  یساز  هیشب  قی از طر  DDoSحملات    ییشناسا  یبرا  یشنهادیپ  تمیالگور

در    ی منتخب نقش اساس  یهاویژگی ،  یژگی و  77ربط از مجموع    یب  ی ژگیو  55شود. با حذف    ی( استخراج مRF)  یشبکه با استفاده از روش جنگل تصادف  ترافیک   یهایژگیو

پ مدل  ان  یشنهادیعملکرد  کرده  براایفا  سنجی  ی د.  همبستگ  ییکارا  صحت  تصم  یها  یگژیو   ادیز  ی،  درخت  با  شده  انDT)  میانتخاب  استشد  یریگ  دازه(  ، ه  متعاقباً   .

HMGOGA    جهت اعتبار   دهد.  صیتشخ  ی مخرب را به درست  ک یدهد تراف  یم   شود که به آن امکان  یآموزش داده م  گر ید  یشنهادیپ   نهیتابع هز  ک یو    معتبر   نهی بع هزاتدو  با

نتادشو  ی م  مقایسه(  Ackleyو    Sphere)عملکرد    تابع هزینه معتبردو  با    یشنهادیمدل پ  بودن  قابل استفاده  سنجی و   مبتنی بر   HMGOGAثابت کرده است که    ی تجرب  جی. 

NR-sigmoid  یشده و روشها یساز ادهیپ یمدلها ریاز سا  بترتی  به ،آزمون و آموزش دقت ٪99.34  و ٪99.90با  بیبه ترت GOA عملکرد بهتری داشته است. یمعمول 

 
 




