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In this paper, a new feature extraction method is presented based on spectro-temporal representation of
speech signal for phoneme classification. In the proposed method, an artificial neural network approach
is used to cluster spectro-temporal domain. Self-organizing map artificial neural network (SOM) was
applied to clustering of features space. Scale, rate and frequency were used as spatial information of each
point and the magnitude component was used as similarity attribute in clustering algorithm. Three
mechanisms were considered to select attributes in spectro-temporal features space. Spatial information
of clusters, the magnitude component of samples in spectro-temporal domain and the average of the
amplitude components of each cluster points were considered as secondary features. The proposed
features vectors were used for phonemes classification. The results demonstrate that a significant
improvement is obtained in classification rate of different sets of phonemes in comparison to previous
clustering-based methods. The obtained results of new features indicate the system error is compensated

in all vowels and consonants subsets in compare to weighted K-means clustering.
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1. INTRODUCTION

Spectro-temporal representation of the speech signal is
considered as one of the important approaches to
increase efficiency of speech recognition [1, 2]. One of
the limitations of this model is its high dimensional
output [3-5]. The output of auditory model is four-
dimensional array including the scale, rate, frequency,
and time. In recent years, auditory model was used to
extract the spectro-temporal features in many
applications of speech processing [6-13]. Because of
large dimensions of spectro-temporal features space,
selection of discriminative features is a crucial task for
phoneme classification. Therefore, in recent researches,
clustering methods were used to reduce dimension of
spectro-temporal features space and extract valuable
discriminative information of speech signal. In these
methods, output of this model was considered as the
primary features vectors and clustered using Gaussian
Mixture Model and weighted K-Means [14-17]. Then,
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the mean vectors and covariance matrices elements of
the clusters are considered as secondary features in each
speech frame. However, the high computational cost of
these methods limited their usability in practical
applications. In this article a new method is proposed to
extract the discriminative features in spectro-temporal
domain. The specific contributions of the manuscript
can be described as follows:

In the proposed method, the artificial neural network
was used for clustering of spectro-temporal domain
according to the capability of artificial neural networks
to cluster high-dimensional data [18-21]. The scale, the
rate, the frequency and magnitude of each point were
assumed as primary features in input vector to cluster
using the artificial neural network. The mean vectors,
covariance matrices of clusters and the average of the
amplitude components of each cluster points were
considered as attributes in the secondary feature vectors.
The proposed secondary feature vectors were used to
classify different categories of phonemes.
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Clustering-based spectro-temporal feature
extraction method is briefly discussed in section 2. The
proposed secondary feature extraction using the
artificial neural network in spectro-temporal domain is
presented in section 3. In section 4, the proposed
features are experimentally evaluated for phoneme
classification of English languages and compared to
existing clustering-based approaches. Finally, the paper
is concluded in section 5.

2. SECONDARY FEATURES EXTRACTION
METHOD IN SPECTRO-TEMPORAL DOMAIN
USING CLUSTERING METHOD

The auditory model has two main stages. In the primary
stage of this model, an auditory spectrogram was
extracted for the input acoustic signal. In the cortical
stage, the spectro-temporal features of speech were
extracted by applying a set of two dimensional spectro-
temporal receptive field (STRF) filters on the
spectrogram. The output of cortical stage of auditory
model is 4-dimensional vector (scale, frequency, and
time). In the clustering-based feature extraction method,
the multi-dimensional cortical output was clustered
using Gaussian Mixture Model (GMM) and Weighted
K-Means (WKM) clustering algorithm. Then, attributes
of the clusters such as components of mean and variance
vectors were considered as secondary features. Finally,
the extracted secondary features were sorted using their
estimated weight in the clustering algorithm.

3. SPECTRO-TEMPORAL FEATURES EXTRACTION
USING ARTIFICIAL NEURAL NETWORK

In recent researches, the artificial neural network was
used to extract the secondary features in various
application of speech processing [22-24]. In the
proposed feature extraction method, the artificial neural
network was used for clustering of spectro-temporal
space. The overall architecture of the proposed method
illustrated in Figure 1. As it is shown, in the first stage,
the auditory spectrogram of the speech signal was
computed. Then, in the cortical stage, spectro-temporal
modulations were estimated. The auditory spectrogram
was obtained using an infinite impulse response (lIR)
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filter bank with 128 frequency channels between 180
and 7246 Hz at the resolution of 24 channels per octave.
In addition, a time constant of 8ms was used for the
leaky time integration and filter-bank outputs were
sampled every 4 ms to compute the auditory
spectrogram. Temporal parameter of the filters (rate)
ranging from 2 to 32 Hz and spectral parameter of the
filters (scale) ranging from 0.25 to 8 cycle/octave are
considered to represent the  spectro-temporal
modulations of the speech signal. In the next stage, the
primary feature vector was extracted using thresholding
techniques. The spatial information (scale, rate and
frequency) and the magnitude of each point were
considered in primary feature vectors. Therefore,
primary feature vectors, v; = (1, s;, fi, |4;]), were four-
dimensional vector. In this vector, r;denotes the rate, s; is
the scale, f;is the frequency and |4;| is magnitude
component of each point in spectro-temporal space.
These vectors were clustered by the artificial neural
network. Eventually, the secondary feature vectors were
extracted using the output data of artificial neural
network, and used for phoneme classification. In the
primary feature extraction algorithm, the amplitude of
each sample in spectro-temporal feature space (|4;|)
was compared with the maximum amplitude value
(|Asmax|) in a speech frame. If the amplitude of each
point was higher than an empirically determined
threshold value, this point was considered in input
vector for clustering. Therefore, valuable discriminative
information was only considered in the clustering
process. In the proposed secondary feature extraction
method, self-organizing map artificial neural network
(SOM) was used for clustering of spectro-temporal
feature space. SOM is the unsupervised networks.
Primary feature vectors, v; was 4-dimensional vector.
Therefore, the input vector of SOM network was a
N x4 matrix which contains N four-dimensional
samples. As a result, N four-dimensional input was
applied to the SOM network to cluster spectro-temporal
domain. In the previous research, three clusters were
used for clustering of spectro-temporal feature space in
each frame. In this study, assuming three clusters in each
frame, three neurons were considered for the artificial
neural networks. Block diagram of SOM network is
shown in Figure 2. Three-dimensional representation of
extracted clusters using SOM network for /g/ phoneme
is shown in Figure 3.
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Figure 1. The overall architecture of proposed feature extraction method
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Figure 2. Block diagram of SOM network
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Figure 3. Representation of extracted clusters for /g/
phoneme using SOM network

3. 1. Clustering-based Features Extraction using
SOM Network in Spectro-temporal Domain In
proposed secondary feature extraction method, three
mechanisms were considered for feature selection in
spectro-temporal domain. In the first mechanism, 18

components  consist of mean vector (yi =
(try o s, 2 g, )) and variance vector of clusters (ai =
(0y,,05, .07, )) were considered (Vsomas= (i 0y)).
Spatial information of clusters was considered in this
mechanism. The attributes of clusters were sorted with
respect to their energy in spectro-temporal space. In the
second mechanism, 24 attributes were considered in
secondary features vectors (Vspum.4). In this feature
vector, mean and variance vectors of clusters were also
sorted based on energy measure. Each mean or variance
vector consists of four components as ;=
(”Ti Hs o By Ba ) and o; = (ari 1 Os; 0 Ofp 04, ) In- this
mechanism, spatial information and the magnitude
component of each point were considered in the
secondary features vectors. In the third feature selection
mechanism, secondary features vectors consist of 27
attributes (Vsop 27). In this mechanism, in addition to 4-
dimensional information of clusters, the average of the
amplitude components of each cluster points were
considered as attribute. The average of the amplitude
components of each cluster, w, was calculated as
follows:

>

w

j=1 | (1)
N

W =

where, w; denotes the weight of each point (magnitude
component) in spectro-temporal domain. nand N are the
number of clusters and the number of points in each
cluster.

4. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed method, all
types of secondary features vectors (secondary features
vectors include 18, 24 and 27 attributes), were used for
phonemes classification. The proposed features were
evaluated on clean speech from TIMIT database [25]. In
this study, SVM classifier was used for phoneme
classification [26]. In addition, the optimum values of
RBF-SVM parameters (kernel parameter y and miss-
classification cost C) were empirically determined using
a grid search strategy to optimize the classification rate.

4. 1. Classification Test The classification error
rate of phonemes (/b /,/d/, /g /) was tabulated for some
dialects of TIMIT database using the proposed features
in compare to Mel-frequency cepstral coefficients
(MFCC) [27] and WKM-based feature vectors (see
Table 1).

It is obvious that, the classification results were
improved using the proposed features in compare to
MFCC and WKM-based features. Also, it is observed
that the proposed feature vector consisting of mean and
variance vectors of clusters and the average of the
amplitude components, Vg 27, gave considerable better
results for phoneme classification. Therefore, using the
average of the amplitude components of each cluster in
the secondary feature vectors improves the phoneme
classification rate. Therefore, most of experiments were
performed using proposed feature vector including 27
attributes (Vsou27). Confusion matrix for classification
of (/b/, /d/, Ig/) phonemes using WKM-based features
and proposed features in were shown in Tables 2 and 3.
It was found that the phoneme /d/ was recognized better
than in compare to other phonemes and the greatest error
rate was observed for the phoneme /b/ which was
recognized incorrectly as /d/.

Simulation was down using MATLAB. Processing
time evaluation of proposed features in comparison of
MFCC and WKM-based features was shown in Table 4.

TABLE 1. /b/,/d/,/g/ phonemes classification error rate
Dialect MFCC  WKM  Vsomis  Vsomza  Vsomzr

Dialectl 321 259 24.9 233 22.8
Dialect2 35.6 29.2 316 29.0 28.1
Dialect3 35.7 28.4 28.1 26.2 26.7
Dialect7 351 29.3 27.4 28.4 28.6
Average 35.4 28.2 28.0 26.7 26.6
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TABLE 2. Confusion matrix for phoneme classification using
WKM-based features

Recognized
b d g
66.9 27.7 54
Corrected
10.1 82.3 7.6
g 149 16.8 68.4

TABLE 3. Confusion matrix for phoneme classification using
proposed features

Recognized
b d g
66.5 32.2 1.3
Corrected
8.9 83.3 7.8
g 9.1 13.6 77.3

TABLE 4. Processing time evaluation of proposed features in
comparison of WKM-based features

MFCC WKM VSOM,IS VSOM,24 VSOM,27

Processing

Time (s) 49.1 45.7 321 34.5 36.8

As it can be observed, processing time of proposed
feature extraction method is less than other features.
Phoneme classification results in using the proposed
features on different categories of phonemes were
compared to multidimensional features (MDF) [28],
MFCC and WKM clustering-based features as shown in
Table 5. In consonant and vowel subsets, the

TABLE 5. Phonemes classification error rate using MDF,
MFCC and WKM-based and proposed features

Proposed Relative
Phonemes MDF MFCC WKM f p improvement
eatures
(%)
Voiced Plosives
321 384 259 22.8 11.9
(/ol,/dl,/gl)
Unvoiced Plosives
2. 7.1 1. . .
) 323 3 31.9 30.3 5.0
Voiced Fricatives
16.6 259 189 16.1 14.8
(vl [dnl fz])
unvoiced Fricatives
129 203 11.1 8.4 24.3
(/t/,/sl,/shl)
Nasals
49, . 49.7 42. 14.2
(/m/,InlIng/) 99 %03 o 6
Front Vowels
(it eyl jehl jacry 430 415 356 177 50.2
Back Vowels
(luwl,Juh/ Jow Jaal) 29.4 38.1 36.5 18.1 50.4
Diphth
'phthongs 327 339 281 216 231

(layl, faw, loy/)

classification error rate was improved using the
proposed secondary features in comparison to MDF,
MFCC and WKM-based features. In addition, the
relative error improvement in phoneme classification in
compare to WKM based features is shown in this table.
In vowels, the greatest improvement was obtained for
front vowel 50.2 and back vowel 50.4.

5. CONCLUSION

In this paper, clustering-based method was presented for
secondary features extraction in spectro-temporal
domain. In the proposed method, the spectro-temporal
domain was clustered using SOM artificial neural
networks to extract valuable discriminative information
of speech signal. Three types of secondary feature
vectors were applied for phonemes classification.
Spatial information, the magnitude component of each
sample in spectro-temporal domain and the average of
the amplitude components of each cluster points were
considered as attributes in proposed features vectors.
The proposed features were evaluated in compare to
MDF, MFCC and WKM clustering-based features for
phonemes classification. The experimental results
indicate that the proposed features performed better for
phoneme classification in comparison to MFCC, MDF
and WKM-based features. The greatest improvement
was obtained for back vowel 50.4. In consonants, the
greatest improvement was achieved for unvoiced
fricatives 24.3.
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