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A B S T R A C T  
 

 

Composite materials are the most important materials in materials science and engineering, which 

contain two or more materials. In materials engineering, the scanning electron microscopy (SEM) 
technique is an approach to measure the material's particle size. A new procedure was used instead of 

SEM is called Artificial Intelligence (AI). Artificial Intelligence (AI) is an interdisciplinary science and 

branch of computer science that involves solving problems that require human intelligence and 
capabilities. The computer vision is a subfield of AI, which uses some algorithms to detect the details of 

images by using computer called image processing. Detecting the particles and measuring the size of 

materials scanned by SEM is an essential task that helps to describe their feature, traditionally, the size 
is calculated manually by adding mesh to an SEM image or by drawing a diagonal line in an arbitrary 

particle. In this paper, a new model based on Artificial Intelligence (AI) is proposed using computer 

vision to analyze the size of all particles. This model is used to detect the particle size of additives in 
composite materials like graphene flakes and measure the size of them depending on the reference size 

fixed on the scanning electron microscope (SEM). The model was used based on the Open-source 

Computer Vision (OpenCV) library, utilizing multi-layers of canny edge detection, Sobel filter, 
Brightness and contrast algorithms, using Python 3. The results have achieved very satisfied indication 

with a very low process time = 0.2 mili-seconds. 

doi: 10.5829/ije.2024.37.04a.01 
 

 

Graphical Abstract 

 

 
1. INTRODUCTION1 
 

In the field of materials engineering, composite materials 

are the most important branch. Composite materials are 

consisting from matrix and additives like ceramic, glass, 

metal, and graphene (1, 2) These additives or some time 

called filler can be added in different amount, shape, and 

size to improve the mechanical and physical properties of 

the matrix (3-5). The size of these additives can be ranged 
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from micron to nanometers, which is important in the 

field of nanotechnology. Nanotechnology is the science 

that concerned with the study and preparation of 

materials with nanometric scale (10-9 meter) (6). 

Nanomaterials is a part of nanotechnology, which can be 

included organic and non-organic materials like silver, 

zinc, carbon nanotube, and graphene (7-9). One of the 

methods to characterize the nanoparticle size in the field 

of materials science (10) and engineering is scanning 
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electron microscopy (SEM) (11, 12). SEM imaging 

characterization was used to obtain the morphology of 

the samples as well as distinguish the particles. SEM used 

the beam of electrons toward the surface of the sample to 

generate high-resolution images with some details about 

the topography, composition, and distribution of the 

particles in the specimen (13, 14). The increasing demand 

for accuracy in measuring and analyzing nanoparticles 

within materials, and because the SEM technique is 

inaccurate way to measure the particle size and requires 

time (15, 16). The computer vision is a subfield of 

Artificial Intelligence (AI) (17, 18), which uses some 

algorithms to detect the details of images by using a 

computer called image processing (19). Image 

processing (20, 21) is the process by which one can 

obtain useful information about any image. Image 

processing was used in engineering application like 

cyphering (22, 23) chemistry (24, 25), materials (26), 

biomedical (27-29), and nanotechnology (30-32), 

Telcomunications (33), Covid19 detection (34). Image 

processing has become a radical, fast, and accurate 

solution for measuring the size of nanoparticles (4, 35). 

In this study, the image processing was used to measure 

the size of graphene flakes from the SEM images. In 

image processing technique, various alogarithms was 

used and compared among all these logarithms. The 

logarithms were used in this project include Gamma 

correction, Sobel (Sobel x and Sobel y), Negative, and 

Canny edge detection.  

 

 

2. EXPERIMENTAL METHODS  
 

Five famous preprocessing algorithms were applied and 

investigated to SEM images, which are include Gamma 

Correction, Sobel X, Sobel Y, Negative, and Canny edge 

detection.  

Preprocessing Algorithms 

 

2. 1. Gamma Correction           The parameter used in 

the power-law function that governs the correction of the 

image is called gamma. Gamma correction was used to 

adjust the intensity values of an image and to ensure that 

the perceived brightness in the image is closer to how the 

human visual system perceives light (36). Gamma 

correction was used to compensate the non-linear 

relationship between pixel values and the actual light 

levels captured by the imaging sensor or displayed on a 

screen (37). In many imaging systems, the relationship 

between the pixel values and the actual light intensity is 

not linear. The non-linearity behavior can present the 

images too dark or too bright, especially in the mid-tones. 

Therefore, to correct the non-linearity intensity by 

gamma correction increase the pixel values to a certain 

power. If the value is 1, which is mean no correction 

linear mapping, while if the values less than 1 (typically 

between 0.5 and 2.5) indicate a nonlinear correction as 

shown in the following equation: 

Y=X γ (1) 

Where: 
Y is the output value, X is the input value, which 

refers to a pixel in the plain image, and γ is the gamma 

value (36). 

 

2. 2. Sobel (Sobel X and Sobel Y)                 The image 

intensity was calculated by Sobel operator at each point, 

so the Sobel operation was searched the maximum and 

minimum gradient values in the first derivative of the 

image. These gradients have certain magnitude as well as 

direction, so the value of gradient of the pixel was then 

calculated in a black and white image, which is use 2 

kernels with 2 directions i.e., x and y. There are also a 

convolution masks, which is a small matrix applied to 

pixel value to obtain a new effect like edge detect. The 

Sobel filter uses two 2 x 2 kernels. One for changes in the 

horizontal direction Gx and the other for changes in the 

vertical direction Gy as shown in matrixes 2 and 3 (38, 

39).  

𝐺𝑥 = [
−1     0 1
−2     0 2

]  (2) 

𝐺𝑦 = [
−1    − 2 −1
 0          0    0

]  (3) 

 

2. 3. Negative         The brightest areas are converted into 

the darkest and the darkest areas are converted into the 

brightest is called negative. The negative process was 

occurred by subtracting each pixel's intensity value from 

the maximum intensity value possible for the given pixel 

format. For example, in an 8-bit grayscale image (with 

pixel values ranging from 0 to 255) (40), the negative of 

a pixel value P is calculated as shown in equation below. 

In case of color images, the negative operation was 

performing on each color channel independently. The 

apply negative operation to an image can produce an 

interesting artistic effect and highlight certain features or 

details, especially when the original image has strong 

contrasts or patterns (41). 

Negative_P = 255 – P  (4) 

 

2. 4. Canny Edge Detection            The Canny is an 

essential algorithm used for multiple level image edge 

detection, which was proposed for the first once by 

Canny (42). The canny algorithm purpose was detected 

edges with very low error rate. The detected edges should 

be close to real edges by selecting the best local then 

labeling the concerned edges.  

 

2. 5. Gaussian Blur                 Gaussian blur operation 

was applied to smooth and reduce noise in the image. It 
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was performed by convolving the image with a Gaussian 

kernel. The formula for a 2D Gaussian function as shown 

in Equation 5 (43): 

𝐺𝑥𝑦 =
1

√2𝜋𝜎 2
𝑒 

− 
𝑋2+𝑌2

2𝜎 2   (5) 

where: 

G (x, y) is the Gaussian function at position (x, y),  

π is the mathematical constant pi (approximately 

3.14159), 

σ is the standard deviation of the Gaussian distribution, 

controlling the amount of blur 

 

2. 6. Gradient Calculation              The Sobel operator 

was used to calculate gradient magnitude and orientation, 

which is computes the derivatives in x and y directions. 

Equation 6 was used to calculate the gradient magnitude 

(G) at each pixel and Equation 7 was used to calculate the 

gradient orientation (θ) at each pixel, so the angle θ 

indicates the direction of the edge [46]: 

𝐺 = √𝑋2 + 𝑌2  (6) 

θ = arctan (Gy / Gx) (7) 

where: 

Gx the x-direction gradient  

Gy the y-direction gradient 

 

 

3. METHODOLOGY 
 

In this manuscript, a new approach is proposed to 

calculate the particle size in SEM images by using Image 

processing. This is done by applying a preprocessing 

algorithm on the raw image in order to enhance the edges 

that help particle recognition. Figure 1 shows the process 

diagram of the work: 

 

 

 
Figure 1. The process diagrams 

Using an image processing approach to detect 

objects, these objects may have different shapes, this 

detection depends on the edges of them, edges detection 

depends on sharpening the contrast of colors, as denoted 

in Figure 2. 

General procedure was applied to each algorithm as 

shown algorithm 1 below:  

 
Algorithm 1: General procedure that is applied to each 

algorithm used in this work 

Step1: Start 

Step2: Import important libraries  

Step3: Read the input image 

Step4: Convert to gray type 

Step5: Apply the specific algorithm 

Step6: Save the new image 

Step7: Stop 

 

The philosophy of object detection and size 

measurement is to pass a specific mask with dimension 

(6x6) through over the image, this mask seeks to find 

edges, and the edges are detected if there is a contrast in 

color. This contrast is compared with a predefined 

threshold, in order to detect only edges. Algorithm 2 

shows object detection: 
 

Algorithm 2: Object Detection 

Step1: Start 

Step2: Import important libraries  

Step3: Read the input image 

Step4: Convert to gray typeStep5: Apply the specific 

algorithm 

Step5: Pass mask (mxm) 

Step6: If the contrast > threshold: 

           Edges=True 

          Else 

         Edges =False 

Step7: Draw rectangle for each closed shape 

Step8: End 

Where m=6. 

 

The object measurement is calculated after drawing a 

rectangle around each object (No matter how the shape 

looks like!), this is done by treating each rectangle 
 

 

 
Figure 2. Different shapes object detection and size 

calculation 
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individually, the general idea for calculation and size in 

the image is shortened by calculating the number of 

pixels, number of pixels in each object is different from 

image to other, by referring to specific reference the 

number of pixels in each unit can be calculated. This can 

be tuned reaching to the best output. 

A Python library like (OpenCV, Numpy, Matplot,) 

which is a reusable chunk of code were included in this 

project. After that, read plain image and converted to gray 

mode to minimize the contrast possibilities. Then each 

algorithm was applied and saved the new image for the 

program of size detection.  

The object detection was applied after sharpening the 

edges to measure the size of the graphene flakes. Then 

using algorithm 3 denotes the procedure of size detection 

process as shown below : 
 

Algorithm 3: Size Detection  

Step1: Start 

Step2: Import important libraries  

Step3: Read the input image 

Step4: Using Gaussian Kernel to remove unnecessary edges 

Step5: Find the contours of the image, sort them, and remove 

those that are not large enough 

Step6: Detect the objects by using contours 

Step7: Draw the box and define the Width and Hight (the box 

dimensions can be tuned depending on the reference) 

Step8: Save the new image 

Step9: Stop 

 

The new image which is created by algorithm was 

read then Gaussian Kernel algorithm was applied to 

remove unnecessary edges. After that sort contour 

sorting, which is very valuable in case of image detection 

or image recognition was applied. In this project two 

types of sorting contour were used which are included 

sorting by area and sorting by spatial position. The area 

sorting was important to extract the large contours 

representing important parts of an image and get rid of 

small contours thereby reducing the potential noise. On 

the other side, sorting by spatial position was also 

important to sort the characters to the left or right. Finally, 

drawing box around each graphene flakes and calculate 

the size from the dimensions (Height and Width), which 

can be tuned depending on reference object. 

 

3. 1. Results               Each SEM image has a scale 

mentioned in the lower right of image (sometimes in the 

lower middle). This scale is considered as a reference to 

calculate the number of pixels in each 100 nm for 

example, as shown in Figure 3. 

This reference is essential for matching the scale 

between pixels and units, in this work, a manual tuning is 

done to make matching, this matching is run one time, 

and then it is fixed for all images. Figure 4 denotes the 

measurement of the reference after make tuning, in this 

work the number of pixels in each 100 nm=27.8 pixels. 

By Applying the proposed model on two SEM 

images, each has different particles, using correction 

algorithms to show the effect of each one on the output. 

Figure 5 denotes the output: 

Figure 5 applying the algorithms to the two samples 

left column sample first and right column sample second:  

Tables 1 and 2 show the approximation statistics of 

graphene flakes size detection from SEM image. The size 

detection was calculated manually by counting visually 

the number of particles in the two samples as shown in 

Figure 5. 

Scenario 1: By applying the Canny edge algorithm 

on the two samples of SEM images as shown in Figure 5 

(k, l) the model could detect (58 particles from 66 total 

particles and 12 particles from 14 total particles 

respectively) with a high rate of right detection 

percentage (95% & 100%, respectively), and low wrong 

detection percentage (5% and 0%, respectively).  

Scenario 2: By applying the Negative algorithm in 

Figure 5 (i, j) shows the high number of graphene flakes 

particles detected (53 particles from 66 total particles and 

13 particles from 14 total, respectively) and high rate of 

right detection (92% and 100%, respectively) with low 

wrong detection rate (8% and 0%, respectively).  

Scenario 3: By using the Gamma correction 

algorithm Figure 5 (c, d) shows the number of graphene 

flakes detection range 47 particles from 66 total particles 

and 11 particles from 14 total particles, respectively), the 

right percentage (91% and 100%, respectively) in 

addition the wrong percentage (9% and 0%).  

Scenario 4: The data obtained from Sobel x and 

Sobel y Figure 5 (e, f, g, h) shows the number of graphene 

flakes detection range (11 from 66, 3 from 14 for Sobel x 

and 0 from 66 and 0 from 14 for Sobel y), the percentage 

of right objects is 0% for all. 

In general, the quality of SEM images, and the types 

of particle shapes may affect the process of detection and 

even may affect the type of the best algorithm for 

detection. 
 

 

 
Figure 3. Sample of SEM image and highlighting the scale 

 

 

 
Figure 4. Scale measurment 
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First Sample 

 

Second Sample 

 

  
(a) 

 

(b) 

 

  
(c) 

 

(d) 

 

  
(e) (f) 
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(g) (h) 

 
 

(i) (j) 

 
 

(k) (l) 

Figure 5. Applying the algorithms to the two samples  a: Plain image (First sample) b: Plain image (Second sample) 

c: Particle detection with Gamma edge correction (First sample) d: Particle detection with Gamma edge correction (Second 

sample) e: Particle detection with Sobelx edge detection (First sample) f: Particle detection with Sobelx edge detection (Second 

sample) g: Particle detection with Sobely edge detection (First sample) h: Particle detection with Sobely edge detection (Second 

sample) i: Particle detection with Negative (First sample) j: Particle detection with Negative (Second sample) k: Particle detection 

with Canny edge detection (First sample) l: Particle detection with Canny edge detection (Second sample) 
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TABLE 1. The approximation statistics of graphene flakes detection for the first sample 

#All Objects # Detected # Right Right Percentage # Wrong Wrong Percentage Algorithm 

66 47 43 91 % 4 9 % Gamma 

66 11 0 0 % 11 100 % Sobel X 

66 4 0 0 % 4 100 % Sobel Y 

66 53 49 92 % 4 8 % Negative 

66 58 55 95 % 3 5 % Canny edge 

 

 

TABLE 2. The approximation statistics of graphene flakes for the second sample 

#All Objects # Detected # Right Right Percentage # Wrong Wrong Percentage Algorithm 

14 11 11 100 % 0 0 % Gamma 

14 3 0 0 % 3 100 % Sobel X 

14 0 0 0 % 0 - Sobel Y 

14 13 13 100 % 0 0 % Negative 

14 12 12 100 % 0 0 % Canny edge 

 

 

4. CONCLUSION 
 

Detecting the particles and measuring the size of 

materials scanned by SEM is an essential task that helps 

to describe their feature, traditionally, the size is 

calculated manually by adding mesh to an SEM image or 

by drawing a diagonal line in an arbitrary particle. In this 

work,  image process technique has used, by proposing a 

new model with different algorithms like Gamma 

Correction, Sobel X, Sobel Y, Negative, and Canny edge 

detection. This model has many tasks, first one is to 

enhance the quality of SEM image by using these 

algorithms, hence, the detection of each particle depends 

on particle edges detection, when the contrast of edges is 

high, then the percentage of detection is high. In general, 

The results show that the Canny edges and Negative 

improve the edges rather than Gamma, Sobelx, and 

Sobely. This result is because of Canny edge detection 

approach has Gaussian Blur and Gradiant calculation 

which make this approach good for this work. The 

effectiveness of each approach deeply depends on the 

specific characteristics of the image and the requirements 

of the particular application. Finally, in the future 

combining multiple edge detection methods or using 

more advanced techniques, such as the combination of 

Canny and Sobel, which might yield better results, also 

propose a new model that surrond the shape as it not as 

rectangle. 
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Persian Abstract 

 چکیده 
های ( یکی از راه SEMی روبشی )مواد کامپوزیتی مهم ترین مواد در علم و مهندسی مواد هستند که حاوی دو یا چند ماده هستند. در مهندسی مواد، تکنیک میکروسکوپ الکترون

( یک علم میان رشته ای و شاخه ای از  AI( نام دارد. هوش مصنوعی )AIاستفاده شد که هوش مصنوعی )  SEMگیری اندازه ذرات ماده است. روش جدیدی به جای  اندازه

هایی برای ای از هوش مصنوعی است که از الگوریتمعلوم کامپیوتر است که شامل حل مسائلی است که به هوش و توانایی های انسانی نیاز دارند. بینایی کامپیوتر زیرشاخه 

یک کار ضروری است   SEMکند. تشخیص ذرات و اندازه گیری اندازه مواد اسکن شده توسط تشخیص جزئیات تصاویر با استفاده از رایانه به نام پردازش تصویر استفاده می

یا با کشیدن یک خط مورب در یک ذره دلخواه محاسبه    SEMکه به توصیف ویژگی آنها کمک می کند، به طور سنتی، اندازه به صورت دستی با افزودن مش به یک تصویر  

( با استفاده از بینایی کامپیوتری برای تجزیه و تحلیل اندازه تمام ذرات پیشنهاد شده است. این مدل برای AIمی شود. در این مقاله، مدل جدیدی مبتنی بر هوش مصنوعی )

(  SEMدر میکروسکوپ الکترونی روبشی )تشخیص اندازه ذرات مواد افزودنی در مواد کامپوزیتی مانند دانه های گرافن و اندازه گیری اندازه آنها بسته به اندازه مرجع ثابت شده  

های روشنایی و کنتراست،  ، الگوریتم Sobelها، فیلتر ، با استفاده از چند لایه تشخیص لبه Vision (OpenCV)استفاده می شود. این مدل بر اساس کتابخانه منبع باز کامپیوتر 

 میلی ثانیه دست یافته است.  0.2 ایت بخش با زمان فرآیند بسیار کماستفاده شد. نتایج به نشانه بسیار رض Python 3با استفاده از 
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A B S T R A C T  
 

 

In this work, a Symmetrical Dual Gate Tunnel Field Effect Transistor (SDGTFET) is proposed with gate 

dielectric materials in 10nm technology. The electrical performance parameters of this proposed device 
are investigated using technology computer aided design (TCAD) simulator. The new SDGTFET 

employing with high-k dielectric material such as hafnium oxide (HfO2) and interfacial layer (IL). The 

2nm HfO2 with 30 dielectric constant is used between the interfacial layer and the metal gate on both 
sides of the device. The variation of the drain current with the varying of gate length, effective gate 

materials and effective oxide layer thickness of the device is evaluated in this work. By optimizing the 

proposed device with gate dielectric material the on current gets ∼4.2 times enhanced and the averaged 

subthreshold swing (SSavg) becomes reduced from 90.2 mV/dec to 53.8 mV/dec. Therefore, the 

SDGTFET structure has better performance than single material and double material TFET and shows a 
lower ambipolar current and a better on current to off current ratio. 
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1. INTRODUCTION 
 

An advanced Metal-Oxide-Semiconductor Field-Effect 

Transistor (MOSFET) represents a pivotal innovation in 

the realm of semiconductor technology, revolutionizing 

the design and functionality of electronic devices (1). 

MOSFETs are fundamental building blocks of modern 

integrated circuits, and advancements in their structure 

and materials have been crucial for achieving higher 

performance, increased energy efficiency, and enhanced 

miniaturization in electronic systems. The traditional 

MOSFET consists of a metal gate, an insulating silicon 

dioxide layer, and a semiconductor material, such as 

silicon. The advanced MOSFET has innovations beyond 

the conventional design, such as the integration of high-

k dielectric material being hafnium oxide (HfO2), 

Titanium dioxide (TiO2) and low-k dielectric material 

being silicon dioxide (SiO) and novel materials to 

overcome challenges associated with scaling down 

transistor dimensions (2). This shift is driven by the need 

to reduce the thickness of the gate oxide layer, a critical 

component in MOSFETs, to maintain control over the 

flow of electrical current while avoiding leakage current 

in the device. High-k dielectrics enable the creation of 

physically thinner gate oxides, allowing for better 

electrostatic control and improved transistor performance 

in semiconsuctors (3). The pursuit of smaller transistor 

sizes has led to the development of Fin Field-Effect 

Transistor (FinFET) and nanowire advanced transistor 

architectures. These three-dimensional structures provide 

better control over the flow of electrons, mitigating short-

channel effects and allowing for continued transistor 

scaling. Advanced MOSFET technology is integral to the 

progress of semiconductor manufacturing processes, 

enabling the creation of more powerful and energy-

efficient electronic devices. As semiconductor research 

and development continue to evolve, the exploration of 

new materials, advanced transistor architectures, its 

performance and innovative manufacturing techniques 

will further shape the landscape of advanced MOSFETs, 

influencing the capabilities and efficiency of future 

electronic systems (4). 

The Advanced Tunnel Field-Effect Transistor 

(TFET) represents a cutting-edge development in 

semiconductor technology, pushing the boundaries of 

traditional transistor design to overcome challenges 

related to power consumption and performance scaling 

(5). As an innovative electronic device, the TFET devices 

leverages quantum mechanical tunneling phenomena to 

facilitate low-power operation, making it a promising 

device for applications demanding high energy efficiency 

and improved transistor scaling (6). In contrast to 

MOSFETs, TFETs exploit the quantum tunneling effect, 

allowing electrons to pass through a thin barrier without 

the need for high thermal energy (7). This unique an 

improved characteristic enables TFETs to operate at 

lower voltage levels, resulting in reduced power 

consumption and improved overall energy efficiency. 

The adoption of TFETs is particularly significant in the 

context of power-constrained devices, such as those used 

in portable electronics and low-power Internet of Things 

(IoT) applications (8). The TFET design often 

incorporates materials with a narrow bandgap, enabling 

efficient quantum tunneling. The concept is especially 

relevant for addressing challenges associated with 

conventional MOSFETs as they approach the physical 

limits of scaling down in size (9). TFETs provide an 

alternative path to continue the advancement of transistor 

technology by mitigating issues like subthreshold swing, 

which affects the energy efficiency in small-scale nano 

transistors. As semiconductor research and development 

progress, the exploration of advanced TFET 

architectures, materials, and fabrication techniques 

continues. Engineers and researchers are working to 

optimize TFET designs for mainstream integration, 

considering factors such as manufacturability, reliability, 

and compatibility with existing semiconductor processes 

and analysis (10). The continuous evolution of TFET 

technology holds the promise of revolutionizing the 

landscape of low-power electronics, enabling the 

development of energy-efficient devices that are crucial 

for the future of computing and communication systems 

(11).  

The dielectric constant SiO2 depends on various 

factors, including the crystalline structure, temperature, 

and frequency of the applied electric field. This material 

is commonly used as a dielectric material in the 

semiconductor industry, the dielectric constant is 

typically around 3.9 (12). The dielectric constant of SiO2 

is relatively low compared to other dielectric materials. 

The lower dielectric constant helps in minimizing the 

capacitive coupling between adjacent conductive 

structures in integrated circuits (13). However, as 

semiconductor devices have scaled down in size, there 

are challenges associated with increasing capacitance and 

reducing leakage currents. This has led to the exploration 

of alternative high-k dielectric materials, such as hafnium 

dioxide (HfO2), to address these challenges in advanced 

semiconductor technologies (14). 

The HfO2 is a metal oxide that is used as a dielectric 

material in the nano scale devices and  manufacturing of 

advanced semiconductor devices, particularly in the 

fabrication of modern integrated circuits (15). The 

dielectric constant is a measure of a materials ability to 

store electrical energy in an electric field. The dielectric 

constant of HfO2 is typically in the range of 20 to 30, 

depending on factors such as the specific crystalline 

phase, the method of deposition, and the conditions of the 

fabrication process. This value is higher than the 

dielectric constants of conventional SiO2, which has 

historically been used as a high-k dielectric material in 

semiconductor devices. The use of HfO2 as a high-k 
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dielectric is motivated by the need to reduce the physical 

thickness of the dielectric layer while maintaining a high 

capacitance to improve the overall performance of 

transistors in integrated circuits (16). High-k dielectrics 

are employed to overcome the limitations of traditional 

silicon dioxide in terms of thickness scaling and leakage 

current in advanced semiconductor technologies. 

The Titanium dioxide (TiO2) is another material that 

is often used as a dielectric in various applications. The 

dielectric constant or relative permittivity of TiO2 can 

vary depending on factors such as the crystalline phase, 

temperature, and frequency of the applied electric field. 

The crystalline form of TiO2, which is rutile, the 

dielectric constant is typically around 85. Anatase and 

brookite are two other crystalline phases of TiO2, and 

they may have different dielectric constants. It's 

important to note that the dielectric constant can vary 

with the frequency of the electric field (17). 

One of the common challenges in TFET emerging 

technology is the limited experimental validation. Many 

researchers might rely on simulations and theoretical 

models, and experimental verification might be lacking. 

Filling this gap requires more efforts in fabricating and 

characterizing SDGFET devices to validate the 

theoretical predictions and understand real-world 

performance for low power applications. The selection of 

materials is crucial in semiconductor device design. The 

literature may not fully explore the variety of materials 

that could enhance the performance of advanced TFET 

devices. Researchers could explore new material 

combinations such as high-k dielectric materials such as 

HfO2 and TiO2 to improve its overall device performance 

and reduce leakage current. The literature extensively 

cover the challenges associated with the fabrication 

processes for TFETs. Addressing this gap involves 

optimizing fabrication techniques and advanced to ensure 

reproducibility, scalability, and manufacturability in 

nanometer technology not behind 22nm. The SDGTFET 

is designed for low-power applications, the literature 

comprehensively explore the trade-offs between power 

consumption and performance metrics such as speed. 

Addressing this gap requires a balanced approach to 

optimizing device parameters for specific applications in 

nanometer technology. 

The SDGTFET has gained attention in the realm of 

semiconductor devices is characterized by its unique 

dual-gate structure. It consists of two gates, each 

influencing the flow of charge carriers in the transistor 

and the symmetrical design allows for enhanced control 

over the transistor's behavior. The traditional TFET, the 

SDGTFET relies on quantum tunneling for carrier 

transport and tunneling occurs through a thin barrier, 

enabling low-power operation. The primary advantage of 

SDGTFET is their potential for extremely low-power 

operation due to the reliance on tunneling. The 

symmetrical dual-gate design provides improved control 

and flexibility in tuning the transistor's characteristics. 

Optimizing fabrication processes and ensuring the 

process of compatibility  with nano structures to existing 

advanced semiconductor manufacturing techniques are 

critical for TFET practical applications. Therefore, 

SDGTFET device is a unique approach to low-power 

semiconductor devices, leveraging a unique dual-gate 

structure and quantum tunneling principles. 

 

 

2. DEVICE STRUCTURE AND SIMULATION 
PARAMETERS 
 
Two dimensional structure of SDGTFET with high-k 

gate dielectric material and interfacial layer as shown in 

Figure 1. The 10nm scale, conventional TFET design 

face challenges such as increased leakage currents and 

quantum effects (18). The SDG TFET, with its enhanced 

symmetrical dual gate architecture, offers a potential 

solution by providing better control over the electrostatic 

field. The high-k gate dielectric materials such as HfO2 is 

employed for achieving optimal performance at 10nm 

scale. High-k dielectrics are particularly important in 

reducing leakage currents and enhancing gate control. 

The integration of advanced dielectric materials ensures 

that the SDG TFET can operate efficiently while 

maintaining a low power footprint (19). The proposed 

device plays a pivotal role in improving device 

characteristics. The design allows for a more uniform 

electric field distribution and tunneling barrier thickness 

and distance. This architecture is beneficial in achieving 

better ON/OFF current ratios, which are crucial for low 

power applications. The 10nm scale SDG TFET 

leverages tunneling as its fundamental mechanism of 

operation (20). The symmetrical gates help in optimizing 

tunneling processes, ensuring reliable and efficient 

charge through the channel and this 10nm SDG TFET is 

to enhance power efficiency. The combination of the 

symmetrical dual gate (SDG) architecture and advanced 

gate dielectric materials contributes to lower leakage  

 
 

 
Figure 1. Proposed SDGTFET in 10nm regime 
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currents, reduced power consumption, and improved 

overall energy efficiency (21). 

Designing a SDG TFET with advanced gate dielectric 

materials using Technology Computer-Aided Design 

(TCAD) involves a comprehensive process that 

encompasses simulation, analysis, and optimization. 

TCAD tools provide engineers with a virtual 

environment to model and simulate semiconductor 

devices (3). 

The SDGTFET under consideration makes use of 

simulation parameters as shown in Table 1. Various 

models and methods are applied for the simulation, 

employing the TCAD tool, as outlined in Tables 2 and 3. 

 

 
TABLE 1. Utilized Parameter for the simulation of SDGTFET 

Utilized Parameters Values 

Thickness of HfO2 2nm 

Metal Gate-1 Work Function(WF) 4.8eV 

Metal Gate-2 Work Function(WF) 4.8eV 

Device Length(WL) 60 nm 

Gate Length(LG) 10 nm 

Source Length(LS) 25nm 

Drain Length(LD) 25nm 

 

 
TABLE 2. Models used for the device 

Model Description 

conmob 
Specifies the mobility concentration and 

dependency 

fldmob Calculation of all the device field dependency 

evsatmod=1 
implements the carrier concentration and 

temperature mobility 

hcte.el 
to enable electric field energy balance for electrons 

for relaxation time 

taurel.el specifies the relaxation time in the energy balance 

taumob.el 
specifies the relaxation time for electrons in the 

temperature dependency 

 

 
TABLE 3. Methods used for the device 

Method Description 

newton specifies the solution method  

maxtrap used as trap procedure  

autonr used to increase the speed of newton solution method 

dvlimit used as maximum magnitude  

nblockit used as the block iterations 

 

The different design parameters to optimize the 

performance of SDGTFET. This could include varying 

the dimensions of the device in nanometer dimensions, 

doping concentrations, and material properties. 

Investigate the impact of different semiconductor 

materials on the device performance. Compare and 

analyze the characteristics of SDGTFET based on 

various materials, such as silicon, III-V compounds. The 

noise analysis to understand the impact of noise sources 

on the device performance. This can involve studying the 

thermal noise, flicker noise, and other sources that affect 

the signal integrity. The power consumption 

characteristics of the Symmetrical Dual Gate TFET 

under different operating conditions. Analyze the device 

performs in terms of energy efficiency and power 

dissipation. The temperature dependence of the 

Symmetrical Dual Gate TFET. To understand the device 

behaves at different temperature ranges and explore 

potential strategies for temperature compensation. 

 

 

3. RESULTS AND DISCUSSION 
 

The analysis of Id (drain current) versus Vgs (gate-source 

voltage) for a SDGTFET with different gate dielectric 

materials involved for the proposed device characteristics 

under varying gate voltages. SDGTFET are promising 

device for low-power applications due to their ability to 

achieve sub-threshold swing values below the limit of 

conventional TFET (22, 23). One of the critical 

parameters to analyze is the sub-threshold swing, which 

is a measure of the SDGTFET ability to turn on and off 

efficiently. A lower SS value indicates better improved 

performance in in the device. The threshold voltage 

changes with different gate dielectric materials. Vth is the 

gate voltage at which the device starts conducting. It's 

essential for determining the operating region of the 

TFET (24). To analyze the drain current (Id) varies with 

different gate-source voltages. This shows the on-state 

behavior of the TFET as shown in Figure 2. A high 

Ion/Ioff ratio indicates better switching behavior and 

power efficiency of the proposed device (25, 26). The 

proposed tunneling device, the tunneling current should 

be a dominant factor. Analyze the impact of gate 

dielectric materials such as high-k HfO2 on tunneling 

mechanisms and their influence on device performance. 

The drain current (Id) versus gate-source voltage 

(Vgs) characteristics for a SDGTFET with variation of 

different technology regimes as shown in Figure 3 and 

investigate the proposed device characteristics scale with 

10nm, 12nm and 15nm nodes (27). The 10nm node are 

scalable to smaller technology nodes for the limitations 

associated with scaling factor. The dynamic power 

consumption of SDGTFET during switching events and 
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Figure 2. Characteristics of  drain current and Gate voltage 

with dielectric materials 

 

 

 
Figure 3. Characteristics of  drain current and Gate voltage 

with different technolgy node 

 

 

static power consumption in the off-state are reliable in 

10nm regime. The performance of the SDGTFET with 

gate dielectric materials and technology nodes has 

improved compared to conventional TFET and double 

gate TFET (28). 

The drain conductance (Gd) of SDGTFET is the 

derivative of the drain current (Id) with respect to the 

drain-source voltage (Vgs). In the characteristics of a 

SDGTFET with gate dielectric materials, the analysis of 

drain conductance involves the conductance varies with 

different parameters, such as improved gate voltages, 

gate dielectric materials, and bias conditions (29). The 

high-k gate dielectric materials influences the drain 

conductance at Vgs= 1v. Different dielectric materials 

such as high-k and low-k dielectric materials can affect 

the tunneling characteristics and, consequently, the 

conductance of the device. The sub-threshold region of 

this TFET is transitioning between the off and on states. 

A steep sub-threshold region and low drain conductance 

in the off state are desirable and shown in Figure 4. 

Transconductance plays a critical role in 

understanding and characterizing the behavior of this 

proposed SDGTFET devices, and it is an essential 

concept in amplifier design, digital signal processing, and 

analog electronics (30). This characteristic is a measure 

of how much the output current of a device, changes in 
 

 
Figure 4. Characteristics of drain conductance with different 

technolgy node 
 

 

the input voltage applied to it and it is a key factor in 

determining the gain and linearity of the device as it 

influences how effectively an electronic components can 

amplify an input signal. In the proposed devices, it 

characterizes the relationship between the input voltage 

and the output current when operating in the amplification 

or active mode. It is used to design and optimize the 

performance of electronic devices, ensuring they operate 

efficiently and accurately as shown in Figure 5. 

The on resistance (Ron) is to determining the power 

dissipation and efficiency of a TFET. It is essentially the 

resistance by the current flowing between the drain and 

source terminals when the TFET is conducting. Ron is a 

static resistance that represents the resistance of the TFET 

in the on-state. It is typically defined as the voltage drop 

across the device divided by the drain current when the 

device is in the on-state as shown in Figure 6. 

The enhanced Ion and Ioff, performance parameters 

of proposed device related to material and technology as 

shown in Tables 4 and 5. The Gm and Gd calculated 

parameters are shown in Tables 6 and 7. The performance 

parameter comparision of proposed device with existed 

devices are shown in Table 8. 

 

 

 
Figure 5. Characteristics of  transconductance with different 

technolgy node 
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Figure 6. On resistance characteristics with different 

technolgy node 

 

 
TABLE 4. On current and off current for different dielectric 

materials 

Materials  Ion(A/µm) Ioff(A/µm) Ion/Ioff 

Air 10e-05 10e -15 10e+12 

SiO2 10e -5 10e -16 10e +11 

HfO2 10e -3 10e -17 10e +12 

TABLE 5. On current and off current for different technology 

node 

Technology (nm) Ion (A/µm) Ioff (A/µm) Ion/Ioff 

10 10e-06 10e -12 10e +06 

12 10e-07 10e -11 10e +05 

15 10e-08 10e -11 10e +03 

 

 

TABLE 6. Transconductance for different technology node 

Technology (nm) Gm (S/mm) 

10 1.62 

12 1.51 

15 1.39 

 

 

TABLE 7. Drainconductance for different technology node 

Technology (nm) Gd (S) 

10 1 

12 0.89 

15 0.88 
 

 

 

TABLE 8. Performance Parameters Comparision of SDGTFET 

Parameters C TFET SG TFET DG TFET HD-DG TFET HD-DMG-TFET SDGTFET (10nm) 

Ion(A/µm) 3.12 3.94 4.3 4.6 8.01 9.48 

Ioff(A/µm) 9.40 8.99 4.50 4.22 1.34 1.16 

Ion/Ioff 1.69 1.70 1.88 1.84 1.9 2.12 

Gm(S/mm) 1.34 1.38 1.42 1.46 1.41 3.1 

Gd(S/mm) 0.32 0.39 0.419 0.45 0.452 0.71 

Ron(Ωmm) 1.41 1.61 1.32 0.88 0.6 0.51 

 
 

4. CONCLUSION 
 
The SDGTFET configuration has emerged as a 

promising device for enhancing performance and the 

limitations of conventional TFET. The symmetrical dual 

gate TFET exhibits improved subthreshold swing, 

reduced leakage current and its potential for enhanced 

operational efficiency compared to traditional device 

technologies. The impact of different semiconductor 

materials on the device, highlighting the significance of 

material selection in optimizing the symmetrical dual 

gate TFET performance. The investigation encompassed 

and demonstrated the influence of material properties on 

device characteristics.Two dimensional structure of 

Symmetrical Dual Gate Tunnel Field Effect Transistor 

(SDGTFET) is proposed in this work. The proposed 

device formed by high –k gate dielectric gate dielectric 

material being Hafnium oxide (HfO2). The electrical 

characteristics of SDGTFET like drain current, 

transconductance and drain conductance are calculated 

with the influence of varied semiconductor materials. 

The integration of SDG enhances the device's 

electrostatic control, resulting in improved ON/OFF 

current ratios and better overall performance. The 

symmetrical configuration achieving a more uniform 

electric field distribution and enhancing reliability. The 

high-k gate dielectric materials is to determining the 

overall efficiency of the SDGTFET. By exploring and 

implementing advanced dielectric materials, such as 

high-k dielectrics, the device can achieve lower leakage 

currents and improved gate control. The findings of this 

proposed device contribute significantly to the existing 

and understanding of the SDGTFET behavior and 

performance. These insights hold substantial promise for 

the advancement of semiconductor technology, as they 

can guide the development of refined designs and 

optimized utilization of SDGTFET in advanced low 

power applications. 
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Persian Abstract 

 چکیده 
است. پارامترهای عملکرد  نانومتر پیشنهاد شده    10با مواد دی الکتریک گیت در فناوری     (SDGTFET)در این کار، یک ترانزیستور اثر میدانی تونل دو دروازه ای متقارن

بالا   kجدید از مواد دی الکتریک با    SDGTFETمورد بررسی قرار گرفته است.     (TCAD)ساز طراحی به کمک کامپیوترالکتریکی این دستگاه پیشنهادی با استفاده از شبیه

ثابت دی الکتریک بین لایه سطحی و دروازه فلزی در دو طرف دستگاه استفاده می   30نانومتری با   HfO2استفاده می کند. ) (ILو لایه سطحی )2HfO (مانند اکسید هافنیوم

شود. با بهینه سازی دستگاه پیشنهادی با مواد دی  شود. تغییر جریان تخلیه با تغییر طول دروازه، مواد موثر دروازه و ضخامت لایه اکسیدی موثر دستگاه در این کار ارزیابی می 

زیرآستانه  4.2الکتریک گیت، جریان روشن   نوسان  میانگین  و  یابد  می  افزایش  بنابراین، ساختار   mV/dec  53.8به    mV/dec  90.2از     (SSavg)برابر  یابد.  می  کاهش 

SDGTFET  عملکرد بهتری نسبت بهTFET  دهد. تک ماده و دو ماده دارد و جریان دوقطبی کمتر و نسبت جریان به جریان خاموش بهتر را نشان می 
 

https://doi.org/10.1007/s11664-023-10217-z
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A B S T R A C T  
 

 

The need for practical and economical solutions to increase the stability of embankments and reduce 

their settlement is a significant issues in geotechnical engineering. An effective approach to improve the 
overall performance of embankment systems is using structural elements such as piles. In recent years 

the use of helical piles has gained consideration due to their proper performance under compressive and 

tensile loads, quick and easy installation, and elimination of concreting problems. This study investigates 
the performance of embankments supported by helical piles through a 3D numerical study using the 

Abaqus software. The validation was performed according to the experimental and field data provided 

by other researchers. Then, 3D numerical models were developed to investigate the effects of pile caps, 
the ratio of helix diameter to shaft diameter, the number of helices, and the optimum spacing of helices. 

The finite element modeling results indicated that increasing the number of helices and changing their 

spacing had no significant impact on controlling the settlement. It was also found that the load transfer 
mechanism parameters had a direct relationship with the helix dimensions and shaft diameter. Adding 

helices to piles increased their bearing capacity, improving parameters of the load transfer mechanism, 

such that the arching in a pile with three helices decreased by 40% compared to the one with one helix. 
The results also revealed that on average, 80% of the load imposed on a pile was sustained by the shaft, 

and helices had a smaller effect on the settlement of pile-supported embankments. 
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1. INTRODUCTION 
 

The design and construction of road or railway 

embankments are not possible on problematic soils, such 

as soft soils, due to excessive total and differential 

settlements, low bearing capacity, high lateral 

displacement, and slope instability (1). As a rapid and 

economical solution, pile-supported embankments have 

been employed instead of traditional improvement 

methods of soft soils over recent years (2, 3). Studies 

have investigated different types of piles to be used in 

pile-supported embankments. Cast-in-place concrete 

piles (4, 5), precast concrete piles (6-8), prestressed 

concrete piles (9), steel piles (10, 11), deep mixed 

columns (12-14), stone columns (15, 16), sand-ash-

gravel mixed columns (4, 17), and high-strength piles 

(18, 19) are some examples. Ahmed et al. (20)conducted 

a parametric study to simulate pile foundation and 

investigate its performance in soft clay. It was found that 

the performance of piled raft foundations on soft soils is 

significantly affected by the piles' spacing. When the 

ratio S/D exceeds 10, piles have little or no effect on the 

ultimate bearing capacity. 

Liu et al. (21) conducted a study on different types of 

piles (rigid, rigid-flexible, flexible) in a pile embankment 

system. The results showed that the model test with rigid 

piles had the least settlement, while the model test with 

flexible piles experienced the largest settlement. 

However, it was found that using pile effectively reduced 

embankment settlement. 

All types of conventional piles have specific issues 

such as construction problems, damaging the 

environment, and incurring large costs that make them 

deficient in some civil engineering projects.  

A helical pile is a deep steel foundation system, 

consisting of one or more helices connected to a central 

shaft. The easy and rapid installation, recyclability and 

reusability, elimination of concreting issues, and low 

noises during installation are some merits of these piles, 

resulting in the widespread use of large-scale helical piles 

in industrial and building projects (22). The use of helical 

piles in pile-supported embankments is an alternative, 

whose performance evaluation requires further studies. 

The shaft diameter of a large-scale helical pile varies 

between 73 mm and 965 mm, and the diameter of the 

helices connected to it ranges from 152 to 1219 mm. 

Some references consider the ratio of helix diameter to 

shaft diameter between 2 and 3 (23-25). Most of the 

previous researches on helical piles have focused on the 

situation in which the piles are under direct loading, and 

by examining their geometric parameters, settlement 

performance and axial force distribution in the pile depth 

have been investigated and the results indicate that for 

cohesive soils, increasing the number of helices with the 

optimal distance of 1.5 times the diameter of the helix, by 

creating cylindrical shear, enhances pile’s performance 

(26-28). The research on the behavior of helical piles in 

pile-supported embankments is limited, and further 

studies are required.  
Based on an analysis of the technical literature, 

embankments are now being constructed using 

improvement techniques for unsuitable soils. Among 

these techniques, the use of piles has proven to be more 

effective than the others. Numerous numerical, 

experimental, and field investigations have been 

conducted using various types of piles. Therefore, the 

objective of this research is to investigate the 

performance of helical piles in pile-supprted 

embankment systems. In the present study, at first, a 3D 

finite element model of embankments supported by 

helical piles was verified using experimental and field 

data. Then, a parametric numerical study was performed 

to investigate the pile geometry including shaft diameter, 

number of helices, and width of pile cap. 

 
1. 2. Load Transfer Mechanism            The main factor 

governing the load transfer mechanism in pile-supported 

embankments is the difference between the stiffness of 

soil and piles and the mobilized shear strength of soil. As 

a result, the stress caused by the weight of embankment 

layers is transferred from the soft soil to the piles. 

Terzaghi (29) named this load transfer mechanism, the 

“arching effect”. The arching mechanism is evaluated 

using the definitions of “arching ratio” and “efficiency”. 

The arching ratio is defined as follows (30). 

(1) 
( )

=
+

sSAR
H q




 

In which σs is the stress imposed on the soil around the 

pile, γ is the embankment unit weight, H is the 

embankment height, and q is the uniform surcharge 

imposed on the embankment crest. The SAR ranges 

between zero and one. SAR = 0 indicates that the whole 

load caused by the embankment weight is transferred to 

the piles, and the arching has occurred thoroughly. On the 

other hand, SAR = 1 shows that no load has been 

transferred to piles. The efficiency parameter indicates 

the ratio of the load carried by piles to the load caused by 

the embankment weight and surcharge (31). 

(2) 2 ( )
=

+

Q
E

s H q
 

where Q equals the total forces imposed on a single pile 

and s is the spacing of piles. E = 0 indicates that no 

arching has happened, while E = 100% shows the 

occurrence of full arching. 

Many parametric studies have been conducted on the 

load transfer mechanism in pile-supported embankments. 

Through field study and numerical studies, Hello and 

Villard (32) showed that increasing the pile cap width 

improved the efficiency of piles and reduced their 
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settlement. Investigating the impact of the length of 

floating piles on the degree of arching, Bhasi and 

Rajagopal (33) stated that the pile length can influence 

the degree of arching. Through 2D and 3D modeling of a 

pile-supported embankment, Ariyarathne and 

Liyanapathirana (34) studied the  positive effect of 

increasing pile diameter and decreasing pile spacing on 

the increase in efficiency and reduction in the arching 

ratio. Conducting a parametric study, Meena et al. (35) 

showed that the elastic modulus of pile and embankment 

and the internal friction angle of embankment material 

play a vital role in the arching mechanism. Pham and 

Dias (36) present an extensive parametric study using 

three-dimensional numerical calculations for pile-

supported embankments. The results indicated that the 

pile embankment system shows a good performance in 

reducing the embankment settlement. The results also 

suggested that the soil cohesion strengthens the arching 

effect, and increases the loading efficiency. 

 

 

2. NUMERICAL MODELING 
 
Figure 1 depicts a helical pile-supported embankment 

considered for the numerical modeling. The embankment 

with a height of 6 m, a crest length of 7.5m, and a lateral 

slope of 1:1.5 was modeled on a uniform clay layer with 

a depth of 30m. The steel helical piles were assumed with 

cylindrical sections, and the load-bearing helices were 

modeled as ideal disks. The effect of pile installation in 

the soil was ignored. In all models, the length of piles is 

12m and helix diameter is fixed to 1m. In the parametric 

study, variables such as the dimensions of the cap width, 

shaft diameter, and the number of helices were 

considered in the modeling.  During each modeling case, 

only one parameter was changed at a time, while keeping 

the other parameters at the baseline case values. The 

parameters and their values used in this study are 

summarized in Table 1. The baseline model values are 

presented in bold numbers.  The mesh type and geometry 

for all the models were kept identical to eliminate the 

meshing size effects on the results. The meshing size was 

chosen to be adequately fine immediately near the piles, 

as well as in the contact surface between the embankment 

and the soft soil, and started to grow gradually with the 

distance from the edge of the embankment. Figure 1 

depicts a sample meshing for the developed numerical 

model. Figure 2 demonstrates the geometry of the 

modeled helical pile, in which Dh and Ds denote the helix 

diameter and pile shaft diameter, respectively.  
Regarding the boundary conditions, the 

displacements in the bottom boundary of the model were 

considered zero in three directions (Ux = Uy = Uz = 0). 

Moreover, the displacements of the model were 

considered zero on two sides of the model along the x-

axis and on two sides of the model on the y-axis (Ux = 

Uy = 0). To model the soil and pile, 25800 eight-node 

elements with reduced integration (C3D8R) were used . 

The embankment material was considered to be 

coarse-grained, and the foundation soil layer was 

assumed to consist of uniform soft clay with weak 

geotechnical properties. Moreover, since the soft clay 

was considered to be fully drained, the drained 

parameters were used. Table 2 lists the properties of the 

materials used in the numerical modeling. The helical 

pile and the pile cap were modeled in the linear elastic 

mode using steel and concrete materials, respectively. To 

model the behavior of granular embankment and soft clay 

medium, the Mohr-Coulomb constitutive model has been 

used, which gives a precise prediction of the soil behavior 

(37). The soil-pile behavior at their interface was defined 

using the friction model of Coulomb and type Penalty, in 

which the relative displacement equals zero until the 

shear stress reaches a critical value. Sliding occurs when 

the shear stress exceeds the shear strength. The 

coefficient of friction was assumed to be equal to 0.7 (38, 

39). 

 

 

 
Figure 1. Schematics of the 3D model meshing 

 

 

 

TABLE 1. Parameters values used for the parametric study 

Values Parameter Description 

250- 500-667 Shaft diameter (mm) 

Helical pile 

12 Depth of pile (m) 

1000 Helix diameter (mm) 

1-2-3 Number of helices 

10 Thickness of the shaft (mm) 

25 Thickness of the helix (mm) 

1-1.5-2.25-3 Vertical distance between 

helices (m) 

2 Pile spacing (m) 

0-1-1.25-1.5 Width of cap (m) 
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(a) (b) 

Figure 2. a) Geometry of the single-helix pile, b) Cross 

section of the helical pile 

 

 
TABLE 2. Summary of the material properties used in the finite 

element modeling 

ψ 

(degree) 
ϕ' 

(degree) 
'C

(kPa) ν E 

(MPa) 
γ 

(kN/m3) Material 

0 30 5 0.3 60 20 Embakme

nt 

0 22 8 0.3 10 18.4 Soft clay 

- - - 0.2 210000 78.5 Pile 

- - - 0.15 35000 24 Cap 
γ = Unit weight, E = Young’s modules, ν = Poisson’s ratio, C = 

Effective cohesion, ϕ' = Effective friction angle, ψ = Dilation angle 

 

 

3. VALIDATION 
 

To validate the modeling, two studies were chosen. As 

the first case, the field study of TJ pile-supported 

embankment in China by Chen et al. (40) gives a precise 

description of the construction site, instrumentation, and 

embankment construction procedure. The cross-section 

of the instrumented embankment and soil profile is 

shown in Figure 3. The soil profile consists of a clayey 

soil of approximately 3m thickness underlain by a soft 

silty clay with a thickness of about 17m, with high water 

content, low permeability, and low shear strength, 

overlying the third layer, which is pebble. The 

groundwater level is at a depth of 0.5m. Figure 4 (a, b) 

shows a comparison between the settlement values 

measured in the field and the results of the numerical 

modeling at the soil surface and the pile cap. 

Comparisons of the stress at the soil surface and the pile 

cap are shown in Figure 5 (a, b), respectively. 

The second study is based on the laboratory data in 

actual dimensions, related to the loading of a helical pile 

for the validation of numerical modeling. The helical pile 

modeling was validated using the data reported by 

Elsherbiny and El nagger (28) under compressive 

loading. Pile PA-1  tested in soft soil (located in northern 

Alberta, Canada) was chosen for the validation. The 

helical pile at test site A had a cylindrical shaft with one 

helix affixed to  it. Figure 6 shows the load-displacement 

curves of the helical pile for both FE modeling and field 

test data. The comparison of the results of full-scale 

compressive loading at site A with the numerical results 

in Figure 6 indicates that validation was accurately 

modeled because the load-displacement response of the 

numerical model is in good agreement with that of the 

full–scale test.  

Table 3 provides the chosen parameters of the piled 

embankment and the helical pile validation and Table 4 

summarizes the piles properties. 
 

 

 
Figure 3. Cross-section of the test embankment of TJ 

Highway (Section G1) 

 

 

 
(a) 

 
(b) 

Figure 4. Measurements versus computed FE results: (a) 

settlement of the surface soil ; (b) settlement of the pile cap 
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(a) 

 
(b) 

Figure 5. Measurements versus computed FE results: (a) 

Vertical stress of the surface soil; (b) Vertical stress of the pile 

cap 

 
Figure 6. The displacement vs. load curves of the validation 

numerical model compared with the field compression test PA-

1 

 
 

4. RESULTS AND DISCUSSION 
 
4. 1. Effect of the Size of Pile Caps           Four modes 

were developed to study the effect of the presence of a 

cap and its dimensions and evaluate its performance in 

helical pile-supported embankments. Figure 7 evaluates 

the load transfer mechanism with efficiency and arching 

ratio parameters for different sizes of the pile caps. 

According to the results, the presence of caps and the rise 

in their size enhanced the load transfer mechanism in 

helical pile-supported embankments such that the pile  

 
 

TABLE 3. Summary of the parameters used for model validation 
Piled embankment (data from Chen et al. [41]) 

e0 ϕ' (degree) 'C (kPa) ν E (MPa) γ (kN/m3) Material 

- 32 0 0.30 15 21 Embankment 

0.818 21 0 0.35 6.5 19.3 ML 

1.286 24 0 0.30 2.4 16.7 CL 

- 30 0 0.27 40 19.9 GM 

- - - 0.15 35000 24.5 Pile and Cap 

Soil parameters (data from Elsherbiny and El Naggar . [29]) 

- ψ (degree) ϕ' (degree) ν E (MPa) γ (kN/m3) Depth (m) 

- 10 24 0.3 50 20 0-5 

- 10 21 0.3 50 20 5-9 

γ = Unit weight, E = Young’s modules, ν = Poisson’s ratio, C = Effective cohesion, ϕ′ = Effective friction Angle, ψ = Dilation Angle, e0 = Void ratio 

 

 
TABLE 4. Pile parameters used in validation models 

Piled embankment (Chen et al. (40)) Helical pile (Elsherbiny and El Naggar (28)) Parameter 
400 273 Shaft diameter (mm) 
20 5.5 Length of pile (m) 
- 610 Helix diameter (mm) 
- 1 Number of helix 
- 9.3 Thickness of the shaft (mm) 
- 20 Thickness of the helix (mm) 
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Figure 7. The load transfer mechanism for different a/Ds 

ratios of helical pile cap (a= cap width, Ds= shaft diameter) 

 

 

cap efficiency and arching ratio improved to 88% and 

69%, respectively, for a cap with a width of 1.5m 

compared to the mode with no cap. 

As shown in Figure 7, the rise in the pile cap 

dimensions improved the load transfer mechanism in 

pile-supported embankments, resulting in the greater 

participation of the piles in sustaining the ultimate load 

of the embankment. Figure 8 depicts the axial force 

distribution along embedment depth for a helical pile 

with one helix connected to the pile shaft (the closest pile 

to the center of the embankment). Increasing the cap 

width enhanced the bearing capacity of the pile shaft and 

due to the higher load-bearing of the shaft, the load-

bearing contribution of the helix connected to the shaft 

decreased. The load-bearing share of the helix, being 

23.3% of the total load-bearing when no cap was used, 

reduced to 14.1% when a cap with a width of 1.5m was 

used (Table 5). Figure 9 indicates that the load-bearing 

contribution of the helix connected to the helical pile 
 

 

 
Figure 8. The axial load distribution along the embedment 

depth of piles for different a/Ds ratios of helical pile cap (a= 

cap width, Ds= shaft diameter) 

TABLE 5. The load-bearing contribution of the helix and pile 

shaft for different ratios of cap width to helical pile shaft 

diameter, a/Ds. 
Portion of helix 

(%) 
Portion of pile 

shaft (%) 
Width Cap Ratio 

(a/Ds) 

23.3 76.7 0 

17.7 82.3 2 

16.6 83.4 2.5 

14.1 85.9 3 

 

 

 
Figure 9. The load-bearing capacity of the helices connected 

to the pile shaft for different ratios of helical pile cap (a= cap 

width, Ds= shaft diameter) 

 

 

shaft has increased with the reduction in the cap 

dimensions. 

Besides enhancing the load-transfer mechanism in 

helical pile-supported embankments, adding caps to piles 

has reduced the vertical settlements of the embankment 

constructed on the soft soil. Figure 10 depicts the vertical 

displacement contours of the granular embankment, at 

the depth of 6 m of the embankment. The use of a cap 

with a width of 1 m reduced the vertical settlement of the 

embankment by 9.7% compared to the model with no cap 

on the pile. By increasing the cap width to 1.25m and 

1.5m, the settlement reduced to 3.6% and 4%, 

respectively. 
 

4. 2. Effect of the Wing Ratio            The wing ratio is 

defined as the ratio of the helix diameter to the shaft 

diameter. In this parametric study, the fixed value of 1 m 

was considered for the helix diameter, while the pile shaft 

diameter varied. Figure 10 illustrates the variations in the 

efficiency and arching ratio against the shaft diameter. As 

shown in Figure 11, increasing the wing ratio decreases 

the load-bearing area and parameters of the load transfer 

mechanism. For example, increasing the wing ratio from 

2 to 4 results in the growth of the arching ratio by 24% 

but reversely reduces the pile efficiency by 6.2%. On the 

other hand, by decreasing the wing ratio, the load-bearing 

area of the pile has increased, resulting in greater loads 

imposed on piles and improving the load transfer 

mechanisms. Reducing the wing ratio from 2 to 1.5 has 
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(b) (a) 

  
(d) (c) 

Figure 10. The vertical deformation contours of the granular embankment for different dimensions of the helical pile cap. a) without 

the cap, b) cap width = 1m, c) cap width = 1.25m, and d) cap width = 1.5m 
 

 

 
Figure 11. The load transfer mechanism for different wing 

ratios of the helical pile (Dh = helix diameter, Ds = shaft 

diameter) 
 

 

decreased the arching ratio by 24% while increasing the 

pile efficiency by 2.4%. The variations of axial load 

distribution along the embedment depth of the pile 

against wing ratio are plotted in Figure 12. With the 

reduction in the wing ratio (rise in the pile shaft 

diameter), the load-bearing area of the pile shaft has 

increased, causing to a higher axial force distribution 

along the pile length. Table 6 lists the load-bearing share 

of the pile shaft and helix. Based on the results presented 

in Figure 13, as the wing ratio decreases, the load-bearing 

area of the helix becomes smaller, leading to lower 

contribution against the imposed loads and less bearing 

capacity of the helix. 

 
Figure. 12. The axial load distribution along the embedment 

depth of piles for different wing ratios of the helical pile (Dh 

= helix diameter, Ds = shaft diameter) 

 
 

 
TABLE 6. The load-bearing contribution of the helix and pile 

shaft for different wing ratios of helical pile  
Portion of helix 

(%) 
Portion of pile shaft 

(%) 
Wing Ratio 

(Dh/Ds) 

14.4 85.6 1.5 

16.3 83.7 2 

19.5 80.5 4 
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Figure 13. The load-bearing capacity of the helices 

connected to the pile shaft for different wing ratios of the 

helical pile 

 

 

Figure 14 depicts the vertical displacement contours 

of the granular embankment against the wing ratio. The 

rise in the wing ratio means the reduction in shaft 

diameter, causing to reduction in soil-pile shaft 

resistance, and consequently, resulting in the rise in the 

vertical displacements of the embankment, as can be seen 

in Figure 14. Vertical displacement has decreased by 

6.6% and 8.1% with a reduction in the wing ratio from 2 

to 1.5 and from 4 to 2, respectively.   
 

4. 3. Effect of the Spacing Ratio            This section 

discusses effects of the the spacing between helices 

connected to a helical pile shaft, which is specified as the 

spacing ratio and defined as the ratio of the vertical 

distance between helices in the same pile to helix 

diameter. The 2- and 3-helix piles were modeled with 

spacing ratios of 1.5, 2.25, and 3. Figure 15 demonstrates 

the arching ratio and pile efficiency for different values 

of the spacing ratio. The results indicate that when the 

distance between the helices is 1.5 times the diameter of 

the helix, the helical pile shows cylindrical failure 

behavior, and the soil enclosed between the helices helps 

to improve the frictional resistance of the pile, so in this 

case, the maximum load is transferred to the piles as well 

as the load transfer mechanism increases. At the spacing 

ratio of 1.5, the 3-helix pile has reduced the arching ratio  

 

 

   
 (c) (b) (a) 

Figure 14. The vertical deformation contours of the granular embankment for different wing ratios of the helical pile; a) wing ratio 

= 1.5, b) wing ratio = 2, and c) wing ratio = 4 
 

 

 
Figure 15. The load transfer mechanism for the different 

spacing ratios of the helical pile (Sh = vertical distance 

between helices , Dh=helix diameter) 

by 30% compared to the 2-helix one, while its efficiency 

has not changed. Figure 15 demonstrates the total load-

bearing capacities of the helices at different spacing 

ratios for the 2- and 3-helix piles. The reduction in the 

spacing ratio of the helices is leading to higher bearing 

capacity. Moreover, in the 3-helix pile, the total bearing 

capacity of the helices was higher than that of the 2-helix 

pile due to the helices’ greater contribution to the total 

load-bearing. Figure 16 shows the load-bearing capacity 

of the helices connected to the pile shaft for different 

spacing ratios of the helical pile. 

The vertical settlement of the embankment does not 

vary significantly with the increase in the number of 

helices or changes in their spacing ratio. Figure 17 shows 

the vertical displacement contours of the granular 

embankment for the 3-helix pile at different spacing 

ratios. Similar to the 3-helix pile, the 2-helix pile shows 
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Figure 16. The load-bearing capacity of the helices 

connected to the pile shaft for different spacing ratios of the 

helical pile 

 

no differences in vertical displacement at different 

spacing ratios. Accordingly, it can be concluded that 

adding helices to a helical pile does not remarkably affect 

the vertical displacements of a granular embankment. 

Table 7 lists the load-bearing contributions of the helices 

and pile shaft. According to the results, adding the third 

helix has reduced the load bearing of the upper helix and 

pile shaft. With increasing the spacing ratio of the helices, 

the pile had a separate load-bearing behavior resulting in 

a greater load-bearing contribution of the pile shaft. It can 

be concluded that regarding engineering uses and 

installation of helical piles, adding more than one helix to 

the pile shaft is not reasonable and does not significantly 

influence the vertical settlement of the pile-supported 

embankments. Thus, it is recommended to use helical 

piles with one helix connected to the shaft. 

 

  

 

(b) (a) 

  
(d) (c) 

Figure 17. The vertical deformation contours of the granular embankment for different spacing ratios of the 3-helix piles. a) spacing 

ratio = 1, b) spacing ratio = 1.5, c) spacing ratio = 2.25, and d) spacing ratio = 3 
 

 
TABLE 7. The load-bearing contribution of each helix and pile shaft for different spacing ratios of helical pile 

Portion of Top helix 

(%) 

Portion of Middle 

helix (%) 
Portion of bottom 

helix (%) 
The portion of the 

pile shaft (%) 
Spacing ratio 

(Sh/Dh) 
No. Helix 

9.6 - 13.2 77.2 1 

2 
5.9 - 13.1 81.1 1.5 

3.6 - 13.3 83.1 2.25 

3.1 - 12.8 84.1 3 

4.2 9.2 12.7 73.9 1 

3 
1.5 6.1 12.8 79.6 1.5 

0.8 6.5 11.9 80.8 2.25 

1 1.6 14 83.4 3 
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5. LIMITATIONS 
 

(i) The current study deals with the use of cohesive-

frictional materials possessing high frictional strength 

and coarse-grained soil for embankment fill which can 

largely remain in a relatively dry state. Therefore, the 

consolidation settlements are ignored in this study. 

However, consolidation can be a significant issue when 

dealing with saturated soft soils. 

(ii) Considering the complexity of the problem 

investigated in this study and the difficulties in 

accurately determining the parameters for advanced soil 

models, the linearly elastic-perfectly plastic soil model 

with the Mohr-Coulomb strength criterion considering 

the dilation angle was used in this study. 

(iii) The helix is idealized as a planner cylindrical disk.  

Therefore, modeling of the pile and surrounding soil can 

take advantage of the axisymmetric condition. 

 
 
6. CONCLUSIONS 
 
In the current study, the factors effective in the 

performance of helical pile-supported embankments 

were investigated in soft soils through FE modeling 

using ABAQUS software. The numerical models were 

validated using the field measurements on pile-

supported embankments and helical pile loading in real 

dimensions. Afterward, a parametric study was 

performed to investigate the performance of helical pile-

supported embankments. The following results are 

concluded based on the current study: 

1. The results of the numerical modeling revealed that 

the performance of the helical piles in the pile-supported 

embankments depends on the cap dimensions. The 

vertical settlements could be reduced with the increase 

in the cap dimensions, and the load transfer mechanism 

could be improved due to the lower pressure on the soft 

soil surface and higher load distribution along the pile 

length. As a result, the load-bearing of the helices was 

decreased, and the pile shaft had a greater contribution 

to the load imposed on the pile. 

2. The soil-pile interface showed a rise with the increase 

in the helical pile diameter, which led to the improved 

performance of the system and reduced settlements. Due 

to the greater contribution of the pile with the rise in the 

shaft diameter, the load transfer mechanism was 

improved. The evaluation of the load-bearing capacity 

of the pile revealed that with the rise in the pile diameter, 

the load-bearing capacity of the helices decreased, and a 

remarkable improvement occurred in the frictional 

capacity of the pile. 

3. Evaluation of the results regarding the number and 

spacing of helices showed that adding helices can be 

ignored when controlling the vertical settlement of 

granular embankments is a concern.  Also, cylindrical 

shear failure occurred when the spacing of the helices 

was 1.5 times the helix diameter, which increased the 

pile bearing capacity and improved the load transfer 

mechanism.  The pile with three helices connected to the 

shaft had a better performance than the one with two 

helices. Moreover, adding helices to the helical pile and 

reducing the spacing of the helices could cause a 

reduction in the load-bearing contribution of the pile 

shaft, and increase the load-bearing contribution of the 

helices. 

4. The major load of the pile throughout the modeling 

was carried by the pile shaft, while the contribution of 

the helices to the ultimate load bearing was almost 20%, 

on average. Therefore, the design of helical piles for 

pile-supported embankments should focus on the pile 

shaft. Therefore, piles with more than 1 helix are not 

recommended in terms of pile installation and economic 

conditions. 
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Persian Abstract 

 چکیده 
ها، مانند شمع   یاسازه   یهااست. امروزه استفاده از المان  ی ضرور  زهایخاکر  ی و تفاضل  یکل  یهاو کاهش نشست   یداریپا  شیافزا  یبرا  ی و اقتصاد  یعمل  یهاحلراه   یجستجو برا

عملکرد مناسب تحت بار    لیبه دل  مارپیچ  یهااز شمع  ستفادها  ریاخ  یها. در سالشوندی در نظر گرفته م  یزیخاکر  ستمیس  کی  یحل مؤثر در بهبود عملکرد کلراه  کیبه عنوان  

های هدف در این مقاله بررسی و شناخت رفتار خاکریزهای متکی بر شمع   .مورد توجه قرار گرفته است  یزیرو آسان شمع و حذف مشکلات بتن  ع ینصب سر  ،یو کشش  یفشار

های میدانی و آزمایشگاهی گزارش  توجه به گزارشسنجی باافزار آباکوس توسعه داده شد. صحتبعدی با استفاده از نرمهمین منظور یک مطالعه عددی سهمارپیچ است که به

ها ها و فاصله بهینه بین پره بررسی اثرات کلاهک شمع، نسبت قطر پره به قطر شفت، تعداد پرهمنظور بعدی بههای عددی سهشده توسط دیگر محققان انجام شد و در ادامه مدل

ها تاثیری بر میزان کنترل نشست نخواهد داشت. همچنین پارامترهای مکانیزم انتقال بار با افزایش ابعاد ها و تغییر فاصله بین آندهد افزایش پرهتوسعه داده شد. نتایج نشان می 

شود پارامترهای مکانیزم انتقال بار بهبود دهد که در نتیجه باعث میکلاهک و قطر شفت شمع ارتباط مستقیم دارد. اضافه کردن پره به شمع ظرفیت باربری شمع را افزایش می

درصد سهم بار   80دهد به طور میانگین  نتایج نشان می  یابد. همچنینپره کاهش می  1درصد نسبت با شمعی با    40پره نسبت قوس زدگی تا    3طوریکه در شمع مارپیچ با  یابد، به

 کند و پره تاثیری کمتری بر عملکرد خاکریزهای متکی بر شمع خواهد داشت. وارد بر شمع را شفت تحمل می 
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A B S T R A C T  
 

 

Today, focusing on gaining a competitive edge in the global business market lies in enhancing supply chain 
performance. This study endeavors to examine the attainment of Returns To Scale (RTS) within a four-

level green supply chain framework through the application of Data Envelopment Analysis (DEA). To 

achieve this objective, the Banker, Charnes, and Cooper (BCC) multiplicative model are employed to 
determine the return to scale at each level within the complete supply chain, ultimately culminating in 

estimating the overall return to scale for the entire supply chain. The statistical population for this applied 

research, aligned with its objectives, comprises 42 cement companies. The assessment of returns to scale in 
these companies, featuring a four-level chain encompassing suppliers, manufacturers, distributors, and 

customers, is measured. The outcomes of the model reveal that return to scale remains constant in 28 

companies, exhibits a decreasing trend in 14 companies, and conversely demonstrates an increasing 
trajectory in 2 companies within the supplying sector, one company in manufacturing, and 14 companies 

in distribution. The findings underscore that an increasing return to scale renders the expansion of 

Decision-Making Units (DMUs) economically viable. Conversely, a diminishing return to scale suggests 
a rational limitation of DMUs.  
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NOMENCLATURE 

Tv  Production possibility set Xij
1   Primary inputs of supply chain 

Xj  Inputs of decision-making unit j (DMUj) Yrj
1   First level outputs 

Yj  Outputs of decision-making unit j (DMUj) Zlj
12  Intermediate data (1st level output and 2nd level input) 

λj  Decision variables of decision-making unit j (DMUj) Xij
2  2nd level independent inputs 

θ  Efficiency score of decision-making unit j (DMUj) Yrj
2  2nd level outputs 

Zδ  Right-hand neighborhood of the unit under evaluation (DMUo) Zlj
23  Intermediate data (2nd level output and 3rd level input) 

Zδ
´   Left- hand neighborhood of the unit under evaluation (DMUo) Xij

3  3rd level Independent inputs 

v  Weights of the input data for decision-making unit j (DMUj) Yrj
3  Third level output 

u  Weights of the output data for decision-making unit j (DMUj) Zlj
34  Intermediate data (3rd level output and 4th level input) 

w Weights of the intermediate data for decision-making unit j (DMUj) Xij
4  4th level independent Inputs 

E Efficiency of supply chain levels Yrj
4  Final outputs 

uo
*  Optimal solution for return to scale in the supply chain   

 

 

1. INTRODUCTION 
 
In the contemporary competitive market landscape, all 

enterprises, encompassing both manufacturing and 

service organizations, find it imperative to measure and 

evaluate the performance of their supply chain 

operations. This undertaking is essential for fostering 

productivity, ensuring survival, and achieving 

sustainable longevity. 

The objective of each supply chain is to deliver a 

high-quality product to the end customer at minimum 

cost and within the shortest timeframe while concurrently 

adding value to all facets of the production process. In 

recent years, the concept of productivity has assumed a 

pivotal role in the ideologies and perspectives of various 

companies and organizations. Concurrently, researchers 

across diverse disciplines have increasingly employed 

the supply chain framework. A complete supply chain 

comprises four integral components: the supplier, 

manufacturer, distributor, and customer. It is crucial to 

note that the measurement and evaluation of optimal 

supply chain performance must be tailored to consider 

the unique characteristics of the chain networks and their 

interdependencies. Generally, assessing larger and more 

intricate supply chains becomes progressively more 

intricate and challenging. 

Within the spectrum of evaluation methodologies, 

DEA emerges as a fitting approach for gauging the 

efficiency and performance of DMUs. Through the 

formulation of diverse models, this non-parametric 

method adeptly assesses DMUs that yield multiple 

outputs while consuming multiple inputs. DEA holds 

considerable significance within the literature on supply 

chain management. 

The classical DEA methods, as delineated by Charnes 

et al. (1); lack of a theoretical framework for 

comprehending the internal operations of DMUs, treating 

them as a black box. These methods confine calculations 

to initial inputs and ultimate outputs, neglecting internal 

processes in their entirety. 

Hence, to address this issue, several models, such as 

network DEA, have been introduced. The configuration 

of the supply chain stands out as a critical and pragmatic 

consideration within the context of network DEA. 

Methodical coordination of raw material procurement, 

the conception and manufacturing of suitable products, 

efficient distribution and transportation, and ultimately, 

the provision of services and customer satisfaction all 

hold significant importance in supply chain management. 

In the realm of network DEA, the emphasis extends to 

intermediate products and internal communications of 

DMUs, with performance evaluation incorporating a 

comprehensive examination of the internal components 

of a unit. 
DEA serves as a tool for assessing the performance of 

DMUs. Within this framework, the evaluation of the 

return to scale for DMUs assumes paramount 

significance. The return to scale, in the context of DEA, 

holds economic importance as it signifies the maximum 

rate of output increase per unit increase in input. An 

essential consideration is that the diagnosis of the return 

to scale yields valuable insights into the developmental 

trajectory of DMUs.  In economics, the concept of return 

to scale, whether ascending, descending, or constant, is 

defined as follows: 

1. Ascending Return to scale occurs when, with an 

increase in inputs, outputs increase more than the input 

ratio, indicating that the expansion of DMUs is cost-

effective. 

2. Descending return to scale occurs when, with an 

increase in inputs, outputs grow proportionally less, 

indicating that limiting DMUs is cost-effective. 

3. Constant return to scale occurs when, with an 

increase in inputs, the outputs also increase in the same 

proportion to the inputs. This implies that by expanding 

or limiting DMUs, we neither gain nor lose efficiency. 

In this investigation, the researchers endeavor to 

ascertain the return to scale within a complete supply 

chain context, incorporating both independent and 

dependent inputs and outputs, utilizing the DEA method.  
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A seminal study addressing network structure and supply 

chain, dating back approximately 23 years, was 

introduced by Fare and Grosskopf (2, 3). Their approach 

to the overarching network structure involved initially 

establishing a Production Possibility Set (PPS) grounded 

in fundamental standard principles within a variable 

return-to-scale scenario. Subsequently, they constructed 

a production feasibility set within the supply chain by 

amalgamating the production feasibility sets of its 

internal components. Nevertheless, to gauge the efficacy 

of a supply chain, it is imperative to consider both the 

network properties inherent to the chain and the 

interrelationships among the "supplier of materials and 

components," "manufacturer," "distributor," and "end 

customer. This consideration has been prompted by 

Saranga and Moser (4), also by Chen and Yan (5), to 

present diverse models accommodating various supply 

chain structures. For instance, Chen and Yan (5) have 

delineated three network DEA models corresponding to 

centralized, decentralized, and hybrid organizational 

mechanisms for supply chain evaluation. Tavana et al. 

(6), introducing a network model founded on the 

Network Epsilon–Based Measure (NEBM), have 

investigated supply chain performance, simultaneously 

analyzing changes in inputs and outputs, both radially 

and non-radially within the network. In the realm of 

Green Supply Chain Management, Mirhedayatian et al. 

(7) have positioned it as a method to enhance 

environmental performance, asserting that companies, 

influenced by stakeholders, pressures, and regulations, 

must enhance the performance of Green Supply Chain 

Management (GSCM). Shafiee et al. (8), after an 

extensive examination of various tools for evaluating 

supply chain performance, have proposed a novel 

approach based on network DEA and the Balanced Score 

card (BSC) method. They have, in essence, furnished a 

comprehensive framework for supply chain performance 

evaluation through the amalgamation of BSC and DEA 

models.  Grigoroudis et al. (9), in their work titled 

"Recursive Algorithm, a DEA-Based Recursive 

Algorithm for Optimal Design of Biomass Supply Chain 

Networks," have introduced an alternative method for 

designing supply chain networks. Khodakarami et al. 

(10) have conducted an evaluation of 27 Iranian 

companies in the sustainability realm of supply chain 

management, employing a two-level model. Tajbakhsh 

and Hassini (11) have proposed a methodology for 

assessing the sustainability of supply chain networks, 

with a sustainability approach aiming to harmonize 

economic, environmental, and social considerations. 

Tavana et al. (12) have suggested a 2-level DEA method 

to appraise the performance of a 3-level supply chain, 

encompassing the supplier, manufacturer, and 

distributor. This proposed model facilitates a 

comprehensive analysis of multi-level supply chains. 

Yousefi et al. (13), in their study, have introduced a 

combined model of DEA and Goal Programming within 

a network structure to offer improvement solutions and 

rank units within the supply chain. Fathi and Farzipoor 

Saen (14) have emphasized the complexity of evaluating 

sustainable supply chains and articulated the use of a 

realistic and practical model for this purpose. This paper 

proposes a novel directional network DEA model for the 

inaugural evaluation of the stability of distribution supply 

chains. In this scholarly work, Darvish Motevalli et al. 

(15) have introduced a novel model designed to assess 

the efficiency of extant cement companies employing a 

network structure. The findings demonstrate that this 

innovative model is proficient in evaluating the 

performance of factories characterized by a network 

structure incorporating diverse indicators. Beyond the 

conventional utilization of financial and technical 

indicators, the model accounts for undesirable outcomes 

and sustainability criteria within the supply network. 

Simultaneously, the authors have incorporated the 

decision-makers perspectives on the relative importance 

of specific indicators, acknowledging the weighted 

constraints as a means to align the efficiency assessment 

with actual values. The examination of the computation 

of efficiency within the context of a green supply chain 

is an ongoing process. Tavassoli and Farzipoor Saen (16), 

in their scholarly work, have underscored that, in 

numerous real-life scenarios, not all inputs or outputs can 

be precisely determined, with some potentially being 

contingent or accidental. Torabi et al. (17), in their 

publication, introduced a novel two-stage green supply 

chain network. Primarily, they present an innovative 

multi-objective model addressing a two-level green 

supply chain problem. Given the intricacy of this model, 

a novel multi-objective interior search algorithm 

(MOISA) is employed. The results illustrate that the 

proposed algorithm MOISA yields superior Pareto 

solutions, affirming the efficacy of the algorithm in a 

majority of cases. Meanwhile, the objective of Asadpour 

et al. (18) in this study was to formulate a green Blood 

Supply Chain (BSC) network, considering expiration 

dates and backup facilities. The proposed model takes the 

form of a bi-objective Mixed Integer Programming 

(MIP) structure. The two primary objectives are to 

minimize the overall cost and mitigate the adverse 

environmental impacts associated with shipping between 

facilities and waste generation within the network. 

Fathollahi-Fard et al. (19) have introduced two hybrid 

meta-heuristic algorithms to address a dual-channel 

closed-loop supply chain network design problem within 

the tire industry under conditions of uncertainty. This 

study represents a pioneering effort by proposing a dual-

channel, multi-product, multi-period, multi-echelon 

closed-loop Supply Chain Network Design (SCND) 

tailored to the uncertainties prevalent in the tire industry. 

To contend with the uncertain parameters intrinsic to the 

problem, such as prices and demand, a fuzzy approach, 
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specifically Jimenez’s method, is employed. Another 

notable contribution of this work lies in the introduction 

of two innovative hybrid meta-heuristic algorithms 

featuring novel procedures. The integration of two 

contemporary nature-inspired algorithms, namely the red 

deer algorithm (RDA) and the whale optimization 

algorithm (WOA), with the genetic algorithm (GA) and 

simulated annealing (SA), serves to enhance the 

diversification and intensification phases respectively. 

Moosavi and Seifbarghy (20) presented a new 

mathematical model recognizing the significance of 

supply chain and environmental concerns. The model 

addresses a green closed-loop supply chain network with 

the primary objectives of maximizing profits, job 

creation, and reliability. The practical application of the 

model to a real case study within the Iranian engine oil 

industry demonstrates the efficacy of the derived 

solutions for this network. In this study, Sahraeian et al. 

(21) emphasize the critical significance of designing an 

efficient and reliable cold supply chain for the benefit of 

the company, suppliers, customers, and society. The 

research delves into all facets of the cost of quality within 

the design of a cold supply chain, encompassing 

considerations such as the cost of quality associated with 

suppliers and the cost of distribution service quality. 

Notably, the study takes a holistic approach by 

simultaneously evaluating the quality of suppliers, 

manufacturers, and distributors across the entirety of the 

supply chain. To address this, the problem is formally 

expressed as a mathematical model, accommodating 

multi-item and multi-period scenarios while considering 

two distinct objective functions. In this article, 

Gholizadeh et al. (22) highlight the significant impact of 

an electrical discharge machine (EDM) on production 

management. The study delves into the investigation of 

EDM machining parameters and their influence on the 

volumetric flow rate, electrode corrosion percentage, and 

surface roughness. These parameters play a crucial role 

in determining the quality of the final product, thereby 

enhancing customer satisfaction and increasing the 

company's market share. Given the dynamic nature of 

machine parameters and the variations in production 

environments, the use of an uncertain model becomes 

imperative. To address the machining data under 

uncertainty, the study introduces a mathematical 

modeling approach based on the fuzzy possibility 

regression integrated (FPRI) model. Considering the 

uncertainty and unclear distribution of results and 

numbers obtained from the neural network, a robust data 

envelopment analysis approach (RDEA) is applied to 

identify the optimal tuning level of the parameters. The 

findings substantiate the accuracy and reliability of the 

proposed method for predicting and optimizing EDM 

parameters. In this study, Moosavi et al. (23) present a 

comprehensive set of contemporary bibliometric, 

network, and thematic analyses aimed at discerning 

influential contributors, principal research streams, and 

strategies for disruption management concerning supply 

chain (SC) performance within the context of the 

COVID-19 pandemic. The analyses conducted unveil 

resilience and sustainability as the predominant SC 

topics. Additionally, the primary research themes 

identified are centered around food, health-related supply 

chains, and technology-aided tools such as artificial 

intelligence (AI), the Internet of Things (IoT), and 

blockchains. 
In this article authored by Berlin et al. (24), the 

discussion revolves around the configuration of closed-

loop supply chains (CLSCs) for original equipment 

manufacturers (OEMs) to recover and remarket products, 

representing a pivotal avenue in the transition towards the 

circular economy (CE). Through a systematic literature 

review spanning from 2007 to 2021, this paper 

contributes to the literature by delineating the 

characteristics of open-loop supply chains (OLSC), 

providing empirical illustrations, and constructing a 

conceptual framework for the open- and closed-loop 

supply chain continuum. In this scholarly article, 

Haghshenas et al. (25) assert that the primary aim of 

supply chain design is the enhancement of profitability. 

Consequently, they introduced a cutting-edge model for 

a three-echelon closed-loop supply chain comprising the 

manufacturer, retailer, and collection centers. Notably, 

this model pioneers a distinct and autonomous channel 

dedicated to the sale of Reman products strategically 

aimed at augmenting manufacturer profitability. The 

model also incorporates considerations for the location, 

inventory, and pricing of the product, contributing to a 

comprehensive approach. 

In this research, Asghari et al. (26) focused on pricing 

and advertising decisions within a closed-loop supply 

chain network. While pricing decisions have been 

extensively studied in this context, advertising decisions 

have received comparatively little attention. It is widely 

acknowledged that advertising plays a significant role in 

influencing customer behavior regarding the return of 

end-of-life products in a closed-loop supply chain. The 

primary novelty of this paper lies in the development of 

a new optimization model that incorporates both pricing 

and advertising decisions within a direct-sales closed-

loop supply chain. 

The study conducted by Simonetto et al. (27) directs 

its attention to the analysis of the benefits that Industry 

4.0 technologies can offer in terms of mitigating risks in 

Closed Loop Supply Chains (CLSCs), specifically 

focusing on operational risks. Through two systematic 

literature reviews, the paper identifies the primary 

operational risks associated with CLSC activities and 

elucidates the impact of Industry 4.0 technologies on 

mitigating these identified risks. To summarize the 

reviews and support future managerial initiatives in the 

CLSC domain, the paper proposes a conceptual 
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framework and a new cross-sectional matrix. The 

conclusion of the paper outlines identified open research 

opportunities. 

Technical analysis indicators serve as widely used 

tools in financial markets, aiding investors in discerning 

buy and sell signals with a margin of error. The primary 

objective of this study is to develop novel and practical 

methods for identifying false signals emanating from 

technical analysis indicators within the precious metals 

market. As articulated by Fathollahi-Fard and Soleimani 

(28) in this article, the key innovation of this research lies 

in proposing hybrid neural network-based metaheuristic 

algorithms for accurate analysis while enhancing the 

performance of signals derived from technical analysis 

indicators. The ultimate finding underscores that the 

suggested neural network-based metaheuristics can 

function as valuable decision-support tools for investors, 

addressing and managing the significant uncertainties 

inherent in financial and precious metals markets. 

In their paper, Ali et al. (29) assert that closed-loop 

supply chain (CLSC) networks offer a viable solution for 

effective waste management by facilitating the recycling, 

reassembly, and reuse of waste products. They tackle 

these challenges by presenting a comprehensive CLSC 

network that optimizes environmental, economic, and 

social footprints through a multi-objective optimization 

approach. To address the proposed model's scenario-

based stochastic nature, they transform the multi-

objective formulation into a single-objective model using 

a weighted sum method, incorporating a set of problem-

specific heuristics. Additionally, they leverage 

Lagrangian relaxation theory to formulate various 

problem reformulations, aiming to achieve an optimal 

lower bound for the CLSC problem. This is 

complemented by a neighborhood-based algorithm 

designed to identify a feasible upper bound. 

As highlighted earlier, the assessment of green supply 

chain efficiency has been explored in various scenarios; 

however, there has been a relatively limited emphasis on 

estimating the return to scale within green supply chains. 

In this context, a seminal work by Banker et al. (30) 

has introduced a significant approach, emphasizing that 

extending the measurement of return to scale from a 

single number to an interval could broaden its 

applicability to Data Envelopment Analysis (DEA) 

domains with multiple inputs and outputs. They delineate 

an optimal boundary consisting of three segments 

representing increasing, constant, and decreasing returns 

to scale, respectively. The paper establishes a precise 

framework facilitating the identification of several 

optimal solutions. 

Gholam Abri (31) has contributed a paper addressing 

the determination of "stability radius." A noteworthy 

aspect of this work is the introduction of a novel method 

for calculating the 'stability radius,' wherein variations in 

data neither alter the class of efficiency units nor the class 

of return to scale. The method's value lies in its capacity 

to discuss input and output changes through various 

strategies, subsequently fostering the enhancement of 

evaluated Decision Making Unit (DMU) performance via 

diverse options. 

Zhang and Yang (32) have presented a paper on the 

calculation of network return to scale in two stages. They 

expound on network DEA as a non-parametric method 

for determining the return to scale of Decision-Making 

Units (DMUs) with multi-stage structures, examining a 

two-stage production process using network DEA 

techniques. 

Alirezaee et al. (33), in their study, address a critical 

issue in developing a DEA model, specifically the 

identification of relevant returns to scale for the data. 

They introduced a purposeful, non-statistical method 

named the Angles method to identify technological 

return to scale in the data. 

In a comprehensive investigation, Wang et al. (34) 

delve into the performance of energy in terms of CO2 

pollution and emission, employing variable return to 

scale and a non-radial model. Three main conclusions 

emerge:  

1) Performance varies across the economic levels of 

the members,  

2) Development of the members holds potential for 

further reduction in energy consumption and CO2 

emissions and  

3) Reduction in energy and CO2 emission intensity, 

coupled with the contribution of industrial-added value 

to total GDP, can effectively enhance energy 

performance and reduce CO2 emissions. 

This paper examines the use of DEA to determine the 

return to scale in the structure of green supply chains and 

considers the relationship between intermediate products. 

A new model is presented to estimate the return to scale 

at each stage and in the entire chain, thus estimating the 

return to scale for cement companies. 

In continuation of this article, we will review basic 

concepts. Then, we will introduce suitable models for 

estimating return to scale in the structure of a four-level 

supply chain network. In this regard, we provide a 

practical example in the cement industry to illustrate the 

proposed models, and finally, we discuss and analyze the 

results obtained from model execution in the conclusion. 

 

 
2. BASIC CONCEPTS  

 
A set of production possibilities is defined as follows: 

{T = (X, Y) output Y can be generated by input X}   

It is observed that the set of production possibilities T 

is determined when the production function is known. 

Suppose n is an existing DMU that  Yj =( 

y
1j

,…,y
sj

 ) 
t
 ,  X

j
 = ( x1j,…,xmj ) 

t are the input and output 
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vectors of DMUj, respectively and  
Yj ≠ 0 , Yj ≥ 0 ,  Xj ≠ 0 , Xj ≥ 0. 

In general, the production function is not available. 

Therefore, by accepting the principles of inclusion of 

observations, convexity, feasibility and the minimum of 

interpolation, a set of production possibilities will be 

defined as follows: 

Tv={(
X
Y
)|X ≥∑ λjXj  ,  Y ≤∑ λjYj  ,  ∑ λj = 1   ,  

n
j=1  λj

n
j=1 ≥ 0  ,   j = 1,2,…,n   n

j=1 }  (1) 

 

Now, suppose the unit under evaluation, DMUo, is in 

Tv. For evaluating DMUo, the following model, by an 

input nature, must be solved.  

Min θ,  

s.t:  

(θXo

Yo
)  ∈ Tv.  

Min θ,  

s.t:  

∑ λjxij  ≤  θxio ,             i = 1,2,…,m   n
j=1   

∑ λjyij
  ≥  y

ro
 ,           r = 1,2,…,s   n

j=1   

∑ λj = 1,   n
j=1   

 λj≥ 0                         j = 1,2,…,n  

(2) 

Model 2, identified as BCC in terms of input, was 

introduced by Banker et al. (30). It is evident that DMUo 

achieves "strong efficiency" or "Pareto-Koopmans 

Efficiency" if and only if θ*= 1 and in every optimal 

solution of Model 2, the value of all auxiliary variables is 

zero. 
 

Definition1. Return to scale in the Black Box. To define 

the return to scale in Black Box, suppose, (xo , yo) ∈ Tv.  
a. If  δ1∗ > 0, so that,  0 ≤ δ < δ1∗:     

Zδ= ((1+δ) xo , (1+δ) yo )∈Tv,  

Zδ
´   =  ((1 -  δ) xo , (1 -  δ) yo ) ∉  Tv  

(3) 

Then, "return to scale" will be increasing at this point. 
b. If  δ2∗ > 0, so that,  0 ≤ δ < δ2∗ : 

Zδ= ((1+δ) xo , (1+δ) yo ) ∉ Tv,  

Zδ
´   =  ((1 -  δ) xo , (1 -  δ) yo )∈Tv 

(4) 

Then, "return to scale" will be descending at this point.  

c. whereas DMUo does not apply in definition (a) 

increasing and (b) descending return to scale does not 

apply, then, "return to scale" will be constant at this point.  

Banker and Thrall (35) have articulated and substantiated 

the following two propositions regarding the estimation 

of return to scale in the Black Box using the BCC 

multiplicative model when the solutions are distinct and 

singular: 

Theorem 1: Suppose (xo , yo) is an efficient DMU in the 

BCC model (on BCC border) and (v* , u*, uo*), the optimal 

answer is the BCC multiplicative model in the evaluation 

of this DMU. In addition, suppose the optimal answer uo*    
is unique, in which:  
* Return to scale is increasing at the point (xo , yo), if and 

only if uo* > 0. 

* Return to scale is constant at the point (xo , yo), if and 

only if uo* = 0. 

* Return to scale is descending at the point (xo , yo), if 

and only if uo* < 0.  
Proof: To prove above the theorem, refer to Banker and 

Thrall (35). 

Theorem 2: Suppose, (xo , yo) is an efficient DMU in the 

BCC model (on the BCC border), and (v* , u*, uo*) is the 

optimal answer to the BCC multiplicative model in the 

evaluation of this DMU. In addition, suppose uo*  is not 

unique; that is, we have multiple answers. Now, to 

calculate the return to scale, we consider models 5 and 6:  

uo
*+ = max uo, 

s.t: 

vtxo = 1, 

uty
j
 - vtxj +  uo ≤ 0,                      j = 1,2,…,n   

uty
o
 - vtxo +  uo = 0, 

u ≥ 0 , v  ≥ 0 , uo  free 

(5) 

uo
*- = min uo, 

s.t: 

vtxo = 1, 

uty
j
 - vtxj +  uo ≤ 0,                      j = 1,2,…,n  

uty
o
 - vtxo +  uo = 0, 

u ≥ 0 , v  ≥ 0 , uo  free 

(6) 

where in, uo
*- < uo

*+ and uo*∈[uo*- , uo*+ ].  
Whereas,  

• If uo
∗+  >  0 and uo*- > 0, the return to scale will be 

increasing at the point (xo , yo). 

• If uo∗+  ≥ 0 and uo*- ≤ 0, the return to scale will be 

constant at the point (xo , yo).  

• If  uo
∗+  <  0 and uo

*- < 0, the return to scale will be 

descending at the point (xo , yo). 
Proof: To prove the above theorem, refer to Banker and 

Thrall (35).  
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Definition2. Return to scale in the network: to define 

return to scale efficiency in the supply chain network, 

suppose (xo1 , yo1 ,zo12)∈ Tv is the vector of the first level of 

the supply chain in DMUo. 
a. If  δ1∗  > 0, so that, 0 ≤ δ < δ1∗:     

Zδ= ((1+δ) xo
1 , (1+δ) y

o
1 , (1+δ) zo

12 )∈Tv ,  

Zδ
´ = ((1-δ) xo

1 , (1-δ) y
o
1 , (1-δ) zo

12 )∉Tv  

(7) 

In that case, the "return to scale of the first level" will 

increase at the points (xo1 , yo1 , and zo12).  
b. If  δ2∗ > 0, so that,  0 ≤ δ < δ2

∗ :       

Zδ= ((1+δ) xo
1 , (1+δ) y

o
1 , (1+δ) zo

12 )∉Tv , 

Zδ
´ = ((1-δ) xo

1 , (1-δ) y
o
1 , (1-δ) zo

12 )∈Tv  

(8) 

Where the "return to scale of the first level" will be 

descending at the points (xo1 , yo1 ,zo12). 
c. If DMUo does not apply in the definition (a) increasing 

return to scale and (b) descending return to scale, then, 

"return to scale" is constant at the point (xo1 , yo1 ,zo12). The 

definition of return to scale in levels 2, 3 and 4, as well 

as the return to scale of the whole supply chain, is done 

similarly. Further explanation is avoided to summarize 

the issue.  

Subsequently, the proposed method will be examined 

utilizing the aforementioned definitions and theorems 

pertaining to return to scale in the Black Box and supply 

chain network. 

 

 

3. PROPOSED METHOD  
 

In traditional DEA models, the consideration of 

intermediate products and the interactions among 

different components within the system is often 

neglected. Addressing this limitation, network DEA 

models are employed. In these instances, the output of 

one level may be computed as the input of the subsequent 

level, and conversely, each level may possess 

independent inputs. The return to scale is an economic 

concept within DEA, denoting the maximum increase in 

output per unit increase in input. The identification of 

return to scale holds particular significance in developing 

DMUo. 

In order to draw the figure and to construct the 

framework, relevant supply chain literature, including the 

work of Darvish Motevalli et al. (15), has preferred from 

the available sources. This paper aims to estimate the 

return to scale of a green supply chain under various 

conditions within the cement industry using DEA 

methodology. The exploration follows the outlined 

structure: 

In the above complete supply chain: 

• L1,  L2, L3 and L4 represent the supplier, 

manufacturer, distributor, and customer 

respectively. 

•  Xf = (xij
f   , i = 1,2, … ,m)  for f = 1,2,3,4  of input 

vector DMUj, including independent inputs to the 

level Lf.  

• Zk1k2  = (zlj
k1k2   ,  l=1,2,…,p) for k1= 1,2,3 and 

k2 = 2,3,4 intermediate data from the level Lk1  to 

Lk2    is the unit j, or, in other words, the output vector 

of the level Lk1  in the unit j, is also the input vector 

of level Lk1+1 .  

• Yk3  = (yrj
k3   ,  r =1,2,…,s) for k3= 1,2,3,4  is the 

output vector of the level Lk3 . 

Consider a set of n identical supply chains similar to 

the configuration depicted in Figure 1, denoted as n 

Decision-Making Units (DMUs) as DMU1 , DMU2  ,… ,  
DMUn  in the DEA literature. The development of a novel 

network DEA model is imperative to assess the return to 

scale of the supply chain under varying conditions. 

Notably, the BCC model proves insufficient in 

identifying the corresponding black box returns to scale 

of the supply chain illustrated in Figure 1. This 

inadequacy arises due to its exclusive consideration of 

the inputs and outputs of the supply chain, disregarding 

the intermediate products generated at different levels 

within the supply chain. Hence, this study introduces a 

network BCC model for the complete supply chain, 

structured according to the nature of input. This model 

aims to calculate the return to scale at each level and, 

ultimately, for the entire supply chain. The model is 

articulated as follows: 

Min θ,     s.t: 

∑ λj
1
  xij

1  ≤ θ xio
1  ,                  i = 1,2,…,m1   n

j=1   

∑ λj
1
  zlj

12  ≥ ∑ λj
2
 zlj

12,n
j=1           l = 1,2,…,p

1
  n

j=1   

∑ λj
1
   y

rj
1   ≥ y

ro 
1 ,               r = 1,2,…,s1   n

j=1   

∑ λj
2
   xij

2   ≤  θ xio
2 ,                  i = 1,2,…,m2   n

j=1   

∑ λj
2
   zlj

23  ≥  ∑ λj
3
  zlj

23,n
j=1         l = 1,2,…,p

2
  n

j=1   

∑ λj
2
   y

rj
2   ≥ y

ro
2 ,            r = 1,2,…,s2   n

j=1   

∑ λj
3
   xij

3   ≤  θ xio
3 ,             i = 1,2,…,m3   n

j=1   

∑ λj
3
   zlj

34  ≥  ∑ λj
4
  zlj

34n
j=1 ,            l = 1,2,…,p

3
  n

j=1   

∑ λj
3
   y

rj
3   ≥  y

ro
3 ,           r = 1,2,…,s3   n

j=1   

∑ λj
4
   xij

4   ≤  θ xio
4 ,           i = 1,2,…,m4   n

j=1   

∑ λj
4
   y

rj
4   ≥ y

ro
4 ,          r = 1,2,…,s4   n

j=1   

∑ λj
1
 = 1 ,     n

j=1 ∑ λj
2
 = 1,   n

j=1 ∑ λj
3
 = 1,   n

j=1 ∑ λj
4
 = 1,   n

j=1   

λj
1 ,  λj

2  ,  λj
3 ,  λj

4  ≥  0 ,        j = 1,2,…,n ,  θ  free 

(9) 
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Figure 1. Four-level supply chain 

 

 

Where in:  

1. For f = 1,2,3,4 the constraints 
∑ λj

fn
j=1  xij

f   ≤  θ xio
f  , i = 1,2,…,m are written corresponding 

to the independent inputs of the level Sf.  
2. For k1= 1,2,3 and k2 = 2,3,4 the constraints 
∑ λj

k1n
j=1  zlj

k1k2   ≥  ∑ λj
k2n

j=1  zlj
k1k2  ,  l = 1,2,…,p corresponding 

to the output of the level Sk1 is written in unit jth and 

indicates that the convex combination of these outputs as 

the inputs of the level Sk2 must be less or equal to the 

production of the level Sk1.  

3. For k3= 1,2,3,4 the constraints ∑ yj
k3n

j=1  yrj
k3  ≥  

yro
k3  ,  r = 1,2,…,s corresponding to the output of the level 
Sk3 is written.  

Employing model 9, the dual formulation of the BCC 

model within a complete supply chain (represented in 

multiplicative form) is articulated as follows. This 

formulation serves as a tool for estimating the efficiency 

of a complete supply chain:  

Max Z =∑ ur1 y
ro 
1s1

r=1 +∑ ur2 y
ro 
2s2

r=1 +∑ ur3 
s3

r=1

y
ro 
3 +∑ ur4 y

ro 
4s4

r=1 +  uo1+ uo2 + uo3+ uo4,  

s.t: 

-∑ vi1 xij 
1m1

i=1  +∑ wl1  zlj
12+∑ ur1 

s1

r=1

p
1

l=1

y
rj 
1  + uo1 ≤ 0,           j = 1,2,…,n   

-∑ wl1  zlj
12p

1

l=1
 -∑ vi2 xij 

2 +∑ wl2  zlj
23p

2

l=1

m2

i=1  +∑ ur2 y
rj 
2s2

r=1 + 

uo2 ≤ 0,           j = 1,2,…,n  

-∑ wl2  zlj
23p

2

l=1
 -∑ vi3 xij 

3 +∑ wl3  zlj
34p

3

l=1

m3

i=1
 +∑ ur3 

s3

r=1

y
rj 
3  + uo3 ≤ 0,          j = 1,2,…,n   

-∑ wl3  zlj
34 -∑ vi4 xij 

4m4

i=1

p
3

l=1
+∑ ur4 y

rj 
4s4

r=1 +  

uo4  ≤ 0,              j = 1,2,…,n   

∑ vi1 xio 
1m1

i=1 +∑ vi2 xio 
2m2

i=1 +∑ vi3 xio 
3m3

i=1
+∑ vi4 xio 

4m4

i=1 = 1,  

vi1 ,  vi2 ,  vi3 ,  vi4  ≥  0, 

ur1 ,  ur2 ,  ur3 ,  ur4 ≥ 0, 

wl1 , wl2 , wl3 ≥ 0,  

uo1 ,  uo2   ,  uo3  ,  uo4   free 

(10) 

To estimate the return to scale of levels 1, 2, 3, and 4 

under distinct or identical conditions utilizing the BCC 

multiplicative model, let DMUo represent an arbitrary 

complete supply chain in accordance with the structure 

depicted in Figure 1.  

Initially, the return to scale of the first level is 

estimated, and subsequently, the estimations for levels 2, 

3, and 4 are derived, mirroring the procedure applied to 

the first level. 
 

3. 1. Estimation of the Return to Scale of the First 
Level (supplier)               For estimation of the return to 

scale of the first level, model 10 is first solved.  
To do this, the target function of model 10 is 

considered in the optimization of Z*. On Z*, the efficiency 

of the first level ( E1
*) or (θ1

*) will be obtained from the 

following model.  

In order to determine the efficiency of the first level, 

the following model is solved:  

Max        E1 =∑ wl1  zlo
12p

1

l=1
 + ∑ ur1 y

ro 
1s1

r=1 +  uo1 ,   

  s.t:     

  ∑ vi1 xio 
1m1

i=1 =1,  

-∑ vi1 xij 
1m1

i=1  +∑ wl1  zlj
12+∑ ur1 

s1

r=1

p
1

l=1

y
rj 
1  + uo1 ≤ 0,                j = 1,2,…,n   

-∑ wl1  zlj
12p

1

l=1
 -∑ vi2 xij 

2 +∑ wl2  zlj
23p

2

l=1

m2

i=1  +∑ ur2 
s2

r=1

y
rj 
2 + uo2 ≤ 0           j = 1,2,…,n   

-∑ wl2  zlj
23p

2

l=1
 -∑ vi3 xij 

3 +∑ wl3  zlj
34p

3

l=1

m3

i=1
 +∑ ur3 

s3

r=1

y
rj 
3  + uo3 ≤ 0,        j = 1,2,…,n   

-∑ wl3  zlj
34 -∑ vi4 xij 

4m4

i=1

p
3

l=1
+∑ ur4 y

rj 
4s4

r=1 +  

uo4  ≤ 0,           j = 1,2,…,n   

Z*= 
∑ ur1 yro 

1s1
r=1

+ ∑ ur2 yro 
2s2

r=1
+∑ ur3 yro 

3s3
r=1

+∑ ur4 yro 
4s4

r=1
 +  uo1 +  uo2 +  uo3 +  uo4

∑ vi1 xio 
1m1

i=1
+∑ vi2 xio 

2m2
i=1

+∑ vi3 xio 
3m3

i=1
+∑ vi4 xio 

4m4
i=1

,  

vi1 ,  vi2 ,  vi3 ,  vi4  ≥  0, 

ur1 ,  ur2 ,  ur3 ,  ur4 ≥ 0, 

wl1 , wl2 , wl3 ≥ 0,   

 uo1 ,  uo2   ,  uo3  ,  uo4   free 

(11) 

In these conditions, two cases will be considered:  

1. Where  uo1 is unique;  
2. Where  uo1 has multiple answers. 

To identify the uniqueness of  uo1, models 12 and 13 
are considered.   

In fact, to estimate the return to scale in  uo1, the 

following two models by the same achievable area and 
two target functions are used to estimate uo1−  and uo1

+ .  

  uo1
+  = max uo1,  

  s.t:  

  ∑ vi1 xio 
1m1

i=1 =1,  

(12) 
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-∑ vi1 xij 
1m1

i=1  +∑ wl1  zlj
12+∑ ur1 

s1

r=1

p
1

l=1

y
rj 
1  + uo1 ≤ 0,                           j = 1,2,…,n   

-∑ wl1  zlj
12p

1

l=1
 -∑ vi2 xij 

2 +∑ wl2  zlj
23p

2

l=1

m2

i=1  +∑ ur2 
s2

r=1

y
rj 
2 + uo2 ≤ 0,      j = 1,2,…,n   

-∑ wl2  zlj
23p

2

l=1
 -∑ vi3 xij 

3 +∑ wl3  zlj
34p

3

l=1

m3

i=1
 +∑ ur3 

s3

r=1

y
rj 
3  + uo3 ≤ 0,       j = 1,2,…,n   

-∑ wl3  zlj
34 -∑ vi4 xij 

4m4

i=1

p
3

l=1
+∑ ur4 y

rj 
4s4

r=1 +  

uo4  ≤ 0,                              j = 1,2,…,n   

Z*= 
∑ ur1 yro 

1s1
r=1

+ ∑ ur2 yro 
2s2

r=1
+∑ ur3 yro 

3s3
r=1

+∑ ur4 yro 
4s4

r=1
 +  uo1 +  uo2 +  uo3 +  uo4

∑ vi1 xio 
1m1

i=1
+∑ vi2 xio 

2m2
i=1

+∑ vi3 xio 
3m3

i=1
+∑ vi4 xio 

4m4
i=1

,  

E1
* =∑ wl1  zlo

12p
1

l=1
 + ∑ ur1 y

ro 
1s1

r=1 +  uo1 ,   

vi1 ,  vi2 ,  vi3 ,  vi4  ≥  0, 

ur1 ,  ur2 ,  ur3 ,  ur4 ≥ 0, 

wl1 , wl2 , wl3 ≥ 0,   

uo1 ,  uo2   ,  uo3  ,  uo4   free. 

Also, model 13 is estimated with the same achievable area 

and different target function as model 12 to estimate uo1− .  

  uo1
-  = min uo1,  

  s.t:  

  ∑ vi1 xio 
1m1

i=1 =1,  

-∑ vi1 xij 
1m1

i=1  +∑ wl1  zlj
12+∑ ur1 

s1

r=1

p
1

l=1

y
rj 
1  + uo1 ≤ 0,                           j = 1,2,…,n   

-∑ wl1  zlj
12p

1

l=1
 -∑ vi2 xij 

2 +∑ wl2  zlj
23p

2

l=1

m2

i=1  +∑ ur2 
s2

r=1

y
rj 
2 + uo2 ≤ 0,      j = 1,2,…,n   

-∑ wl2  zlj
23p

2

l=1
 -∑ vi3 xij 

3 +∑ wl3  zlj
34p

3

l=1

m3

i=1
 +∑ ur3 

s3

r=1

y
rj 
3  + uo3 ≤ 0,       j = 1,2,…,n   

-∑ wl3  zlj
34 -∑ vi4 xij 

4m4

i=1

p
3

l=1
+∑ ur4 y

rj 
4s4

r=1 +  

uo4  ≤ 0,             j = 1,2,…,n   

Z*= 

∑ ur1 yro 
1s1

r=1
+ ∑ ur2 yro 

2s2
r=1

+∑ ur3 yro 
3s3

r=1
+∑ ur4 yro 

4s4
r=1

 +  uo1 +  uo2 +  uo3 +  uo4

∑ vi1 xio 
1m1

i=1
+∑ vi2 xio 

2m2
i=1

+∑ vi3 xio 
3m3

i=1
+∑ vi4 xio 

4m4
i=1

,  

E1
* =∑ wl1  zlo

12p
1

l=1
 + ∑ ur1 y

ro 
1s1

r=1 +  uo1 ,   

vi1 ,  vi2 ,  vi3 ,  vi4  ≥  0, 

ur1 ,  ur2 ,  ur3 ,  ur4 ≥ 0, 

wl1 , wl2 , wl3 ≥ 0,   

uo1 ,  uo2   ,  uo3  ,  uo4   free. 

(13) 

1. If uo1+ =  uo1
−  that is, uo1∗  is unique and theorem 1 will 

be correct.  
2. If uo1− < uo1

+  then uo1
* ∈ [uo1

-  , uo1
+  ] and theorem 2 will 

be. 

Tip 1: To get the returns to scale of the level 2, 3 and 4, 

the same procedure is followed. 

 

3. 2. Examining the Conformity of the Calculation 
of the Return to Scale to its Definition in a Green 
Supply Chain             Suppose DMUo is a supply chain 

with an intended structure as shown in Figure 1. This 

chain can be considered as follows: 

(

(xo
1 , yo

1 ,zo
12)⏟        

Input and output vector in level (1)

, (xo
2 , zo

12, yo
2 ,zo

23)⏟          
Input and output vector in  level  (2)

 , 

(xo
3 , zo

23, yo
3 ,zo

34)⏟          
Input and output vector in level  (3)

 , (xo
4 , zo

34, yo
4)⏟        

Input and output vector in  level  (4)

)  

In this section, it is necessary to examine the 

conformity of the definition of return to scale in all four 

levels and finally, the return to scale of the whole chain 

and the way of estimation. In other words, the 

relationship between definition 1 and theorems 1 and 2 in 

Black Box will be studied in each level of the chain and 

finally the whole supply chain.  

Theorem 3: The return to scale of the first level is 

increasing at the point (xo1 , yo1 ,zo12), if and only if  uo1∗ >

0.  
The return to scale of the first level is constant at the 

point (xo1 , yo1 ,zo12), If and only if  uo1∗ = 0.  
The return to scale of the first level is descending at 

the point (xo1 , yo1 ,zo12), If and only if uo1∗ < 0.  
 

Proof: Suppose (xo
1 , yo

1 ,zo
12) is the vector of the first 

level in the supply chain of  DMUo. In order to represent 

that the return to scale is increasing at this level, it is 

sufficient, by definition 1, to show that δ1
∗  > 0, that for 

every 0 ≤ δ < δ1
∗  

We have:   

a)        Zδ= ((1+δ) xo
1 , (1+δ) yo

1 , (1+δ) zo
12 ) ∈Tv , 

b )       Zδ
´= ((1-δ) xo

1 , (1-δ) yo
1 , (1-δ) zo

12 ) ∉Tv  

To show the relation (a) by using the second 

constraint of model 12, we have:  

-v*(1+δ) xo 
1+ w*(1+δ) zo 

12+ u*(1+δ) yo 
1+ uo1

* = 

(1+δ) [-v*xo 
1+ w*zo 

12+ u*yo 
1+ uo1

*  ] - δuo1
*   

But, in the above equation: 1+δ > 0 and [-

v*xo 
1+ w*zo 

12+ u*yo 
1+ uo1

*  ] ≤ 0. Because, (xo1 , yo1 ,zo12)   is 

in the set of product possibilities. Therefore,  Zδ ∈ Tv, if 

and only if - δuo1
*  ≤ 0. So - δ ≤ 0, it should be uo1

*  ≥ 0. 
On the other hand, to show the relation (b) by using the 

second constraint of model 12, we have:  



R. Sharafeddin et al. / IJE TRANSACTIONS A: Basics  Vol. 37 No. 04, (April 2024)   608-624                                          617 

 

-v*(1- δ) xo 
1+ w*(1- δ) zo 

12+u*(1- δ) yo 
1+ uo1

* = 

(1- δ) [-v*xo 
1+ w*zo 

12+ u*yo 
1+ uo1

*  ] + δuo1
*  

But, in the above equation: 1-δ > 0 and [-

v*xo 
1+ w*zo 

12+ u*yo 
1+ uo1

*  ] ≤ 0. Because, (xo1 , yo1 ,zo12)   is 

in the set of product possibilities. Therefore, Zδ
´  ∉ Tv if 

and only if δuo1
*  > 0. So δ > 0, it should be uo1

*  ≥ 0. 
As a result, by the relation uo1

*  ≥ 0  and uo1
*  > 0 proved 

previously, we conclude uo1
*  > 0. Exactly by this 

argument and simply, it can be possible to prove the 

return to scale in a fixed and descending state.  

Theorem 4: The returns to scale in the second level 

increase at the point (xo2 , zo12, yo2 ,zo23), if and only if uo2
∗ >

0. 
The returns to scale in 2nd level are constant at the 

point (xo2 , zo12, yo2 ,zo23), if and only if uo2∗ = 0. 

The returns to scale in 2nd level is descending at the 

point (xo2 , zo12, yo2 ,zo23), if and only if uo2∗ < 0.  
Proof: It is exactly the same as proving theorem 3. 

Theorem 5: The returns to scale of the 3rd level are 

increasing at the point (xo3 , zo23, yo3 ,zo34), if and only if 

uo3
∗ > 0.  

The return to scale of 3
rd level is constant at the point 

(xo
3 , zo

23, yo
3 ,zo

34), if and only if uo3∗ = 0. 

The return to scale of 3
rd level is descending at the 

point (xo3 , zo23, yo3 ,zo34), if and only if uo3∗ < 0.  
Proof: It is exactly the same as proving theorem 3.  

Theorem 6: The return to scale in the 4
th level is 

increasing at the point (xo4 , zo34, yo4), if and only if uo4∗ >

0.  

The returns to scale of the 4
th level scale are constant 

at the point (xo4 , zo34, yo4), if and only if uo4∗ = 0. 
The returns to scale of the 4th level are descending at 

the point (xo4 , zo34, yo4), if and only if uo4∗ < 0.  
Proof: It is exactly the same as proving Theorem 3. 

Note 2: Theorems 3, 4, 5 and 6, regarding the method 

of estimating four-level return to scale, were proved in 

the case that the optimal answer is unique. It can be easily 

proved that these 4 theorems are correct in the case that 

the optimal answer is not unique. To prove the case, for 

example, for the level 1, that is, uo1
∗  is an optimal answer 

of models 12 and 13, that is, uo1
*+ and  uo1

*- and similar to 

the process of proving theorem 3. The proof of the 

theorem in levels 2, 3 and 4 is also similar.it is avoided 

to be written for the sake of summary.  

Now, we will study the way of estimating the return 

to scale of the whole chain(uo
∗ ). 

Note 3: As we know, we no longer solve the model  

 

 

 

to estimate the return to scale of the whole supply chain. 

But, we estimate the return to scale of the whole 

supply chain(uo
∗ ) through the following relation: 

uo
* =  uo1

*  + uo2
*  + uo3

*  + uo4
*  (14) 

 

1. If uo1
*  , uo2

*  , uo3
*  , uo4

*  all are unique, uo∗  is unique and 

theorem 1 will be correct. 

2. If at least one of uo1
*  , uo2

*  , uo3
*  , uo4

*  is not unique, so uo∗  
(return to scale of the whole chain) will certainly not be 

unique and due to interval operations, uo∗  will be 

calculated.  

Alefeld and Herzberger (36), in the first part (the 

calculation of real distances) of the book Preliminary 

Distance Estimations, have talked about the estimations 

of interval operations (distances):  

The operations can be explicitly estimated in the 

ranges A = [a1 , a2] and B = [b1 , b2], so that: 

A + B = [a1+ b1  ,  a2 + b2]. 

So, to calculate uo
∗, we have:  

uo
* =  uo1

*  + uo2
*  + uo3

*  + uo4
*  ,  

[uo
-  , uo

+ ]= [uo1
-  ,uo1

+ ]+ [uo2
-  , uo2

+ ]+ [uo3
-  , uo3

+ ]+ [uo4
-  , 

uo4
+ ],  

⟹[uo
-  , uo

+ ]= [uo1
- + uo2

- + uo3
- + uo4

-  , uo1
+ + uo2

+ +uo3
+ +uo4

+ ]  

(15) 

Theorem 7: Suppose uo*  = uo1
*  + uo2

*  + uo3
*  + uo4

* , in that 

case:  

- The return to scale of the whole supply chain is 

increasing, if and only if uo*  > 0.  

- The return to scale of the whole supply chain is constant 

if and only if uo*= 0. 

- The return to scale of the whole supply chain is 

descending, if and only if uo*< 0.  
Proof: Suppose DMUo is a supply chain with an 

assumptive structure. In order to represent that the return 

to scale of the whole chain is increasing, it is enough, by 

definition 1, to show that if δ1
∗ > 0 for each 0 ≤ δ < δ1

∗ , 

we have:  
 

a)        Zδ ∈ Tv , 

b)         Zδ
´  ∉ Tv  

To show the relation (a), we, from the sum of 4 

constraints including the second to fifth, will have model 

12: 

-v1
*  xj

1 + w1
*  zj

12 + u1
*  yj

1 + uo1
*  - w1

*  zj
12 - v2

*  xj
2 + 

 w2
*  zj

23 + u3
*  yj

3 + uo2
*  - w2

*  zj
23 - v3

*  xj
3 + w3

*  zj
34 + 

u3
*  yj

3 + uo3
*  - w3

*  zj
34 - v4

*  xj
4 + u4

*  yj
4 + uo4

*   ≤  0. 

Now, we will construct Zδ as follows:  
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[-v1
*(1+δ) xo 

1+w1
*(1+δ) zo 

12+u1
* (1+δ) yo 

1+ uo1
*  ]+[-w1

*(1+δ) zo 
12-v2

*(1+δ) xo 
2+w2

*(1+δ) zo 
23+ u2

* (1+δ) 

yo 
2+uo2

*  ] +[-w2
*(1+δ) zo 

23-v3
*(1+δ) xo 

3+w3
*(1+δ) zo 

34+u3
* (1+δ) yo 

3+uo3
*  ]+[-w3

*(1+δ) zo 
34-v4

*(1+δ) xo 
4+u4

* (1+δ) 

yo 
4+uo4

*  ] =(1+δ) [-v1
* xo 

1 + w1
* zo 

12 +  u1
* y

o 
1  +  uo1

*⏞                  
The first sentence

 ]  +(1+δ) [-w1
* zo 

12- v2
* xo 

2  + w2
* zo 

23+  u2
* y

o 
2  +  uo2

*⏞                        
The second sentence

 ]+ 

(1+δ) [-w2
* zo 

23- v3
* xo 

3 + w3
* zo 

34+  u3
* y

o 
3 + uo3

*  ⏞                      
The third sentence

 ]+ (1+δ) [-w3
* zo 

34- v4
* xo 

4 +  u4
* y

o 
4 + uo4

*  ⏞                  
The fourth sentence

 ] - δ(uo1
*  + uo2

*  + uo3
*  + uo4

*⏞            
The fifth sentence

) 

(16) 

 

But, since (1+δ) > 0 and DMUo is a supply chain, in 

the last sentence of the above 5 sentences, the first 4 
sentences are less than or equal to zero. Therefore,  Zδ ∈ 

Tv, if and only if -δ uo
*  ≤ 0, and because -δ < 0, so, it 

must be uo*  ≥ 0.  
On the other hand, to represent the relation (b) in a 

similar way to the above process and to prove theorem 

(3), we will obtain uo
*> 0. As a result, we conclude uo

*> 0 

by the relations uo
*  ≥ 0 and uo

*> 0. The return to scale can 

be easily proved in the case of constant and increasing. 

 

 

4. CASE STUDY  
 

The effective management of a green supply chain stands 

as a critical concern for organizations, necessitating 

managerial efforts to formulate suitable models for 

performance estimation.  

This study examines 42 companies operating within 

the cement industry to ascertain the overall return to scale 

across various levels. The comprehensive costs 

encompass annual expenditures associated with green 

training, eco-friendly design (pertaining to economic 

sustainability), personnel costs (relating to social 

sustainability), and environmental costs (reflecting 

environmental sustainability).  

These factors manifest at different stages of the 

supply chain. The impetus for undertaking this research 

lies in the need to estimate the return to scale for cement 

factories, treating them as complete supply chains while 

accounting for these environmental considerations, 

where changes lie either entirely or partially beyond 

managerial control.  

Validation of the proposed model is executed using 

real data from the cement industry in 2021. The model 

adeptly estimates the return to scale for the supply chain 

within this industry.  

Additionally, the supporting source used to determine 

input, output, and intermediate data indicators, are 

determined based on authoritative sources and expert 

opinions, prominently featuring the work of Darvish 

Motevalli et al. (15), which is duly referenced. 

Subsequently, the indicators outlined in Table 1 

encompass financial, economic, and production metrics. 

 

 

TABLE 1. Introduction of indicators and their definitions for J th DMU in independent inputs, intermediate data and outputs 

Symbols Classification of indicators Title of Indicators 

𝑿𝒊𝒋
𝟏   

x1j
1  

Primary inputs of  

supply chain 

Quality of suppliers in terms of stability in supplying raw materials and consumables 

x2j
1  Cost of green training and sustainability for addressing related issues along the supply chain 

x3j
1  Total initial investment in mining and factory operation 

x4j
1  Total cost of purchasing minerals, chemicals and other consumables 

x5j
1  Total cost paid to contractors for mining extraction 

x6j
1  Total transportation costs paid 

x7j
1  Total financial costs 

x8j
1  Total cost of salaries and wages paid 

𝒀𝒓𝒋
𝟏   

y1j
1  

First level outputs 
Factory performance impact on creating adverse environmental effects in mining 

y2j
1  Total mineral reserves available 

𝒁𝒍𝒋
𝟏𝟐  

z1j
12 

Intermediate data (1st level 

output and 2nd level input) 

Total tonnage of chemical and mineral additives in the production process 

z2j
12 Total mineral raw materials stored to use in cold season 

z3j
12 Quality of training programs for suppliers and employees for sustainable production and TQM 
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Symbols Classification of indicators Title of Indicators 

z4j
12 Total research and development costs 

z5j
12 Industry's actual capacity 

𝑿𝒊𝒋
𝟐   

x1j
2  

2nd level independent inputs 

Suppliers flexibility 

x2j
2  Improvement of relationships throughout the supply chain 

x3j
2  Total cost to increase reliability in the supply chain 

x4j
2  Paying attention to principles of legal standards and government regulations along the chain 

x5j
2  Total energy payment costs 

x6j
2  Electricity consumption per year in kilowatt-hours (kw/h) 

x7j
2  Gas consumption per year in cubic meters per ton (m3/ton) 

x8j
2  Mazut fuel energy consumption per year in liters per ton (liters/ton) 

𝒀𝒓𝒋
𝟐   

y1j
2  

2nd level outputs 

Total dust particles produced in milligrams per cubic meter (mg / m3) 

y2j
2  Annual average of emitted NOX greenhouse gases (mg/m3) 

y3j
2  Annual average of emitted CO greenhouse gases (mg/m3) 

y4j
2  Annual average of emitted SO2 greenhouse gases (mg/m3) 

y5j
2  Impact of total infiltrated water consumption and wastewater on groundwater 

𝒁𝒍𝒋
𝟐𝟑  

z1j
23 

Intermediate data (2nd level 

output and 3rd level input) 

Total tonnage of the clinker production by the factory 

z2j
23 Total tonnage of the cement production by the factory 

𝑿𝒊𝒋
𝟑   

x1j
3  

3rd level Independent inputs 

Reverse logistics 

x2j
3  Efforts to use advanced technologies and alternative raw materials 

x3j
3  Total marketing costs 

x4j
3  Cost of environmentally compatible design 

x5j
3  Number of consumed cement bags per year of type pp 

𝒀𝒓𝒋
𝟑   y1j

3  Third level output Total value of assets and inventory held ready for sale in Rials 

𝒁𝒍𝒋
𝟑𝟒  

z1j
34 

Intermediate data (3rd level 

output and 4th level input) 

Total tonnage of bagged and bulk cement sales in the domestic and export markets 

z2j
34 Total tonnage of clinker sold 

z3j
34 Total finished product cost 

𝑿𝒊𝒋
𝟒   

x1j
4  

4th level independent Inputs 

Implementation of quality of life principles and social welfare for personnel 

x2j
4  Factory's impact in the area of activity 

x3j
4  Social responsiveness 

𝐘𝐫𝐣
𝟒  

y1j
4  

Final outputs 

Total assets 

y2j
4  Competitiveness and globalization of the factory brand 

y3j
4  Cultural attitude towards creating green spaces 

y4j
4  Total revenue from products sales 

y5j
4  Total profit earned 

y6j
4  Annual growth rate based on performance 

y7j
4  Returns on assets (ROA) 

y8j
4  Return on equity owners' accounts 

y9j
4  Customer satisfaction 
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To exemplify the application of the proposed method, 

authentic data from 42 cement companies in the year 

2021 is meticulously scrutinized, encompassing inputs, 

outputs, and intermediate data. 

Subsequently, the implementation of models 10 and 

11 is effectuated through GAMS software. Following the 

execution of models 10 and 11 using the GAMS 

software, the overall efficiency of the supply chain and 

the efficiency of levels one through four were estimated. 

According to the basic DEA definitions and principles 

mentioned by Banker et al. (30), a value of “1.00000” in 

Table 2 indicates "strong efficiency" or "Pareto-

Koopmans Efficiency" for DMUs. The results are 

presented in Table 2. 

By implementing models 12 and 13 using the GAMS 

software and considering theorem 2 proposed by Banker 

and Thrall (35), the return to scale of levels one to four 

was estimated. Finally, based on the relationship 

presented by Alfield and Herzberger (36), the return to 

scale of complete supply chain was estimated. The results 

are illustrated in Table 3. 

 

 

TABLE 2. The efficiency of the whole supply chain and the efficiency of the first to fourth level 

E4 E3 E2 E1 Z Company Name 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU1 Sabad 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU2 Sabik 

0.9817792 1.0000000 1.0000000 0.9993864 0.9981847 DMU3 Sarab 

1.0000000 0.9342312 1.0000000 1.0000000 0.9986577 DMU4 Sarbil 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU5 Sarum 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU6 Saveh 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU7 Sebagher 

1.0000000 0.9835436 1.0000000 1.0000000 0.9978771 DMU8 Sebajnu 

1.0000000 0.9485462 1.0000000 1.0000000 0.9993072 DMU9 Sabzeva 

1.0000000 1.0000000 1.0000000 0.9985984 0.9985984 DMU10 Sebahan 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU11 Sepaha 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU12 Satran 

1.0000000 0.9198612 0.9989980 1.0000000 0.9966413 DMU13 Sajam 

0.9900012 1.0000000 1.0000000 1.0000000 0.9996298 DMU14 Sakhash 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU15 Sakhrom 

1.0000000 1.0000000 1.0000000 1.0000000 0.9999267 DMU16 Sekhazar 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU17 Sakhvaf 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU18 Sakhuz 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU19 Sedasht 

1.0000000 0.9541445 1.0000000 1.0000000 0.9986574 DMU20 Sadur 

1.0000000 0.9720452 1.0000000 1.0000000 0.9996711 DMU21 Sarud 

1.0000000 0.9765528 1.0000000 1.0000000 0.9985093 DMU22 Seshargh 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU23 Seshomal 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU24 Sesafha 

1.0000000 0.9686542 1.0000000 1.0000000 0.9981047 DMU25 Sesufi 

1.0000000 0.9525511 1.0000000 1.0000000 0.9948798 DMU26 Saghrab 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU27 Sefar 

1.0000000 0.9965400 1.0000000 1.0000000 0.9987711 DMU28 Sefars 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU29 Sefarum 

1.0000000 0.9912634 1.0000000 0.9994331 0.9989667 DMU30 Sefanu 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU31 Sefiruz 
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E4 E3 E2 E1 Z Company Name 

0.9505419 0.9853776 1.0000000 1.0000000 0.9990562 DMU32 Seghain 

1.0000000 0.9998777 1.0000000 1.0000000 0.9990175 DMU33 Sekarun 

1.0000000 0.9204183 0.9991167 1.0000000 0.9976153 DMU34 Sekard 

1.0000000 0.9139310 1.0000000 1.0000000 0.9990327 DMU35 Sekarma 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU36 Selaar 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU37 Semazen 

1.0000000 1.0000000 1.0000000 0.9989622 0.9987039 DMU38 Samtaz 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU39 Senir 

1.0000000 1.0000000 1.0000000 1.0000000 1.0000000 DMU40 Sehormoz 

1.0000000 1.0000000 1.0000000 0.9995318 0.9995315 DMU41 Sehegmat 

1.0000000 1.0000000 1.0000000 0.9990813 0.9990813 DMU42 Silam 

 

 

TABLE 3. Estimating the returns to scale of the first to fourth levels and estimating the return to scale of the whole supply chain 

Company Name 𝐮𝐨𝟏
+  𝐮𝐨𝟏

−  

1st level 

return to 

scale 

𝐮𝐨𝟐
+  𝐮𝐨𝟐

−  

2nd level 

return to 

scale 

𝐮𝐨𝟑
+  𝐮𝐨𝟑

−  

3rd level 

return to 

scale 

𝐮𝐨𝟒
+  𝐮𝐨𝟒

−  

4th level 

return to 

scale 

𝐮𝐨
+ 𝐮𝐨

− 

Total 

return to 

scale 

Sabad DMU1 + - constant + - constant + + increasing + - constant + - constant 

Sabik DMU2 + + increasing + - constant + - constant + - constant + - constant 

Sarab DMU3 - - decreasing + - constant + - constant - - decreasing - - decreasing 

Sarbil DMU4 + - constant + - constant + + increasing - - decreasing - - decreasing 

Sarum DMU5 + - constant + - constant + - constant + - constant + - constant 

Saveh DMU6 + - constant + - constant + - constant + - constant + - constant 

Sebagher DMU7 + - constant + - constant + - constant - - decreasing - - decreasing 

Sebajnu DMU8 + - constant + - constant - - decreasing + - constant + - constant 

Sabzeva DMU9 - - decreasing + - constant + + increasing + - constant + - constant 

Sebahan DMU10 - - decreasing + - constant + - constant + - constant + - constant 

Sepaha DMU11 + - constant + - constant + - constant + - constant + - constant 

Satran DMU12 + - constant + - constant + - constant + - constant + - constant 

Sajam DMU13 + - constant + + increasing + + increasing + - constant + - constant 

Sakhash DMU14 + - constant + - constant + - constant - - decreasing - - decreasing 

Sakhrom DMU15 + - constant + - constant + - constant + - constant + - constant 

Sekhazar DMU16 + - constant + - constant + - constant - - decreasing - - decreasing 

Sakhvaf DMU17 + - constant + - constant + - constant + - constant + - constant 

Sakhuz DMU18 + - constant + - constant + - constant + - constant + - constant 

Sedasht DMU19 + - constant + - constant + - constant + - constant + - constant 

Sadur DMU20 + - constant + - constant + + increasing - - decreasing - - decreasing 

Sarud DMU21 + - constant + - constant + + increasing + - constant + - constant 

Seshargh DMU22 + - constant + - constant + + increasing + - constant + - constant 

Seshomal DMU23 + - constant + - constant + - constant + - constant + - constant 

Sesafha DMU24 + - constant + - constant + - constant + - constant + - constant 

Sesufi DMU25 - - decreasing + - constant + + increasing - - decreasing - - decreasing 

Saghrab DMU26 + - constant + - constant + + increasing - - decreasing - - decreasing 

Sefar DMU27 + - constant + - constant + - constant - - decreasing - - decreasing 

Sefars DMU28 - - decreasing + - constant + + increasing + - constant + - constant 

Sefarum DMU29 + - constant + - constant + - constant + - constant + - constant 
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Company Name 𝐮𝐨𝟏
+  𝐮𝐨𝟏

−  

1st level 

return to 

scale 

𝐮𝐨𝟐
+  𝐮𝐨𝟐

−  

2nd level 

return to 

scale 

𝐮𝐨𝟑
+  𝐮𝐨𝟑

−  

3rd level 

return to 

scale 

𝐮𝐨𝟒
+  𝐮𝐨𝟒

−  

4th level 

return to 

scale 

𝐮𝐨
+ 𝐮𝐨

− 

Total 

return to 

scale 

Sefanu DMU30 - - decreasing + - constant - - decreasing - - decreasing - - decreasing 

Sefiruz DMU31 + - constant + - constant + - constant - - decreasing + - constant 

Seghain DMU32 - - decreasing + - constant + + increasing - - decreasing - - decreasing 

Sekarun DMU33 + - constant + - constant + + increasing - - decreasing - - decreasing 

Sekard DMU34 + - constant - - decreasing + + increasing - - decreasing - - decreasing 

Sekarma DMU35 + - constant + - constant + + increasing + - constant + - constant 

Selaar DMU36 + - constant + - constant + - constant + - constant + - constant 

Semazen DMU37 + - constant + - constant + - constant + - constant + - constant 

Samtaz DMU38 - - decreasing + - constant + - constant + - constant + - constant 

Senir DMU39 + - constant + - constant + - constant + - constant + - constant 

Sehormoz DMU40 + - constant + - constant + - constant + - constant + - constant 

Sehegmat DMU41 - - decreasing + - constant + - constant - - decreasing - - decreasing 

Silam DMU42 + + increasing + - constant + - constant + - constant + - constant 

 

 

5. CONCLUSION  
 

In a broader context, the estimation of returns to scale 

furnishes valuable insights into the progression or 

constraints within Decision-Making Units (DMUs). An 

escalating return to scale implies that when the input is 

doubled, the output surpasses a twofold increase. This 

signifies that the expansion of DMUs is cost-effective. 

Conversely, a diminishing return to scale indicates that 

when the input is doubled, the output falls short of 

doubling. In this scenario, the constraints on DMUs are 

deemed reasonable. 

In the contemporary business landscape, the 

enhancement of supply chain performance stands as the 

sole avenue to attain a competitive advantage in the 

global market. Thus, leveraging the Multiple BCC model 

within a complete supply chain, the initial step involves 

estimating the overall efficiency model and the efficiency 

at each level within the supply chain. Subsequently, the 

return-to-scale model of each level was estimated. 

Finally the return to scale model for complete supply 

chain was estimated. Given the pivotal role of the cement 

industry in national development, a thorough 

examination of total efficiency, efficiency at various 

levels, and the return to scale at each level and for the 

entire cement industry is conducted. This examination is 

based on the data from 2021 and employs the models and 

theorems expounded in this paper. The return to scale for 

42 cement companies listed on the Stock Exchange, each 

comprising four levels (supplier, producer, distributor, 

and customer), is meticulously estimated. 

The results of model execution indicate that, in the 

entire supply chain, 28 Companies exhibit constant return 

to scale. This implies that if inputs increase, the outputs 

also increase in the same proportion to the inputs. 

Therefore, economically, expanding or limiting DMUs 

results in neither profit nor loss. However, based on the 

defined input indices in Table 1, various decision-making 

approaches can be considered. For instance: 

1) Considering the eighth input index, "Total cost of 

salaries and wages paid" if the development of these 28 

Companies leads to increased employment, it may not be 

financially beneficial for the company. Still, it could be 

considered a socially and culturally beneficial activity, 

contributing to job creation and preventing social harm 

overall. 

2) Regarding the second input index, "Cost of green 

training and sustainability for addressing related issues 

along the supply chain", if the development of these 28 

companies results in a healthier environment and a 

reduction in harmful effects from factory activities, it 

may not yield financial benefits for the company. 

However, it can be considered a useful activity for health 

and environmental sustainability, serving future 

generations. 

Based on the above examples, the decision regarding 

whether a DMU should expand or not depends on the 

decision-maker. 

The results of the model execution indicate that, in the 

entire supply chain, 14 remaining companies exhibit 

decreasing return to scale. This implies that if inputs 

increase, outputs increase less than the input ratio, 

economically justifying the limitation of DMUs. 

Furthermore, executing the model using GAMS 

software revealed that 2 cement companies at the 

supplying level, 1 company at the production level, and 

14 companies at the distributing level have ascending 

return to scale. It means that while the overall return to 

scale of these 42 companies is either constant or 

decreasing, some companies, according to the results in 

Table 3, exhibit ascending return to scale at various 

levels. In economic terms, this indicates that developing 
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these DMUs at specific levels within the supply chain is 

economically viable. 

The analysis suggests that if a company's return to 

scale is upward at a specific level, it needs to be 

investigated whether the overall return to scale of that 

company is constant or decreasing. If the overall return 

to scale of the company throughout the supply chain is 

decreasing, and the return to scale at one of the levels is 

increasing, the development of this DMU at the intended 

level is not economically feasible. This means that by 

expanding a specific level of the company's chain where 

its return to scale has increased, the overall return to scale 

of the chain in the company remains reduced. 

However, if the overall return to scale of the company 

throughout the supply chain is constant and the return to 

scale at one of the levels is increasing, the development 

of the company can be considered, depending on the 

decision-maker's perspective. It is recommended to 

consider relevant indicators regarding employment 

generation, reduction of social damages, health, 

environmental sustainability, etc. 

The following topics are proposed for consideration 

as future research needs: 

➢ Estimating return to scale in a four-level supply 

chain in the presence of uncontrollable and 

undesirable factors; 

➢ Determining units with the Most Productive Scale 

Size (MPSS) in the green supply chain using data 

envelopment analysis; 

➢ Presenting non-radial models for evaluating the 

performance of the complete supply chain with 

dependent and independent inputs and outputs; 

➢ Determining left and right scale efficiencies in the 

4-level green supply chain using data envelopment 

analysis; 

➢ Furthermore, in future research, it would be 

possible to investigate the waste of intermediate 

outputs in the supply chain, resulting from the  

 

imbalance between supply and demand in internal 

sectors. A comprehensive study on resource 

efficiency for the supply chain could also be 

presented. 

 

 

6. REFERENCES  
 

1. Charnes A, Cooper WW, Rhodes E. Measuring the efficiency of 

decision making units. European journal of operational research. 

1978;2(6):429-44.  https://doi.org/10.1016/0377-2217(78)90138-

8 

2. Färe R, Grosskopf S. Intertemporal production frontiers: with 

dynamic DEA. Journal of the operational research society. 

1997;48(6):656-.  https://doi.org/10.1057/palgrave.jors.2600779 

3. Färe R, Grosskopf S, Whittaker G. Network Dea II. Data 

Envelopment Analysis: A Handbook on the Modeling of Internal 
Structures and Networks. 2014:307-27.  

https://doi.org/10.1016/S0038-0121(99)00012-9 

4. Saranga H, Moser R. Performance evaluation of purchasing and 
supply management using value chain DEA approach. European 

journal of operational research. 2010;207(1):197-205.  

https://doi.org/10.1016/j.ejor.2010.04.023 

5. Chen C, Yan H. Network DEA model for supply chain 

performance evaluation. European journal of operational 

research. 2011;213(1):147-55.  

https://doi.org/10.1016/j.ejor.2011.03.010 

6. Tavana M, Mirzagoltabar H, Mirhedayatian SM, Saen RF, Azadi 

M. A new network epsilon-based DEA model for supply chain 
performance evaluation. Computers & Industrial Engineering. 

2013;66(2):501-13.  https://doi.org/10.1016/j.cie.2013.07.016 

7. Mirhedayatian SM, Azadi M, Saen RF. A novel network data 

envelopment analysis model for evaluating green supply chain 

management. International Journal of Production Economics. 

2014;147:544-54.  https://doi.org/10.1016/j.ijpe.2013.02.009 

8. Shafiee M, Lotfi FH, Saleh H. Supply chain performance 

evaluation with data envelopment analysis and balanced 
scorecard approach. Applied mathematical modelling. 

2014;38(21-22):5092-112.  

https://doi.org/10.1016/j.apm.2014.03.023 

9. Grigoroudis E, Petridis K, Arabatzis G. RDEA: A recursive DEA 

based algorithm for the optimal design of biomass supply chain 

networks. Renewable Energy. 2014;71:113-22.  

https://doi.org/10.1016/j.renene.2014.05.001 

10. Khodakarami M, Shabani A, Saen RF, Azadi M. Developing 

distinctive two-stage data envelopment analysis models: An 
application in evaluating the sustainability of supply chain 

management. Measurement. 2015;70:62-74.  

https://doi.org/10.1016/j.measurement.2015.03.024 

11. Tajbakhsh A, Hassini E. A data envelopment analysis approach 

to evaluate sustainability in supply chain networks. Journal of 

Cleaner Production. 2015;105:74-85.  

https://doi.org/10.1016/j.jclepro.2014.07.054 

12. Tavana M, Kaviani MA, Di Caprio D, Rahpeyma B. A two-stage 

data envelopment analysis model for measuring performance in 
three-level supply chains. Measurement. 2016;78:322-33.  

https://doi.org/10.1016/j.measurement.2015.10.023 

13. Yousefi S, Soltani R, Saen RF, Pishvaee MS. A robust fuzzy 
possibilistic programming for a new network GP-DEA model to 

evaluate sustainable supply chains. Journal of Cleaner 

Production. 2017;166:537-49.  

https://doi.org/10.1016/j.jclepro.2017.08.054 

14. Fathi A, Saen RF. A novel bidirectional network data 

envelopment analysis model for evaluating sustainability of 
distributive supply chains of transport companies. Journal of 

Cleaner Production. 2018;184:696-708.  

https://doi.org/10.1016/j.jclepro.2018.02.256 

15. Darvish Motevalli MH, Hosseinzadeh Lotfi F, Shoja N, 

Gholamabri A. A new model for calculating the efficiency of 

existing cement companies with a network structure (an 
application of data envelopment analysis). Financial engineering 

and portfolio management. 2019;10(38):65-93. 

20.1001.1.22519165.1398.10.38.4.0  

16. Tavassoli M, Saen RF. Predicting group membership of 

sustainable suppliers via data envelopment analysis and 

discriminant analysis. Sustainable Production and Consumption. 

2019;18:41-52.  https://doi.org/10.1016/j.spc.2018.12.004 

17. Torabi N, Tavakkoli-Moghaddam R, Najafi E, Hosseinzadeh-

Lotfi F. A two-stage green supply chain network with a carbon 
emission price by a multi-objective interior search algorithm. 

International Journal of Engineering, Transactions C: Aspects. 

2019;32(6):828-34. 10.5829/ije.2019.32.06c.05  

18. Asadpour M, Boyer O, Tavakkoli-Moghaddam R. A blood supply 

chain network with backup facilities considering blood groups 
and expiration date: a real-world application. International 

https://doi.org/10.1016/0377-2217(78)90138-8
https://doi.org/10.1016/0377-2217(78)90138-8
https://doi.org/10.1057/palgrave.jors.2600779
https://doi.org/10.1016/S0038-0121(99)00012-9
https://doi.org/10.1016/j.ejor.2010.04.023
https://doi.org/10.1016/j.ejor.2011.03.010
https://doi.org/10.1016/j.cie.2013.07.016
https://doi.org/10.1016/j.ijpe.2013.02.009
https://doi.org/10.1016/j.apm.2014.03.023
https://doi.org/10.1016/j.renene.2014.05.001
https://doi.org/10.1016/j.measurement.2015.03.024
https://doi.org/10.1016/j.jclepro.2014.07.054
https://doi.org/10.1016/j.measurement.2015.10.023
https://doi.org/10.1016/j.jclepro.2017.08.054
https://doi.org/10.1016/j.jclepro.2018.02.256
https://doi.org/10.1016/j.spc.2018.12.004


624                                            R. Sharafeddin et al. / IJE TRANSACTIONS A: Basics  Vol. 37 No. 04, (April 2024)   608-624 

 

Journal of Engineering, Transactions B: Applications. 

2021;34(2):470-9. 10.5829/ije.2021.34.02b.19  

19. Fathollahi-Fard AM, Dulebenets MA, Hajiaghaei–Keshteli M, 

Tavakkoli-Moghaddam R, Safaeian M, Mirzahosseinian H. Two 
hybrid meta-heuristic algorithms for a dual-channel closed-loop 

supply chain network design problem in the tire industry under 

uncertainty. Advanced engineering informatics. 2021;50:101418.  

https://doi.org/10.1016/j.aei.2021.101418 

20. Moosavi S, Seifbarghy M. A robust multi-objective fuzzy model 

for a green closed-loop supply chain network under uncertain 
demand and reliability (a case study in engine oil industry). 

International Journal of Engineering, Transactions C: Aspects. 

2021;34(12):2585-603. 10.5829/ije.2021.34.12c.03  

21. Sahraeian R, Afshar MA, Hosseini SMH. A bi-objective cold 

supply chain for perishable products considering quality aspects: 
a case study in Iran dairy sector. International Journal of 

Engineering Transactions B: Applications. 2022;35(2). 

10.5829/ije.2022.35.02b.22  

22. Gholizadeh H, Fathollahi-Fard AM, Fazlollahtabar H, Charles V. 

Fuzzy data-driven scenario-based robust data envelopment 

analysis for prediction and optimisation of an electrical discharge 
machine’s parameters. Expert Systems with Applications. 

2022;193:116419.  https://doi.org/10.1016/j.eswa.2021.116419 

23. Moosavi J, Fathollahi-Fard AM, Dulebenets MA. Supply chain 
disruption during the COVID-19 pandemic: Recognizing 

potential disruption management strategies. International Journal 

of Disaster Risk Reduction. 2022;75:102983.  

https://doi.org/10.1016/j.ijdrr.2022.102983 

24. Berlin D, Feldmann A, Nuur C. The relatedness of open-and 

closed-loop supply chains in the context of the circular economy; 
framing a continuum. Cleaner Logistics and Supply Chain. 

2022;4:100048.  https://doi.org/10.1016/j.ijdrr.2022.102983 

25. Haghshenas P, Sahraeian R, Golmohammadi A-M. A state-of-
the-art model of location, inventory, and pricing problem in the 

closed-loop supply chain network. International Journal of 

Engineering, Transactions B: Applications,. 2022;35(8):1558-70. 

10.5829/ije.2022.35.08b.12  

26. Asghari M, Afshari H, Mirzapour Al-e-hashem S, Fathollahi-Fard 

AM, Dulebenets MA. Pricing and advertising decisions in a 
direct-sales closed-loop supply chain. Computers & Industrial 

Engineering. 2022;171:108439.  

https://doi.org/10.1016/j.cie.2022.108439 

27. Simonetto M, Sgarbossa F, Battini D, Govindan K. Closed loop 
supply chains 4.0: From risks to benefits through advanced 

technologies. A literature review and research agenda. 

International Journal of Production Economics. 2022:108582.  

https://doi.org/10.1016/j.ijpe.2022.108582  

28. Mousapour Mamoudan M, Ostadi A, Pourkhodabakhsh N, 

Fathollahi-Fard AM, Soleimani F. Hybrid neural network-based 
metaheuristics for prediction of financial markets: a case study on 

global gold market. Journal of Computational Design and 

Engineering. 2023;10(3):1110-25.  

https://doi.org/10.1093/jcde/qwad039 

29. Ali SM, Fathollahi-Fard AM, Ahnaf R, Wong KY. A multi-
objective closed-loop supply chain under uncertainty: An 

efficient Lagrangian relaxation reformulation using a 

neighborhood-based algorithm. Journal of Cleaner Production. 

2023;423:138702. https://doi.org/10.1016/j.jclepro.2023.138702 

30. Banker RD, Charnes A, Cooper WW. Some models for estimating 

technical and scale inefficiencies in data envelopment analysis. 
Management science. 1984;30(9):1078-92.  

https://doi.org/10.1287/mnsc.30.9.1078 

31. Abri AG. An investigation on the sensitivity and stability radius 
of returns to scale and efficiency in data envelopment analysis. 

Applied mathematical modelling. 2013;37(4):1872-83.  

https://doi.org/10.1016/j.apm.2012.04.047 

32. Zhang Q, Yang Z. Returns to scale of two-stage production 

process. Computers & industrial engineering. 2015;90:259-68.  

https://doi.org/10.1016/j.cie.2015.09.009 

33. Alirezaee M, Hajinezhad E, Paradi JC. Objective identification of 

technological returns to scale for data envelopment analysis 

models. European journal of operational research. 

2018;266(2):678-88.  https://doi.org/10.1016/j.ejor.2017.10.016 

34. Wang Z, He W, Wang B. Performance and reduction potential of 

energy and CO2 emissions among the APEC's members with 
considering the return to scale. Energy. 2017;138:552-62.  

https://doi.org/10.1016/j.energy.2017.07.059 

35. Banker RD, Thrall RM. Estimation of returns to scale using data 
envelopment analysis. European Journal of operational research. 

1992;62(1):74-84.  https://doi.org/10.1016/0377-2217(92)90178-

C 

36. Alefeld G, Herzberger J. Introduction to interval computation: 

Academic press; 2012. 

 

 
 

COPYRIGHTS 

©2024  The author(s). This is an open access article distributed under the terms of the Creative Commons 

Attribution (CC BY 4.0), which permits unrestricted use, distribution, and reproduction in any medium, as long 

as the original authors and source are cited. No permission is required from the authors or the publishers . 
 

 

 

 

Persian Abstract 

 چکیده 
در این مقاله سعی شده است نحوه بدست آوردن بازده به مقیاس   امروزه، تمرکز بر کسب مزیت رقابتی در بازار جهانی کسب و کار در بهبود عملکرد زنجیره تامین نهفته است.

ها مورد بررسای قرار ییرد. برا  دساتیابی به این هد، ، با اساتفاده از مدض میاربی زنجیرۀ تأمین  چهار ساححی با اساتفاده از تحلیپ شوشادای داده  ززنجیرۀ تأمین سابدر سااتتار  

جاامعاه آماار  این ششوه    د.کااماپ، ابتادا باازده باه مقیااس هر مر لاه از زنجیره تهمین زده می شاااود و در نهاایات م جر باه تهمین باازده باه مقیااس کاپ زنجیرۀ تاأمین می یرد

ک  ده و ک  ده، تولیدک  ده، توزیعباشاد. بازده به مقیاس این شارکتها که زنجیرۀ مت ا ر هر یا از آنها دارا  چهار ساحأ تأمینسایمان می شارکت  42کاربرد ، همساو با اهدا، آن، 

 2شارکت کاهدای می باشاد و از یرتی تعداد  14شارکت اابت و  28باشاد، مورد ارزیابی قرار یرتت د. نتای  اجرا  مدض نداان داد که در کپ زنجیره، بازده به مقیاس  مداتر  می

ک  د که از نظر اقتصاد  اتزای  ها تأکید میک  ده بازده به مقیاس صعود  دارند. یاتتهشرکت در به  توزیع 14شارکت در به  تولیدک  ده و  1ک  ده،  شارکت در به  تأمین

 ک د.صرته میبهها را مقرون DMU برعکس، کاه  بازده به مقیاس، محدودیت م حقی ک د وصرته میبهرا مقرون ییر بازده به مقیاس، یسترش وا دها  تصمیم
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A B S T R A C T  
 

This study focuses on evaluating the effectiveness of various cell concentrations of bacillus bacteria in 
mending cracks within recycled concrete containing coarse aggregates. In this investigation, the 

introduction of bacillus bacterial sustainable concrete as a solution for addressing crack repairs. This 

innovative concrete formulation not only provides environmentally friendly alternatives but also offers 
economic benefits. This research involves the incorporation of coarse aggregates into the concrete mix, 

along with the partial substitution of cement by Fly ash and Ground Granulated Blast Furnace Slag 

(GGBS), each accounting for 20% of the mix. The coarse aggregates consist of Recycled Concrete 
Aggregate (RCA) in varying proportions: 0%, 50%, and 100%. Additionally, Bacillus licheniformis was 

used at concentrations of 103, 105, and 107 cells/mL, respectively. The findings indicate a positive 

correlation between the healing percentage of cracks, as measured by Ultrasonic Pulse Velocity (UPV), 
and the concentration of bacteria. Furthermore, it is observed that recycled aggregates possess inherent 

pores that allow for water absorption through these pores. Therefore, RCA is subjected to a 24-hour 

water immersion process before its incorporation into the concrete mix. While the compressive strength 
of the concrete remains consistent between RCA 0% and RCA 50%, it decreases significantly at RCA 

100%. However, the performance of the bacteria exhibits proportionality to cell concentration. Notably, 

the effectiveness of the bacteria remains consistent regardless of changes in RCA proportions. This study 
underscores the promising potential of Bacillus bacteria in enhancing the durability and sustainability of 

concrete structures, with particular relevance to RCC applications. 
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NOMENCLATURE 
RCA Recycled coarse aggregates UPV Ultrasonic Pulse Velocity 
SCC Self-compacting concrete RCPT Rapid Chloride Permeability Test 

CaCO3 Calcium carbonate C Calcite 

SCMs Supplementary cementitious materials CSH Calcium Silicate Hydrate 

 

 
1. INTRODUCTION 

 
The emergence of self-compacting concrete (SCC) has 

sparked a revolution in concrete technology, offering 

unparalleled filling capacity and ease of placement 

without the need for traditional compaction methods. 

SCC's unique properties make it adept at maintaining 

stability and workability while minimizing issues such as 

bleeding and segregation, resulting in significant labour 

and cost savings in construction processes (1). However, 

these advantages often come at the expense of durability 

and strength, critical design criteria for structural 

applications (2). One of the key challenges associated 

with SCC is the presence of free water, which can 

adversely affect the strength and durability of concrete. 

This is due to its impact on the microstructure of the 

aggregate paste's interfacial transition zone (ITZ) and 

increased capillary porosity of the hardened paste (3). To 

address this issue, supplementary cementitious materials 

(SCMs) like fly ash, ground granulated blast furnace slag 

(GGBS), pozzolans, cement kiln dust, sugarcane bagasse 

ash, and rice husk ash (RHA) are commonly employed to 

enhance both the mechanical and durability properties of 

concrete while reducing CO2 emissions (4). The 

environmental concern surrounding construction waste 

management (CWM) has taken centre stage in many 

Indian municipalities, as they grapple with the disposal 

of an annual production of 150 million tons of 

construction waste, accounting for 35%–40% of the 

world's construction and demolition (C&D) trash (5). 

These wastes often end up in landfills, causing significant 

negative environmental impacts. Recycling concrete 

waste into aggregates provides an environmentally 

friendly solution, reducing construction costs while 

mitigating environmental issues. However, recycled 

concrete aggregate (RCA) presents challenges due to the 

presence of micro-cracks and increased porosity 

resulting from the crushing process (6). Moreover, the 

old cement paste in RCA accounts for approximately 30–

35% of its volume, complicating the microstructure of 

RCA concrete/mortar by forming a dual ITZ when mixed 

with new mortar/cement (6). Previous research has 

shown that using RCA to replace natural aggregates, 

either partially or entirely, leads to a 20% reduction in 

compressive strength, further highlighting the need for 

innovative solutions. To enhance the properties of RCA 

concrete/mortar, various methods have been explored, 

including surface treatments to remove adhered mortar, 

bio-deposition techniques to reduce RCA porosity, and 

the use of SCMs such as fly ash, silica fume, and GGBS 

to densify the pore system by promoting the formation of 

calcium silicate hydrate. Additionally, immersing RCA 

in acidic solutions to reduce adhered mortar and allowing 

dehydrated cement paste to hydrate in water have shown 

promise in improving RCA's properties (7). Concrete 

cracks pose further challenges as they expose 

reinforcement to the environment, potentially leading to 

corrosion. To address this issue, bacteria have been 

harnessed to facilitate crack healing in what is commonly 

referred to as "Bio concrete" or "Bacterial concrete." 

These bacteria, including non-pathogenic species like 

Bacillus subtilis, Bacillus cereus, Bacillus licheniformis, 

and Bacillus halodurans, are incorporated into concrete 

to initiate bio-calcification, a process where 

microorganisms secrete calcium precipitate externally. 

This calcium precipitate, typically in the form of CaCO3, 

fills the cracks, increasing the concrete's compactness 

and preventing the formation of new cracks (8). 

Moreover, this bio-calcification process reduces carbon 

dioxide emissions, aligning with sustainability goals. The 

effectiveness of these bacteria in crack repair has been 

demonstrated through increased strength in concrete 

samples containing them, and their indirect use allows for 

greater flexibility and cost-effectiveness (9). In 

summary, the concrete industry has seen a transformation 

with the advent of SCC and the pursuit of sustainable 

solutions in the face of CWM challenges and concrete 

cracks. These advancements, from the use of SCMs in 

SCC to the innovative approaches for improving RCA 

and the incorporation of bacteria for crack healing, offer 

promising avenues for enhancing the performance and 

sustainability of concrete in construction. This study 

explores these developments in detail and assesses their 

potential to shape the future of concrete technology. 

 

 

2. RESEARCH SIGNIFICANCE  
 

Pachaivannan et al. (10) conducted an experimental 

analysis of the self-healing properties of bacterial 

concrete, shedding light on the material's ability to 

autonomously repair cracks and fissures. The study 

provided valuable insights into the practical application 

of this innovative construction material.  

Iswarya and Adalarasan (11) focused on the strength 

and durability of lightweight bacterial concrete, 

exploring its potential to meet the structural requirements 

of various construction projects. Their investigation 
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emphasized the importance of optimizing bacterial 

concentration for improved performance. Jagannathan 

(12) studied the mechanical properties of bacterial 

concrete using two different bacterial species, expanding 

our understanding of the role of microorganisms in 

enhancing concrete strength and resilience. Ameri et al. 

(13) investigated the optimum content of rice husk ash 

and bacterial concentration in self-compacting concrete, 

contributing to the sustainability aspect of bacterial 

concrete production. David et al. (14) explored the 

utilization of medical vial glass waste in bio-concrete, 

showcasing the potential to incorporate waste materials 

into construction processes. Rautray et al. (15) delved 

into the performance of self-compacting geopolymer 

concrete using Bacillus licheniformis, offering an 

alternative perspective on the application of bacteria in 

sustainable construction materials. On silica-based 

immobilization, Agarwal et al. (16) investigated bacterial 

concrete with micronized biomass silica, highlighting the 

importance of immobilization techniques for ensuring 

bacterial activity and longevity. Druga et al. (17) 

conducted comprehensive microbiological studies to 

screen bacteria for self-healing concrete, emphasizing the 

significance of selecting suitable bacterial strains for 

optimal results. On impact of compressive strength, Rao 

et al. (18) explored the impact of bacteria on the 

compressive strength of cement mortar and concrete, 

providing valuable data for structural engineers and 

designers. Vaezi et al. (19) examined recycled microbial 

mortar and assessed the effects of bacterial concentration 

and calcium lactate content, contributing to the 

sustainable utilization of bacteria in construction. Rohini 

and Padmapriya (20) studied the effect of Bacillus 

subtilis on e-waste concrete, showcasing the versatility of 

bacterial concrete in diverse applications. About 

encapsulation in expanded clay, Lucas et al. (21) 

investigated self-healing properties in concrete with 

bacteria encapsulated in expanded clay, offering 

innovative approaches to delivering bacteria within the 

concrete matrix. Xu and Wang (22) explored the use of 

bacteria-containing low-alkali cementitious materials for 

the self-healing of concrete cracks, paving the way for 

novel approaches to bacterial concrete production. Rauf 

et al. (23) compared the performance of different bacteria 

immobilized in natural fibres, contributing to the 

development of modified bacterial concrete solutions. 

Wang et al. (24) studied polymeric healing materials, and 

bacterial CaCO3 precipitation may also be exploited for 

self-healing. It is more environmentally friendly and 

more suited to the concrete matrix. Seifan et al. (25) 

highlighted the potential of bio concrete as the next 

generation of self-healing construction materials, 

emphasizing its role in sustainable and resilient 

infrastructure. Onyelowe et al. (26). carried out by 

studying the compressive strength of concrete formed 

from recycled aggregate and utilizing a unique artificial 

neural network (ANN), which makes use of a sigmoid 

function and allows the formulation of closed-form 

equations, an intelligent prediction is made. Akhtar et al. 

(27) investigated ways to improve the self-healing 

capacity of concrete by introducing various bacteria 

either separately or in combination with various mineral 

additions. It has been observed that a number of 

renovated approaches are awaiting approval in order to 

address the shortcomings of concrete and boost its 

toughness and longevity. Balamuralikrishnan et al. (28) 

conducted on a new ultrafine material called Alccofine 

(AF), produced from glass waste, and it was carried out 

as testing materials for the partial replacement. The vast 

array of experimental studies in the realm of self-healing 

concrete, coupled with advancements in sustainability 

and waste utilization, underscores the transformative 

potential of bacterial concrete in the construction 

industry. These studies not only expand our knowledge 

but also provide practical insights and solutions that hold 

the promise of a more resilient, eco-friendly, and durable 

infrastructure. The ongoing debate and exploration in this 

field signal an exciting future for construction materials 

and their impact on the built environment.  
 

 

3. EXPERIMENTAL PROGRAM 
 

3. 1. Materials 
3. 1. 1. Cement           Grade 53 ordinary Portland cement 

(OPC) that complies with IS:269-2015 specifications has 

a specific gravity of 3.10, a fineness of 6%, a standard 

consistency of 34%, an initial setting time of 36.3 

minutes, and a soundness of 9 mm. 

 

3. 1. 2. Fly Ash           From PRISM JOHNSON 

LIMITED, IDA Nacharam, the fly ash is collected. With 

a specific gravity of 2.91, fineness of 5%, standard 

consistency of 26%, and an initial setting of 30 minutes, 

Class-F fly ash is utilized. 

 

3. 1. 3. GGBS          PRISM JOHNSON LIMITED, IDA 

Nacharam, also contributes to the GGBS collection. The 

GGBS's initial setting was 38 minutes, with a specific 

gravity of 2.91, fineness of 5%, and standard consistency 

of 32%. 

 

3. 1. 4. Fine Aggregate         The river sand in grading 

zone 2 of IS:383-2016 has a fineness modulus of 2.56, 

specific gravity of 2.89, bulk density of 0.788 kg/m3, void 

ratio of 5.549, porosity of 72, and water absorption of 

2%. Therefore, fine aggregate forms the S-curve. 

 

3. 1. 5. Coarse Aggregate          According to IS:383-

2016, with a maximum dimension of 16 mm for the 

crushed stone and the following specifications was 

utilized as coarse aggregate: specific gravity of 2.781, 
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bulk density of 0.665 kg/m3, void ratio of 5.959, porosity 

of 76, and water absorption of 0.4% (29). 

 

3. 1. 6. Recycled Coarse Aggregates (RCA)       The 

construction and demolition (C&D) company Nagole is 

where the recycled coarse aggregates (RCA) are 

gathered. 16mm-sized aggregates are used.  

 
3. 1. 7. Water            According to IS:456-2000, to 

combine and cure, portable water is employed and has a 

pH of 6.98, 360 mg/L of alkalinity, 45 mg/L of acidity, 

and 685.8 mg/L of total dissolved solids (TDS). The ratio 

of water to cement is 0.47. 

 

3. 1. 8. Bacteria          The microbial type culture 

collection (MTCC), Hyderabad, is where the bacteria 

Bacillus licheniformis (MTCC NO: 2588) was found. It 

is a mesophilic, gram-positive bacterium. The "Bacteria 

culturing” method is used to transfer and propagate the 

organism from nutrient agar media to both culture of the 

bacteria into a liquid phase. Cell concentration is then 

carried out to determine the capacity of cells/mL. 

 

3. 2. Mix Design             The SCC mixture ratios that 

were following the IS 10262:2019 process (30). In every 

combination, Fly ash and GGBS replace cement to the 

amount of 20%. At 0%, 50%, and 100%, RCA replaces 

the coarse aggregates. Bacteria are used in every mix at 

103, 105, and 107 cells/mL proportions. As per IS: 

516:2019, the freshly mixed composites are cast into 

cubes, cylinders, and prisms after being assessed for their 

fresh properties. The materials are cured for 7 and 28 

days. Every bacterial sample is subjected to the UPV test 

to assess the bacteria's capacity for self-healing. The 

sample is once more put in a curing tank to repair the 

cracks after being tested under compression. The UPV 

test is then performed 28 days later. According to ASTM 

C1202, the RCPT is done to determine whether a material 

is resistant to chloride ions penetrating it. The RCA 0%, 

50%, and 100% samples were cast for 28 days. 

 

 

 
Figure 1. Bacillus Bacteria in solid phase 

 
Figure 2. Liquide phase 

 

 

 
Figure 3. Cell Concentration 

 

 

3. 3. METHODOLOGY           The main focus of the 

current experiment was RCA in self-healing and self-

compacting concrete. The study's primary interest was in 

the physical, fresh, mechanical, durability and 

microstructural characteristics of various RCA mix 

percentages and bacterial cell concentrations. M30 grade 

concrete was taken into consideration since an additional 

parametric study included a rise in the percentage of 

RCA in SCC. The majority of the characteristics of SCC 

is fresh features. The basic objective of the mix design is 

to preserve uniformity without segregation, flow through 

densely packed reinforcement without vibrating, and 

flow under its own weight. SCC is more workable than 

what is meant by "very high" workability in IS: 456: 2000 

(30). For concrete that is referred to as self-complicating, 

it must have the following qualities: "Filling ability," 

"Passing ability," and "Resistance to segregation." In an 

effort to define these qualities, many test procedures have 

been developed. Nevertheless, the EFNARC standard 

and recommendations served as the basis for, the set of 

test procedures for the SCC's workability qualities. The 

permeability of the surface layer, which should prevent 

the entry of substances that can start or spread possibly 

harmful processes, is closely linked to the durability of a 

concrete structure. (CO2, chloride, sulphate, water, 

oxygen, alkalis, acids, etc.). In fact, resilience is 

influenced by the type of materials used, the composition 
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of the concrete, and the level of supervision utilized 

during placement, compaction, finishing, and curing. The 

formwork and re-bars or other components are in close 

proximity, which causes vibration issues, honeycomb 

and lack of compaction of the surface layer have been 

linked in part to the inferior durability performance of 

reinforced concrete structures subjected to hard 

circumstances. To prevent this, SCC was initially created 

in Japan for several reasons, among them. Tamping is a 

discontinuous procedure that vibrates the material to 

compact it in traditional vibrated concrete. Internal 

vibration, even when done correctly, does not lead to an 

even distribution of compaction energy across the whole 

volume of concrete inside the vibrator's area of effect. 

This suggests that there is still area of vibrated concrete 

that are over and under-vibrated. Depending on where the 

vibration sources are located, external vibration produces 

essentially heterogeneous compaction, much like internal 

vibration does. The vibration causes the concrete in the 

structure to have uneven compaction and varying 

permeabilities, which makes it easier for harmful 

substances to be absorbed selectively. It should go 

without saying that inappropriate vibration's effects 

segregation, honeycombing, bleeding, etc. have a 

significantly higher detrimental effect on permeability 

and, consequently, durability. Self-compacting concrete 

will be free of these problems provided it possesses the 

necessary characteristics. It will also offer a material with 

consistently low and uniform permeability, fewer weak 

spots for the damaging impacts of the environment, and 

improved durability. The greater durability of self-

compacting concrete satisfies the need for sustainability 

because maintenance and repairs can be delayed or 

minimized. As a result, it can be argued that SCC 

structures and elements endure longer because of the 

material's increased durability, which comes directly 

from its higher interfacial transition zone quality and 

lower inclination to crack in comparison to standard 

concrete. The various materials used to mix the concrete, 

mixed design and test conducted on bacterial concrete are 

clearly shown in Figure 4.  

 

 

4. BACTERIA CULTURING 

 

Bacteria exhibited greater strength. The usage of bacteria 

is indirect. There is an improvement in healing by 

employing bacteria in cell concentration. Using this 

procedure, we can employ more bacteria, and the cost is 

 

 

 
Figure 4. Schematic representation of methodology and characterizations 
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lower. Liquid culture is one way to cultivate bacteria. In 

this technique, in an upright flask, the preferred bacteria 

are suspended in a liquid nutrient media, such as Luria 

Broth. This enables the growth of numerous 

microorganisms for use in numerous subsequent 

processes. Liquid cultures are perfect for the preparation 

of an antimicrobial assay, which entails inoculating 

liquid broth with bacteria and allowing it to grow 

overnight. They may use a shaker for uniform growth. 

Afterwards, they would remove a piece of the sample to 

conduct a particular drug or protein's antibacterial 

activity (antimicrobial peptides). These cultures don't 

shake and offer an oxygen gradient to the 

microorganisms. The microbial type culture collection 

(MTCC), Hyderabad, is where the bacteria Bacillus 

licheniformis (MTCC NO: 2588) was supplied. It is a 

mesophilic, gram-positive bacterium. The "Bacteria 

culturing" method is used to change the solid phase of the 

bacteria into a liquid phase. As shown in Figures 1, 2 and 

3. Cell concentration is then conducted to ascertain the 

capacity of cells/mL. 

 

4. 1. Fresh Properties           All combinations are picked 

to fall in the SF2 class of slump. The range of the slump 

flow is from a diameter of 710 to 745. To improve the 

slump flow, the superplasticizer PCE is utilized. There is 

an increase in slump flow depending on how much RCA 

is used. This is because RCA aggregates are entirely 

different from natural aggregates. Natural aggregates 

have sharp edges, whereas RCA has smooth edges. 

Because RCA contains materials that have been used 

before. Because of its smooth surface, it flows readily, 

increasing the slump. However, RCA notices more water 

because of its porous nature. In this instance, the RCA is 

cleaned and soaked in water for a day before casting. 

According to the addition of RCA, the time of T50 flow 

differs. It received a range of 3.2 to 3.9 seconds. The 

amount of RCA increases as the time decreases. 

According to EFNARC, it corresponds to VF2 in the V-

funnel. The data spans between 9 and 10 seconds. As the 

RCA rises, the outcomes of the V-funnel duration 

shorten. U-box is used to determine the filling capacity. 

It includes data between 20 and 25. The U-box values 

drop as the RCA rises. The passing ability is located 

using the L-box method. The values, which fall within 

the PA2 class, range from 0.88 to 0.96. L-box values are 

raised as the RCA rises. EFNARC regulations are applied 

to all fresh properties. 
 

4. 2. Mechanical Properties         Results for the SCC 

mixes with RCA's 7 and 28 days, the results of 

experiments for compressive strength, with values 

ranging from 19.84 to 51.84 Mpa. The 50% RCA 

addition has strength that is roughly equivalent to that of 

a conventional  mix,  but a  100% RCA  addition has the  

 
Figure 5. Self-healing of bacteria 

 

 

least strength. Up to 50% can be used with RCA. Bacteria 

in this instance have no impact on strength. Samples 

including and excluding bacteria both have equivalent 

strengths. The samples had good results because Flyash 

and GGBS work to increase the strength. The split tensile 

strength test results for SCC mixes with RCA, 

demonstrate that 50% RCA produces better results than 

100% RCA. The results fall in the 1.74 to 4.14 MPa 

range. It shows that an increase in RCA decreases the 

strength. The flexural strength tests for the RCA SCC 

mixtures, with results in the range of 2.16 to 5.46 MPa 

according to the findings, a rise in RCA reduces 

concrete's strength. 

 

4. 3. Durability Properties           To find bacteria that 

are capable of self-healing, ultrasonic pulse velocity 

(UPV) is been used. The quality of concrete is produced 

by transmitting electronic waves. On these bacterial 

cubes, UPV is tested. The UPV value drops when a crack 

appears in concrete; after that, bacteria fill the gap and it 

heals itself. CaCO3 precipitation takes place to repair the 

cracks. The cube is tested before and after the 

compressive test. The curing tank is next used to preserve 

it. The same sample is analyzed after 7 and 28 days.  
Bacteria cell concentrations of 103, 105, and 107 are 

tested using the UPV method. The self-healing cube after 

28 days is shown in Figure 5. Due to its ease of use and 

speed, the Rapid Chloride Permeability Test (RCPT) 

gauges concrete's resistance to chloride ion infiltration. 

The RCA 0%, 50%, and 100% samples were evaluated. 

It demonstrates that a rise in RCA decreases chloride 

permeability. 

 
4. 4. Microstructural Properties          
 

4. 4. 1. SEM Analysis            From Figure 6, it is observed 

that the control mix's SEM image of 0% RCA, where 

precipitation of calcite (C) and calcium silicate hydrate 

(CSH) can be seen. Due to the normal aggregate's 

presence in the mix, the binding properties between gel 

and aggregates are more effective, these are leads to 

better- resisting   properties.  Figure 7  demonstrates  the  



R. Sreenu et al. / IJE TRANSACTIONS A: Basics  Vol. 37 No. 04, (April 2024)   625-634                                                 631 

 

 

 

 

 
Figure 6. SEM and EDS of 0% RCA 

 

 

 
Figure 7. SEM and EDS of 50% RCA 

 

 

 
Figure 8. SEM and EDS of 100% RCA 

 

 
increased CSH gel formation and calcite (C) precipitation 

by bacterial cells in the sample with 50% RCA. The 50% 

RCA concrete's pore reinforcing, water absorption, and 

permeability were all dramatically reduced as a result of 

the CSH gel formation, and a higher strength was 

attained. Calcite filled in spaces and pores in the 

concrete, improving the pore structure, which led to 

increased strength development and decreased 
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permeability. There are numerous voids and microspores 

visible in Figure 7, which is 100% RCA. Due to the 

Recycled Aggregate presence in the mix, the binding 

properties between gel and aggregates are less effective, 

which leads to a reduction in resisting properties. In 

comparison to mixtures of 103 and 105 cells/mL, more 

densification pore structure, and a uniform concrete 

matrix were created as a result created. Because of this, a 

larger cell concentration causes more calcite to 

precipitate. This is a result of how quickly bacteria's cell 

membranes cause calcium hydroxide to carbonate. Even 

yet, several pores and cracks are visible, which may have 

developed during the compression test due to the RCA's 

complete replacement with a less dense matrix. As seen 

in the above Figures, the EDS spectra match the sample's 

scanned areas. The elements that were found and their 

associated percentages. 

 
4. 4. 2. EDS Spectra              Together with the discovered 

elements and their associated percentages, EDS spectra 

for the scanned areas of RCA 0% (control concrete), 

RCA 50%, and RCA 100% containing bacteria are 

displayed. The primary elements in the control concrete 

were silicon (Si; 9.24%), calcium (Ca; 36.97%), and 

oxygen (O2; 50.45%). The amount of O2 was raised in the 

RCA of 50% and the amount of O2 was reduced in the 

RCA of 100%. For illustrative purposes, the calcium 

content was reduced from 36.94% in RCA0% to 30.86% 

in RCA 50% correspondingly. However, there was a 

decrease in the silicon concentration of the RCA mix, 

going from 9.24% in RCA 0% to 1.63%. As was 

previously mentioned, pore obstruction at the specimen's 

surface prevented the formation of calcite and CSH gel.  

The calcium content and silicon content of the RCA 

100% mix were lower than those of the RCA 50% and 

RCA 100% as samples were obtained from the inside of 

the concrete specimens for SEM and EDS analyses. 

 

 

5. CONCLUSION 
 

The results of the presented parametric experimental 

study enable the following inferences: 

⚫ While the amount of material produced from some 

of the mixes surpassed the EFNARC's maximum 

limit, all of the mixes had acceptable flowability 

and self-compaction properties. Addition of RCA 

increased the fresh characteristics by 5%. The 

filling and passing performance of concrete that 

uses RCA as a partial replacement for coarse 

aggregates is good. The fresh concrete's 

characteristics are not dramatically changed by 

addition of bacteria cells. 

⚫ Compared to 100% RCA, RCA of 50% replacement 

has good strength. Nearly equal to conventional 

concrete is the 50% RCA. Similar to mechanical 

characteristics, 50% RCA content yields the 

optimum durability characteristics. 
⚫ The durability and strength of the concrete are 

unaffected by the addition of bacteria. Bacteria 

recover faster when cell concentration is higher. 

Compared to 103 and 105, a bacterial cell 

concentration of 107 has greater healing potential. 

⚫ According to the UPV test, the cracks have healed 

more for the 28-day sample than for the 7-day 

sample. The bacteria, therefore, requires time to 

recover. The period of time increases the rate of 

bacterial growth increases. 

⚫ SEM examination findings reveal that concrete with 

an RCA concentration of 50% has a denser matrix 

than concrete with an RCA level of 100%. The 

pores and spaces within the specimen are further 

diminished by the addition of bacterial cells through 

calcite precipitation. 

⚫ However, the results of the EDS analysis show that 

the excessive precipitated calcite on the specimen's 

surface stops water from penetrating into the inner 

matrix, lowering the hydration of cement and 

calcite precipitation inside the specimen, even at a 

high bacterial cell concentration of 107 cells/ mL. 

⚫ The result of this study demonstrates that higher 

bacterial cell concentration increases concrete's 

resistance to water infiltration and other damaging 

substances. The experimental analysis of self-

healing properties in concrete using recycled coarse 

aggregates and bacteria presents a compelling case 

for the feasibility and advantages of this innovative 

construction material. These findings suggest that 

such concrete formulations can offer structural 

robustness and self-healing capabilities, 

contributing to the sustainability and longevity of 

concrete  structures  in  various  applications  such 

as  buildings  and  other  civil  engineering 

structures.  

The future scope of experimental studies on self-

compacting and self-healing concrete with recycled 

coarse aggregates holds significant potential. Research in 

this field can evolve to address critical challenges, such 

as fine-tuning the incorporation of recycled aggregates 

for optimal mechanical properties, advancing bacterial 

strains and immobilization techniques for improved 

healing efficiency, and expanding the application of this 

innovative concrete in large-scale infrastructure projects. 

Furthermore, exploring the integration of smart 

technologies for real-time monitoring, standardizing 

production processes, and conducting extensive field 

trials can pave the way for the widespread adoption of 

this sustainable and resilient construction material, 

making a substantial contribution to the construction 

industry's environmental and structural advancements. 
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Persian Abstract 

 چکیده 
 یمعرف ق،یتحق نیدرش ت تررک  دارد  در ا یهاس گدااهه یحاو  یافتیبتن باز  یهاترک  میدر ترم للسیباس   یهایباکتر  یمختلف س للل  یهاغلظت  یاثربخش    یابین مطالعه بر ارزیا

دها،  یرا ارائه م س  تیز  طیس  ازرار با مح یها  نید یابتن هه تگها ج  یفرملل ابتکار نی  ااس  ت ترک  میپرداختن به ترم یبرا  یبه عگلان راه حل للسیباس     ییایباکتر ااریبتن پا

و س رباره کلره بلگا داهه  یبا خاکس تر باد رانیس    یج ئ  یگید یدرش ت به مخلل  بتن، هرراه با جا یش ام  ادغا  س گدااهه ها  قیتحق نیدها  ا یارائه م   یه یاقتص اد یایبلکه م ا

مختلف  یدر هس تت ها (RCA)  یافتیبتن باز یدرش ت از س گدااهه ها یدهگا  س گدااهه ها یم   یرا تش ک لل درص ا از مخ 20اس ت که هر کاا    (GGBS)  یگیش اه زم یبگا

دهگاه هش ان هاافتهیاس تفاده ش ا    تریل  یلیس للل در م  107و  105،  103 یدر غلظت ها  بیبه ترت  سیفلرمیکگیل للسیباس   ن،ای بر  علاوه   ٪100 و  ،٪50  ،٪0ش اه اها      یتش ک

ش لد  یمش اهاه م ن،یاس ت  علاوه بر ا هایو غلظت باکتر ش لد،یم  یریراهاازه (UPV)  کیها، هراهطلر که با س رعت پالس اولتراس لهترک  یدرص ا بهتلد  نیبمثتت    یهرتس تد

 گایفرب کیبن در مخلل  بتن تحت  دغا قت  از ا RCA ن،یکگا  بگابرا  یمگافذ را فراهم م نیا  قیهس تگا که امکان جذ  ب  از رر  یمگافذ ذات یدارا یافتیباز یکه س گدااهه ها

 یکاهش م یبه رلر قاب  تلجه  RCA 100٪ماها، در  یثابت م  RCA 50٪و   RCA 0٪  نیبتن ب یکه مقاومت فش ار ی  در حالردیر یس اعته در ب  قرار م 24 یغلره ور

 نیماها  ا یم یثابت باق RCAدر هس تت    رات ییباون تلجه به تغ  یباکتر یثربخش  دها  قاب  ذکر اس ت، ا یرا هش ان م یهس تت به غلظت س للل  یحال، عرلکرد باکتر نی  با اابای

  کگایم ایتاک RCC یبا ارتتا  خاص با کاربردها ،یبتگ یهاسازه یااریدوا  و پا شیدر اف ا للسیباس یباکتر اوارکگگاهیام  یمطالعه بر پتاهس
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A B S T R A C T  
 

 

SQL injection (SQLi) is one of the most common attacks against database servers and has the potential 

to threaten server services by utilizing SQL commands to change, delete, or falsify data. In this study, 

researchers tested SQLi attacks against websites using a number of tools, including Whois, SSL Scan, 
Nmap, Open Web Application Security Project (OWASP) Zap, and SQL Map. Then, researchers 

identified SQLi vulnerabilities on the tested web server. Next, researchers developed and implemented 

mitigation measures to protect the website from SQLi attacks. Test results using OWASP Zap identified 
14 vulnerabilities, with five of them at a medium level of 35%, seven at a low level of 50%, and two at 

an informational level of 14%. Meanwhile, testing using SQL Map succeeded in gaining access to the 

database and username on the web server. The next step in this research is to provide recommendations 
for installing a firewall on the website as a mitigation measure to reduce the risk of SQLi attacks. The 

main contribution of this research is the development of a structured methodology to identify and address 

SQLi vulnerabilities in web servers, which play an important role in maintaining data security and 
integrity in a rapidly evolving online environment. 
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1. INTRODUCTION 
 

The rapid development of technology and information 

has entered all walks of life for various purposes and 

interests (1, 2). Therefore in recent years, hacking of web 

servers has dramatically increased (3). This causes more 

and more companies or organizations to require security 

in maintaining web servers (4, 5). However, with this 

development and convenience, it becomes the biggest 

threat if the security aspect is not given special attention 

(6, 7). One of the toughest problems faced by web owners 

is ensuring that the web server is safe from attacks and 

misuse (8, 9). According to Open Web Application 

Security Project (OWASP) top 10 (10) SQL injection 

(SQLi) is one of the most numerous and common attacks 

that attacks database servers (11) and compromises 

server services such as: confidentiality, authentication, 

authorization and integrity (12, 13). This technique is 

commonly used to exploit web-based applications (14, 

15). Injection attacks allow attackers to fake identities, 

change and delete existing data in the server database by 

inserting SQL commands into the query string (16, 17). 

Attackers exploit website application vulnerabilities by 

entering or injecting special commands into websites that 

have security holes (18). Improper validation of user 

input can lead to SQLi attacks (19). Thus, it can cause 

important user data to be deleted or changed from the 

web application (20, 21). 

In order to maintain security from SQLi attacks, 

mitigation needs to be implemented as a very important 

step taken to reduce the risk and impact of SQLi attacks 

on an application or system (22). The main goal of SQLi 

mitigation is to prevent attackers from successfully 

injecting malicious SQL commands into an application 

or system, so that sensitive data is not exposed or 

corrupted (23). One effective way of mitigation is to 

install a firewall layer on the website (24). These 

firewalls play a key role in protecting websites by 

implementing specific rules aimed at blocking and 

eliminating potentially malicious traffic (25). The rules 

implemented by this firewall are designed to combat 

various types of attacks, including cross-site scripting 

and SQL injection (26). With a firewall, websites are 

better able to detect and respond quickly to SQLi attack 

attempts that can compromise the integrity and 

confidentiality of the data stored therein. Thus, 

implementing a firewall is one of the key components in 

a mitigation strategy that can help maintain the security 

and integrity of a website from various SQLi attacks that 

can arise (27). 

Agreindra et al. (8) investigated the Analysis of Web 

Security Using Open Web Application Security Project 

10, their research analyzes and tests web security along 

with six subdomains with the aim of knowing and 

assessing the level of security of a website, whether 

additional security is needed, and recommendations on 

the website. The results of ther worl showed that the web 

has a security level of 80%, the web informatics 

engineering subdomain 60%, information systems 60%, 

informatics management 60%, integrated academic 

systems 80%, student acceptance 80% and e-learning 

80%. 

Alanda et al. (28) introduced the title Mobile 

Application Security Penetration Testing Based on 

OWASP, the aim of their research was to determine 

vulnerabilities and the techniques used to find these 

vulnerabilities on the Android operating system and 

Android applications. In addition, it provides 

recommendations and prevention of these vulnerabilities. 

The techniques and methods used are based on research 

from the OWASP Foundation which consists of the 10 

main vulnerabilities in Android applications. Results 

from testing five applications downloaded from the Play 

Store. Four application based vulnerabilities in the 

OWASP Mobile Top Ten documentation. OWASP 

documentation can provide an overview of the most 

commonly found vulnerabilities in Android applications 

from the market. 

Priyawati et al. (29) investigated Website 

Vulnerability Testing and Analysis of Internet 

Management Information System Using OWASP; they 

have carried out gray box penetration testing techniques 

using the OWASP method and the OWASP ZAP tool. 

The test results showed that the target application website 

has 12 vulnerabilities with details of 8.3% at a high level 

of vulnerability or 1 warning, 41.7% at a medium level 

or 5 warnings, 33.3% at a low level or 4 warnings, and 

16.7 at information level or 2 warnings. These 

vulnerabilities relate to matters related to A01-Broken 

Access Control, A03-Injection, A05-Security 

Misconfiguration, and A08-Software and Data Integrity 

Failures. 

Alanda et al. (30) studied Web Application 

Penetration Testing Using SQL Injection Attack, this 

research randomly tests several websites such as 

government, school and other commercial sites with 

several SQL injection attack techniques. Testing was 

carried out on ten random websites by looking for 

loopholes to test security using SQL injection attacks. 

The test results carried out 80% of the websites tested had 

weaknesses against SQL injection attacks. 

In contrast to previous research, the research only 

focuses on testing and identifying vulnerabilities without 

carrying out mitigation. In addition, the tools used in 

previous research did not involve all the stages contained 

in the OWASP Framework. Therefore, in this research, 

tools are involved that cover all the stages defined in the 

OWASP framework, including Information Collection 

using the Whois tool, SSL Scanning, Network Mapping 

using Nmap and OWASP Zap, as well as exploiting using 
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SQL Map. This research has the aim of testing website 

security against SQLi attacks using various network 

forensic tools in accordance with the guidelines set out in 

the OWASP framework and implementing mitigation 

measures by recommending that the website install a 

firewall to reduce attacks on the web server. The results 

of this research are expected to provide valuable 

guidance for institutions or entities that use websites as 

information platforms, assisting them in selecting 

appropriate and effective web security tools. 

One of the frameworks used is OWASP, which is a 

structured framework with several steps in grouping 

information for security test plans for websites, 

assessments and verified and analyzed domain reports 

(31, 32). This framework is for analyzing various 

vulnerabilities issued by the OWASP Top 10 2021 (33, 

34), including: Broken Access Control, Security 

Misconfiguration, Insecure Deserialization, Injection, 

Sensitive Data Exposure, XML External Entities, Broken 

Authentication, Cross Site Scripting, Using Components 

with Known Vulnerabilities, and Insufficient Logging 

and Monitoring. There are four tools used to find these 

vulnerabilities in this framework, namely: Whois, SSL 

Scan, Nmap, OWASP Zap, and SQL Map. Most tools 

used to detect vulnerabilities classify vulnerabilities into 

four categories: High, Medium, Low, and Information 

(32). 

 

 

2. MATERIALS AND METHOD 
 
In carrying out penetration testing on web servers, this 

research uses the OWASP framework to categorize 

threats and weaknesses in web servers (35, 36). Using the 

OWASP framework has the benefit of checking web-

based application security standards, so that data theft 

and dissemination by irresponsible parties can be avoided 

so that it can continue to be used in the long term (37).  

The use of the OWASP framework in Penetration 

Testing on web servers is important because it provides 

proven security standards, covers various types of 

threats, is relevant to current challenges, protects data and 

privacy, and ensures long-term sustainability. The stages 

in this research can be seen in Figure 1.  

 

 

 
Figure 1. Research stages using the OWASP framework 

 

Data Collection, in this step, collects information 

about the selected topic and completes the survey. 

Penetration Testing, at this stage testing is carried out on 

websites with the aim of security testing carried out by 

pentesters by imitating actual attacks to damage the 

security features of an application, system or network so 

that vulnerabilities are known. There are three stages in 

carrying out PENTEST, which can be seen in Figure 2. 

Analysis, at this stage, performs an analysis of the Web 

Server to find vulnerabilities. Reporting, at this stage 

describes in detail the results of the analysis that has been 

processed and writes a report. This mitigation stage 

involves assessing the website and providing 

recommendations regarding firewall configurations that 

need to be implemented to improve web security by 

preventing injection attacks. 

Figure 2. involves the use of the OWASP framework. 

In the first stage, data is collected using Whois and SSL 

Scan. Then, in the second stage, network mapping is 

carried out by carrying out vulnerability scanning using 

the Nmap and OWASP ZAP tools. Once completed with 

a comprehensive vulnerability scan, the research 

proceeds to the third phase, which includes exploitation, 

using tools to identify SQL vulnerabilities. 

The testing process using the OWASP Framework 

after the completion and implementation stages, the tools 

used and the functionality of the tools will be explained 

in Table 1. 

 

 

 
Figure 2. Flowchart of penetration testing stages using the 

OWASP framework 
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TABLE 1. Tools in the OWASP Framework 

Tools Information 

Whois, and SSL Scan Used to obtain data about a website. 

Nmap 
Functions to check the ports on the 

network. 

OWASP Zap 
Used to identify potential vulnerabilities 

in web application testing. 

SQL Map 
Used to identify the existence of a 

database on a website. 

 
 
3. RESULTS AND DISCUSSION 
 

According to the framework established by OWASP, the 

process of assessing and aggregating the risk level of 

vulnerabilities on a web server involves several 

structured stages. This stage includes Data Collection to 

understand the vulnerability, carrying out Penetration 

Testing to identify the vulnerability in more depth, 

analysis the findings found, compiling a Report with a 

summary of the results and recommendations, and finally 

implementing the necessary Mitigation steps to reduce 

the risk of the vulnerability. 

 

3. 1. Data Collection         In this phase, the information 

collected to support the experiments in this research 

comes from data found on the website 

designlink.com.hk. The OWASP framework is used as a 

tool to identify vulnerabilities contained in the website. 
 
3. 2. Penetration Testing         Penetration testing is a 

testing process carried out on websites to detect potential 

vulnerabilities, identify poor system configurations, find 

hardware and software weaknesses, and uncover 

technical weaknesses in the information system being 

tested (38). Penetration testing is useful for identifying 

and addressing vulnerabilities in an infrastructure 

network, illustrating the level of vulnerability to 

malicious attacks on a network. There are three main 

steps in penetration testing, namely Information 

Gathering, Network Mapping, and exploitation. 
 
3. 2. 1. Information Gathering         The purpose of the 

information gathering is to better understand the web 

server and any potential issues with it, as shown in Figure 

3. 
Figure 3 These results come from the process of 

searching for information via the online Whois tool. This 

stage aims to collect important data about a web server, 

including the domain name, registrar name, registrar 

contact email address, email address, telephone number, 

country, and related account names. Figure 4. illustrates 

the outcome of utilizing SSL Scan tools. 

Figure 4 shows the use of SSL Scan tool aims to 

check information about SSL security on a web server; 

 
Figure 3. Results of a search using Whois tools 

 

 

 
Figure 4. Results of employing tools for online SSL scans 

 

 

findings indicating inactivity of the SSL security layer on 

a web server may increase the risk of sensitive data theft, 

Man-in-the-Middle attacks, vulnerability to credential 

theft, data integrity risks , and vulnerability to malware 

attacks. 
 

3. 2. 2. Network Mapping         Network mapping is the 

stage of a web network's mapping process where it is 

determined which ports have security flaws. The Nmap 

utility can be used to scan. The outcomes are shown in 

Figure 5. 

Figure 5 depicts the outcome comes from utilizing the 

Nmap program to perform a port scan on the web server. 

Ten ports in all were examined based on the scan results. 

Out of the ten ports, seven are marked as "open," meaning 

that you can access them; the remaining three are marked 

as "closed," meaning that you cannot access them. 

 

3. 2. 3. Exploit       The data gathered in the first phase 

can be used as test data in the exploitation phase, which 

entails testing the identified security flaws. OWASP Zap 
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Figure 5. Utilizing Nmap tools results 

 
 

and SQL Map are two tools that are currently in use in 

this situation. Figure 6 demonstrates how users can 

examine the scan results using the OWASP Zap tool. 

Figure 6 shows the purpose of this scanning 

procedure is to perform a thorough assessment of the web 

server in order to determine the degree of security or 

vulnerability of the data and information passing through 

the server. This procedure is also intended to identify 

potential risks related to the web server and find any 

threats or vulnerabilities that might be concealed in the 

setup and configuration of the web server, allowing for 

the implementation of the necessary mitigating actions to 

improve security and lower existing risks. The scanning 

results can be seen in Figure 7. 

 

 

 
Figure 6. Technique of scanning using the OWASP Zap tool 

 
 

 
Figure 7. OWASP Zap results of scanning 

There were a total of 14 vulnerabilities found in the 

web server's vulnerability assessment reports (see Figure 

7). Five of these vulnerabilities have a moderate risk 

(medium), seven have a low risk (low), and two have 

information that is just marginally useful (informational). 

This scan did not find any vulnerabilities with a high risk 

level, however it did find a number of medium risk 

vulnerabilities that needed to be fixed right away to 

improve server security. 

Using SQL Map is the next step in the web server 

security evaluation procedure. After using OWASP Zap 

for an initial scan, this SQL Map is used. SQL Map is 

especially used on web servers to assess security risks 

linked to SQL. This allows for more thorough testing to 

be done in order to find possible SQL-related security 

flaws and take the necessary mitigation steps to improve 

server security. The SQL Map command used in this 

procedure is shown in Figure 8. 

Figure 8 illustrate an attempt was made to execute 

SQL statements into the server using the -u command to 

indicate the target URL and the -dbs command to query 

a list of accessible databases in an effort to test the web 

server's security. Thus, it was effective in locating the 'id' 

parameter, which was open to SQL injection. Table 2 

contains more details regarding the experiment's 

outcomes. 

Table 2 demonstrates the designlink_jack and 

information_schema databases are present on the web 

server as a result of the --dbs command utilizing SQL 

Map. Web servers are not protected in a way that makes 

it simple for attackers to get access to such data. Once the 

database has been located, provide a command to retrieve 

the table's contents from the database. Figure 9 

demonstrates it clearly. 
 
 

 
Figure 8. Using SQL Map as a SQL command 

 
 

TABLE 2.  Search results -dbs 

No. Database name 

1 designlink_jack 

2 information_schema 

 

 
Figure 9. Activate the -tables command. 
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Figure 9 shows the use of -tables command on the 

designlink_jack database to access SQL Map tools. This 

command is used to view the database's contents. The 

outcomes are shown in Table 3. 

Table 3 displays the outcomes of the query after 

identifying eight tables in the designlink_jack database 

using the -tables command. Figure 10 shows a method 

for calling a table's contents from dnd_adminlogin. 

Figure 10 shows the dnd_adminlogin table's contents 

can be viewed by using the -T command, and its columns' 

contents can be viewed by using the -dump command. 

The outcomes are shown in Table 4. 

Table 4 summarized the performing SQL requests in 

the SQL Map tool, it can be shown that it was successful 

in retrieving the data or information present in the web 

server. If there is insufficient security, this leaves the 

program open to the web server. Mysqli security makes 

it very difficult for injection attacks to succeed since the 

validation is so rigorous that the SQL command that is 

being injected cannot run. 

 

3. 3. Analysis            A thorough analysis process will be 

applied to vulnerabilities found during the earlier phases 

of web server testing, with a special emphasis on the web 

server under investigation. The OWASP Framework was 

used to conduct this analysis, and the results are available 

in Table 5 and will be thoroughly documented. 

Table 5 shows that three ports are listed as "closed" 

and seven ports are listed as "open" on the website's port 

scan results. This data offers crucial insight into the 

security flaws of the website and the degree to which its 

security systems are ready to thwart unauthorized access  

 

 
TABLE 3.  Search results from the –tables command 

Number Table names 

1 Dnd_adminlogin 

2 Dnd_blog 

3 Dnd_blog_categories 

4 Dnd_brands 

5 Dnd_contactus 

 

 

 
Figure 10. Call a table's contents “dnd_adminlogin” 

 

 

TABLE 4. Table results “dnd_adminlogin” 

Id Username Password 

1 dndlink SSGBCj6Tuy 

TABLE 5. Results of port mapping found 

Port Protocol Status Service 

21 tcp Open ftp 

53 tcp Open Domain 

80 tcp Open http 

443 tcp Open http 

2121 tcp Open Ssh 

3306 tcp Open Mysql 

5432 tcp Closed Postgresql 

8000 tcp Closed http-alt 

8083 tcp Open http 

12000 tcp Closed Ccc4x 

 

 

attempts. Attackers may attempt to gain access to 

resources or services on a website by trying to leverage 

open ports as possible points of entry. A closed port, on 

the other hand, shows that the security system has 

effectively controlled access to the port, lowering the 

likelihood of attacks or penetration that could jeopardize 

the confidentiality and integrity of data on the website. 

Website owners will therefore be able to take proactive 

measures to fortify their security defenses and protect the 

integrity of their websites from potential threats by 

having a better understanding of the status of these ports. 

Table 6 summarized the results of the vulnerability 

recapitulation. 

Based on Table 6. which is depicted in percentage 

form, namely the risk level of vulnerability at high gets a 

value of 0% or no vulnerability was found in it, at the 

medium level it gets a value of 35% (5), namely: Absence 

of Anti-CSRF Tokens, Application Error Dislosure, 

Content Security Policy (CSP) Header Not Set, Missing 

Anti-Clickjacking Header, Vulnerable JS Library. At the 

low level, it gets a score of 50% (7), namely: Cookie 

Without Samesite Altribute, Cross-Domain Javascript 

Source File Inclusion, Information Disclosure-Debug 

Error Messages, Server Leaks Information Via "X-

Powered-By" HTTP Response Header Field(s), 

Timestamp Disclosure-Unix, X-Content-Type-Options 

Header Missing. And at the informational level, it gets a 

value of 14% (2) vulnerabilities, namely: Charset 

Mismatch (Header Versus Meta Content-Type Charset), 

 

 
TABLE 6. Recapitulation of discovered vulnerabilities 

Risk Level Number of Alerts Presentase 

High - 0% 

Medium 5 35% 

Low 7 50% 

Informational 2 14% 
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Information Disclosure-Suspicious Comments. The 

results of security testing analysis based on the OWASP 

Top 10 in 2021 are presented in Table 5. 

Table 7. The results of system testing using tools such 

as OWASP ZAP have identified four vulnerabilities that 

require urgent repair, namely "broken access control," 

"security misconfiguration," "vulnerable and outdated 

components," and "software and data integrity failures." 

Not addressing these vulnerabilities may result in serious 

risks to the system and associated applications. 

Failure to address vulnerabilities such as “Broken 

Access Control” may result in unauthorized access and 

privacy breaches, “Security Misconfiguration” may 

result in exposure of sensitive data and denial of service, 

“Vulnerable and Outdated Components” increases the 

risk of vulnerability exploitation and data theft, 

and“Software and Data Integrity Failures" can result in 

data loss and reduced service quality and damage data 

integrity. 

Addressing and remediating these vulnerabilities is 

critical to maintaining system security, integrity, and 

availability, as well as protecting user data and privacy. 

 

 
TABLE 7. Vulnerability results on web servers based on 

OWASP Top 10 2021 

Vulnerability Solution 

Broken Access 

Control 

Implement access control system work 

and reuse it in all applications so as to 
minimize CORS (Cross Origin Resource 

Sharing) users, so that users cannot 

create, read, update or delete records 
freely, the access control model should 

limit this by using ownership for each 
record, and disable the web server 

directory listing. 

Cryptographic Failures Not found 

Injection Not found 

Insecure Design Not found 

Security 

Misconfiguration 

System management can review and 
update the appropriate configuration for 

all security notes, updates and patches as 

part of the patch management process 

Vulnerable and 

Outdated Components 

Remove unused dependencies, 

unnecessary features, components, files 

and documentation. 

Identification and 

Authentication 

Failures 

Not found 

Software and Data 

Integrity Failures 

Use digital signatures or similar 

mechanisms to verify that software or 

data comes from the intended source 

and has not been manipulated 

Security Logging and 

Monitoring Failures 
Not found 

Server-Side Request 

Forgery 
Not found 

That's why fixing these vulnerabilities must be prioritized 

in information security and application development 

strategies. 

 

3. 4. Reporting             At this stage, take an important 

step in summarizing the results of the analysis that has 

been carried out during the OWASP Framework 

implementation process. This report aims to present the 

key findings found on the web servers that have been 

studied. Table 8. presented below, is a representation of 

research data obtained through the implementation of the 

OWASP Framework. This report will provide a more 

detailed and structured picture of the security condition 

of the web servers that have been analyzed. 

Table 8. shows the results of a report on a series of 

penetration tests and vulnerability analysis carried out 

using a framework that complies with the security 

guidelines and standards recommended by OWASP. 

Through this report, we hope to provide deeper insight 

into the state of web server security that has been 

researched, so that appropriate corrective steps can be 

taken to reduce risks and improve system integrity. 

 

3. 5. Mitigation           According to CERT/CC, 90% of 

security flaws are found during the program development 

process. This is a result of most developers' ignorance of 

security-related information and an ineffective strategy 

for maintaining software security. Web-based assaults 

are increasing as a result of a number of causes, including 

poor design, insufficient security requirements, 

configuration issues, unsafe coding practices, 

uncontrolled input controls, and password management 

flaws.  
Implementing a framework for "secure software 

design" is one efficient remedy. But diverse groups of 

security experts have different perspectives, which 

makes developing secure software difficult. Network 

administrators typically concentrate on the use of 

firewalls, intrusion detection systems, and management 

systems, whereas software engineers frequently 

concentrate on aspects of code quality with an eye toward 

security. The concept of security may be abstracted by 

software developers from design or architectural 

principles, security patterns, or other elements. 

 

 
TABLE 8. Summarize research findings using the OWASP 

Framework. 

Stage Parameter Tools Result 

Information 

Gathering 

Domain name, domain 

status, email expiry date 
Whois Success 

Overall Rating SSL Scan Success 

Network 

Mapping 
Vulnerability OWASP Zap Success 

Exploiting Username and password SQL Map Success 
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It is crucial to keep in mind that developing secure 

software requires appropriate data security requirements, 

careful design, meticulous execution, and thorough 

testing. To achieve effective protection, security must be 

considered at every stage of the system development life 

cycle (SDLC). Keep in mind that by offering an 

additional, comprehensive layer of protection, investing 

in information security can help lower future 

expenditures (39, 40).  

One step that may be taken to lessen the risk of web 

attacks is to install a firewall, as depicted in Figure 11. In 

a defense system, firewalls function as the first line of 

defense, regulating incoming and outgoing data traffic to 

guarantee that only approved and permitted traffic may 

get to the server. As a result, it is a crucial step in 

enhancing system security and guarding against future 

cyberattacks and threats. 

Figure 11 demonstrates attackers who have access to 

the Internet attempt to initiate assaults against network-

connected websites and web servers. The firewall that 

had been installed on the network, however, prevented 

the attack attempt. This firewall acts as a powerful 

defense against intrusions that could jeopardize the 

availability, integrity, and confidentiality of the services 

being offered. Attackers are prevented from accessing or 

corrupting data kept on web servers and from interfering 

with the availability of such websites to authorized users 

when an effective firewall is in place. This adds a crucial 

layer of security for preserving the network's security and 

stability as well as safeguarding any sensitive data that 

might be kept on the web server. In other words, the 

presence of a firewall has successfully stopped assaults 

on websites and web servers running on the firewall-

protected network. It can be seen in Figure 12 attacks on 

websites that have firewalls. 

Figure 12 shows the research attempts to conduct a 

SQL Injection (SQLi) attack using the SQL Map tool in 

order to evaluate the efficacy of the firewall that has been 

put in place on the website. The experiment's findings 

demonstrate that, despite careful application, the SQL 

Map tool is unable to locate the "id" parameter on 

websites that have firewalls. 

These unfavorable outcomes offer an intriguing hint 

about how reliable the security system that was put in 

place is. This shows that the firewall that was put in place 

has been successful in thwarting attempts at SQLi 
 

 
Figure 11. Mitigation of hacker attacks 

 

 

 
Figure 12. Web server with firewall installed 

 

 

attacks, which typically look for and take advantage of 

parameters like "id" in an effort to replace or access 

private information on the internet. Consequently, these 

results bolster the notion that the security mitigation 

strategy employed in this study—installing a firewall, for 

example—can be regarded as a successful means of 

shielding websites against potentially harmful SQL 

Injection attacks. Table 7. presents a comparison of 

research findings from other studies that used the 

OWASP framework. 

Table 9. illustrates an interesting comparison various 

studies regarding the use of the OWASP framework in 

carrying out SQLi attacks. Different research results 

show various levels of security gaps on the web. In 2020, 

a study by Agreindra et al. (8) in testing security obtained 

a security level of 60%. Then Alanda, et al. (28) in 2020, 

obtained test results with a vulnerability value of 80%. 

Priyawati et al. (29) in 2022 found 12 vulnerabilities. In 

2021, research conducted by Alanda, et al. (30) found 

that 80% of the websites tested had weaknesses. 
 

 

TABLE 9. Comparison with earlier studies 

Ref. Method Object Tools Results Year 

[8] OWASP Website 
Nmap and OWASP 

Zap 

This website is generally safe from security testing, but some 

subdomains have a security level of 60%. 
2020 

[28] OWASP 
Mobile 

Application 
Burp suite The test results show a vulnerability with a value of 80% 2020 
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[29] OWASP Website OWASP Zap 

The test results show that the target application website has 12 
vulnerabilities with details of 8.3% at a high level of vulnerability 

or 1 warning, 41.7% at a medium level or 5 warnings, 33.3% at a 

low level or 4 warnings, and 16.7 at information level or 2 

warnings. 

2022 

[30] OWASP Website SQL Map 
The test results carried out were 80% of the tested website is 

vulnerable to SQL injection attacks. 
2021 

This 

research 
OWASP Web Servers 

Whois, SSL Scan, 

Nmap, OWASP 

Zap, and SQL Map 

The results of using the Whois tool get a web identity, SSL Scan 

gets an Overall rating value, Nmap finds three ports with closed 

status and seven ports with open status, OWASP Zap finds 14 
vulnerabilities including; five medium levels, seven low levels, and 

two information levels, and the SQL Map tool successfully 

retrieved user names and passwords on the web 

2023 

 

 

This research in 2023 found 14 vulnerabilities 

including; five medium levels, seven low levels, and two 

information levels. Then successfully get the username 

and password on the website. This research also provides 

a mitigation solution by installing a firewall on the web 

to protect against injection attacks. 

 
 
 
4. CONCLUSIONS 
 

SQLi attacks are one of the main threats that lurk on any 

web server that is not sufficiently protected. Based on the 

results of analysis of testing against SQLi attacks using 

the OWASP framework. The results of using the Whois 

tool get a web identity, SSL Scan gets an Overall rating 

value, Nmap finds three ports with closed status and 

seven ports with open status, OWASP Zap finds 14 

vulnerabilities including; five medium levels with a 

percentage value of 35%, seven at the low level with a 

percentage value of 50%, and two at the information level 

with a percentage value of 14%, and the SQL Map tool 

succeeded in retrieving user names and passwords on the 

web. This illustrates that the web server does not have 

adequate security and validation layers to protect itself 

from various attacks, especially injection attacks. On 

websites that have a firewall installed, attacks often fail 

and attempts to find the ID parameter on the web are 

unsuccessful.  
For future research, more in-depth research is needed 

to reveal mitigation measures other than firewalls in 

maintaining website security from SQLi attacks. This 

approach can include the implementation of various 

frameworks and tools used. Thus, future research will 

provide deeper and more comprehensive insight into 

stronger efforts to reduce the risk of attacks on the web. 
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Persian Abstract 

 چکیده 
سراپ تغییر، حذف ی  جعل دادد ی ، می ت اند خدم ت  SQLیکی از رایج ترین حملات علیه سرررهری پ ی یه د دادد اسررب ه س  اسرراز دد از دسررا رات   SQL (SQLi)تزریق  

را علیه    SQLi، حملات SQL Mapه   Whois  ،SSL Scan ،Nmap  ،OWASP Zapسررهر را تددید ندد  در این ما ععه، مققق   س  اسراز دد از تعدادپ اسزار، از جمله  

شدد شد س یی نردند  در مرحله سعد، مققق   اقدام ت ن یشی را سراپ مق فظب را در هب سرهر آزم یش  SQLiی پ یذیرپهب س یب ی  آزم یش نردند  سپس، مققق   آسیب

آسریب یذیرپ را شرد سر یی نرد نه یدج م رد از آند  در سرا    OWASP Zap 14ایج د ه اجرا نردند  نا یج آزم یش س  اسراز دد از    SQLiاز هب سر یب در سراسر حملات  

م فق سه دسرارسری سه ی یه د دادد ه   SQL Mapس دند  در یمین ح ل، آزم یش س  اسراز دد از    ٪14ه ده م رد در سرا  الالاع تی    ٪50، یزب م رد در سرا  ی یین  ٪35ما سر   

  SQLiسراپ نصرب ف یرهال در هب سر یب سه عد ا  یا اقدام ن یشری سراپ ن یش خار حملات    ن م ن رسرپ در هب سررهر شرد  م م سعدپ در این تققیق ارا ه ت هریه ی یی

در سررهری پ هب اسرب نه نقش مدمی در حزا امدیب ه   SQLiی پ یذیرپاسرب  سردا اهرلی این تققیق ت سرعه یا رهخ سر خا ر ی فاه سراپ شرد سر یی ه رسریدمی سه آسریب

 ی  در یا مقی  آنلاین سه سرعب در ح ل تک مل دارند یکپ رچهی دادد
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A B S T R A C T  
 

 

Recently, the difference in the most effective competencies is considered the main competitive factor in 

organizations. To this end, organizations seek to improve a number of their functional capabilities, 
expertise, and capacities to enhance their operational area. Therefore, when an organization focuses on 

the quality of its services or products, it is trying to improve maintainability to gain a competitive 

advantage. In this study, a closed-loop, multi-objective, multi-level, multi-commodity, and multi-period 
mathematical model for a supply chain with producer, and distributor components is presented to locate 

and allocate items. The presented model can control environmental, economic, and social factors along 

the chain. One of the most important and unique aspects of the current study is considering different 
scenarios in the closed-loop supply chain (CLSC) so that the quality of the produced and transported 

products is paid attention to according to perishability. In addition, to control environmental effects, the 

model can minimize total CO2 emissions. The problem is solved on small, medium, and large scales 
using Epsilon Constraint and NSGA-II methods. According to the obtained results, the flow according 

to the boom scenario is more than the stagnation scenario. Finally, according to the sensitivity analysis, 

the number of centers established increases with an increase in demand. The results show that the non-
dominated sorting genetic algorithm (NSGA-II) model can predict the behavior of the model well in the 

long term. For this purpose, Mean ideal distance (MID) index, has been used for evaluation of 

calculation. the value of standard MID is equal to 6.56 that shows the model accuracy is adequate. 
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1. INTRODUCTION 

 

Supply chain (SC) systems encompass a cohesive 

network of goods, services, and interrelated activities. 

Among the pivotal considerations in designing an 

efficient supply chain is the judicious selection of 

suppliers responsible for producing goods or delivering 

services. Thus, the act of choosing the right supplier 

emerges as a critical facet that enhances and optimizes 

the flow within the supply chain (1). In the contemporary 

landscape, supply chains have evolved into structured 

circuits that, in addition to their forward flows, also 

accommodate reverse flows. This paradigm is known as 

a closed-loop supply chain (CLSC), comprising a 

collaborative network of components operating in unison 

(2). CLSCs play a significant role in conserving 

substantial quantities of fossil fuels, non-renewable 

resources, water, and land through resource recycling; 

thus, leaving a noteworthy impact on the environment 

(3). Given the growing significance of environmental 

concerns, manufacturers and retailers have begun to 

collaborate on shared responsibilities to enhance the 

environmental design of products and CLSC efficiency 

(4). The quest for a more effective collaborative model to 

encompass various aspects has become a focal point of 

research (5). Furthermore, in numerous developed and 

progressive nations, attention has been directed towards 

the reverse supply chain and its implications on 

environmental sustainability (6). The reverse supply 

chain and reverse logistics, by considering the 

environmental impact of product manufacturing, have 

garnered significant attention (7-9). Dealing with yield 

management in a supply chain is a multifaceted endeavor 

that necessitates decision-making at both strategic and 

operational levels. High-level decisions encompass 

determinations regarding facility types, locations, and the 

control of planned returns (10, 11). Conversely, lower-

level planning addresses issues such as intervals between 

waste material collection, the number and capacity of 

transportation vehicles, and the determination of optimal 

routes (12). These two management levels are 

intertwined, often necessitating separate reviews due to 

their closeness. Strategic decisions are typically imposed 

by upstream government institutions on downstream 

organizations, while operational decisions are enacted 

through downstream institutions. Therefore, the 

management of recycling-related issues must be studied 

concerning various product types (13-15). New logistics 

structures illustrate the utilization of closed-loop supply 

chain concepts, showcasing significant improvements in 

resource utilization efficiency (16, 17). In today's 

context, returned products have gained substantial 

importance, being recognized as valuable assets within 

the supply chain components (18). Reducing 

environmental impacts to preserve the environment 

represents one of the primary objectives of the reverse 

supply chain. Environmental conservation has taken 

precedence over the costs associated with collecting 

returned products, primarily due to the detrimental 

consequences of excessive carbon emissions from waste 

disposal on the environment and its resources (19). While 

reverse logistics focuses on the flow of returned products, 

a CLSC comprehensively addresses both forward and 

reverse supply chain operations. Therefore, not only are 

the two terms distinct, but reverse logistics also falls 

under the umbrella of the CLSC (20, 21). To ensure the 

success of any organization, proactive and continuous 

risk management throughout a project is imperative (22). 

Managing risk effectively across all levels of the supply 

chain's life cycle is essential. It's worth noting that project 

risk exists from the project's inception, and neglecting 

risk management can hinder project progress. Project risk 

encompasses uncertain events that can lead to damage or 

loss, posing threats to project objectives such as schedule, 

cost, and quality. Often, project managers have limited 

information about risks associated with individual 

activities during the planning phase, which can result in 

delays and increased costs that affect budgets and quality. 

Addressing risks correctly is crucial, as not doing so can 

diminish the effectiveness of risk identification and 

assessment. The risk response stage typically involves 

four strategies: risk avoidance, risk transfer, risk 

reduction, and risk acceptance. These strategies vary 

based on risk severity, resource availability, and other 

factors relevant to project managers. Risk avoidance 

entails eliminating potential risks from the environment, 

while risk reduction aims to minimize the likelihood of 

these risks. Implementing risk avoidance may introduce 

complexities to project management (23). 

Furthermore, political issues, shifts in demand, 

technological advancements, and financial 

considerations introduce uncertainty into the supply 

chain (24). Sustainable supply chains and their resilience 

to disruptions have been examined in numerous studies 

(25). Managing disruptions involves risk identification, 

assessment, decision-making, and monitoring (26). 

Fuzzy logic is a valuable method for addressing 

uncertainties in supply chain management, enabling 

more precise statistical and mathematical analyses of 

complex systems and decisions (27). Fuzzy logic has 

found applications in a wide array of problems, including 

newly defined fuzzy post-quantum Bernstein 

polynomials and extended properties of the Bernstein-

Klodowski operators, from real function spaces to fuzzy 

function spaces (28-30). 

The present study seeks to address several 

significant research gaps within the domain of closed-

loop supply chains. Notably, prior models have 

overlooked the product quality, failed to consider diverse 

scenarios, omitted capacity constraints in distribution and 

production centers, neglected the natural impact on CO2 

emissions, and disregarded the vulnerability of critical 
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parameters. This research strives to bridge these gaps by 

formulating a multi-objective mathematical model that 

optimizes a sustainable closed-loop supply chain network 

while factoring in the risk of disruptions in uncertain 

conditions. To mitigate the risk of disruption in the 

supply chain network, the study employs sensitivity 

analysis and numerical tests. By presenting this 

mathematical model, the research provides a robust 

decision-making tool for the design and optimization of 

a sustainable closed-loop supply chain network. In 

essence, the primary contributions of this research lie in 

its holistic approach to sustainability considerations and 

its emphasis on minimizing disruption risk in uncertain 

conditions. Evaluation of product quality and haulage 

considerations is incorporated. Various unpredictable 

scenarios in closed-loop supply chains are accounted for. 

Capacity constraints in distribution and production 

centers are considered. Sustainability and resilience in 

both reverse and direct supply chain flows are explored. 

The primary objectives include reducing CO2 emissions, 

total network costs, and overall risk. Uncertainty in 

diverse parameters of the mathematical model is 

addressed.  

General limitations of existing models in the field of 

multi-objective optimization for multi-commodity 

closed-loop supply chain network with disruption risk is 

as follow:  

• Existing models often simplify the supply chain 

network by considering only a limited number of 

factors or assume simplified scenarios. They may not 

fully capture the complex nature of real-world supply 

chain systems, including uncertainties, dynamic 

disruptions, and multiple objectives. 

• Many models focus on optimizing a single objective 

or a predefined set of objectives, which may not be 

suitable for addressing the dynamic nature of 

disruptions in a closed-loop supply chain network. 

These models may not provide robust solutions that 

can adapt effectively to unforeseen disruptions. 

• : While disruption risk is an important factor in 

closed-loop supply chain network design, existing 

models may not adequately incorporate probabilistic 

models or stochastic optimization techniques to 

handle risks and uncertainties associated with 

disruptions. 

• Some models may focus on a single product or 

commodity, neglecting the complexities that arise 

when dealing with a wide range of commodities with 

different characteristics and requirements within a 

closed-loop supply chain network. 

This paper is structured into five sections. The 

subsequent section offers an overview of the relevant 

literature. Section three presents the problem statement 

and the mathematical model. Next, the paper presents the 

computational results, and the concluding section wraps 

up the paper. 

2. LITERATURE REVIEW 
 
This section delves into a literature review pertaining to 

supply chain management, with a specific focus on both 

reverse and direct supply chains, uncertainty within the 

supply chain, and sustainability and risk considerations 

(31, 32). Numerous studies have put forth mathematical 

models to tackle these challenges. For instance, Pishvaee 

et al. (33) concentrated on crisis management in a 

sustainable pharmaceutical supply chain network; while, 

Khalifehzadeh et al. (34) aimed to minimize costs and 

maximize system reliability within a four-level supply 

chain. Zhalechian et al. (35) investigated environmental 

effects in a location-routing-inventory problem within a 

sustainable closed-loop supply chain. Rahmani and 

Mahoodian (36) factored in CO2 emissions and reliability 

within their supply chain network design model. Nasr et 

al. (37) presented a multi-objective fuzzy model that 

strives to reduce costs, maximize employment 

opportunities, and incorporate sustainability 

considerations within the supply chain. Dong et al. (38) 

put forth a model that takes into account random demand 

and reproduction systems, with three primary objectives: 

identifying profitable producers, allocating distributors to 

customers, and assessing the flow across various supply 

chain tiers. Diabat and Jebali (13) introduced a multi-

period, multi-commodity models that grapples with 

uncertainty and recovery based on product quality. Wu 

(39) devised a dynamic competitive game framework, 

inclusive of government intervention, with the aim of 

minimizing environmental costs. In contrast, finally, 

Moradi and Sangari (40) outlined a multi-level supply 

chain network, accounting for uncertain parameters and 

employing robust optimization techniques to mitigate 

fixed and transportation costs. Kalantari et al. 

(41)employed a fuzzy robust stochastic optimization 

approach to reduce environmental impacts while 

maximizing net present value and social impacts within 

a sustainable closed-loop supply chain. In recent years, 

several mathematical models have emerged in the field 

of closed-loop supply chain management. For instance, 

Salehi-Amiri et al. (42) developed a mixed-integer 

programming (MIP) model that considers employment-

related costs and opportunities in the avocado industry. 

Kalantari et al. (43) formulated a stable closed-loop 

supply chain problem with a dual aim of maximizing net 

present value (NPV) while minimizing carbon emissions, 

accounting for inherent uncertainties. Garai & Sarkar 

(44) delved into the realm of independent economic 

reverse logistics in a customer-centric closed-loop supply 

chain, focusing on herbal medicines and biotech fuels. 

Abolghasemian & Darabi (45), Abolghasemian et al. (46) 

focused on optimization of hauling system of open-pit 

mine modeling. Additionally, Devika et al. (47) 

developed a mixed integer programming model multi-

objective CLSC problem. Based on built model, three 
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novel hybrid metaheuristic methods are developed which 

are based on adapted imperialist competitive algorithms 

and variable neighborhood search. Fatollahi-Fard et al. 

(48) proposed a dual-channel, multi-product, multi-

period, multi-echelon CLSC network design under 

uncertainty for the tire industry. Ali et al. (49) proposed 

a comprehensive CLSC network that optimizes 

environmental, economic, and social footprints through a 

multi-objective optimization approach. To account for 

parameter uncertainties, emploied scenario generation 

using a scenario-based stochastic programming 

procedure. 

Upon reviewing the existing literature and prior 

research, this study addresses the following research 

gaps: 

1. Failure to incorporate sustainability considerations 

within supply chain management, often 

concentrating solely on economic and 

environmental aspects. 

2. Neglect of the diverse scenarios and possibilities 

that may arise in closed-loop supply chains due to 

the presence of uncertainty. 

3. Overlooking the capacity constraints in supply 

chain centers and neglecting discussions on 

handling multiple commodities. 

4. Disregarding the significance of product quality as 

a critical factor in closed-loop supply chain models. 

5. Ignoring the element of parameter uncertainty, 

which can significantly impact the effectiveness of 

closed-loop supply chain operations. 

 

 

3. PROPOSED MODEL 
 
3. 1. Problem Definitation            In the scope of this 

research, a sustainable closed-loop supply chain (CLSC) 

network is developed, encompassing multiple levels, 

products, and time periods. The research takes into 

account the risks associated with returned products 

within the context of production and distribution-related 

disruptions in the supply chain. This comprehensive 

supply chain includes various components, such as 

markets, collection points, production facilities, 

distribution centers, suppliers, and recycling and disposal 

sites. Moreover, different production process levels are 

identified to facilitate cleaner production processes and 

minimize manufacturing impacts. Diverse technologies 

are designed to enable the production of reusable 

products, reducing the demand for natural resources. 

Within this examined supply chain, various 

disturbances faced by distributors are considered. This 

includes factors like disruptions caused by issues such as 

drivers' stress during the distribution process. 

Additionally, the research delves into the impact of 

economic sanctions on producers, as these risks can 

hinder meeting customer demands and disrupt supply 

chain performance. Factors like outdated technology in 

industries, unsuitable raw materials, inadequate 

equipment, and a lack of focus on market requirements 

can adversely affect the industry in question. Therefore, 

this study addresses the type of technology utilized in 

production centers and the costs associated with its use. 

Consequently, within such a framework, the selection of 

production and distribution center locations and the 

establishment of appropriate network flows are deemed 

of paramount importance. Total supply chain costs 

encompass facility costs, transportation expenses, 

procurement, and production costs. Furthermore, the 

research takes into account the risk stemming from 

returned products, aligning with a resilience strategy 

within the reverse supply chain, and considers the social 

impacts arising from these measures. Given that real-

world data required for the mathematical model's 

parameters are fraught with uncertainties, this research 

leverages fuzzy set theory to manage these uncertainties. 

Additionally, to tackle repair-related risks, repair teams 

are dispatched to designated locations, with the 

associated repair costs integrated into the supply chain. 

Lastly, the study examines the supply chain's state under 

two scenarios: recession and economic boom. 

To design a multi-product sustainable CLSC network 

and create a multi-objective mathematical model that 

accounts for disruption risks in uncertain conditions, a set 

of modeling techniques and methods are utilized. These 

techniques enable the simultaneous pursuit of various 

objectives, including cost reduction, environmental 

pollution mitigation resulting from facility creation and 

product transport, and the enhancement of social welfare 

within a sustainable multi-product closed-loop supply 

chain. 

To achieve this, a mixed-integer multi-objective 

mathematical programming model has been formulated. 

Both deterministic and meta-heuristic methods have been 

employed to solve the model. The deterministic solution 

relies on the epsilon-constrained method implemented 

with GAMS software, while the NSGA-II meta-heuristic 

solution is executed using MATLAB for the formulation 

and coding. 

The key assumptions underlying the model are as 

follows: 

• Fuzzy demand is considered to accommodate real-

world uncertainties. 

• Uncertainty in the quality factor of returned 

products is accounted for. 

• The model is multi-period, multi-product, and 

multi-objective in nature. 

• Facility location is assumed to be fixed, and the 

model selects these locations from among all 

potential alternatives. 

The cost of goods and product transportation between 

centers is treated as fixed within each scenario. The 

structural representation of the proposed model is 
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depicted in Figure 1, which is illustrating the cycle 

pertaining to the CLSC examined in this research. 

According to this cycle, products produced are 

distributed to customers through various distributors. 

Some of these sold products are returned, refurbished, 

and reutilized, while others may be discarded as waste or 

reintroduced into the production cycle as recycled 

products. 

 

3. 2. Notation           In this section, all the symbols used 

to describe sets, parameters, and variables of the problem 

are explained in Tables 1-3. 

 

 

 
Figure 1. The structure of proposed model 

 
 

TABLE 1. Notation for indices in the Mathematical Model 

Indices 

Explanation Symbol 

The set of customers 𝒌 ∈ {𝟏, 𝟐, 𝟑} K 

The set of re-use centers 𝒓 ∈ {𝟏, 𝟐} R 

The set of distributors 𝒋 ∈ {𝟏, 𝟐} J 

The set of products 𝒑 ∈ {𝟏, 𝟐} P 

The set of collection centers 𝒊 ∈ {𝟏, 𝟐, 𝟑} I 

The set of burial and disposal sites 𝒘 ∈ {𝟏} W 

The set of suppliers 𝒚 ∈ {𝟏, 𝟐} Y 

The set of manufacturers 𝒉 ∈ {𝟏, 𝟐} H 

 

 

TABLE 2. Notation for parameters in the Mathematical Model 

𝒍𝒊𝒚  Center y's volume capability 

𝒍𝒊′𝒉𝒗 Center h's ability to revamp products using technology v 

𝒍𝒊𝒘  Capacity of establishment w 

𝒍𝒊𝒉𝒗  Center h's capacity to utilize technology v 

𝒍𝒊𝒊  Maximum potential of center i 

𝒍𝒊𝒓  Capability of center r 

𝒍𝒊𝒋  Capacity of establishment j 

𝒄𝒃𝒘  Center w's carbon footprint 

𝒄𝒃𝒊  CO2 emissions from center i's operations 

𝒄𝒃𝒓  The amount of CO2 emitted by center r 

𝒄𝒃𝒋  Carbon emissions associated with center j 

𝒄𝒑𝒌  
Emissions resulting from delivering one unit of product 

per distance unit 

𝒉𝒘  Establishment costs of center w 

𝒉𝒑  Center p's fixed establishment cost 

𝒉𝒊  The initial expense of setting up center i 

𝒉𝒋  Fixed start-up cost for center j 
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𝒗𝒍𝒑𝒔  Quantity of product p in scenario s following recycling 

𝒅
𝒌𝒔

𝒑�̃�
  

Customer demand for product p in period t from segment 

k in scenario s 

𝒇𝒐𝒑𝒔  Unit production cost of product p under scenario s 

𝒇′𝒐𝒑𝒔  
The expense of collecting one unit of product p in 

scenario s 

𝒑𝒈𝒔
𝒑𝒒

  The price of returned product p with quality q in scenario s 

𝒅𝒊𝒉𝒗𝒒𝒔
𝒑

  
Transportation distance/cost of delivering product p with 

quality q from center i to center h using technology v in 

scenario s 

𝒅𝒚𝒉𝒔
𝒑

  
Shipping costs/distance for product p from center y to 

center h in scenario s 

𝒅𝒉𝒋𝒔
𝒑

  
Transporting product p from center h to center j, 

including distance and cost, in scenario s 

𝒅𝒌𝒊𝒔
𝒑

  
Transportation costs/distance for delivering product p 

from customer k to center i in scenario s 

𝒅𝒊𝒓𝒒𝒔
𝒑

  
Shipping expenses/distance for delivering product p from 

center i to center r with quality q in scenario s 

𝒅𝒊𝒘𝒒𝒔
𝒑

  
Distance/travel cost for transporting product p from 

center i to center w with quality q in scenario s 

𝒅𝒓𝒉𝒒𝒔
𝒑

  
Shipping costs/distance for delivering product p from 

center r to center h with quality q in scenario s 

𝒅𝒋𝒌𝒔
𝒑

  
Distance/cost of product transportation from center to 

customer in scenario s 

𝒑𝒓𝒔  Probability of occurrence for scenario s 

𝒓𝒌,𝒒,𝒔
𝒑𝒕

  
Return rate of product p with quality q from customer site 

k during period t in scenario s 

𝒓𝒓′ 
𝒑𝒕  

Return rate of product p from collection center to burial 

site during period t 

𝒓𝒓 
𝒑𝒕  

Return rate of product p from collection center to the 

manufacturer during period t 

𝒓𝒓 
′′𝒑𝒕  

Return rate of product p from collection center to 

recycling center during period t 

𝒑𝒐𝒍𝒋𝒕  
Total pollution emitted during establishment of center j in 

period t 

𝒑𝒐𝒍𝒊𝒕  
Total pollution emitted during establishment of center i in 

period t 

𝒑𝒐𝒍𝒓𝒕  
Total pollution emitted during establishment of center r in 

period t 

𝒑𝒐𝒍𝒘𝒕  
Total pollution emitted during establishment of center w 

in period t 

𝜶𝒉𝒕𝒔  
1 if there is no disruption in production center h during 

period t in scenario s, otherwise 0 

𝜷𝒚𝒕𝒔  
1 if there is no disruption in supply center y during 

period t in scenario s, otherwise 0 

𝒄𝒎𝒉𝒕𝒔  
Repair cost of manufacturing center h during period t in 

scenario s 

𝒄𝒎𝒚𝒕𝒔  Repair cost of supply center y during period t in scenario s 

 

 

TABLE 3. Notation for Variables of the Mathematical Model. 

𝒙𝒋 
If center d is formed, it will be assigned a value of 1; 

otherwise, it will be assigned a value of 0. 

𝒙𝒊 
In the event that center g is established, its assigned 

value will be 1; if not, its value will be 0. 

𝒙𝒓 
Center b will have a value of 1 if it is established; 

otherwise, it will have a value of 0. 

𝒙𝒘 
Should center e be established, its value will be 1; 

otherwise, it will be 0. 

𝒛𝒊𝒉𝒗𝒒𝒔
𝒑𝒕

 
Number of product p sent from center i to center h by 

technology v with quality q during period t in scenario s 

𝒛𝒉𝒗𝒋𝒔
𝒑𝒕

 
Number of product p sent from center h to center j by 

technology v during period t in scenario s 

𝒛𝒋𝒌𝒔
𝒑𝒕

 
Number of product p sent from center j to customer k 

during period t in scenario s 

𝒛𝒓𝒉𝒒𝒔
𝒑𝒕

 
Number of product p sent from customer j to center k 

with quality q during period t in scenario s 

𝒛𝒊𝒘𝒒𝒔
𝒑𝒕

 
Number of product p sent from center j to center w with 

quality q during period t in scenario s 

𝒛𝒚𝒉𝒔
𝒑𝒕

 
Number of product p sent from center y to center h 

during period t in scenario s 

𝒛𝒊𝒓𝒒𝒔
𝒑𝒕

  
Number of product p sent from center i to center r with 

quality q during period t in scenario s 

𝒚𝒉𝒕 
If repair group f is sent to center h during period t,  it’s 

1 

𝒚𝒚𝒕 If repair group f is sent to center y during period t, it’s 1 
 

 

 

 

3. 3. Model Formulation            In this section, all equation used to describe mathematical modeling, are explained. 

𝑀𝑖𝑛 𝑓1 = (∑ ℎ𝑗𝑥𝑗𝑗∈𝐽 + ∑ ℎ𝑖𝑥𝑖𝑖∈𝐼 + ∑ ℎ𝑟𝑥𝑟 + ∑ ℎ𝑤𝑥𝑤)𝑤∈𝑊𝑟∈𝑅 + 𝑝𝑟𝑠(∑ ∑ (𝑠𝑡 ∑ ∑ ∑ 𝛽ℎ𝑡𝑠 . 𝑑𝑦ℎ𝑠
𝑝

𝑧𝑦ℎ𝑠
𝑝𝑡

ℎ∈𝐻𝑦∈𝑌𝑝∈𝑃 +

∑ ∑ ∑ 𝑚𝑑𝑥𝑗𝑘𝑠
𝑠𝑡

𝑗∈𝐽𝑦∈𝑌𝑝∈𝑃 + ∑ ∑ ∑ 𝑑𝑗𝑘,𝑠
𝑝

𝑧𝑗𝑘𝑠
𝑝𝑡

𝑘∈𝐾𝑗∈𝐽𝑝∈𝑃  + ∑ ∑ ∑ 𝑦ℎ𝑡. 𝑐𝑚ℎ𝑡𝑠𝑡∈𝑇 + ∑ ∑ ∑ 𝑦𝑦𝑡. 𝑐𝑚𝑦𝑡𝑠𝑡∈𝑇𝑠∈𝑆𝑦∈𝑌𝑠∈𝑆ℎ∈𝐻  
(1) 

𝑀𝑖𝑛 𝑓2 = ∑ 𝑥𝑟 .𝑟∈𝑅  
𝑐𝑏𝑟 + ∑ 𝑥𝑖 .𝑖∈𝐼  

𝑐𝑏𝑖 + ∑ 𝑥𝑊 .𝑤∈𝑊  
𝑐𝑏𝑤 +

∑ 𝑥𝑗 .𝑗∈𝐽  
𝑐𝑏𝑗+∑ 𝑤𝑠𝑒𝑛 . ∑ 𝐶𝐸𝑀𝑡∈𝑇𝑠∈𝑆 [∑ ∑ (𝑠𝑡 ∑ ∑ ∑ 𝑑𝑦ℎ𝑠

𝑝
𝑧𝑦ℎ𝑠

𝑝𝑡
ℎ∈𝐻𝑦∈𝑌𝑝∈𝑃 + ∑ ∑ ∑ 𝑚𝑑𝑥𝑗𝑘𝑠

𝑠𝑡
𝑗∈𝐽𝑦∈𝑌𝑝∈𝑃 +

∑ ∑ ∑ 𝑑𝑗𝑘,𝑠
𝑝

𝑧𝑗𝑘𝑠
𝑝𝑡

𝑘∈𝐾𝑗∈𝐽𝑝∈𝑃 + ∑  𝑠∈𝑆 (∑ ∑ ∑ 𝑑𝑘𝑖𝑠
𝑝

𝑧𝑘𝑖𝑠
𝑝𝑡

ℎ∈𝐻𝑘∈𝐾𝑝∈𝑃 + ∑ ∑ ∑ ∑ 𝑑𝑖𝑟𝑞𝑠
𝑝

𝑧𝑖𝑟𝑞𝑠
𝑝𝑡

𝑟∈𝑅𝑖∈𝐼𝑞∈𝑄𝑝∈𝐶 +

∑ ∑ ∑ ∑ 𝑑𝑖𝑤𝑞𝑠
𝑝

𝑧𝑖𝑤𝑞𝑠
𝑝𝑡

𝑤∈𝑊𝑖∈𝐼𝑞∈𝑄𝑝∈𝑃 + ∑ ∑ ∑ ∑ ∑ 𝑑𝑖ℎ𝑞𝑠
𝑐 𝑧𝑖ℎ𝑣𝑞𝑠

𝑐𝑡
ℎ∈𝐻𝑖∈𝐼𝑞∈𝑄𝑝∈𝑃𝑣∈𝑉 +

∑ ∑ ∑ ∑ 𝑑𝑟ℎ𝑞𝑠
𝑝

ℎ∈𝐻𝑟∈𝑅𝑞∈𝑄𝑝∈𝑃 𝑧𝑟ℎ𝑞𝑠
𝑝𝑡

)] 

        (2) 

𝑀𝑖𝑛𝑓3 = ∑ ∑ 𝑝𝑜𝑙𝑗𝑡. 𝑥𝑗𝑗∈𝐽𝑡∈𝑇  
+ ∑ ∑ 𝑝𝑜𝑙𝑖𝑡𝑡∈𝑇𝑖∈𝐼  

. 𝑥𝑖 + ∑ ∑ 𝑝𝑜𝑙𝑟𝑡𝑡∈𝑇𝑟∈𝑅 . 𝑥𝑟 + ∑ ∑ 𝑝𝑜𝑙𝑤𝑡. 𝑥𝑤𝑡∈𝑇𝑤∈𝑊            (3) 
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Subject to: 

∑ 𝑥𝑤𝑤∈𝑊 ≥ 1   (4) 

∑ 𝑥𝑖𝑖∈𝐼 ≥ 1   (5) 

∑ 𝑥𝑗𝑗∈𝐽 ≥ 1   )6) 

∑ 𝑥𝑟𝑟∈𝑅 ≥ 1   (7) 

∑  𝑞2
∑ 𝑧𝑖𝑟𝑞𝑠

𝑝𝑡
𝑦∈𝑌 = 𝑟𝑟𝑝𝑡 ∑ (𝑞 ∑ 𝑧𝑘𝑖𝑞𝑠

𝑝𝑡
)𝑘∈𝐾   ∀𝑖 ∈ 𝐼, 𝑝 ∈ 𝑃, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆 (8) 

∑ 𝑧𝑘𝑖𝑞𝑠
𝑝𝑡

𝑖∈𝐼 = 𝑟𝑘𝑞𝑠
𝑝

. ∑ ∑ 𝑧𝑗𝑘𝑠
𝑝𝑡

𝑘∈𝐾𝑝∈𝑃   ∀𝑘 ∈ 𝐾, 𝑗 ∈ 𝐽, 𝑡 ∈ 𝑇, 𝑞 ∈ 𝑄, 𝑠 ∈ 𝑆 )9) 

∑  𝑞1 ∑ 𝛼ℎ𝑡𝑠. 𝑧𝑖ℎ𝑣𝑞𝑠
𝑝𝑡

ℎ∈𝐻 = 𝑟𝑟𝑝𝑡 ∑ (𝑞 ∑ 𝑧𝑘𝑖𝑞𝑠
𝑝𝑡

𝑘∈𝐾 )  ∀𝑖 ∈ 𝐼, 𝑣 ∈ 𝑉, 𝑝 ∈ 𝑃, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆 (10) 

∑ (𝛼ℎ𝑡𝑠. 𝑧ℎ𝑣𝑗𝑠
𝑝𝑡

+ 𝑤ℎ𝑗𝑠
𝑝𝑡

)ℎ∈𝐻 = ∑ 𝑧𝑗𝑘𝑠
𝑝𝑡

𝑙∈𝐿   ∀𝑗 ∈ 𝐽, 𝑣 ∈ 𝑉, 𝑝 ∈ 𝑃, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆 )11) 

∑  𝑞2 ∑ 𝑧𝑖𝑤𝑞𝑠
𝑝𝑡

𝑤∈𝑊 = 𝑟𝑟𝑝𝑡 ∑ (𝑞 ∑ 𝑧𝑘𝑖𝑞𝑠
𝑝𝑡

𝑘∈𝐾 )  ∀𝑝 ∈ 𝑃, 𝑡 ∈ 𝑇, 𝑖 ∈ I, 𝑠 ∈ 𝑆 (12) 

∑  𝑞2
∑ 𝑧𝑖𝑟𝑞𝑠

𝑝𝑡
𝑖∈𝐼 = ∑ ∑ 𝑧𝑟ℎ𝑞𝑠

𝑝𝑡
ℎ∈𝐻𝑞   ∀𝑟 ∈ 𝑅, 𝑝 ∈ 𝑃, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆 (13) 

∑  𝑞1
∑ 𝛼ℎ𝑡𝑠. 𝑧𝑖ℎ𝑣𝑞𝑠

𝑝𝑡
ℎ∈𝐻 + ∑  𝑞2

∑ 𝑧𝑖𝑟𝑞𝑠
𝑝𝑡

𝑟∈𝑅 + ∑  𝑞3
∑ 𝑧𝑖𝑤𝑞𝑠

𝑝𝑡
𝑤∈𝑊 = ∑  𝑞 

∑ 𝑧𝑘𝑖𝑞𝑠
𝑝𝑡

𝑘∈𝐾    (14) 

∑ 𝑧𝑦ℎ𝑠
𝑝𝑡

𝑦∈𝑌 + ∑  𝑞1
∑ 𝛼ℎ𝑡𝑠. 𝑧𝑖ℎ𝑣𝑞𝑠

𝑝𝑡
𝑖∈𝐼 + ∑ ∑ 𝑧𝑟ℎ𝑞𝑠

𝑝𝑡
𝑟∈𝑅𝑞∈𝑄 = ∑ 𝛼ℎ𝑡𝑠. 𝑧ℎ𝑣𝑗𝑠

𝑝𝑡
𝑗∈𝐽   ∀ℎ ∈ 𝐻, 𝑣 ∈ 𝑉, 𝑝 ∈ 𝑃, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆  (15) 

𝑟𝑟𝑝𝑡 + 𝑟𝑟𝑝𝑡 + 𝑟𝑟𝑝𝑡 = 1 ∀𝑝 ∈ 𝑃, 𝑡 ∈ 𝑇 (16) 

∑ 𝑧𝑗𝑘𝑠
𝑝𝑡

≥ 𝑗∈𝐽 𝑑𝑘𝑠
𝑝𝑡

  ∀𝑘 ∈ 𝐾, 𝑝 ∈ 𝑃, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆 (17) 

pt

yhs y

p P h H

z li
 

  
∀𝑦 ∈ 𝑌, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆 (18) 

ct

hvjs hv

p P j J

z li
 

  
∀ℎ ∈ 𝐻, 𝑣 ∈ 𝑉, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆 (19) 

∑ ∑ 𝑧𝑗𝑘𝑠
𝑝𝑡

𝑘∈𝐾 ≤ 𝑙𝑖𝑗𝑥𝑗𝑝∈𝑃   ∀𝑗 ∈ 𝐽, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆 (20) 

∑  𝑞3
∑ ∑ 𝑧𝑖𝑤𝑞𝑠

𝑝𝑡
𝑖∈𝐼 ≤ 𝑙𝑖𝑤𝑥𝑤𝑝∈𝑃   ∀𝑤 ∈ 𝑊, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆 (21) 

∑ (∑  𝑞1
∑ 𝛼ℎ𝑡𝑠. 𝑧𝑖ℎ𝑣𝑞𝑠

𝑝𝑡
𝑖∈𝐼 + ∑ ∑ 𝑧𝑟𝑚𝑞𝑠

𝑝𝑡
)𝑟∈𝑅𝑞 ≤ 𝑙𝑖ℎ𝑣𝑝∈𝑃   ∀ℎ ∈ 𝐻, 𝑣 ∈ 𝑉, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆  (22) 

∑  𝑞𝑠2
∑ ∑ 𝑧𝑖𝑟𝑞𝑠

𝑝𝑡
𝑖∈𝐼 ≤ 𝑙𝑖𝑟𝑥𝑟𝑝∈𝑃   ∀𝑟 ∈ 𝑅, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆 (23) 

∑  𝑞1
∑ ∑ 𝛼ℎ𝑡𝑠. 𝑧𝑖ℎ𝑣𝑞𝑠

𝑐𝑡
𝑖∈𝐼 + ∑  𝑞3

∑ ∑ 𝑧𝑖𝑤𝑞𝑠
𝑝𝑡

𝑤∈𝑊 + ∑  𝑞2
∑ ∑ 𝑧𝑖𝑟𝑞𝑠

𝑝𝑡
𝑟∈𝑅 ≤ 𝑙𝑖𝑟𝑝∈𝑃𝑝∈𝑃 𝑥𝑟𝑝∈𝑃   ∀𝑖 ∈ 𝐼, 𝑣 ∈ 𝑉, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆 (24) 

1 − 𝛼ℎ𝑡𝑠 ≤ 𝑦ℎ𝑡 ∀ℎ ∈ 𝐻, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆 (25) 

1 − 𝛽𝑦𝑡𝑠 ≤ 𝑦𝑦𝑡 ∀𝑦 ∈ 𝑌, 𝑡 ∈ 𝑇, 𝑠 ∈ 𝑆 (26) 

𝑧𝑖ℎ𝑣𝑞𝑠
𝑝𝑡

, 𝑧ℎ𝑣𝑗𝑠
𝑝𝑡

, 𝑧𝑗𝑘𝑠
𝑝𝑡

, 𝑧𝑟ℎ𝑞𝑠
𝑝𝑡

, 𝑧𝑘𝑖𝑞𝑠
𝑝𝑡

, 𝑧𝑖𝑤𝑞𝑠
𝑝𝑡

, 𝑧𝑦ℎ𝑠
𝑝𝑡

, 𝑧𝑖𝑟𝑞𝑠
𝑝𝑡

≥ 0   (27) 

𝑥𝑗 , 𝑥𝑖 , 𝑥𝑟 , 𝑥𝑤 , 𝑦ℎ𝑡, 𝑦𝑦𝑡 ∈ {1,0} ∀𝑗 ∈ 𝐽, 𝑖 ∈ 𝐼, 𝑟 ∈ 𝑅, 𝑤 ∈ 𝑊 (28) 
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The objective Function 1 in the above model minimizes 

the cost of the entire supply chain, which is related to the 

construction, flow of goods, transportation, return of 

returned products, burial, collection and production. The 

objective Function 2 reduce the amount of CO2 gas 

emitted from newly established centers and product 

transportation equipment. The objective Function 3 

reduce the occurrence of risks. By considering the above 

three functions in this research, the highest social level is 

achieved. Constraint 4 ensures that there is at least one 

place to bury waste products. Constraint 5 guarantees that 

there is a center for the collection of return products 

identified by the model. Constraint 6 guarantees that 

there is at least one center for the distribution of goods. 

Constraint 7 guarantees that there is at least one recycling 

center for the returned products to be recycled. Constraint 

8 ensures that there is an equilibrium between collection 

and recycling centers. Limitation 9 guarantees that no 

return products are left before customers and are 

completely collected. Limitation 11 shows the amount of 

goods sent to customers. Limitation 12 shows the balance 

between the place of collection and burial of reversible 

products. Limitation 13 guarantees balance at the 

recycling node. Limitation 14 guarantees the quantity of 

goods sent to collection centers from customers. 

Limitation 15 guarantees the quantity of goods sent to 

distributors from manufacturers. Limitation 16 

guarantees that the sum of the coefficients of the returned 

products is equal to 1. Limitation 17 guarantees that the 

demand must be fully satisfied. Limitation 18 guarantees 

that the capacity of suppliers is not exceeded. Limitation 

19 guarantees not to exceed the capacity of constructors. 

Limitation 20 shows not exceeding the capacity of 

distributors. Limitation 21 shows that burial centers must 

be used if they are created. Limitation 22 shows the 

capacity of production centers to reproduce products. 

Limitation 23 guarantees that recycling centers are used. 

Limitation 24 shows the number of collection centers. It 

can also be used if a collection center is created. 

Limitation 25 and 26 indicate that if a center breaks 

down, it must be rebuilt by the repair group. Limitations 

27 and 28 indicate the type of decision variables. 

 
3. 4. Proposed Fuzzy Model         This research the 

fuzzify the model is used. A triangular fuzzy approach is 

employed concerning the existing uncertainty in demand, 

establishment costs of centers, and CO2 emissions from 

established centers. The definition of these uncertain 

parameters are as follows: 

(𝐣𝟏, 𝐣𝟐, 𝐣𝟑)𝐥𝐬 
𝐩𝐭̃  

The imprecise product p demand from 

customer i during period t in scenario s 

(𝐡𝟏, 𝐡𝟐, 𝐡𝟑)𝐣 

̃
 The vague cost of creating center j 

(𝐡𝟏, 𝐡𝟐, 𝐡𝟑)𝐩 

̃
 

The uncertain expenses for setting up 

center p 

(𝐡𝟏, 𝐡𝟐, 𝐡𝟑)𝐢 

̃
 

The ambiguous costs associated with 

establishing center i 

(𝐡𝟏, 𝐡𝟐, 𝐡𝟑)𝐰 

̃
 The imprecise cost of creating center w 

(𝐜𝐛𝟏, 𝐜𝐛𝟐, 𝐜𝐛𝟑)𝐣 

̃
 

The uncertain quantity of CO2 emitted 

during the establishment of center j 

(𝐜𝐛𝟏, 𝐜𝐛𝟐, 𝐜𝐛𝟑)𝐩 

̃
  
The ambiguous amount of CO2 released 

when setting up center p 

(𝐜𝐛𝟏, 𝐜𝐛𝟐, 𝐜𝐛𝟑)𝐢 

̃
  

The vague emissions associated with 

establishing center i 

(𝐜𝐛𝟏, 𝐜𝐛𝟐, 𝐜𝐛𝟑)𝐰 

̃
  
The fuzzy environmental impact of 

creating center w 

Let's say we want to solve a linear mathematical model 

using classical methods. We can do this by following 

these steps: 

Max Ctx 

(29) Subject to: 

Aix ≤ bi,   𝑥 ≥ 0,   (i = 1, … , m)      

The values of A, b, and c are fixed in this context. To 

convert a fuzzy limitation into a clear membership 

function, the proposed approach is employed. Tan and 

Cao present a linear normal fuzzy model by defining the 

objective function in the following manner: 

LP (α) 

𝑀𝑎𝑥𝐶𝑡 𝑥 

Subject to: 

𝐴𝑖𝑥 ≤ 𝑏𝑖 + (1 − 𝛼)𝑝𝑖 ,     𝑖 = 1,2, . . . , 𝑚 ,      𝑥 ≥
0,      𝛼 ∈ [0,1]                                

(30) 

The optimization problem involves a parameter α that 

takes values between 0 and 1. The linear-term coefficient 

p𝑖 ≥ 0  is non-negative, whileLPα, Bα and  zα denote the 

optimal value, vector, and solution of the equation 

LPα respectively. The right coefficient b + (1 − α)p 

varies depending on the chosen α, and P0 represents the 

difference between the optimal and secondary vectors. 

To implement the proposed algorithm, one selects z1 and 

z0 as the optimal values of LP1and LP0, respectively, 

subject to the condition p0 =  z0 −  z1 > 0.  
 
 

4. PROPOSED SOLUTION ALGORITHM 
 

4. 1. 𝝐 −Constraint Method           One of the popular 

methods in multi-objective optimization, which will be 

used in this research, is the 𝝐 −constraint method, in 

which one of the objective functions is selected for 

optimization, and other objective functions become 

constraints with an upper limit of ε (6, 46, 47). In the 

epsilon method, the limitation is that one of the 

contradictory goals is kept in the objective function and 

other functions are limited by defining an upper bound. 
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In fact, in this way, the multi-objective problem becomes 

a single-objective problem. The limit of the objective 

functions for the problem is such that by changing the 

vector on the right side of the problem, all possible Pareto 

solutions for the multi-objective problem are repeated 

from the upper limit to the lower limit, and the problem 

is solved. Then, an optimal solution for the problem is 

produced. By changing the epsilons, we can get different 

values for the main objective function. All possible 

Pareto solutions for the multi-objective problem are 

generated. The general form of the 𝝐-constraint problem 

is as follows. 

max 𝑓𝑖(𝑥) 

𝑠. 𝑡 

𝑓𝑗(𝑥) ≤ 𝜖𝑖     ∀𝑖 ≠ 𝑗 

𝑥 ∈ 𝑋  

(31) 

 
4. 2. NSGA-II             Based on the genetic algorithm that 

is in accordance with the natural property of 

reproduction, first a potential population P is considered 

as a productive population. Therefore, the community is 

sorted based on this sorting algorithm and a Pareto rank 

is assigned to each individual. At this stage, various 

optimization problems become a Pareto optimization 

problem. For this purpose, the mutation and crossover 

operators to create the resulting number of children are 

specified using the Q and N sets. Next, a mixed 

population is created by assigning each child to one 

parent. Finally, the combined population is sorted and the 

N best individuals are considered as the population for 

the next generation. 

 

4. 2. 1. Solution Reprisentation             In Figure 2, the 

rows and columns represent manufacturers and suppliers 

and the duration of repairs, respectively. The numbers of 

each cell also guarantee the dispatch or non-dispatch of 

the work service to the place. 

For the crossover operation, the suitable parents for 

each child must first be selected from the generated 

population, for this purpose, the Roulette cycle structure 

is used. Based on this, the selection criterion is based on 

solutions that have a greater density distance. 

 

 

 
Figure 2. Chromosome representation 

4. 2. 2. Crossover and Mutation Operators           The 

crossover operation is performed point by point for 

location variables. This location selection structure leads 

to the creation of convergent solutions for the problem 

based on the algorithm. In this study, creating two points 

for chromosome selection is used for crossover operation 

(49-52). 

For the mutation operation, a chromosome is 

randomly selected. Because, the random selection of 

chromosomes increases the variety of solutions and 

presents different situations. In this research, a set of 

chromosomes are randomly selected, but they are used 

for reverse mutation operations (Figure 3). 

Setting the parameters used in this study is reported 

based on Taguchi approach stated in Tables 4 and 5. 

Then, according to Taguchi L9 design, the following 

NSGA-II algorithm is implemented. After entering data 

in MINITAB software and implementing Taguchi 

method, the S / N diagram is presented in Figure 4.  

 
4. 2. 3. Full Algorithm                 There are deference 

methods to analyze the efficiency of genetic algorithm. 

For example, one of these indicators is the average 

distance from the average ideal distance (MID) metric. 

This index is calculated using equation 32. In equation 

35, n is equal to the number of Pareto points, and 

𝑓1,𝑡𝑜𝑡𝑎𝑙
𝑚𝑎𝑥 and 𝑓1,𝑡𝑜𝑡𝑎𝑙

𝑚𝑖𝑛 are the highest and lowest values of the 

objective function in the algorithm. 

 

 

 
Figure 3. Mutation operator 

 

 
TABLE 4. Parameters and their value levels for the NSGA-II 

algorithm 

Parameters 
Values of each level 

Level 1 Level 2 Level 3 

Rate of Crossover (RC) 0.5 0.6 0.7 

Rate of Mutation (Rm) 0.4 0.5 0.6 

Number of potential in the 

Population (N-pop) 
50 100 150 

Maximum iteration (Max-

iteration) 
50 150 200 
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TABLE 5. Tuning the parameters 

 

 

 
Figure 4. Output of Taguchi method in NSGA-II algorithm 

 

 

𝑀𝐼𝐷 =

∑ √(
𝑓1𝑖−𝑓1

𝑏𝑒𝑠𝑡

𝑓1,𝑡𝑜𝑡𝑎𝑙
𝑚𝑎𝑥 −𝑓1,𝑡𝑜𝑡𝑎𝑙

𝑚𝑖𝑛 )

2

+(
𝑓2𝑖−𝑓2

𝑏𝑒𝑠𝑡

𝑓2,𝑡𝑜𝑎𝑙
𝑚𝑎𝑥 −𝑓2,𝑡𝑜𝑡𝑎𝑙

𝑚𝑖𝑛 )

2
𝑛
𝑖=1

𝑛
  

(32) 

where the ideal point’s coordinates are (𝑓1
𝑏𝑒𝑠𝑡 , 𝑓2

𝑏𝑒𝑠𝑡). 
 
 
5. COMPUTATIONAL RESULTS  
 
5. 1. Simulated Instances              In this part of the 

research, the results of the mathematical model are 

presented to measure the efficiency of the model. In 

Table 6, numerical examples are considered in different 

dimensions. For this purpose, 10 problems have been 

considered as examples, which are numerical problems 

1-4 on a small scale, numerical problems 5-7 on a 

medium scale, and numerical examples 8-10 on a large 

scale, respectively. 

Table 7 shows the findings of solving the model in 

small, medium and large dimensions. The solved results 

have been solved based on classification of problem 

dimensions; also, based on the epsilon constraint method 

and genetic meta-heuristic method. According to the 

obtained results, the problem-solving time using the 

epsilon constraint method increases, while the solving 

time using the genetic meta-heuristic method is less than 

the deterministic 𝜖constraint method. In addition, the 

deterministic 𝜖constraint method is not able to solve the 

problem in large scales, but considering that the 

calculation error between the meta-heuristic method and 

the deterministic method in the first and third objective 

function is less than 1% and in the second objective 

function less than 6%. It is possible to use the results of 

meta-heuristic method in large dimensions instead of 

exact solution to solve problems. Therefore, considering 

that the calculation error between the epsilon constraint 

method and NSGA-II is less than 0.1 in the 95% 

confidence interval; therefore, we can conclude that from 

the meta-heuristic method in the long run and in very 

large problems that the epsilon limit method is able to 

handle it. We should not use it to solve and estimate the 

value of the objective function. 

Table 8 presents the results of the implementation of 

the evaluation criteria to measure the performance of the 

NSGA-II approach. According to the obtained results, 

the standard average of MID is equal to 6.56. Therefore, 

the results obtained from the proposed solution method 

can be trusted to solve large-scale problems. 

 
 

 

TABLE 6. Various scales examples 

 

Parameters Description Value 

nPop Population number 150 

MaxIt Iteration number 80 

Rc Cross over rate 0.6 

Rm Mutation rate 0.5 

Scale Examples 
Disposal 

centers 

Collection 

centers 
Manufacturers 

Recycling 

centers 
Customers 

Distribution 

centers 
Supplier 

Small 

Scale 

Example 1 1 2 1 1 1 2 1 

Example 2 2 1 1 1 1 2 2 

Example 3 2 2 2 2 2 2 3 

Example 4 3 2 3 3 2 2 3 

Medium 

Scale 

Example 5 3 2 3 4 2 3 3 

Example 6 3 3 4 4 3 3 4 

Example 7 4 3 4 4 3 3 4 

Example 8 4 4 4 4 3 4 4 

Large 

Scale 

Example 9 5 5 5 4 3 4 5 

Example 10 6 6 5 5 4 5 6 
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TABLE 7. Comparison between finding for exact and meta-heuristic method 

 

 
TABLE 8. Performance evaluation standards 

MID 0 6.13 6.16 6.32 6.51 6.59 6.65 6.76 6.81 

 

 

Figures 5 and 6 show the solution time for small, 

medium, and large-scale problems. As observed, the 

solution time of the Epsilon constraint method increases 

at a higher level than in the NSGA-II method. In contrast, 

in the NSGA-II method, increase in solution time is the 

more stable level. 

 

 

 
Figure 5. Solution time in NSGA-II method 

 

 

 
Figure 6. Solution time in Epsilon constraint method 

5. 2. Calibration Analysis            This research has been 

implemented as a pilot in the plastic industry, including 

five suppliers, five types of product variety, four 

distributors, five collection centers and 10 major 

customers. As an output from this chain, plastic nylon 

reaches customers after collecting the raw materials. 

Then, the gathering waste and classified as scrap 

materials based on their quality from customers. Some of 

these wastes are buried and the rest are recycled for 

reproduction. In this study, based on the defined goals, 

we intend to reduce the environmental effects emanating 

from them in order to improve the social effects. Table 9 

depict the numerical finding of applying the 

mathematical model in the real study. According to Table 

9, the amount of product supply flow to production 

centers is shown based on recession and boom scenarios 

in each time period. The first scenario is considered as a 

boom scenario and the second scenario as a recession 

scenario. Based on the obtained results, the shipment 

flow from supply center number 1 to production center 1 

according to the recession scenario is equal to 98 and 124 

during two periods. This is despite the fact that according 

to the boom scenario, this flow transfer is equal to 124 

and 395.  

 
5. 3. Sensitivity Analysis            In this part of the 

research, we make changes in the basic parameters of the 

model to assess the effect of changing the parameters on 

the value of the objective function. Figure 7 shows the 

number of centers for building recycling centers with 

increasing demand. Because, the increase in the amount 

of demand makes more recycling centers to be built. This 

issue is much more when we are facing a recession 

scenario. For example, if demand increases by 5%, the 

number of recycling centers that can be established 

increases from one to three. 

 

1 2 3 4 5 6 7 8 9 10

NSGA-II 1 3.6 5.1 12 22 34 37 43 56 61
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0.001 0.05 0.009 1.01 3.46 225.3 631 1.11 3.11 213.6 625 1 

0.004 0.03 0.008 3.6 4.77 364.1 674 25.69 4.58 358.3 661 2 

0.009 0.04 0.007 5.14 5.39 371.5 697 36.14 5.17 365.3 684 3 

0.008 0.05 0.007 12.17 6.14 382.1 702 84.74 5.98 371.8 689 4 

0.008 0.04 0.006 22.17 6.25 621.7 1022 657.11 6.10 583.9 978 5 

0.009 0.03 0.005 33.69 7.94 647.5 1125 974.12 7.87 614.9 1058 6 

0.008 0.05 0.005 37.17 8.07 751.6 1361 1473.8 7.93 728.3 1236 7 

0.007 0.05 0.004 42.57 8.66 911.6 1911 1971.7 8.47 892.4 1894 8 

0.005 0.04 0.002 56.33 9.11 1162.4 2230 2037.11 8.98 1034.1 2068 9 

0.002 0.02 0.002 61.28 9.68 1319.7 2487 2975.64 9.51 1298.7 2540 10 
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TABLE 9. The product flows from supplier center to producer centers  
Type/ Cycle 

Producer and supplier 
Type 2-Cycle2 Type2-Cycle1 Type1-Cycle2 Type1-Cycle1 

Supplier1 – Producer 1 98 124 124 365 

Supplier1 – Producer 3 258 279 419 478 

Supplier2- Producer 2 457 364 574 578 

Supplier2- Producer 4 689 398 916 574 

Supplier3- Producer 1 367 405 589 368 

Supplier3 – Producer 4 714 458 1287 475 

Supplier4 – Producer 3 513 517 873 366 

Supplier4 – Producer 4 657 598 987 314 

Supplier5 – Producer 2 698 687 573 755 

Supplier5 – Producer 5 547 697 429 719 

 

 

 
Figure 7. Changing demand and its effect to the costs 

 

 

Figure 8 shows that the total costs vary based on 

demand changes in two deterministic and fuzzy model 

cases. As observed, the increase in demand raises the 

total costs in two cases. The amount of costs in an 

uncertain situation is higher than that in a deterministic 

situation. Also, the increase in costs by increasing the 

demand is higher in a fuzzy environment rather than in a 

deterministic environment.  

 
5. 4. Discussion and Managerial Insights           
According to the numerical findings obtained in this 

research, the suggested model has been solved using two 

methods, epsilon, constraint and genetics. The duration 

of solving the model using the epsilon method is more 

limited than the meta-heuristic method. Moreover, the 

calculation error between the limit epsilon method and 
 

 
Figure 8. The effect of demand’s change on costs in 

deterministic and fuzzy models 
 

 

the meta-heuristic algorithm in small and medium 

dimensions for the first and third objective function is 

less than 1% and for the third objective function is less 

than 6%, which can be a proof of the reliability of the 

meta-heuristic algorithm in large dimensions are the limit 

for solving the problem instead of the epsilon method. In 

addition, in the meta-heuristic method, the standard mean 

of MID is equal to 6.56. Based on the obtained results, 

the shipment flow from supply center number 1 to 

production center 1 according to the recession scenario is 

equal to 98 and 124 during two periods. This is despite 

the fact that according to the boom scenario, this flow 

transfer is equal to 124 and 395. As observed, the 

increase in demand raises the total costs in two cases of 

deterministic and fuzzy models. The amount of costs in 

an uncertain situation is higher than that in a deterministic 
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situation. Also, the increase in costs by increasing the 

demand is higher in a fuzzy environment rather than in a 

deterministic environment. According to above 

mentioned building a multi-objective mathematical 

model of a multi-product sustainable CLSC network, 

taking into account the risk of disruption in the conditions 

of uncertainty, is one of the complex and challenging 

issues in the field of SCM. In this context, the most 

important managerial insights are:  

1. Productivity: Gain more productivity in using 

resources in real time.  

2. Flexibility: designing a system that can adapt to 

different conditions.  

3. Sustainability: planning and implementing activities in 

a way that indicates financial, environmental, social and 

process sustainability.  

4. Optimism: obtaining the most optimal solution for the 

balance between cost and performance, improving 

internal and external processes of the organization.  

5. Risk management: identifying, measuring and 

controlling risks, taking into account uncertainty and 

environmental changes.  

6. Cooperation: providing cooperation and coordination 

between employees, departments and business partners.  

7. Strategizing: designing appropriate strategies to 

maintain and develop the organization's competitive 

ability.  

8. Energy efficiency: Economizing the use of energy in 

the SC in a way that leads to cost reduction and 

environmental protection.  

9. Technology: Using new technologies in various fields 

such as tag identification, IoT and goods circulation to 

improve the performance and sustainability of the SC. 

10. Transparency: ensuring transparency in processes 

and information to increase the trust of customers and 

business partners.  
 
 

5. CONCLUSION AND FUTURE STUDIES 
 

In modern business, the ability to differentiate key 

competencies has become critical for companies' 

competitiveness. To achieve this, companies often focus 

on their strengths and seek to improve sustainability to 

gain a competitive advantage. The innovative aspects of 

this study include considering product quality, 

vulnerability scenarios, production and distribution 

capacity, and sustainability in the supply chain. The 

problem was solved using the Epsilon Constraint and 

NSGA-II methods on small, medium, and large scales. 

The results showed that costs increase as demand 

increases, especially during boom cycles. The number of 

built-up centers also increases with demand, particularly 

during boom cycles. Additionally, the study compared 

deterministic and fuzzy models, and emphasized the 

importance of considering returned goods as valuable 

assets in the CLSC. Also, the resilience of the designed 

network was viewed by this assumption that facilities 

may fail in the SC, and the disruption risk is removed. In 

addition, in this study, we developed the mathematical 

model for a cleaner production process and minimizing 

possible environmental and human health damage. The 

suggested model tries to reduce the SC costs and 

environmental effects. Main obtained results of the 

research is as follow:  

• The model was solved on various dimension using 

the 𝜀-Constraint and NSGA-II algorithm.  

• Also, using a case study, Sunny Plats Industries, the 

validity of the model was investigated.  

• MID ration calculates 6.48 for NSGA-II.  

• In addition, according to the numerical results, the 

flow in the Boom Scenario is more than that in the 

Bust Scenario.  

• By increasing the demand, the number of 

established centers gets higher.  

In the research design a mathematical model of the 

multi-product sustainable CLSC network, taking into 

account the risk of disruption in the conditions of 

uncertainty, there are important limitations that should be 

considered. Some of the most important research 

limitations are:  

1. Time limit: There is a limited time for data 

collection and mathematical model design. This 

limitation can put a lot of pressure on the researcher due 

to the scarcity of resources.  

2. Data limitation: It may be difficult to collect 

enough data to cover all possible conditions in a state of 

uncertainty.  

3. Mathematical limitation: Mathematical methods 

for modeling the multi-product sustainable CLSC 

network considering the risk of disruption in conditions 

of uncertainty are very complex and time-consuming.  

4. Communication limitation: In designing a 

mathematical model, there is a need for coordination 

between real people, which can be a limitation due to 

geographical distance, time and cost.  

5. Resource limitation: To design a mathematical 

model, there is a need to access various resources, 

including powerful computers and specialized software 

to solve mathematical problems. This limitation may 

cause the cost of model design to increase dramatically. 

This study primarily used the epsilon constraint and 

NSGA-II methods for the decision problem under study. 

For future research, the authors suggest using more 

advanced optimization algorithms for this decision 

problem. Therefore, it is proposed to develop a general 

discussion on the importance of advanced optimization 

algorithms (eg, hybrid heuristics and meta-heuristics, 

adaptive algorithms, self-adaptive algorithms, island 

algorithms, polyploid algorithms, hyper-heuristics) for 

challenging decision problems. For this purpose, there 

are various fields in which advanced optimization 

algorithms are used as solution approaches, such as 
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machine learning, scheduling, multi-objective 

optimization, transportation, medicine, data 

classification, and other things. Therefore, it is proposed 

to develop a discussion that highlights the effectiveness 

of advanced optimization algorithms in the 

aforementioned domains and their potential applications 

for the decision problem investigated in this study. 
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Persian Abstract 

 چکیده 
تخصص   ،یعملکرد  یها  ت یاز قابل  یمنظور، سازمان ها به دنبال بهبود تعداد  ن یا  یشود. برا  یم  ی در سازمان ها تلق  یرقابت یها عامل اصل  یستگ یشا  ن یتفاوت در مؤثرتر  راًیاخ

  ت ی کند، در تلاش است تا قابل  یخود تمرکز م  صولات مح  ایخدمات    تیفیسازمان بر ک  کیکه    یزمان  ن،یخود هستند. بنابرا  یاتیحوزه عمل  یارتقا  یخود برا  یها  تیو ظرف

  ن یتام  رهیزنج ک ی یو چند چرخه برا ییچند کالا ،یحلقه بسته، چند هدفه، چند سطح ی اضیمدل ر کیمطالعه،  ن یبه دست آورد. در ا ی رقابت ت یرا بهبود بخشد تا مز ینگهدار

کنترل کند.   رهیرا در طول زنج  یو اجتماع  یاقتصاد  ،یطیتواند عوامل مح  یاقلام ارائه شده است. مدل ارائه شده م  صیو تخص  یابیمکان    یکننده برا  عیسازنده و توز  یبا اجزا

و  یدیمحصولات تول ت یفی( است تا ک CLSCحلقه بسته ) نی تام رهی مختلف در زنج یوهایمطالعه حاضر، در نظر گرفتن سنار یجنبه ها نی و منحصر به فردتر نیاز مهمتر یکی

مشکل در    نیرا به حداقل برساند. ا  CO۲تواند انتشار کل    یمدل م  ،یطیمح  ستیکنترل اثرات ز  یبرا  ن،ی . علاوه بر اردیمورد توجه قرار گ  یریحمل شده با توجه به فسادپذ

 یویبر اساس سنار  انیجر  آمده،ستدبه  جیشود. با توجه به نتا  یحل م  NSGA-IIو   Epsilon Constraint  های  روش  از  استفاده  با  بزرگ  وکوچک، متوسط    یها  اسیمق

  NSGA-IIکه مدل  دهدی نشان م جی. نتاابدییم شیتقاضا افزا شیشده با افزا سیتعداد مراکز تأس ت،یحساس لیبا توجه به تحل ت،ی رکود است. در نها یویاز سنار شتر یرونق ب

 SMو    ۶.۵۶برابر با    MIDاستفاده شده است که مقدار استاندارد    SMو    MIDدو شاخص    زمنظور ا   نیا  یکند. برا  ینیبشیدر بلندمدت پ  یرفتار مدل را به خوب  تواندیم

 است.  ۰.۱۳۹استاندارد برابر با 
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A B S T R A C T  
 

 

Computer vision has extensive applications in various sports domains, and cricket, a complex game with 
different event types, is no exception. Recognizing umpire signals during cricket matches is essential for 

fair and accurate decision-making in gameplay. This paper presents the Cricket Umpire Action Video 

dataset (CUAVd), a novel dataset designed for detecting umpire postures in cricket matches. As the 
umpire possesses the power to make crucial judgments concerning incidents that occur on the field, this 

dataset aims to contribute to the advancement of automated systems for umpire recognition in cricket. 

The proposed Attention-based Deep Convolutional GRU Network accurately detects and classifies 
various umpire signal actions in video sequences. The method achieved remarkable results on our 

prepared CUAVd dataset and publicly available datasets, namely HMDB51, Youtube Actions, and 

UCF101. The DC-GRU Attention model demonstrated its effectiveness in capturing temporal 
dependencies and accurately recognizing umpire signal actions. Compared to other advanced models 

like traditional CNN architectures, CNN-LSTM with Attention, and the 3DCNN+GRU model, the 

proposed model consistently outperformed them in recognizing umpire signal actions. It achieved a high 
validation accuracy of 94.38% in classifying umpire signal videos correctly. The paper also evaluated 

the models using performance metrics like F1-Measure and Confusion Matrix, confirming their 

effectiveness in recognizing umpire signal actions. The suggested model has practical applications in 
real-life situations such as sports analysis, referee training, and automated referee assistance systems 

where precise identification of umpire signals in videos is vital. 

doi: 10.5829/ije.2024.37.04a.08 
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1. INTRODUCTION 
 

Umpires play a critical role in cricket, ensuring fair play 

and making important decisions throughout a match. 

They serve as impartial arbiters, upholding the game's 

rules and regulations. Their judgments not only ensure 

fairness but also boost player confidence, enhance the 

spectator experience, and contribute to the smooth 

functioning of cricket tournaments. Cricket umpire 

signals play a vital role in maintaining fairness and 

making accurate decisions during matches (1). The use of 

computer vision techniques to recognize and analyze 

these signals in videos has practical applications across 

various aspects of cricket. Identifying cricket umpire 

signals using deep learning can provide valuable insights 

(2) to players, coaches, and spectators. By integrating 

umpire signal recognition with broadcast technologies, 

real-time graphics and overlays can be generated, 

improving the visual presentation of the game and 

helping viewers understand the decision-making process. 

Recognizing umpire signals from video sequences is 

complex, but advancements in deep learning techniques 

offer promising solutions. The proposed Two-Head 

Attention based Deep Convolutional Gated Recurrent 

Unit (DC-GRU) network shows promise in accurately 

identifying cricket umpire signals. The proposed model's 

lightweight design makes it suitable to run on devices 

with low memory requirements. This means that even 

general-purpose desktops or laptops can effectively run 

the proposed model without the need for extensive 

computational resources. Furthermore, the proposed 

model can robustly detect and interpret umpire signals. 

This technology aims to enhance decision-making 

accuracy and minimize human errors in crucial match 

situations. In cricket, umpires play a pivotal role in 

making critical on-field decisions, communicating 

through unique hand signals and gestures. From sports 

analysis to referee training and automated referee 

assistance systems, the applications are diverse and have 

the potential to significantly enhance the quality of 

cricket matches, benefiting players, officials, and 

spectators alike. Recognizing the umpire's signals in 

cricket is challenging due to similarities and complexities 

in postures and gestures. One significant obstacle is the 

lack of publicly accessible datasets designed explicitly 

for classifying umpire's signals. Due to the absence of an 

existing video dataset for umpire's signals, we have taken 

the initiative to create a new video dataset comprising 

1179 videos showcasing umpire's signals. The model 

under consideration has undergone training using a 

custom dataset that we created. The proposed DC-GRU 

Attention model mainly classifies the videos into nine 

umpire signal classes: DeadBall, Four, LegBye, NoBall, 

Out, RevokeSignal, Six, ThirdUmpire and WideBall. 

This research offers the following notable 

contributions: a) Development of a new video dataset for 

Cricket Umpire Action (CUAVd) with proper 

annotations. b) Recognition of Umpire Signals in videos 

is carried out using the proposed Two-Head Attention 

based DC-GRU network. c) The proposed DC-GRU 

Attention model has been evaluated over three standard 

related benchmark datasets, namely Youtube Actions, 

HMBD51, and UCF101 action datasets during 

experimentations, resulting in a high recognition 

performance of 93.82%, 83.67%, and 92.65%, 

respectively. d) The effectiveness of the proposed 

approach is assessed through rigorous evaluation using 

various well-known classifiers. 

 

 

2. RELATED WORKS  

 

In this section we delve into the realm of prior research 

endeavors concerning the domain of action recognition. 

Conventional machine learning (ML) based action 

recognition systems typically follow a three-step process: 

feature extraction using manually crafted feature 

descriptors, feature representation, and feature 

classification using suitable ML algorithms. In their 

research, Shi et al. (3) presented a new local 

spatiotemporal descriptor known as gradient boundary 

histograms (GBH). The authors showed that the GBH 

descriptor surpasses other gradient-based descriptors in 

representing both local structure and motion. The paper 

focuses on action recognition and introduces the GBH 

descriptor as a spatiotemporal feature. They have attained 

63.2% accuracy on HMDB51 and 86.6% on UCF101 

dataset. Challenges associated with handcrafted-based 

action recognition methods include time-consuming 

feature selection, labor-intensive processes, and 

difficulties in determining suitable features (4). To 

overcome the shortcomings and challenges of 

handcrafted-based methods, researchers turned to deep 

learning to develop effective and innovative approaches 

for cutting-edge action recognition systems based on 

videos. Deep learning techniques directly analyze videos 

to identify human actions, using an end-to-end approach. 

The spatiotemporal and the two-stream networks stand 

out among deep learning techniques. Xin et al. (5) 

introduced an adaptive recurrent-convolutional hybrid 

(ARCH) network. Their approach effectively handles 

variations in the spatial and temporal domains, as well as 

intra- and inter-class diversities. This architecture 

incorporates Temporal-Spacial fusion-Convolutional 

Neural Networks (CNN) to gather local static and 

dynamic information, and Recurrent neural network 

(RNN) focus on global sequence pattern modeling. The 

seamless connectivity between local feature extraction 

and global pattern modelling enhances the network's 

adaptability to actions with varying speeds and durations. 

Simonyan and Zisserman (6) presented a two-stream 

CNN model comprising a spatial stream, responsible for 
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processing individual video frames to capture spatial 

information, and a temporal stream, dedicated to 

capturing temporal information within the video 

sequences. Xiong et al. (7)further extended this concept 

by proposing a transferable two-stream CNN technique 

that combined motion and spatial features. The model 

was trained on the UCF101 dataset, yielding satisfactory 

results. Wang et al. (8) have implemented action 

recognition by employing Temporal Segment Network 

(TSN). This approach uses unique segment-based 

sampling and aggregation techniques to mimic the 

patterns and relationships that exist over a longer period 

of time in a temporal sequence. TSNs divide the input 

video into multiple segments and independently classify 

each segment. The classification scores obtained from all 

segments are then combined to generate the final output. 

Li et al. (9) introduced a new architecture named 

VideoLSTM, designed specifically for learning action 

sequences from videos. VideoLSTM addresses the 

distinctive characteristics of video data by incorporating 

convolutions to leverage spatial relationships within 

images, and it integrates a shallow CNN to capture 

motion information and produce attention maps-based 

motion maps. Ge et al. (10) introduced CNN-LSTM with 

an attention model to recognize human actions. 

GoogleNet is used to extract features from video 

sequences. A spatial transformer network is then applied 

to focus on important regions by transforming the feature 

maps. The convolutional LSTM module captures 

sequential information for action classification. 

Redundant features extracted by GoogleNet are reduced 

using temporal coherence analysis during training, 

maintaining high accuracy. Minhas et al. (11) introduced 

a method to classify shots in field sports videos utilizing 

AlexNet CNN. The proposed approach achieved 94.07% 

accuracy. In another study, Rafiq et al. (12) presented a 

method to classify sports videos and video 

summarization utilizing transfer learning. By employing 

an AlexNet CNN-based approach on a relatively smaller 

dataset exclusively comprised of cricket scenes, they 

attained an impressive accuracy of 99.26%. Sanchez-

Caballero et al. (13) have proposed a real-time method to 

detect human actions. Their method utilizes a 3D-CNN 

that can automatically extract spatio-temporal patterns 

from unprocessed depth sequences. The 3DFCNN 

classifies the activities based on the spatial and temporal 

data from depth sequences, without the need to identify 

people's identities, ensuring privacy is maintained. 

Savadi Hosseini et al. (14) have introduced a hybrid deep 

learning architecture that merges the multiple GRU 

layers with a two-stream inflated CNN network to 

address action recognition challenges. By combining the 

strengths of gated recurrent unit (GRU) layers and the 

two-stream inflated 3D Convolutional neural network 

(3DCNN), the proposed hybrid architecture enables the 

model to process video data, extract both local and global 

features, and improve its understanding of the temporal 

and spatial characteristics present in the video content. 

Kavimandan et al. (15) presented a methodology aimed 

at enhancing the recognition accuracy of actions utilizing 

only one camera in multi-camera environments. They 

suggested a modified bag-of-visual-words method, 

employing Support Vector Machine (SVM) to detect and 

categorize human actions. Foysal et al. (16) put forward 

a CNN based model designed to categorize six distinct 

cricket shots. Using their curated dataset, they have 

attained good results. In our earlier research concerning 

the the identification of workout-related actions from 

images (17), we have achieved a validation accuracy of 

92.75% on the WAId dataset prepared by us, and an 

accuracy of 89% on the Sports Image dataset using the 

proposed WorkoutNet architecture. In another research 

(18), we successfully identified diverse human 

interactions from image data by implementing the 

AdaptiveDRNet, enhanced with a multi-level attention 

mechanism. Wu et al. (19) have provided a survey that 

delves into the realm of video-based sports action 

recognition, shedding light on the existing datasets and 

methodologies in this field. Li et al. (20) introduced a 

framework that tackles the challenge of selecting 

important spatial parts and modelling temporal motion in 

action recognition. Their approach involves selecting the 

most discriminative spatial parts within video clips and 

effectively modelling temporal motion by incorporating 

bidirectional temporal information across multiple layers 

of an LSTM model. Hussain et al. (21) introduced a 

convolution-free approach that successfully overcomes 

previous challenges by accurately encoding relative 

spatial information. The proposed method employs a pre-

trained Vision Transformer to extract features at the 

frame level. These extracted features are subsequently 

fed into a multilayer LSTM network, enabling the 

capture of long-range dependencies within videos. Ravi 

et al. (22) proposed a new image dataset called SNOW, 

aimed at detecting umpire poses in cricket. The study's 

main objective was to identify and categorize four 

important umpire events: WIDE, OUT, NO BALL and 

SIX. To extract relevant features, the researchers 

employed pre-trained CNN models like InceptionV3 and 

VGG19 to extract features from the umpires pose images 

and then fed them into a linear SVM classifier. Ahmad et 

al. (23) proposed a technique to recognize human actions 

by employing a combination of CNN and Bidirectional-

GRU (BD-GRU). The approach involves two main steps. 

Firstly, they utilized CNN to extract deep features from 

the frame sequences in human activity videos. Secondly, 

to capture the temporal dynamics within the sequence of 

frames, the researchers introduce Bi-GRU. The deep and 

informative features extracted from the frame sequence 

are fed into the Bi-GRU, which learns the temporal 
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motions in both forward and backward directions at every 

time step. In addition, Wickramasinghe (24) conducted a 

comprehensive review of the diverse applications of 

machine learning within the realm of cricket. Reddy and 

Santhosh (25) propose a two-stream spatial CNN method 

for recognizing human actions in long video datasets. 

The first stream extracts spatial information from the 

RGB frames, while another stream incorporates graph-

based visual saliency (GBVS) maps produced using the 

GBVS technique. The outputs of these spatial streams are 

concatenated utilizing various feature fusion techniques 

such as sum, max, average, and product. Pan et al. (26) 

have proposed a sensor based approach for sports referee 

training. Several recent studies have placed emphasis on 

enhancing the detection of cricket events (27, 28) and the 

summarization of cricket videos (29, 30). Nandyal and 

Kattimani (31) prepared a new dataset named SNWOLF, 

designed specifically to identify umpire poses in cricket 

matches. The proposed method focuses on detecting 

umpire stances from cricket video frames and classifying 

them into the six events namely WIDE, LEG BYE, 

FOUR, SIX, NO BALL and OUT using CNN based 

framework. They have achieved an accuracy of 98.20% 

on their prepared SNWOLF data.  

The majority of studies in the domain of image or 

video-based action recognition tend to primarily focus on 

the recognition of everyday actions (14) or the 

classification of sports events (32). However, due to the 

absence of a publicly available standardized video 

dataset for umpire's signal in cricket, we have taken the 

initiative to develop our own comprehensive Cricket 

Umpire Action Video Dataset (CUAVd). This dataset 

serves as a benchmark resource for evaluating and 

advancing the field of umpire signal recognition in 

cricket, providing researchers with a valuable tool for 

further exploration and development. 

 

 
3. PROPOSED METHOD 
 

The method commenced by gathering videos featuring 

umpire actions and subsequently trimming them based on 

the action performed. And then data augmentation is 

applied. The frame extraction function receives a video 

path as input and extracts frames from the video. It 

utilizes the Video Capture object to read the video, 

determines the total number of frames within the video, 

and calculates the interval at which frames will be added 

to the frames list. The frames will be extracted based on 

a specified sequence length. It then iterates through the 

frames, resizes them to 64 X 64 height and width, 

normalizes them by dividing by 255, and appends the 

normalized frames to the frames list. Finally, it releases 

the Video Capture object and returns the frames list 

containing the extracted frames. Next, the dataset is 

divided into training and validation set in 75:25 ratio. The 

block diagram illustrating the sequential steps involved  

in the proposed method is depicted in Figure 1. This study 

introduces a Two-Head Attention based Deep 

Convolutional GRU (DC-GRU) network for umpire's 

signal recognition in cricket.  

Utilizing the proposed DC-GRU Attention model 

with Callback functions, we train the umpire dataset, 

extract video frame features, and classify umpire signals 

with the last layer of the proposed model namely the 

Softmax layer. The proposed approach effectively 

analyze both spatial and temporal features extracted from 

video data, resulting in accurate action predictions. The 

following subsections explain: A) Training dataset 

preparation, B) DC-GRU Attention: Model Architecture, 

C) Loss Function and Optimizer Details, and D) 

Importance of Attention Mechanism in Umpire Signal 

Recognition. 

 

3. 1. Training Dataset Preparation       Initially, we 

collected the umpire signal dataset and used data 

augmentation to enhance the model's performance by 

increasing the training data and reducing overfitting. We 

have implemented random transformations as part of 

video data augmentation, including zooming within a 

range of 0.2 factor, rotation range of 20 degrees, 

adjusting brightness within a range of 0.5 to 0.9 and 

applying a contrast range of 1.5. To generate augmented 

video data, we have utilized the Moviepy python library. 

Data augmentation, through random transformations 

applied to the training videos, generates additional 

training data. This technique perform effectively on 

unseen data.  

 
3. 2. DC-GRU Attention: Model Architecture            
The proposed Two-Head Attention based DC-GRU 

Model comprises of a total of 16 layers, including Time 

Distributed (T.D) Conv2D layers, T.D max pooling 

layers, T.D dropout layers, T.D Flatten layer, Two Head 

Attention mechanism, GRU layers and a dense output 

layer. The proposed model utilized for implementing the 

proposed work to recognize umpire signals in cricket is 

depicted in Figure 2. Time-distributed (T.D) layers give 

more importance to temporal dynamics in video based 

umpire signal  recognition by applying convolution and 

pooling operations across the time dimension. 
 

 

 
Figure 1. Overview of the Proposed Method 
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Figure 2. Proposed DC-GRU Attention Model 

 

 

The breakdown of the model architecture are as follows:  

 

3. 2. 1. Input Layer         The input layer accepts a 

sequence of video frames with a shape of (SeqLength, 

FrameHeight, FrameWidth, nChannels), where 

SeqLength represents the number of frames considered 

as a sequence, FrameHeight and FrameWeight are the 

dimensions of each frame and nChannels are the number 

of channels. Here, the SeqLength, FrameHeight, 

FrameWidth are taken as 15, 64, 64 and 3 respectively.  

 

3. 2. 2. Deep Convolutional Block         This block 

applies several convolutional layers to each frame in the 

input sequence, capturing spatial features from the 

frames. This branch uses three sets of convolutional 

layers, with 32, 64, and 64 filters, respectively. In the first 

block, the input sequences of video frames are processed 

through three layers. The initial Time distributed (T.D) 

Conv2D+GELU layer (Layer 1) applies 32 filters with a 

3x3 kernel size to capture local features in each frame. A 

TimeDistributed (T.D) wrapper allows each frame in the 

sequence to be treated independently. The T.D Conv2D 

layer is mathematically represented using Equation 1. 

Here, I (t-i) denotes the input sequence at time step (t-i), 
𝑊𝑖 denotes the convolutional kernel at time step i and Y(t) 

represent the output at time step t.    

𝑌(𝑡) =  ∑ 𝑊𝑖 ∗ 𝐼(𝑡 − 𝑖)𝑖   (1) 

Following this, a MaxPooling2D layer (Layer 2) with 

a pool size of 4x4 reduces spatial dimensions, 

emphasizing key features while reducing computation. 

Each T.D convolutional layer is followed by an Gaussian 

Error Linear Unit (GELU) activation function and max 

pooling to reduce the spatial dimensions. The GELU 

activation (GA) utilized in this study is mathematically 

represented using Equations 2 and 3, where u denote the 

input to the activation function. GA offers a smooth 

transition from linear to non-linear behavior, addressing 

vanishing gradient problems while providing superior 

performance. 

𝐺𝐴 (𝑢) = 0.5 𝑢 (1 + tanh(𝐶𝑇))  (2) 

  𝐶𝑇 =  (√
2

𝜋
 (𝑢 + 0.044715 𝑢3))  (3) 

BatchNormalization (Layer 3) is used to normalize the 

batches. The subsequent layers continues feature 

extraction with deeper layers. Another T.D 

Conv2D+GELU layer (Layer 4) applies 64 filters, 

maintaining the 3x3 kernel size for local feature 

extraction. Subsequently, a MaxPooling2D layer (Layer 

5) further compresses feature maps spatially, improving 

computational efficiency. A Dropout (0.15 rate) layer 

(Layer 6) is applied for regularization, randomly 

deactivating portions of the network during training to 

prevent overfitting. In this block, the complexity of the 

features is increased. And the third T.D Conv2D+GELU 

layer (Layer 7) applies 64 filters to capture more intricate 

patterns. MaxPooling2D (Layer 8) further reduces spatial 

dimensions, while Dropout (0.15 rate) (Layer 9) 

maintains regularization. Then T.D flatten layer (Layer 

10) is added to reshape the 2D feature maps into a 1D 

vector format. 

 

3. 2. 3. Two Head Attention Block           After feature 

extraction, the sequence of flattened features enters an 

attention mechanism (Layer 11). The proposed model for 

recognizing umpire actions in video sequences 

incorporates a pivotal element known as the scaled dot 

product mechanism with two attention heads. In a two-

head attention mechanism, two distinct sets of query, 

key, and value vectors facilitate simultaneous focus on 

different sequence parts. Each set acts as an individual 

head, allowing the model to learn distinct relationships 

and extract various sequence features. Computation 

occurs in parallel across these two heads, and their results 

are usually combined before progressing through 

subsequent model layers. This method significantly 

improves the model's capability to capture diverse 

sequence relationships and patterns.  

The dimentionality of the model (d_model) is set to 

128, which defines the size of hidden layers of the Two-
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Head attention. Here's a breakdown of this Two-Head 

Attention mechanism: 
 

1. Utilizing Query, Key, and Value Vectors with Two 

Attention Heads: The scaled dot product (SDP) 

mechanism employs three distinct sets of vectors: 

Queries (R), Keys (K) and Values (U). In the specific 

context of the umpire action recognition model, these 

vectors are derived from the flattened features that are 

extracted by the preceding convolutional layers of the 

model. Linear Projections for R, K and U are represented 

using Equation 4. Here, I denote the input sequence, h is 

the number of attention heads (two here),  and 

𝑊𝑅 , 𝑊𝐾 , 𝑊𝑈 are learnable weight matrices specific to R, 

K, V and it is computed for h=1, and h=2. 

  𝑅, 𝐾, 𝑈 = 𝐼. 𝑊𝑅ℎ
, 𝐼. 𝑊𝐾ℎ

, 𝐼. 𝑊𝑉ℎ
  (4) 

 

2. Dot Product and Scaling with Two Attention heads:  

This mechanism proceeds by computing the dot product 

between the Query and Key vectors. Attention scores 

(AS) are computed using the expression given in 

Equation 5. This computation quantifies the similarity 

between various elements in the sequence. To maintain 

the dot product within manageable bounds, it scales 

down the values by the square root of the dimension of 

the K vectors (𝑑𝑖𝑚𝑘) as shown in Scaled AS expression 

represented in Equation 6. 𝐴𝑆ℎ is computed for h=1,2. 

𝐴𝑆ℎ =  𝑅ℎ𝐾ℎ
𝑇  (5) 

𝑆𝑐𝑎𝑙𝑒𝑑 𝐴𝑆ℎ =  
𝑄ℎ𝐾𝑇

√𝑑𝑖𝑚𝐾
  (6) 

 

3. Attention Weights (AW) with Two Attention 

Heads: Subsequently, the scaled dot product mechanism 

applies a softmax function to the SDP, producing the 

attention weights (AW) as represented in Equation 7. 

These weights signify the significance and relevance of 

each element within the sequence relative to the others. 

Higher attention weights denote that a given element 

bears greater importance in the context of the task at 

hand. 𝐴𝑊ℎ is computed for h=1, and h=2. 

𝐴𝑊ℎ = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 ( 𝑆𝑐𝑎𝑙𝑒𝑑 𝐴𝑆ℎ)  (7) 

 

4. Weighted Summation with Two Attention Heads: 

Finally, the mechanism computes a weighted sum of the 

Value vectors (U) by leveraging the attention weights 

(AW) represented using Equation 8. This weighted 

summation effectively captures vital sequence 

information, allowing focused attention on crucial 

segments while disregarding noise. AO represents the 

Attention Output for h=1, and h=2, resulting in 

concatenated weighted sum outcomes. 

 𝐴𝑂ℎ = 𝑊𝑆ℎ = (𝐴𝑊ℎ). 𝑈ℎ  (8) 

In the realm of umpire action recognition, this 

mechanism equips the model with the ability to discern 

which frames or moments in the video sequence hold the 

utmost relevance for identifying specific umpire actions. 

By directing its attention towards the pertinent segments 

of the video data, the model can furnish more precise 

predictions. The utilization of self-attention mechanisms, 

such as the scaled dot product attention with two attention 

heads, emerges as a potent tool for modeling intricate 

relationships within sequential data. Scaled Dot Product 

(SDP) Attention layer computes attention scores between 

the feature vectors from different frames within the 

sequence. This operation applies attention to the features, 

assigning higher importance to elements that have higher 

attention scores. This step results in attention-enhanced 

features that are more focused on the relevant parts of the 

sequence. This process is followed by a Dropout layer 

with 0.18 dropout rate to promote regularization. 

 

3. 2. 4. GRU Block         Two GRU layers (Layers 13 and 

14) with 128 units each and recurrent dropout (0.23) 

process the attention-enhanced features, capturing 

temporal dependencies among the frames in the video 

sequence. The GRU, a variant of the recurrent neural 

network (RNN), excels in capturing temporal 

dependencies and sequence-related information. It 

operates by processing the current input and the hidden 

state inherited from the preceding node. This process 

results in the generation of output, and the updated 

hidden state is subsequently transmitted to the 

subsequent node. GRU only needs one unit to complete 

forget and selecting memory operations. The updated 

equation of GRU can be represented as depicted in 

Equations 9 and 10, where 𝑋𝑡 is the external input vector, 

the update gate is denoted as U and reset gate as rs, the 

hidden state from the previous node (ℎ𝑠𝑡−1) are fed 

through GRU, the updated hidden state (ℎ𝑠𝑡) which is 

then passed to the next node, the parameters for two 

matrices W and U, bias vector b. 

hs𝑡  = ( 1 − 𝑈) ⊙ ℎ𝑠𝑡−1 + 𝑈 ⊙ ℎ𝑠 ′̇  (9) 

ℎ𝑠′  =  tanh( 𝑊ℎ  𝑋𝑡 + (𝑟𝑠𝑡 ∗ 𝑈ℎ𝑠ℎ𝑠𝑡−1) + 𝑏ℎ𝑠)   (10) 

In this context, the initial GRU layer, comprising 128 

units, is harnessed for the purpose of capturing temporal 

dependencies embedded within the sequence. 

Subsequently, a second GRU layer, also featuring 128 

units, is employed to derive the ultimate output sequence. 

In the model, the initial GRU layer is configured to return 

sequences rather than a single output. This empowers the 

model to grasp temporal nuances spanning across frames 

while preserving the output sequence. The second GRU 

layer does not return sequences, so it returns a single 

output. Then a dropout layer (Layer 15) with 0.23 

dropout rate is applied. 
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3. 2. 5. Output Layer       Dense layer with softmax 

activation (Layer 16) is used to produce the final output 

probabilities for the nine umpire's signal classes. This 

layer maps the concatenated features to the 

corresponding class probabilities. The sum of those 

probabilities, expressed in decimal form, equals 1. In this 

study, we are dealing with a multi-class problem. During 

training, the model employs the Categorical cross-

entropy loss function, serving as the metric to gauge the 

error the model endeavors to reduce. 

The proposed Attention based DC-GRU model offers 

significant utility in recognizing umpire's signals within 

video sequences, leveraging the distinct strengths of its 

constituent layers. Time-Distributed (T.D) Conv2D 

layers perform spatial feature extraction, using 2D 

convolutional filters that slide across frames, capturing 

spatial patterns, edges, and textures. As the filters 

convolve over the frames, they generate feature maps. 

Each feature map signifies the activation patterns of a 

distinct filter across various spatial positions within 

individual frames. These feature maps capture spatial 

information such as local patterns, object boundaries, and 

spatial relationships within the frames. The time-

distributed convolutional layers are responsible for 

extracting spatial features from each frame within the 

sequence. They operate on each frame independently 

within the sequence. The feature map(s) derived from the 

three T.D Conv2D+GELU layers when applied to a 

sample frame containing the 'No Ball' umpire signal are 

highlighted in Figure 3. Multiple layers hierarchically 

abstract spatial features, ranging from low-level patterns 

to complex spatial structures.  

Shared weights across frames ensure consistency 

over time, crucial for recognizing umpire signals. This is 

particularly useful for tasks that require understanding 

how spatial patterns evolve across a sequence. The 

integration of an attention mechanism further enhances 

the model's ability to focus on relevant frames where 
 

 

 
Figure 3. Feature map results of ‘No Ball’ umpire signal 

signals are likely to occur for making predictions. On the 

other hand, the recurrent layers, particularly the GRU 

components, specialize in capturing temporal 

dependencies and context across frames present within 

the sequence. The combination of convolutional layers, 

attention mechanism, and recurrent layers allows the 

model to extract both spatial features from individual 

frames and temporal features from the entire sequence. 

The proposed Two-Head Attention based DC-GRU 

architecture is particularly effective in modeling short-

term dependencies and intricate temporal dynamics. By 

combining these layers, the proposed model achieves a 

comprehensive understanding of umpire signals, 

encompassing both the complex temporal evolution of 

these signals. Its ability to learn intricate spatial and 

temporal features, coupled with its capacity to focus on 

relevant segments, positions it as a valuable tool for 

automating the recognition of umpire's signals, thereby 

enhancing the efficiency and accuracy of sports match 

analysis and decision-making. With a total number of 

trainable parameters of 297,097 and a model size of 

approximately 1.13 MB, the proposed model is suitable 

for running on low-memory requirement devices like 

general purpose desktops or laptops. 

 

3. 3. Loss Function and Optimizer Details        In the 

proposed work, we are dealing with a multi-class 

problem. To measure the training error, we utilized the 

Categorical Cross-Entropy (CCE) loss function. This 

function minimizes the disparity between expected and 

actual probability distributions, computing the error as 

shown in Equation 11 for each instance. 

𝐿𝑜𝑠𝑠𝑐𝑐𝑒 =  ∑ 𝑡𝑐 . log 𝑓(𝑈 𝑆𝑐)9
𝑐=1   (11) 

Here, 𝑡𝑐 denotes the ground truth label of 𝑐𝑡ℎ class, 

𝑓(𝑈 𝑆𝑐) denotes the softmax probability value for 𝑐𝑡ℎ 

class, and c signifies the overall count of scalar values 

contained within the model's output. The proposed model 

utilizes the Nadam optimizer with initial learning rate of 

0.01 to minimize the error function. The Nadam 

optimizer (33) combines elements of two popular 

optimization methods, namely Nesterov Accelerated 

Gradient (NAG) and Adam optimizer.  

𝜃𝑡+1 =  𝜃𝑡 − 
𝜂

√�̂�𝑡+𝜖
(𝛽1

𝑚𝑡

1− 𝛽1
+

(1− 𝛽1)∇𝐿(𝜃𝑡)

1− 𝛽1
𝑡 )  (12) 

In Equation 12, 𝜃𝑡+1 denotes the parameter updated at the 

next time step, t+1, while 𝜃𝑡 represents the parameter at 

the current time step, t. The symbol 𝜂 corresponds to the 

learning rate, determining the step size of the parameter 

updates. Furthermore, �̂�𝑡 signifies the exponentially 

weighted average of the squared gradients, offering 

insights into both the direction and magnitude of the 

parameter updates, 𝜖 serves as a minuscule value 

essential for averting division by zero, 𝛽1 is the first 

momentum decay term, 𝑚𝑡 is the exponentially weighted 
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average of the gradients, and ∇𝐿(𝜃𝑡) represents the 

gradient of the loss function w.r.t the parameter at time 

step t.  

The Nadam optimizer exhibits several advantages 

compared to other optimizers such as Adam. Firstly, it 

incorporates NAG, which enables faster convergence by 

including momentum in the gradient descent process. 

This momentum helps the optimizer to navigate areas 

with steep gradients more efficiently, leading to quicker 

convergence and improved optimization. Secondly, 

Nadam combines the benefits of NAG with the adaptive 

learning rate capabilities inherent in the Adam optimizer. 

This dynamic learning rate adjustment feature enables 

the optimizer to fine-tune the learning rates for individual 

parameters, guided by their gradients and past updates.  

 

3. 4. Importance of Attention Mechanism in 
Umpire Signal Recognition         Attention mechanisms 

are of paramount importance when it comes to the 

identification and recognition of umpire signals, such as 

"FOUR", "SIX", "NO BALL", "WIDE", and others in the 

context of cricket matches. The diverse array of umpire 

signals involves distinct visual representations, each 

conveying specific game events. For instance, signaling 

a "FOUR" entails raising both arms with all fingers 

extended, while a "SIX" is typically indicated by both 

arms raised above the head. The ability to recognize and 

differentiate these unique visual cues is fundamental in 

comprehending the dynamics of the ongoing match. 

Umpire signals sometimes involve subtle hand 

movements, which can be challenging to detect, 

particularly when the frame includes other players or 

objects. Attention mechanisms help the model to 

concentrate on the umpire's hand or the pertinent area, 

improving recognition. They enhance robustness to 

lighting, camera angles, and clutter for effective 

operation in various conditions. They also allocate 

computational resources efficiently, reducing processing 

costs. In complex cases with gesture combinations, 

attention mechanisms excel at identifying components 

and their sequence, ensuring accurate signal 

interpretation. Thus, attention mechanisms are 

indispensable in the recognition of umpire signals in 

cricket matches for dynamic focus, capturing 

dependencies, enhance robustness to variations and 

ensuring context-aware recognition, making them 

invaluable for diverse and context-dependent umpire 

signals in cricket game. 
 
 

4. EXPERIMENTAL RESULTS 
 

This section provides a comprehensive overview of the 

dataset, conducts a thorough performance evaluation, and 

 
1 CUAVd : https://sites.google.com/view/cuavd/home 

finally analyses the results. The study was conducted on 

the Google Colab platform without utilizing any GPU. 

This research has involved a comprehensive 

investigation of relevant literature and the exploration of 

various well-established deep learning models. In order 

to evaluate the overall classification performance of our 

approach, we have reported the training and validation 

accuracy, along with the F1-score. 

 

4. 1. Dataset Details                     Several publicly 

accessible datasets that are related to the proposed work 

include HMDB51, UCF50, Youtube Actions and 

UCF101. These datasets provide valuable resources for 

conducting research and analysis in the area. 

We have created a unique dataset called Cricket 

Umpire Action Video dataset (CUAVd)1 by gathering 

videos from different social media platforms, cricket 

tournaments and some YouTube videos. Once the data 

collection phase was completed, we manually identified 

and extracted the specific segments of the videos that 

showcase umpire actions. These videos were then 

organized into separate directories based on different 

categories to ensure proper labelling. The dataset 

primarily focuses on umpire signals performed by 

various umpires during cricket matches. Figure 4 

illustrates sample video frames showcasing the LegBye, 

Four, WideBall, and NoBall umpire signals extracted 

from the umpire signals video dataset. 

In the CUAVd dataset, various umpire signals in 

cricket have been given by various umpires. Within the 

proposed dataset, there are 9 distinct categories 

encompassing various umpire actions, and it comprises a 

total of 1179 RGB videos. The umpire's signal categories 

are DeadBall, Four, LegBye, NoBall, Out, RevokeSignal, 

Six, ThirdUmpire and WideBall. The training dataset is 

collected from various Cricket tournaments, TV episodes 

 

 

 
Figure 4. Sample video frames of CUAVd dataset 
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and Youtube videos. Data collection is a vital step in the 

proposed work for maintaining the integrity of the 

research due to the unavailability of various umpire 

action videos.  

 

4. 2. Performance Evaluation          Python libraries 

such as TensorFlow-Keras, Callbacks, and Optimizers 

have been employed to construct the models on the 

Google Colab platform. These libraries offer a wide array 

of functionalities and tools that facilitate creating and 

training deep learning models. In addition, the Sklearn 

and Matplotlib libraries have been used for analysis. 

Sklearn offers various machine learning algorithms and 

evaluation metrics, while Matplotlib provides 

visualization capabilities, allowing for the creation of 

informative and visually appealing plots. Figure 5 

exhibits the accuracy curve for the Two-Head Attention 

based DC-GRU model under consideration, with a 

training accuracy of 96.17% and a corresponding 

validation accuracy of 94.38%.  

The model's performance did not significantly 

improve over several consecutive epochs, so the training 

process was halted at 24 epochs using callback functions.  

The proposed study has undergone evaluation using 

several advanced benchmark deep learning models on the 

CUAVd dataset. Table 1 showcases the accuracy and F1-

Measure achieved by these models, namely VidLSTM 

[9], CNN-LSTM with Attention [10], 3DFCNN [13], 

BD-LSTM [20], the DC-LSTM, the DC-GRU model 

(without attention), and our proposed model. Through 

extensive experimentation and analysis, it was observed 

that our proposed DC-GRU Attention model 

outperformed all the baseline models considered in this 

study. Moreover, the BD-LSTM [20], 3DFCNN [13], 

DC-GRU model (without attention), and CNN-LSTM 

with Attention model [10] also displayed noteworthy 

performance in classifying Cricket Umpire action videos 

(CUAVd), achieving validation accuracies of 91.82%, 

89.69%, 93.86%, and 90.35% respectively. 

 

 

 
Figure 5. Model Accuracy Trend on CUAVd Dataset 

TABLE 1. Experimental Results with Various deep learning 

models on our CUAVd dataset 

Model 
Train 

Accuracy 

Validation 

Accuracy 

F1-

Score 

VidLSTM [9] 94.20% 87.40% 0.87 

CNN-LSTM + Attention 

[10] 
93.57% 90.35% 0.90 

3DFCNN [13] 94.61% 89.69% 0.89 

BD-LSTM [20] 95.36% 91.82% 0.91 

DC-LSTM 94.85% 91.43% 0.90 

DC-GRU 95.69% 93.86% 0.94 

Proposed Model 96.17% 94.38% 0.96 

 

The classification performance report depicted in 

Figure 6 indicates that the proposed model demonstrates 

strong performance, achieving an impressive Average 

F1-Score of 0.96. 

In Figures 7 and 8, the confusion matrices for both the 

DC-GRU model and our proposed model when tested on 

our CUAVd dataset is shown. Notably, our proposed 

model outperforms the DC-GRU model (without 

Attention) in terms of classification accuracy. 

The Receiver Operating Characteristic (ROC) curve 

for the proposed DC-GRU Attention model on the 

CUAVd dataset is depicted in Figure 9. Notably, all 

umpire signal categories achieve a perfect AUC of 1, 

indicating ideal performance. This is evident in 

intersecting ROC curves, showcasing optimal 

performance for each category. The Attention-based DC-

GRU Model demonstrates outstanding classification 

performance, with each color on the ROC curve 

representing a specific umpire signal class, offering 

valuable insights into its proficiency at different 

classification thresholds. 

Our proposed model has been evaluated on various 

video-based action recognition datasets using established 

performance metrics, generating promising results. To 
 

 

 
Figure 6. Classification accuracy of proposed model on 

CUAVd 
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Figure 7. Confusion Matrix of DC-GRU model on CUAVd 

 

 

 
Figure 8. Confusion Matrix of Proposed model on CUAVd 

 

 

 
Figure 9. ROC curve of proposed model on CUAVd 

 

 

thoroughly assess the effectiveness of our proposed 

approach, we computed F1-score, precision and recall 

values across different related action datasets. A detailed 

summary of these values can be found in Table 2. 

Notably, our proposed model performs well when tested 

on well-known datasets, namely Youtube Actions, 

HMDB51, UCF50 and UCF101. The precision and recall 

scores achieved by our technique are well-balanced 

across the benchmark datasets, highlighting a reduced 

number of both the true and false negatives. Additionally, 

the proposed Two-Head Attention based DC-GRU model 

achieved impressive F1-measures of 0.83, 0.93, 0.94, and 

0.91 for the HMDB51, UCF50, Youtube Actions, and 

UCF101 respectively. The F1-score obtained illustrates 

its effectiveness, further reinforcing its superiority in 

action recognition tasks.  

The performance of our proposed DC-GRU Attention 

model was further assessed by introducing random noise 

to our CUAVd dataset, as illustrated in Table 3. The 

model's performance showed a minor decline with the 

introduction of noise in the data, achieving an F1-score 

of 0.91. In contrast, the DC-GRU model without 

attention attain F1-score of 0.88. 

Confusion matrix of Youtube Actions and UCF50 

dataset utilizing proposed model is depicted in Figures 10 

and 11, respectively. It shows remarkable performance. 

The efficacy of the proposed DC-GRU Two-Head 

Attention model is evaluated by comparing it with a 

range of existing standard approaches. Table 4 presents 

the outcomes of this comparison, showcasing the 

performance of different deep learning-based models on 

related benchmark action datasets, namely HMDB51, 

YouTube Actions, and the UCF101 dataset.  

The model proposed in this study demonstrated an 

impressive accuracy rate of 93.82% when evaluated on 

the YouTube Actions dataset. Our method demonstrated 

 

 

TABLE 2. Evaluating the Proposed Model's Performance 

on various Existing Action Datasets 

Dataset 
Action 

Classes 

Net 

Precision 

Net 

Recall 

Net F1-

Score 

Youtube Actions  11 0.94 0.95 0.94 

HMDB51 51 0.83 0.84 0.83 

UCF50 50 0.93 0.94 0.93 

UCF101 101 0.92 0.91 0.91 

Our CUAVd Dataset 9 0.97 0.95 0.96 

 

 
TABLE 3. Experimental Results with Effect of random Noise 

on our CUAVd dataset 

Model 
Train 

Accuracy 

Validation 

Accuracy 
F1-Score 

DC-GRU 90.39% 88.26% 0.88 

Proposed Model 92.57% 90.42% 0.91 
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Figure 10. Confusion Matrix of Youtube Actions dataset 

utilizing Proposed model 

 
 

 
Figure 11. Confusion Matrix of UCF50 dataset using 

Proposed model 

 

 

TABLE 4. Comparative Analysis of Various Benchmark 

Video based Action Recognition methods 

Model HMDB51 
Youtube 

Actions 
UCF101 

GBH+BoW [3] 63.2% 83.40% 83% 

ARCH [5] 58.2% --- 85.30% 

CNN Two Stream [6] 76% 88.46% 84.65% 

TSN [8] 71% --- 94.90% 

VidLSTM [9] 56.40% --- 92.20% 

CNN-LSTM + Attention [10] 67.10% 93.48% 92.50% 

3DFCNN [13] 72.54% 89.18% 87.41% 

3DCNN+ GRU [14] 81.87% 86.64%  --- 

BD-LSTM [20] 70.40% 91.80% 94.20% 

ViT+LSTM [21] 73.71% --- 96.14% 

Bi-GRU [23] 71.89% 93.28% 91.79% 

Proposed Model 83.67% 93.82% 92.65% 

high classification scores on both the YouTube Actions 

dataset and HMDB51 dataset, yielding remarkable 

accuracies. The ViT+LSTM [21] achieved the highest 

accuracy of 96.14%, and TSN [8] model achieved an 

accuracy of 94.90% on UCF101 dataset. Out of all the 

models evaluated, the proposed DC-GRU Attention 

model secured exceptional accuracy on the UCF101 

dataset, ranking among the top three performers with an 

impressive accuracy of 92.65%. For the YouTube 

Actions dataset, our proposed model achieved the 

topmost accuracy of 93.82%, followed by the CNN-

LSTM with Attention [10] and Bi-GRU [23] and BD-

LSTM [20]. In terms of the HMDB51 dataset, the 

ViT+LSTM [21], 3DFCNN [13], CNN Two-Stream 

Fusion [6] and 3DCNN+GRU [14] achieved accuracies 

of 73.71%, 72.54%, 76% and 81.87% respectively. 

However, ARCH [5] and GBH+BoW [3] achieved 

accuracies of 58.2% and 63.2%, respectively, on the 

HMDB51 dataset. In comparison, our proposed 

technique achieved 83.67% accuracy on HMDB51, 

which surpassed all others, securing the top position in 

Table 4. The proposed model has undergone rigorous 

testing with multiple video samples, demonstrating its 

ability to accurately classify umpire signals by correctly 

labelling the videos using the trained model. The 

classification result on a realistic video sample with the 

'Six' umpire signal category is indicated in Figure 12. 

The experimental findings indicate that the proposed 

model excels in accurately detecting the umpire's signal 

from the videos. So, the proposed model can also be 

utilized to detect the umpire signals from the video 

sequences in real-life. 
 

 

5. CONCLUSION AND FUTURE SCOPE 
 
Cricket umpire's signal recognition in videos is a 

captivating and rapidly evolving field within computer 

vision. The ability to automatically identify and classify 

umpire signal actions in cricket matches has immense 

practical applications. It contributes to fair decision- 

making, enhances the game flow, and provides valuable 
 
 

 
Figure 12. Test Video of ‘Six’ umpire signal recognized 

using proposed model 
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insights for players, coaches, and spectators. The 

proposed Two-Head Attention based Deep 

Convolutional GRU framework has shown great promise 

in accurately recognizing and classifying umpire signal 

actions. With a high accuracy rate of 94.38% and a Net 

F1-Score of 0.96, this model stands out as an effective 

solution. This framework can serve as a virtual trainer for 

novice umpires, assisting them in practising their cricket 

umpire signal actions effectively. A significant 

contribution of this research is the creation of the Cricket 

Umpire Action Video dataset (CUAVd), which provides 

a comprehensive collection of videos showcasing the 

umpire's signals in cricket. This dataset enables the 

training and evaluation of the proposed DC-GRU 

Attention model. The model's lightweight design ensures 

efficient performance even on devices with limited 

memory, enabling its widespread usage. The proposed 

approach has been extensively tested and evaluated using 

three well-established benchmark action datasets, 

consistently showcasing remarkable recognition 

performance. Moreover, the effectiveness of the 

proposed model has been confirmed through successful 

testing on a diverse range of sample videos, accurately 

identifying and labelling the umpire signals. 

The future scope of this research lies in refining the 

proposed model, expanding the dataset size to encompass 

a wider range of umpire signal actions, generalizing to 

other sports, integrating with sports technology, 

collaborating with sports organizations, and addressing 

ethical considerations. Further optimization of the 

model's architecture and network combinations can 

enhance its performance. 
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Persian Abstract 

 ده یچک
 صیتشخ .ستین  یمستثن قاعده نیا از مختلف، یدادهایرو انواع با دهیچیپ یباز کی  کت،یکر  و دارد یورزش مختلف یها حوزه در یا گسترده یکاربردها وتر یکامپ یینایب

 (CUAVd) کتیکر داور اکشن یویدی و دهدا مجموعه مقاله ن یا .است  یضرور یپل  میگ در  قیدق و منصفانه یریگ میتصم یبرا کتیکر مسابقات  طول در  داور یها گنالیس

 در مهم یها قضاوت  قدرت  یدارا داور که ییآنجا از  .است شده یطراح کتیکر مسابقات  در داور یهات یوضع  صیتشخ یبرا که دی جد داده مجموعه کی کند،ی م ارائه را

 کانولوشن GRU شبکه .است کتیکر در داور صیتشخ یبرا خودکار یها ستمیس شرفتیپ به کمک داده مجموعه نیا هدف دهد، یم رخ نیزم در که است یحوادث مورد

 مجموعه در یتوجهقابل جینتا به روش نیا .کندیم یبندطبقه و ییشناسا دقت به یی ویدیو یهادنباله در را مختلف داور گنالی س اقدامات  ،یشنهادیپ توجه بر یمبتن قیعم

 یاثربخش DC-GRU توجه مدل .افتی  دست  ،UCF101 و  HMDB51، Youtube Actions یعنی عموم، دسترس  رد داده ی هامجموعه و شدهآماده CUAVd یهاداده

 CNN، CNN-LSTM ی سنت یهایمعمار مانند شرفتهیپ یهامدل  ریسا با سهیمقا در .داد نشان داور گنالیس اقدامات  قیدق صیتشخ و ی زمان یها یوابستگ گرفتن در را خود

 دقت داور، گنالیس یوهایدیو حیصح یبندطبقه در .داشت یبرتر داور گنالیس اقدامات  صیتشخ در آنها از مداوم طور به یشنهادی پ مدل ،3DCNN+GRU مدل و توجه، با

 آنها ییکارا و کرد یابیارز Confusion Matrix و F1-Measure مانند عملکرد ی ارهایمع  از استفاده با را هامدل نیهمچن مقاله نیا .آورد دست به را ٪94.38 یبالا اعتبار

 کمک خودکار یهاستمیس و داور، آموزش ،یورزش زیآنال مانند یواقع  یهاتیموقع  در یعمل یکاربردها یدارا یشنهادیپ مدل .کرد دییتأ داور گنالیس اقدامات  صیتشخ در را

 .است یاتیح دئوهایو در داور یها گنال یس قیدق یی شناسا آن در که است داور
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A B S T R A C T  
 

 

In this research, an innovative method has been applied to obtain the shape of initial sheet in the forming 

of different rectangular geometries. So that we can define rules that automatically determine the optimal 

shape of the initial sheet at different heights. Sensitivity analysis method was used for optimization, and 
Python software was used to link with Abaqus software. By examining the geometrical parameters and 

forming pressure, a flowchart was presented to determine the appropriate pressure. By examining the 

height changes in different geometries, it was found that the optimization reduces the maximum pressure 
and the maximum radius of the punch, which were obtained by 4 and 8%, respectively. It was found that 

the difference in the size of the longitudinal and transverse sides of the section has a direct effect on the 

changes in the node coordinates to plot the target curve and reduces the number of optimization steps. 
According to the results, it was shown that by automation and determining the pressure flowchart, the 

shape of the initial sheet can be determined without repeating the optimization stages and experimental 
tests. It also prevents material waste. 

doi: 10.5829/ije.2024.37.04a.09 
 

 
1. INTRODUCTION1 
 

Non-circular parts, particularly those with square and 

rectangular geometries, are widely used in industry to 

manufacture main parts in the car body, fuel system 

components, oil tanks, main components of aircrafts, etc. 

The production of rectangular and polygonal sheet metal 

parts is recognized as a complicated activity in industry. 

The primary method employed for manufacturing such 

products is metal stamping. However, in traditional 

processes, achieving consistent production quality with 

uniform thickness distribution is difficult due to the 

complexity of the geometries involved. Moreover, several 

forming stages are required. In certain cases, these parts 

may feature multiple steps or polyhedral geometries, with 

sharp corners present at the intersections of these steps or 

within the part walls. The intricate nature of these 

features, along with the inherent challenges of material 

flow in such regions, make it difficult to form the parts by 

traditional methods such as stamping. By using new 

methods in production of difficult-to-form sheet parts, 
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more uniform thickness distribution and higher quality 

can be achieved.  

Sheet hydroforming is a modern sheet metal forming 

processes that has been used in production of car parts and 

aircraft bodies since 1980s (1). This process has grown 

increasingly in recent years in the industry, especially in 

automobile manufacturing (2). Hydroforming has several 

advantages such as higher forming limit, better surface 

quality, higher tensile strength, and higher dimensional 

accuracy (3, 4). In this process, some preforms may be 

needed to achieve the proper final shape of the workpiece 

without defects and excessive material waste (5). Among 

the various effective parameters in sheet forming 

processes, the initial shape of the sheet plays a vital role, 

as optimizing it can significantly impact the production of 

parts with minimal cost and high quality. Moreover, the 

optimization of the initial blank increases the drawing 

ratio, reduces the sheet consumption, and reduces the 

number of production stages. However, it is very difficult 

to determine the optimum shape of the initial blank due to 

the complexity of the material behavior, especially in 
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stamping and deep drawing processes in which 

complicated deformation mechanics are involved . 

Currently, according to the different methods provided 

by researchers, the optimization methods can be divided 

into two categories: retro-marching and iterative design 

(6). Slip line field method (7), geometric mapping method 

(8), area addition and subtraction method (9), inverse 

finite element method (10), ideal deformation theory (11) 

and backward finite element tracking (12) are among the 

methods belong to the retro-marching plan. However, 

since in this category it is not possible to compensate the 

shape error which refer to the difference between the 

desired final shape and the deformed shape, by using finite 

element analysis (obtained from the predicted initial 

shape), the mentioned methods provide limited accuracy. 

But, in iterative designs, the initial shape is guessed and is 

frequently corrected by considering the shape error until 

the deformed shape matches the desired final shape. The 

sensitivity method (13), and the radius vector method (9) 

belong to this category . 

Since the above-mentioned categories provide 

excellent accuracy and good convergence, they can be 

used to predict the optimum blank with complicated 

shapes in processes such as stamping and deep drawing. 

The methods of sensitivity analysis and radius vector are 

more useful in each process due to the ease of determining 

the changes in nodes coordinates and the ability to 

generalize the relationships based on new parameters. 

According to the flowchart of the sensitivity analysis 

method, after determining the target curve related to the 

flange area, a blank is guessed, the simulation is done, and 

at the end of the forming process, the amount of deviation 

of all the nodes from the target curve is obtained (6). 

According to the various ranges of commonly used 

geometries for rectangular parts, stepped geometries are 

of special importance. Depending on their specific 

application, these parts can be categorized as side-step 

parts, middle-step parts, or parts with multiple steps. In all 

of these cases, due to the existence of the intersections 

between the steps and the importance of producing a 

workpiece with complete filling, optimizing the initial 

dimensions of the sheet can be very important, because it 

makes it easier for the sheet to flow in the corners, 

decreases the forming pressure, and reduces the 

production time. 
Research efforts focused on the automatic 

optimization of the blank shape for all types of parts with 

a rectangular section have been relatively scarce. Meng et 

al. (14) investigated the effect of fluid pressure in 

hydroforming a rectangular aluminum workpiece. They 

found that the hydroforming process improves the quality 

of the parts. They also stated that by increasing the fluid 

pressure, the formability of the part improves. Rahmani et 

al. (15) investigated the effective parameters in the 

forming of parts with square sections. These researchers 

investigated the possibility of achieving the maximum 

drawing ratio by considering the effect of pressure 

parameters, sheet thickness, and friction coefficient. They 

found that with an increase in friction coefficient, the 

range of the drawing ratio is limited due to the decrease in 

the flow of the sheet. Moreover, as the thickness of the 

sheet increases, a higher drawing ratio is obtained. 

Mousavipoor et al. (16) investigated the feasibility of 

forming two-step rectangular parts in a single stage and 

optimized the dimensions of the blank with experimental 

investigation and simulation. They found that the effect of 

forming pressure on the thickness distribution of the part 

depends on the shape of the product and the type of the 

hydroforming process. By examining the amount of die 

filling, they concluded that to achieve complete die filling, 

the fluid pressure should be increased throughout the 

process. They also stated that optimization of the sheet 

blank leads to improve the material flow and a more 

uniform thickness distribution. Luo et al. (17) presented a 

new method for forming a rectangular workpiece using a 

mechanical preforming operation, which was a 

combination of deep drawing process and superplastic 

forming. In this research, three different metals have been 

used: aluminum SPF 5083 with super-plasticity 

properties, aluminum AA5183, which does not have 

super-plasticity  properties,  and AZ31  without super-

plasticity properties. The second and third metals were 

fine-grained through rolling. By comparing the two 

forming modes with the Hot Draw Mechanical Pre-

forming  (HDMP) process and superplastic forming with 

the obtained pressure curve, it was found that the time of 

the superplastic forming was longer than that of HDMP. 

On the other hand, the amount of pressure required in the 

superplastic forming was lower. Finally, the parts 

produced using the superplastic forming had rupture in the 

corners. This was due to the use of the two stages of 

preforming and final forming, and the control of the 

strains created in the mentioned combined process. Then, 

the effects of different parameters on the thickness 

distribution of the part have been investigated. The results 

showed that by increasing the diameter of the punch and 

the drawing depth, the thickness decreases. Vafaeesefat 

(18) examined the optimization of the blank shape for the 

two geometries of square cup and oil pan drawings made 

of St14 by using the iterative finite element method. By 

considering the first square geometry in the analysis, an 

error occurred due to the lack of sheet flow. Next, by 

performing iterative finite element analysis, the contours 

of the target and the formed workpiece coincided with the 

shape error of 0.9435 mm, the optimum sheet shape was 

obtained, and the final part was formed. Blount and 

Fischer (19) investigated the earing phenomenon of 

aluminum alloy 2048 cup-shaped parts. Using an 

algorithm, they first simulated the process. After 

specifying the target curve, the amount of deviation of 

each node from the target curve was obtained and the 

average of these values were recorded as an error. Then, 
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using a coefficient whose value was chosen arbitrarily, the 

position of each node of the undeformed sheet was 

changed and the simulation was repeated until the error 

value was less than the desired value. 

In recent years, extensive research has been conducted 

on various optimization methods for sheet metal parts. 

However, due to the diverse range of geometries of 

industrial sheet parts and the variations in drawing depths 

and final workpiece dimensions, there is a lack of a 

comprehensive design guide or general relationship to 

determine the dimensions of the initial sheet for each 

geometry. Furthermore, manual optimization methods 

need to be applied separately for circular and rectangular 

geometries at different depths. 

As a result, there is currently no universally applicable 

method or rule for extracting the initial blank shape for 

any given geometry. Consequently, there is a need for a 

method that can automatically establish rules for 

optimizing the dimensions of the initial sheet by utilizing 

coding and establishing links between analytical and 

simulation software. Such a method, with a focus on 

classifying rectangular geometries, would prove highly 

beneficial in the industry. 

The key figure in this research is that at first, by 

classifying a group of rectangular workpieces with 

varying geometries and depths, the initial sheet 

dimensions are optimized manually and the procedure of 

changing the nodes coordinates  is investigated. 

Additionally, by checking the parameters and developing 

a flowchart to determine the proper pressure, by linking 

Abaqus, Python and MATLAB software and the basic 

relations of sensitivity analysis, a method is proposed 

through which, by coding between the software, for any 

geometry with different depths and dimensions, the initial 

sheet shape can be extracted automatically. In this 

research, the sensitivity method is adopted for optimizing 

the initial sheet shape. This method is chosen due to its 

practicality and suitability for automation. Moreover, 

changes in the shape of the initial blank are evaluated 

based on the alterations in the coordinates of the nodes. 

The sensitivity method offers a more practical and user-

friendly alternative, particularly for the automated 

optimization of sheet metal parts. In contrast, other 

optimization methods are parametric and more complex 

in terms of defining rules and extracting relationships 

between variables.  

 

 

2. DEFINITION OF PART AND DIE GEOMETRY 
 

To ensure a comprehensive investigation of various 

rectangular geometries, this research initially focuses on 

simple rectangular and symmetric stepped geometries. 

Figure 1 illustrates the geometries employed in the study. 

The maximum depth of the step for two-step parts is 

considered in the first stage, which can be formed in a 

single hydroforming process. Based on Figure 1, the depth 

of the first step is 10 and 17 mm, while the depth of the 

lower step is 20 and 13 mm for the middle-step part and 

the side-step part, respectively.  

 
 
3. EXPERIMENTAL AND SIMULATION 
PROCEDURE 
 

The sheet hydroforming process has been modelled using 

the ABAQUS/Explicit 6-13 software. Due to the 

symmetry of the defined geometries, only half of the sheet 

and die components have been 3D modeled. Because of 

the type of the process and the large deformation of the 

material, dynamic explicit solution has been employed 

(20). In the section properties of the software, physical 

and mechanical properties have been defined for the sheet. 

Figure 2 shows how to deploy the components of the 

simulation setup. The contact characteristic used in this 

research is direct contact. Surface-to-Surface contact is 

used to define the contacts. Coulomb friction model was 

used to define the characteristics of the surfaces in contact. 

 

 

 
Figure 1. Defined geometries, a. Simple workpiece, b. Side-

step workpiece, c. Middle-step workpiece 

 

 

 
Figure 2. Arrangement of the die setup components in 

Abaqus 
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According to Zhang et al. (10), the friction coefficient 

between the punch and the blank is set to 0.14 and that 

between the blank with the blank holder and the die is 

considered to be 0.04.  

In conducting the tests, a universal testing machine 

with a capacity of 600 kN, controlled by a computer, was 

used. Figure 3 shows the manufactured die components. 

The characteristics and properties of the steel sheet are 

listed in Table 1. Figure 4 shows the stress-strain diagram 

of the sheet obtained from the uniaxial tension test. To 

investigate the anisotropy properties of the sheet material, 

samples were prepared and tested in the orientations of 0, 

45 and 90 degrees to the rolling direction. Due to the 

insignificant difference of the obtained coefficients, the 

sheet was considered isotropic. To obtain the optimum 

pressure path required for the forming of the defined 

geometries, the path shown in Figure 5 was considered. 

To examine the filling in the corners of the die, the filling 

percentage criterion was used. This criterion is defined as 

the area swept by the formed sheet to the total area of the 

die cavity in the critical area (as shown in Figure 6) (21). 

Based on the purpose of the paper, which focuses on 

different geometries with rectangular sections, the initial 

simulation was conducted using a rectangular geometry 

with an initial depth (h) of 10 mm. Considering the 

maximum pressure (according to Figure 5) between 12 

and 15 MPa and conducting experiments, a rupture 

occurred in the punch radius area. Then, by increasing the 

pressure to 18 MPa, the thinning of the wall led to a 

 

 

 
Figure 3. Arrangement of the die setup components in 

Experimental tests 

 

 
TABLE 1. Mechanical properties of St13 sheet (10) 

116 Yield strength [MPa] 

ρ = 8750 Density [kg/m3] 
ν = 0.33 Poisson’s ratio 

K=180 Strength constant [Gpa] 

n=0.44 Strain hardening exponent 

R0=1, R45=1.018 R90=1.04 Anisotropy parameters 

E=210 Young’s modulus [Gpa] 

 
Figure 4. Stress-strain diagram of St13 sheet 

 

 

 
Figure 5. The pressure path used in the research 

 

 

 
Figure 6. Schematic of determining the percentage of filling 

in the forming (21) 

 

 

rupture of the sheet (Figure 7a). Finally, at the pressure of 

24 MPa, the sheet material was able to withstand the 

deformation without rupturing.  

To investigate the feasibility of production of stepped 

parts, by applying the maximum pressure of 24 MPa, it 

was observed that full filling does not occur in the 

intersection between the steps. In Figure 7b the rupture 

and non-filling of the part is shown for the middle-step 

part at a pressure of 22 MPa. To check the complete 

forming of the stepped parts, at a depth of 13 mm in the 

lower step and a maximum pressure of 20 MPa, there is 

no complete filling in the side-step part and in the middle-

step part, and the filling rate is 68 and 60%, respectively. 

But by increasing the pressure to 40 and 30 MPa, the 
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filling rate is 84 and 93%, respectively. Finally, by 

performing the stages of forming stepped parts according 

to Figure 8, the side-step part was formed and produced at 

a pressure of 40 MPa. Figure 9 shows the effect of 

maximum forming pressure of thickness distribution of 

the deformed part.  

 

 

 
Figure 7. a. Rupture in the punch radius of a simple part at a 

pressure of 18 MPa, b. Lack of filling in the middle-step part 

at a pressure of 22 MPa, obtained from simulation 

 

 

 
Figure 8. a. Side-step workpiece with a depth of 35 mm and 

at a pressure of 24 MPa, b. Simple workpiece with a depth of 

the lower step of 13 mm and at a pressure of 40 MPa, 

obtained from the experiments 

 

 

 
Figure 9. Investigating the effects of maximum fluid 

pressure on the thickness distribution of a simple workpiece 

with dimensions of 120 × 130 mm, and thicknesses of 1, 1.5 

and 2.5 mm with depth of 35mm, obtained from simulation 

According to Figure 9, it was determined that by 

changing the thickness of the part at a fixed depth, the 

maximum limit of thickness reduction in the area of the 

punch radius and the upper wall should be reduced by 5%; 

for a thickness of 1 mm, it will reach from 32% to 30%, 

the reason is the reduction of the distance between the 

critical punch radii from each other and less elongation 

between the walls. Figure 10 shows the formed parts 

obtained from the simulations. 

 

 

4. THE PROPER PRESSURE FLOW CHART 
 
A flowchart is written to obtain the proper pressure for the 

rectangular parts, which is shown in Figure 11. By coding 

using Python software and by performing the required 

simulations in ABAQUS software, the proper pressure 

value is obtained automatically. Many parameters affect 

the amount of proper forming pressure. In the flowchart, 

to obtain the proper pressure for a side-step rectangular 

workpiece with specific material and thickness, according 

to Figure 11, at first, the simulation was performed with a 

pressure of 10 MPa and the amount of thinning created in 

the part (t1) was obtained. If the maximum thinning rate 

decreases with the increase of pressure, increasing the 

amount of pressure continues. Investigations showed that 

the increase in pressure to some extent causes the decrease 

in thickness, and then with the increase of pressure, the 

thickness reduction increases.  If the thickness reduction 

increases compared to the previous stage, increasing the 

pressure value is stopped. Therefore, the amount of 

pressure should be reduced. Through the investigations, it 

was determined that the suitable pressure for forming is 

between the nth simulation (Pn) and (n-1) th simulation 

(Pn-1). Therefore, the pressure value is reduced with a ratio 

lower than 5 MPa, so that the pressure change is lower 

than the previous stage. Now, if increasing the pressure by 

5 MPa  has caused an increase in thickness reduction for 

the first time, it happens vice versa (left side of the 

flowchart). In the flowchart, ti is the smallest thickness 

created in the workpiece in each simulation. Using the 

presented new method, the proper pressure for forming 

parts a and b was obtained 12 MPa. 

 

 

 
Figure 10. a. Simple part with a depth of 30 mm, a thickness 

of 2.5 mm, and a maximum pressure of 36 MPa, b. Middle-

step part at a depth of 13 mm, a thickness of 2.5 mm, and a 

maximum pressure of 42 MPa, obtained from simulation 
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Figure 11. Flowchart of obtaining the proper pressure of a two-step rectangular geometry 

 

 

5. EFFECT OF FORMING PARAMETERS 
 
5. 1. Change in Depth and Drawing Ratio            In this 

research, the process of changing the forming parameters 

for different geometries is performed, so that the general 

law of the effects of these parameters can be extracted in 

the form of a flowchart and be used as initial simulation 

inputs for each determined geometry. To investigate the 

effect of step depth on thinning, the forming of rectangular 

workpieces at depths between 10 and 35 mm was 

investigated. The depth of the first step for stepped parts 

was considered from 10 to 20 mm. Figure 12 shows 

rectangular workpieces at different depths. By examining 

the same process for the two-step parts (side-step part) as 

seen in Figure 13, by increasing the step depth, due to the 

increased strain and elongation experienced during the 

first step, the thinning in the areas of the wall of the first 

step and the radius of the corner of the punch increase. 

Moreover, it was found that the percentage of thickness 

reduction at step depths of 10, 13, and 20 mm were 7, 11, 

and 13 percent, respectively. According to the considered 

thinning criteria, it is observed that there is no rupture in 

the workpiece. 

 

5. 2. Effect of Punch Radius               Due to the variation 

in drawing ratio, step depth, and the geometry of 

rectangular parts, the punch corner radius can have a 

significant impact on the forming process and the 

resulting thinning behavior of the part. To study this effect 

for simple and two-step geometries, the radius of 3, 4, 5, 

and 7 mm were considered. Figure 14a indicates that for 

the simple part, when the punch corner radius is increased 

while maintaining a constant pressure, the maximum 

thinning decreases and the thickness distribution 
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Figure 12. Simple part formed with different step depths at 

the constant pressure of 24 MPa and a thickness of 1.5 mm, 

a. Depth of 15 mm, b. Depth of 25 mm, c. Depth of 35 mm, 

obtained from simulation 

 

 

 
Figure 13. Effect of step depth on thickness distribution in 

for the side-step part, obtained from simulation 

 

 

 
Figure 14. Effect of punch corner radius on thickness 

distribution, a. Simple workpiece at a pressure of 24 MPa, a 

depth of 35 mm, and a thickness of 1.5 mm. b. Side-step 

workpiece at a pressure of 40 MPa, a depth of 13 mm, and a 

thickness of 1.5 mm, obtained from simulation 

improves. By increasing the punch corner radius, bending 

is reduced, and the material flow is facilitated. It is also 

observed that at the radii smaller than 3 mm, the 

percentage of thickness reduction exceeds 42%, as a 

result, the workpiece is prone to tearing in the punch 

radius area. It is found that the minimum thickness 

reduction due to the increase in punch corner radius is 5%. 

By examining the same process for the two-step parts 

shown in Figure 14b, it is seen that by increasing the 

punch corner radius in the lower step area, the process of 

thickness reduction is similar to that of the simple 

workpiece. Meanwhile, because of more elongation due 

to the geometry of the upper step and the intersection of 

the steps, thinning increases up to 7%. Moreover, rupture 

in the punch corner radius area in the intersection between 

the steps is reduced by 4% due to the effect of the fluid 

pressure in filling the die. 

 

 
6. OPTIMIZATION 

 
6. 1. Optimization with Sensitivity Method           As 

stated previously, the proper pressure for different 

geometries has been obtained. In order to examine the 

process of change of the initial sheet nodes, at first the 

initial sheet optimization was done manually for three 

different geometries. To carry out the simulation and 

experiments, the initial sheet with the dimensions of 152 

× 150 mm was considered. To validate the simulation 

results, several experiments were conducted using the 

optimized sheet. Figure 15 illustrates the final geometry 

of the simple workpiece obtained from the optimized 

initial blank, which was achieved at a pressure of 24 MPa. 

Figure 16 shows the optimization stages of the middle-

step part obtained at a pressure of 30 MPa. Through the 

experiments, a reasonable correlation was observed 

between the results obtained from the simulation and the 

actual experimental results.  

The maximum difference between the two was 8%, 

indicating a relatively good agreement between them. In 

performing the optimization process for both the middle-

step part and side-step part, by applying the sensitivity 

correction method, during three stages, the dimensions of 

the initial sheet were modified, and the final curve closely 

matched the target curve. During the simulation, the 

maximum fluid pressure to form the middle-step part and 

the side-step part was obtained as 35 and 40 MPa, 

respectively. Figure 17 shows the optimized sheet 

geometry for three different geometries. 

 
6. 2. The Effects of Optimization           Generally, in 

forming and stretching in the piece, the amount of strain 

in the radius and rim areas is more than other areas (22). 

Optimizing the initial sheet shape is a method to reduce 

thinning in forming. Figure 18 displays the thickness 

distribution diagrams obtained with the optimized initial 
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blank for the three investigated parts. It is evident that in 

the regions corresponding to the first and second steps, the 

application of fluid pressure results in the contact between 

the punch and the sheet, thereby minimizing significant 

thinning throughout the different stages of optimization.  
In the three regions corresponding to the punch corner 

radius, the maximum thinning occurs due to the tensile 

bending that takes place. However, through the 

 

 

 
Figure 15. The part formed with optimum initial blank with 

a step depth of 35 mm and a pressure of 24 MPa and a 

thickness of 1.5 mm, obtained from simulation 

 

 

 
Figure 16. Optimizing stages of the middle-step part with a 

depth of the lower step of 13 mm, a pressure of 30 MPa, and 

a thickness of 1.5 mm. a. Formed workpiece with the initial 

blank, b. Formed workpiece inside view, c. Formed curve 

diagram and target contour, d. Optimized initial sheet, e. 

Formed part with optimized sheet, obtained from simulation 

 
Figure 17. Geometry of the optimized initial blank of the 

simple part, the middle-step part and the side-step part with 

optimum pressure and constant depth, obtained from 

simulation 

 

 

 

 
Figure 18. Effect of optimizing the shape of the initial blank 

on the thickness distribution of: a. Simple workpiece at a 

depth of 35 mm and a pressure of 24 MPa, b. Middle-step 

workpiece at the depth of 13 mm at the lower step, and a 

pressure of 30 MPa. C. Side-step workpiece at the depth of 

13 mm at the lower step, and a pressure of 40 MPa, obtained 

from simulation 
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optimization of the initial dimensions of the sheet, it is 

possible to reduce the stress concentrations in the corners. 

This is achieved by removing sharp corners, resulting in a 

noticeable decrease in the maximum thinning. Figure 19.a 

shows the initial and formed sheet metal for the simple 

part. By performing the optimization stages, thinning in 

the punch corner radius area in the middle-step and the 

side-step part was reduced by 4 and 8%, respectively. By 

performing the optimization stages, the maximum 

thinning in the mentioned area for the middle-step part 

and the side-step part is reduced by 3 and 4 percent, 

respectively. Figure 19.b shows the curve of the initial 

blank and the shape given in the first and second stages of 

the simple part optimization.  
 
6. 3. Forming Pressure           To investigate the effect 

of optimization on forming pressure in rectangular and 

stepped parts, several stages of experimental testing and 

simulation were performed. Table 2 shows the amount of 

pressure reduction obtained for different thicknesses and 

heights of the simple part and the side-step part with the 

optimal primary sheet at initial pressures of 28 and 40 

MPa, respectively. As the diagram shows, the amount of 

pressure reduction for a simple part has the same upward 

trend compared to the original sheet before optimization, 

 

 

 
Figure 19. a. The initial blank curve of the simple part, b. 

The formed blank curve for the simple part in the first and 

second stages of optimization, obtained from simulation 

and from a height of more than 25 mm due to greater 

elongation in the wall and greater flow of the optimized 

sheet, it decreases by 16% . By examining the same 

process for the stepped- part according to the diagrams, it 

is shown that in the two-step part (in the middle of the step 

and next to the step) due to the creation of the interface 

between the first and second steps, with an increase in the 

height of the lower step due to the need for maximum 

pressure in the final filling, and the high elongation in the 

lower step has a lower reduction and will reach a 

maximum of 13%. Figure 20 shows the thickness 

reduction of the simple part before and after optimization 

at a constant pressure of 28 MPa. 

 

 
TABLE 1. Pressure reduction achieved by optimizing different 

thicknesses for the simple piece and the side-step part 

Simple part 

Depth (mm) 10 20 25 35 Thickness (mm) 

Pressure 

(MPa) 

26 24 22 21 1 

26 25 25 23 1.5 

27 26 25 24 2.5 

Side-step-part 

Depth (mm) 8 10 13 20 Thickness (mm) 

Pressure 

(MPa) 

37 36 35 34 1 

38 37 36 35 1.5 

39 38 37 37 2.5 

 

 

 
Figure 20. A simple rectangular workpiece obtained with an 

optimized sheet at a pressure of 32 MPa, a depth of 35 mm 

and a sheet thickness of 2.5 mm, obtained from simulation 
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6. 4. Punch Radius           To investigate the effects of 

optimizing the initial blank on determining the minimum 

radius, the minimum thickness reduction of the part was 

investigated in different radii at a constant pressure and 

depth for the part. By optimization, the amount of the 

minimum selected radius in the part decreases, since the 

sheet flow and elongation are reduced in the area of the 

part walls. So that by optimizing the radius of the part 

from 5 mm to 4 mm, it will remain constant with no 

change in thinning. Table 3 shows the obtained thickness 

distribution values for the final thickness of the workpiece 

before and after optimization. 

 

 

7. CHANGES IN THE SHAPE OF THE INITIAL BLANK 
AT DIFFERENT DEPTHS 
 
For each workpiece, the optimal sheet curve changes at 

different depths. In order to achieve the change process of 

the initial sheet curve by changing the depth of steps to 

15, 20, 25, 30 and 35, simple and two-step rectangular 

geometries were investigated. Figure 21 shows the zoning 

of the initial blank to check the material flow. To check 

the process of changes according to the zoning carried out 

for three different rectangular geometries, changes in the 

shape of the initial sheet in the optimization of the simple 

and the middle-step parts were examined, which are 

shown in Figures 22 and 23, respectively. As can be seen, 

with the change in the shape of the part, the shape of the 

optimum initial blank will be very different and it is not 

possible to apply a single optimization process for other 

geometries and it can’t be used for other geometries. So 

that in the areas of the earring and flange walls in the 

longitudinal and transverse directions, it needs to change 

the nodes coordinates (x and y directions) for each 

geometry. So that, as shown in Figures 24 and 25, if two-

step parts have different geometries of the lower step, the 

flow of material and changes in the coordinates of nodes 

in the radius and walls are also different. This result was 

obtained if stepped geometries are considered, depth 

changes have much more effects on the corners of the 

optimal sheet and the reason for this is the lack of material 

flow in the intersection. 

With the overview done for the three defined 

geometries, for the simple rectangular workpiece, due to 

the initial sheet and the presence of sharp corners, most of 

the elongation is in the transverse wall. For the side-step 

workpiece, the material flow is created by removing the 

nodes in the earring coordinates of the flow in the walls 

and corners. Three areas: earring area, the transverse wall 

(the distance between the earrings in the width direction) 

and the longitudinal wall (the distance between the 

 

 
TABLE 3. Thickness distribution values obtained for the final thickness of the workpiece before and after optimization 

Destruction after the 

proper punch radius 

Destruction before the 

proper punch radius 

Destruction after 

optimization 

Destruction before 

optimization 
Part type 

1.41 1.24 1.38 1.26 Simple 

1.29 1.2 1.35 1.23 side-step 

1.35 1.23 1.41 1.24 middle-step 

 

 

 
Figure 21. Zoning of the initial sheet to check the material 

flow, I. Corner radius, II. Transverse wall, and III. 

Longitudinal wall 

 
Figure 22. Changes in the shape of the initial sheet in the 

optimization at different depths of the simple part, obtained 

from simulation 
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Figure 23. Changes in the shape of the initial sheet in the 

optimization at different depths of the middle-step part, 

obtained from simulation 

 

 

earrings in the length direction) and the process of 

changes in the material flow in the three mentioned areas 

at different depths were investigated. At the step depths of 

10 and 15 mm with the initial sheet, due to the presence 

of sharp corners in the sheet and lack of material flow due 

to the short distances of the transverse wall, because strain 

in the direction of depth in the transverse wall is more than 

in other areas, by using the sensitivity method and 

determining the coordinates of the nodes and removing 

the sharp corner in the earring area, the flow in the three 

areas has been balanced and by changing the coordinates 

of the nodes in the earring area, the optimum shape of the 

sheet has been achieved. Figure 24 shows the trend of 

changes in nodes coordinates for the middle-step part. 

By conducting repeated experimental tests and 

validating the experimental and simulation results 

presented in this research, it was shown that by using the 

flow chart to determine the pressure and the optimal  

 

 

 
Figure 24. The changes of the node’s coordinates in three 

defined areas of the initial sheet for the middle-step part at a 

pressure of 24 MPa, obtained from simulation 

parameters to form a variety of simple and stepped 

rectangular parts in different heights and geometries, it is 

possible to determine the optimal shape of the initial sheet 

automatically. As an example, a simple rectangular 

geometry with the dimensions of the initial sheet of 152 x 

150 mm and a height of 35 mm was considered. 

Simulation was performed with Abaqus software to 

determine the sound part. It was done first by using the 

flowchart to determine the pressure according to Figure 

13, then by defining the rules of the flowchart in Abaqus 

software and the optimal radius at this height obtained 

from simulation tests. In the next stage, the simulation was 

done automatically with computer to determine the shape 

of the initial sheet. It was performed by defining the rules 

and relationships of the sensitivity analysis method and 

coding the rules based on the shape flowchart in Python 

software, with linking Python and Abaqus software. The 

first stage of simulation was performed based on the 

definition of the objective function with the coordinates of 

the nodes. After simulation and matching the curve with 

the target curve, if there is deviation from the final node, 

the software calculates the amount of deviation of the 

nodes and determines the coordinates of the new nodes 

based on the sensitivity relationships, rules and coding. 

The simulation was done again after modifying the initial 

sheet and was repeated until the curve of the formed sheet 

matches the target curve so that the optimal initial sheet 

was obtained in the final stage. 

 

 
8. AUTOMATION OF DETERMINING THE INITIAL 
BLANK SHAPE BY COMPUTER 

 
Because all the findings and the upcoming reviews are 

only related to a sheet sample with a simple rectangular 

geometry, obviously, its results cannot be generalized to 

other geometries. Therefore, after examining the simple 

geometry by experimental and numerical methods and 

examining the optimal shape changes in different 

dimensions, to determine the process of changes and 

ensure the correctness of the process numerically, the 

process is determined with the help of a flowchart. It is 

repeated for other different geometries with two steps. 

The parameters that are emphasized in this part of the 

research are optimal pressure and corner radius which are 

analyzed to produce a sound part and the results are 

presented in a comparative form. 
Finally, after predicting the process of changes in the 

optimum shape of the sheet by changing dimensions of 

the samples, by linking Python and Abaqus software and 

the generalization of the sensitivity analysis relationship, 

the automatic determination of the optimum sheet shape 

in the process of hydrodynamic  deep drawing with radial 

pressure will be done by the method of metallurgy. So 

that, hydrodynamic deep drawing operation is done with 

radial pressure under different tensile limits by 



686                                     R. Mousavipoor et al. / IJE TRANSACTIONS A: Basics  Vol. 37 No. 04, (April 2024)   675-691 

 

determining the optimal parameters based on the criterion 

of maximum thinning for each type of geometry and on 

the other hand by applying the predicted results in the 

finite element software, the results are compared with the 

same experimental test conditions. Figure 25 shows the 

general flowchart of the work stages. 

In this article, after examining the effective parameters 

in compiling the flowchart and comprehensive review the 

changes in the shape of the initial blank resulted from the 

change of these parameters as well as manual 

optimization of the initial sheet shape for different 

geometries, by determining the proper pressure flowchart 

for a group of rectangular parts in simple and two-step 

mode, by using one of the widely used methods of 

optimization, a flowchart was developed that can be used 

by Abaqus software and its outputs and its direct linking 

with Python software. After determining and specifying 

the desired geometry for forming, it is possible to perform 

the stages of determining the proper pressure and finally 

determining the shape of the initial sheet in a closed loop 

by computer and in the form of a software package . All 

the stages of checking the outputs, changing the geometric 

parameters and checking the shape of the initial sheet that 

matches the optimal target contour, for any depth and 

geometric shape, can be done by computer through 

software linking. According to the investigation of the 

effective parameters in forming and a comprehensive 

investigation in this regard for simple and two-step parts 

in different dimensions and depths, the general results of 

 

 

 
Figure 25. Computer-aided automation process 

the change process of each parameter was considered as 

initial conditions in coding and automation rules. 

According to the optimization method considered to start 

the work, the coordinates of all nodes selected on the sheet 

are determined and considered as initial coordinates for 

coding. In the following, in order to categorize and 

determine the process of nodes coordinates changes 

numerically and to reduce the optimization process error 

in determining the automatic execution relationships and 

to determine the validity of the relationships obtained in 

the automation method by computer, three points in each 

area considered in the initial blank (corner radius, 

transverse wall and longitudinal wall) are as A1, A2, A3, 

B1, B2, B3 and C1, C2, C3 respectively and the changes 

of nodes coordinates for simple and two-step parts in 

different dimensions and depths are determined 

numerically. Figure 26 shows the determination of nodes 

coordinates in three areas for the simple segment. In 

Tables 3 and 4, the numerical coordinates obtained for 

each node are defined according to the points shown in the 

simple and middle-step parts, respectively. In Figures 27 

and 28, the graphs of the changes obtained from these 

numbers are shown. Also, in Tables 4, 5, 6 and 7, the 

thickness distribution in the designated areas of the simple 

and the middle-step workpieces are shown, respectively. 

In conducting the research, we were able to 

numerically obtain the trend of nodes coordinates changes 

and determine the optimal pressure parameters through  

 

 

 
Figure 26. Finding the coordinates of the nodes in the zoning 

of the simple part in the radius of the punch-A, the transverse 

wall-B and the longitudinal wall-C 

 

 
TABLE 4. Thickness distribution values obtained for the final 

thickness of the simple workpiece 

Area I II III 

Node A1 A2 A3 B1 B2 B3 C1 C2 C3 

X 71 73 52 38 31 9 64 57 52 

Y 54 69 72 62 54 79 29 21 13 
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Figure 27. Numerical changes of nodes coordinates in three 

defined areas of the initial sheet for a simple workpiece at a 

pressure of 24 MPa and a depth of 35 mm, obtained from 

simulation 

 

 

 
Figure 28. Numerical changes of nodes coordinates in three 

defined areas of the initial sheet for the middle-step 

workpiece at a pressure of 30 MPa and a depth of the lower 

step of 13 mm, obtained from simulation 

 

 
TABLE 5. Thickness distribution values obtained for the final 

thickness of the middle-step workpiece 

Area I II III 

Node A1 A2 A3 B1 B2 B3 C1 C2 C3 

X 75 79 58 34 28 10 60 52 48 

Y 58 71 74 66 58 82 25 19 11 

 

 
the flowchart, we will determine the proper radius and 

depth for any simple and rectangular geometry, the 

parameter rules and the conditions for determining the 

proper parameters for batch forming of simple and two-

step rectangular parts. In order to form any geometry with 

specific depth and dimensions, the parameters of pressure, 

radius and approximate dimensions of the initial blank can 

TABLE 6. Thickness distribution values obtained for the final 

thickness of the simple workpiece 

Blank 

width 

Blank 

length 

Punch 

height 

Punch 

width 

Punch 

length 
Shape 

105 95 H=15-25mm 
40-55 60-75 

Simple 

workpiece 125 110 h≥35mm 

130 120 H=15-25mm 
65-90 85-110 

Simple 

workpiece 152 150 h≥35mm 

150 135 H=15-25mm 90-

120 

-120

601  

Simple 

workpiece 185 175 h≥35mm 

 

 
TABLE 7. Thickness distribution values obtained for the final 

thickness of the simple workpiece 

Blank 

width 

Blank 

length 
Punch height Punch 

width 
Punch 

length Shape 

142 135 
𝐡𝟏 = 𝟏𝟓 −

𝟐𝟎𝐦𝐦, 𝐡𝟏 ≤
𝟏𝟑𝐦𝐦  40-55 60-75 

Two-step 

workpiece 

174 160 h1=15-20mm, 

h1≥15mm 

152 150 
𝐡𝟏 = 𝟐𝟑 −

𝟐𝟕𝐦𝐦, 𝐡𝟏 ≤
𝟏𝟑𝐦𝐦  65-90 85-110 

Two-step 

workpiece 

195 180 h1=23-27mm, 

h1≥15mm 

180 165 
𝐡𝟏 = 𝟑𝟎 −

𝟒𝟓𝐦𝐦, 𝐡𝟏 ≤
𝟏𝟑𝐦𝐦  90-120 

120-

160 

Two-step 

workpiece 

215 195 h1=23-27mm, 

h1≥15mm 
 

 

be used to start forming and automatically determine the 

shape of the initial guessed sheet. To carry out a process 

to produce the part with the optimal initial sheet shape 

automatically by computer, based on the general 

relationships obtained at the beginning, the approximate 

dimensions of the initial sheet are defined in Abaqus 

software by defining n points and these points are 

connected to each other. With the studies done, the rules 

of the basic relationships of the sensitivity optimization 

method and the optimal parameters were obtained, which 

were written in the form of code using the Python 

programming language. In relations 9 and 10, part of the 

obtained rules for the parameters and dimensions of the 

initial blank for simple and two-step parts are shown. 

Tables 6 and 7 also show the rules for obtaining the 

dimensions of the initial sheet based on the geometry of 

the final workpiece and the depth of the drawing. In order 

to obtain these rules, several stages of simulation were 

performed to obtain the range of sheet flow changes for 

each geometry, considering complete forming of the part 

and the absence of rupture. 
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Simple part 

ℎ ≤ 20𝑚𝑚, 𝑟 = 4𝑚𝑚 

𝑖𝑓    ℎ ≥ 25𝑚𝑚, 𝑟 = 6𝑚𝑚 ,   𝑃 = 24𝑚𝑝𝑎  

𝑖𝑓    𝑡 ≤ 1𝑚𝑚, 𝑟 = 5𝑚𝑚 ,   𝑃 = 22𝑚𝑝𝑎  

𝑖𝑓    𝑡 ≥ 1.5𝑚𝑚, 𝑟 = 5𝑚𝑚 ,   𝑃 = 36𝑚𝑝𝑎  

(9) 

Two-step geometry  

ℎ1 = 22𝑚𝑚, ℎ2 ≤ 15, 𝑟 = 5𝑚𝑚, 𝑃 = 40𝑀𝑝𝑎  

𝑖𝑓    ℎ ≥ 13𝑚𝑚, 𝑟 = 7𝑚𝑚 ,   𝑃 = 42𝑀𝑝𝑎 

𝑖𝑓    𝑡 ≤ 1𝑚𝑚, 𝑟 = 8𝑚𝑚 ,   𝑃 = 34𝑀𝑝𝑎 

𝑖𝑓    𝑡 ≥ 2, 𝑟 = 6𝑚𝑚 ,   𝑃 = 46𝑀𝑝𝑎  

(10) 

Also, the basic relationships of how to categorize the 

coordinates of the nodes and the sensitivity rules used in 

coding are shown in relationships 11 to 14. According to 

the initial relationships of the sensitivity method, n points 

are considered separately based on the dimensions of the 

initial sheet and the workpiece in positions of the nodes 

coordinates in forming and are placed in relation 12 with 

coding and it is defined as a code based on the sensitivity 

factor with relation 13 and other defined constants. In 

relation 14, for each coordinate after forming, the new 

material point is defined and forming continues until 

reaching the target point for each target contour of a 

simple or two-step Workpiece. 

𝐴𝑖𝐽 

𝑋𝐽
𝑖

𝑌𝐽
𝑖  ,    𝑗 = [0....120] (11) 

𝑥𝑗
𝑖+1 =  𝑥𝑗

𝑖  + 𝛿𝑁 (12) 

S=
𝑥𝑗𝑖+1 −𝑥𝑗𝑖

𝑥𝑗𝑖+1− 𝑥𝑗𝑖
 (13) 

𝑥𝑗
𝑖+1 =  𝑥𝑗

𝑖  - 휀𝛿𝑁 (14) 

According to the dimensions of the final part and using 

the rules obtained from experimental investigations and 

repeated simulations, the values of the effective 

parameters were automatically obtained and used in the 

simulation. On the other hand, simulation using Abaqus 

software is also coded with Python programming 

language and proper parameter values were automatically 

entered into the software. At the end of each simulation, 

the coordinates of the initial sheet points were entered into 

the sensitivity analysis relations and a new simulation 

with coordinate values was obtained automatically. In this 

research, by obtaining flowcharts and rules and coding 

done in Python programming language, the optimum 

initial blank shape is obtained for each rectangular 

geometry with different dimensions and depths. With the 

final review of relationships and rules, the final 

automation flowchart is shown in Figure 29. In order to 

validate the obtained rules and coding, by performing the 

automatic method of determining the shape of the initial 

blank and forming the simple and two-step part, the 

dimensions of the optimum initial blanks and the Formed 

parts are determined with automatic and computer-aided 

methods and shown in Figure 30 for simple and two-step 

(middle-step and side-step) geometries. 

In this research, according to the rules for determining 

the geometric parameters and the pressure flow chart and 

the basic relationships of the Sensitivity analysis, a 

solution method was presented. First, each geometry is 

defined with dimensions and height, then the pressure (P) 

flowchart (Figure 11) determines the method of setting 

this parameter in the lines of Abaqus software programs 

through the call codes. The final appropriate pressure is 

determined through the criterion of maximum thinning 

(10) and relations of maximum filling (21) (if step 

 

 

 
Figure 29. The final flowchart of the initial blank shape 

automation for all types of rectangular part 
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Figure 30. Final Formed parts with optimal initial sheet in 

simulation and experimental mode, a.Simple part, b. Middle-

step  part and c. Side–step part 

 

 

geometry is defined).  Then by defining N points or nodes 

X in the initial sheet and defining the coordinates of the 

points in the Python software, the simulation of the first 

step is done with the initial sheet. After checking the 

coordinates of the shaped sheet [Xs] with the target curve 

[Xs], the codes defined by Python software of all linked 

to Abaqus software can determine the deviation nodes 

from the target curve through the relations of the 

sensitivity method. Then, the defined codes return to the 

first line and the simulation is performed until the target 

curve and the given shape coincide. According to the 

presented solution method, the amount of deviation of 

each node is determined with a maximum error of one 

millimeter. The presented solution method is a new 

computer-aided method for numerical solution and 

obtaining the shape of the initial sheet by changing the 

height and dimensions of various rectangular parts. 

 

9. CONCLUSIONS 
 

The following conclusions have been drawn from the 

current research: 

1. By examining the changes in the height and shape of 

the part, it was found that for each geometry, the shape of 

the initial sheet in the area of the transverse, longitudinal 

and radius walls varies, and the amount of changes in the 

coordinates of the node relative to the target curve 

deviates with changes in the geometry and height, and the 

range of changes of node coordinates of simple and 

stepped parts . 

2. In this research, according to the diversity of 

rectangular parts geometries, the simulation stages and 

experimental tests to produce a sound part are reduced, 

and the ability to define rules in Python and Abaqus 

software was achieved by providing a flowchart to 

determine the appropriate pressure. 

3. According to the parametric examination of forming of 

the parts to define the rules, it was found that with the 

change in the thickness and geometric shape of the final 

part, the amount of forming pressure and the radius of the 

punch changes. Moreover, it was investigated that, the 

amount of changes of these parameters can be determined 

for different dimensions and thicknesses in the form of 

rules and relationships and can be defined in the 

automation software. 

4. With the increase of the drawing ratio in the parts, the 

amount of filling in the stepped parts and the amount of 

thinning at heights of more than 20 mm decrease up to 

8%, due to less strain and lack of flow of the sheet in the 

radius area of the mold. So, forming pressure should be 

increased . 

5. By performing the optimization stages, with more sheet 

flow due to the removal of the primary sheet corners, the 

maximum forming pressure at the beginning of the 

process and at the end of forming is reduced by 10% and 

21%, respectively. 

6. In this research, by providing automation rules with the 

use of a computer and the link of Python and Abaqus 

software, the initial sheet shape can be obtained by 

specifying the optimal shaping parameters before 

performing repeated simulations, and it is possible to save 

time and money.  

 
 
10. SUGGESTION FOR OTHERS 

 

The following suggestions are presented at the end of the 

paper as future works to be done by other researchers to 

complete this research: 

1. Basic optimization methods such as Radius Vector and 

Taguchi method, and numerical software solution should 

be implemented to link with Abaqus software for 

comprehensive application of software and optimization 

methods. 

2. According to the most important circular and polygonal 

geometries, it is suggested to investigate the automatic 

optimization procedures for a group of the mentioned 

geometries to show the generality of the application of this 

method. 

3. According to the application and development of 

hydroforming methods in the production of sheet parts in 

the automotive, aerospace and military industries, it is 

suggested that automatic methods be used to obtain the 

optimal forming pressure.  
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Persian Abstract 

 چکیده 

دهی هندسه های مختلف مستطیلی استفاده شده است تا بتوانیم قوانینی را به دست آوریم که به طور  در این تحقیق از روشی ابتکاری برای بدست آوردن شکل ورق اولیه در شکل

سازی و از نرم افزار پایتون برای لینک با نرم افزار آباکوس استفاده گردید. حساسیت برای بهینهخودکار شکل ورق اولیه بهینه را در ارتفاعات مختلف تعیین نمود. از روش آنالیز  

های مختلف مشخص گردید که بهینه سازی سبب  دهی، فلوچارت تعیین فشار مناسب ارائه گردید. با بررسی تغییرات ارتفاع در هندسهبا بررسی پارامترهای هندسی و فشار شکل

درصد بدست آمد. مشخص گردید که اختلاف اندازه اضلاع طولی و عرضی مقطع قطعه تاثیر مستقیم بر روی    8و   4گردد که به ترتیب  کاهش فشار بیشینه و حداکثر شعاع سنبه می 

شد که با خودکار سازی و تعیین فلوچارت   تغییرات مختصات گره برای انطباق با منحنی هدف دارد و تعداد مراحل بهینه سازی را کاهش می دهد. از نتایج بدست آمده نشان داده

  ز دور بری جلوگیری نمود.فشار ، بدون تکرار در مراحل بهینه سازی و تست های تجربی مکرر، با حداقل مراحل بهینه سازی می توان شکل ورق اولیه را تعیین نمود و ا
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A B S T R A C T  
 

 

One of the efforts to reduce water losses in irrigation channels is to provide lined materials in the earth's 

irrigation channels. Construction of these lined materials in Indonesia requires raw materials (such as 
sand, gravel, and split stone) mined from nature, and in Indonesia, known as class C excavated materials. 

Excessive exploitation of class C excavated materials will impact environmental damage. To overcome 

these problems, therefore, research is needed to find alternative lined materials, and in this research, the 
alternative lined material is Glass Fiber Reinforced Polymer (GFRP). The study's primary objective was 

to determine the value of the Manning roughness coefficient for lined channels made of GFRP material. 

The research involved experimental testing using an open channel model (flume) lined with GFRP 
material. The flow tests were conducted with three variations of the pump flow discharge and nine 

variations of the channel bottom slope. The test results from the physical model were compared with the 

results of the mathematical model simulation using the HEC-RAS software. The model's performance 

was evaluated using the graphical technique and quantitative statistics specifically the Nash-Sutcliffe 

Efficiency (NSE) method. Model evaluation with the NSE method shows that the performance of the 

physical model is “very good”. The Manning roughness coefficient value for rigid-lined GFRP material 
range from 0.0071 to 0.0102. The recommended Manning roughness coefficient value for practical 

application in the design of irrigation channels in Indonesia is 0.0081. 

doi: 10.5829/ije.2024.37.04a.10 
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1. INTRODUCTION 
 

One of the efforts to increase the availability of irrigation 

water is to provide lining for earth irrigation channels so 

that this will have an impact on reducing the rate of water 

loss in irrigation channels. Based on Indonesian 

Irrigation Planning Standards, four types of materials are 

recommended for use as a lining in irrigation channels in 

Indonesia, such as stone masonry, concrete, soil-cement, 

and ferrocement. For irrigation channel planning in 

Indonesia, the Manning roughness coefficient (n) values 

recommended for use for the four types of lined material 

are respectively 0.0167, 0.0143, 0.0285 – 0.0222, and 

0.0143 (1). Of the four types of lining, only two are the 

most widely used as lined material in irrigation channels 

in Indonesia, such as stone masonry lining and concrete 

lining. Apart from using a mixture of water and cement, 

the process for construction implementation of two types 

of lined materials also requires other raw materials such 

as sand, gravel, and crushed stone, mined from nature, 

and in Indonesia are known as class C excavated 

materials. The excessive exploitation of class C 

excavated materials will impact environmental damage, 

so it needs to be mitigated (2-4). In practice, also in the 

project site, the process of making the mixture for the 

lining of the channels from the stone masonry and 

concrete has several constraints, such as the difficulty of 

obtaining class C excavated material sources, the 

problematic access constraints to transport the mixed 

material constituents to the work location, the difficulty 

of obtaining fresh-water that is required for the process 

of mixing materials in the project site, and the difficulty 

of controlling the quality of the construction work due to 

the wide spread of the work locations (5). Figure 1 shows 

a case example of difficult access conditions for making 

concrete mixes for tertiary irrigation channel work at the 

Batang Anai Irrigation Project in West Sumatra Province, 

Indonesia, which was implemented in 2016.  

From these problems, the preliminary research idea 

arose to find and study alternative materials that do not 

use cement and class C excavated materials.  

One of the products of processed polymer materials 

is the geomembrane. Geomembrane as a lined channel  
 

 

 
Figure 1. Construction of concrete lining on tertiary 

irrigation channels in the Batang Anai Irrigation Project in 

West Sumatra Province 

material has been widely used in various countries. In the 

United States, geomembrane has been used as a lined 

material (membrane) in channels that control seepage 

since 1950s. It is an effective alternative material to 

replace traditional standard linings methods, such as 

concrete and compacted soil. One of the first uses of 

geomembranes for channels was in 1954 in irrigation 

channels by the U.S. Bureau of Reclamation (USBR) in 

Fort Collins, Colorado. USBR has extensive experience 

in geomembrane installation and monitoring for lined 

channels based on past field testing programs. PVC 

geomembrane was originally a geomembrane used for 

lined channels. However, subsequently, Polyethylene 

(PE) based geomembranes (such as HDPE, LDPE, 

CSPE, and VLDPE) and several other types of 

geomembranes (such as EDPM and Polypropylene) are 

also used as lined channels (6-8). In Portugal, 

prefabricated membranes for lined channel use are also 

increasing, especially as a solution for rehabilitating 

existing concrete channels. The two main types of 

membranes used in Portugal are bituminous membranes 

(modified bitumen polymers) and synthetic membranes 

(PVC) (9).  

One of the most essential purposes of scientific 

research is finding new engineering composites that 

combine strength and lightweight (10). Polymer matrix 

composites are used in different industrial applications 

due to their enhanced mechanical properties and 

lightweight (11). Fiber-reinforced polymer (FRP) 

composites have better fatigue and corrosion-resistive 

performance than metals, reducing the maintenance cost 

(12). FRP is a composite material made of a polymer 

matrix reinforced with fibers. The fibers are usually 

glass, carbon, or aramid. The polymer is usually epoxy, 

vinyl ester, or polyester thermosetting plastic (13). 

Because of cost, glass, and carbon are the most widely 

used reinforcement materials for civil infrastructure 

composite applications. For applications that require 

large amounts of materials, glass is the most popular 

because it is the least expensive (14). The economic 

analysis indicated that glass fiber is more cost-benefit 

than carbon fiber in improving the concrete properties, 

especially for one layer of FRP (15). Polyesters are the 

most widely used polymers in FRP components for 

construction/civil infrastructure applications due to their 

relatively low cost and ease of processing (16). Polyester 

resins have many advantages, such as suitable adhesive 

and mechanical properties, better resistance to fatigue 

and micro cracking, reduced degradation from water 

ingress, increased resistance to osmosis (surface 

degradation due to water permeability), and good 

performance at elevated temperatures (17). Various 

fabrication techniques, such as hand layup, spray-up, 

filament winding, lamination, and pultrusion, are used to 

process polymeric composites (18).  
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Nowadays, Glass Fiber Reinforced Polymer (GFRP) 

composites are alternative products for metals due to 

their superior characteristics like high specific stiffness, 

corrosion resistance, fatigue resistance, and less weight-

to-strength ratio (19). In Indonesia, GFRP materials are 

currently widely used as building materials in the 

construction industry. GFRP material generally has 

strong, lightweight, weather-resistant, and impermeable 

characteristics, so it is often used as a component of 

hydraulic structures (such as sliding gates, flap gates, and 

culverts) in swamp irrigation channels where the water 

conditions are acidic (Figure 2). 

In order to design an irrigation channel using GFRP 

material lining, it is necessary to know the value of the 

hydraulic roughness coefficient first. GFRP material is 

currently also widely used in the manufacture of 

commercial piping products in various countries. Some 

of the piping products in the world that have included the 

value of the hydraulic roughness coefficient in their 

GFRP piping product specifications include the 

following: 

1. Grandpipe®, a GFRP pipe manufacturing company 

from Turkey, gives a Manning roughness 

coefficient n = 0.009 for pipe material products 

called GRP (Glass-Reinforced Plastics) 1. 

2. Jiubo Composite®, a GFRP pipe manufacturing 

company from China, gives a Manning roughness 

coefficient n = 0.0084 for pipe material products 

called FRP (Fiber-Reinforced Plastics)2. 

There is still little research using GFRP-lined material 

in open channels like irrigation channels. In 1975, 

Malaysia conducted trials on using GFRP material as a 

lined material in a pilot project for constructing a new 

tertiary irrigation channel implemented at the Tanjung 

Karang Irrigation Project. The construction of the tertiary 

irrigation channels was a typical flume-shape with the 

characteristics of a rigid GFRP material and was named 

Fiberglass-Reinforced Polyester (FRP) (20). Japan had 

also implemented using materials made from GFRP as 

lined materials to repair existing concrete lining in 

irrigation channels that had minor cracks. The material 

lining made of GFRP has flexible characteristics and is  
 

 

 
Figure 2. Example of using GFRP flap gates in swamp 

irrigation channels in Central Kalimantan Province, 

Indonesia 

 
1 https://grandpipe.com/en/product-information 

named FFRP (Flexible Fiber Reinforced Plastic). Some 

samples of the FFRP material were taken to the 

laboratory to be tested experimentally using an open 

channel model of a rectangular flume to examine the 

value of the hydraulic roughness coefficient. The results 

of their research found that the Manning roughness 

coefficient is n = 0.0094 (21). Since the idea of using 

lining with GFRP material in Indonesia is to line earth 

irrigation channels, the characteristics of the GFRP 

material must be rigid. Based on this explanation, the 

final idea of the research was to find the value of the 

hydraulic roughness coefficient for GFRP material with 

a rigid type produced by a factory in Indonesia. The 

primary objectives of the study include: 

1. To evaluate the effects of discharge and channel 

bottom slope changes on flow velocity and flow 

depth characteristics. 

2. To analyze the impact of changes in discharge and 

channel bottom slope on the value of the Manning 

roughness coefficient and to interpret the range of 

Manning roughness coefficient values obtained 

from the test results. 

3. To propose the recommended Manning roughness 

coefficient value for GFRP material to be used in 

the design of irrigation channels in Indonesia. 

After the innovative value for the Manning roughness 

coefficient (n) for GFRP material resulting from this 

research has been obtained, the design of irrigation 

channel dimensions using GFRP lined material can be 

calculated using the uniform flow formula. Manning's 

formula and the continuity equation, Q = Av, form the 

basic equations for uniform-flow computation. The 

discharge Q is given as (22, 23): 

𝑄 =
1

𝑛
𝐴𝑅2/3𝑆

1

2  (1) 

𝑄 = 𝐾√𝑆  (2) 

where,  

Q   = discharge (m3/s) 

A   = wetted area (m2) 

v   = flow velocity (m/s) 

n   = Manning rougness coefficient 

R  = A/P = hydraulic radius (m) 

P   = wetted perimeter (m) 

S   = channel bottom slope 

𝐾 =
1

𝑛
𝐴𝑅

2

3 is called the channel's conveyance and 

expresses the channel's discharge capacity per unit 

longitudinal slope. For a given channel, 𝐴𝑅
2

3  is a function 

of the flow depth. For example, in Figure 3 consider a 

trapezoidal section of bottom width = b and side slope m 

horizontal: 1 vertical. 

2  https://www.aldfrp.com/News/Comparison-of-FRP-Pipe-and-pipe-

flow-185.html 
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Figure 3. Hydraulic parameters on a trapezoidal channel 

cross section 
 
 

Then, 

𝐴 = (𝑏 + 𝑚ℎ)ℎ   (3) 

𝑃 = (𝑏 + 2ℎ√𝑚2 + 1)  (4) 

𝑅 =
𝐴

𝑃
=

(𝑏+𝑚ℎ)ℎ

(𝑏+2ℎ√𝑚2+1)
  (5) 

𝐴𝑅
2

3 =
𝑄𝑛

√𝑆
=

(𝑏+𝑚ℎ)5/3ℎ5/3

(𝑏+2ℎ√𝑚2+1)
= 𝑓(𝑏, 𝑚, ℎ)  (6) 

For a given trapezoidal channel, b and m are fixed and 

𝐴𝑅
2

3 = 𝑓(ℎ). Since 𝐴𝑅
2

3 =
𝑄𝑛

√𝑆
 , and if Manning 

roughness coefficient (n) and channel bottom slope (S) 

are fixed for a channel, the channel have unique depth in 

uniform flow associated with each discharge. The depth 

is called the normal depth (h).  

After this innovative value for the Manning 

roughness coefficient has been obtained, the advantages 

that can be obtained from its application in irrigation 

channels are as follows: 

1. The use of GFRP material can reduce the use of class 

C excavated materials in Indonesia so that the impact 

of environmental damage can be mitigated. 

2. The process of making GFRP material segments can 

be carried out first in the factory so that it will reduce 

the constraints, such as the difficulty of obtaining 

class C excavated material sources, the problematic 

access constraints to transport the mixed material 

constituents to the work location, the difficulty of 

obtaining fresh-water that is required for the process 

of mixing materials on the project site, and the 

difficulty of controlling the quality of the construction 

work. 

3. Because the weight of the GFRP material is relatively 

light, transporting the material to the work location 

will be cheaper. 

4. Because the GFRP material structure design has been 

created, installing GFRP-lined material segments in 

earth irrigation channels will be carried out more 

effectively and efficiently (see Figure 4).  
 

 

2. MATERIAL AND METHOD 
 

The Experimental research conducted at the Hydraulics 

Laboratory, Civil Engineering Department, Faculty of 
 

 
Figure 4. Illustration of installing GFRP material segment 

in an earth irrigation channel 
 

 

Engineering, Hasanuddin University, South Sulawesi 

Province, Indonesia. The physical modeling used three 

pump discharge (Qf) variations as input data flowed into 

the GFRP flume. The three variations of pump discharge 

(Qf) are low inflow discharge (Qf1), medium inflow 

discharge (Qf2), and high inflow discharge (Qf3). The 

GFRP flume bottom slopes (Sg) were also set for nine 

variations of channel bottom slopes, ranging from Sg1 to 

Sg9. 

 

2. 1. Material and Equipment             The primary 

material used in this study is GFRP (Glass Fiber 

Reinforced Polymer), produced by one of the factories in 

Indonesia. As a preliminary stage, measurements, 

manufacturing, packaging, and installation of the GFRP 

material into the flume were carried out, as shown in 

Figure 5.  

The equipment used for experimental testing was as 

follows: a) an open channel (flume) model device lined 

with GFRP material; b) two submersible water pumps 

equipped with a pipe network and discharge control 

valves; c) a flow meter; d) water weighing scale; e) a 

point gauge; f) The flume’s slope adjuster, as shown in 

Figure 6. 

Precisely using this equipment during the 

experimental testing process is crucial to minimize errors 

in the hydraulic laboratory. Flow velocity was measured 

using a mini flow-meter because it can measure at a 

relatively low flow depth. Flow velocity and flow depth 

measurements can be seen in Figure 7. 

 

 

 
Figure 5. (a) Measurements, (b) manufacturing, (c) 

packaging, and (d) installation of the GFRP material into the 

flume 

h

f = freeboard

m

1

m

1

b
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Figure 6. The flume model equipment and other devices used for experimental testing 

 

 

 
Figure 7. (a) Flow velocity measurement using a flow meter 

(left) and (b) flow depth measurement using a point gauge 

(right) 

 

 

2. 2. Experimental Test Method          The method used 

to obtain the Manning roughness coefficient value for 

GFRP material is by referring to the experimental test 

method carried out by Mera and Robi (24). They had 

carried out experimental tests to obtain the Manning 

coefficient value for PVC (Polyvinyl Chloride) material 

produced by a commercial company in Indonesia. The 

research was carried out using a flume device in the 

hydraulic laboratory at Andalas University in Padang 

City, West Sumatra Province, Indonesia. Experimental 

test was carried out using one flow discharge and ten 

variations of channel bottom slopes. From the 

implementation of their research, several results were 

obtained as follows: 

1. Graph of the relationship between flow depth and 

variations in channel bottom slope (Figure 8); 

2. Graph of the relationship between the Manning 

roughness coefficient and variations in channel 

bottom slopes (Figure 9);  

3. From the Figure 9 graph, the Manning roughness 

coefficient value for PVC material obtained from the 

results of their research is in the range n = 0.010 to 

0.014. 

The graph obtained from their research results (25) 

will later be compared with the graph obtained from this 

research to verify the accuracy of the proposed method. 

 

 

 
Figure 8. Graph of the relationship between flow depth and 

variations in channel bottom slope for PVC material  (25) 
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Figure 9. Graph of the relationship between the Manning 

roughness coefficient and variations in channel bottom slope 

for PVC lined material (25) 

 

 

2. 3. Data Collection               The data collected were 

dependent variables data and independent variables data. 

Some of the dependent variable data include: a) the 

bottom width of the GFRP flume section (bg) of 28.9 cm; 

b) the flume length (Lf) of 960 cm; c) the length of the 

flume lined with GFRP material (Lg) of 900 cm; d) GFRP 

flume height (Tg) of 31 cm; and e) the gravitational 

constant (g) is taken as 9.81 m/s2. GFRP flume bottom 

slope data (Sg) was measured by adjusting the flume 

bottom slopes by increasing the flume elevation in the 

upstream section at 2 (two) cm intervals for 9 (nine) times 

to obtain nine different channel/flume bottom slope 

conditions. By dividing the difference in the height of the 

upstream and downstream of the flume by the length of 

the flume (Lf = 960 cm), the values of the nine-bottom 

slopes of the GFRP flume (Sg) are 0.0021; 0.0042; 

0.0063; 0.0083; 0.0104; 0.0125; 0.0146; 0.0167; and 

0.0188 respectively. Data collections of the independent 

variables in the GFRP flume were flow depth (hg) and 

flow velocity (vg). The flow depth in the GFRP flume (hg) 

was obtained by directly measuring each water flow test's 

results with a point gauge. The average depth of water 

flow in the GFRP flume (hr) is the flow depth used to 

measure the average flow velocity using a flow-meter 

device measured from the surface of the flow, where the 

hr value is 0.6 hg. The flow velocity in the GFRP flume 

(vg) was measured   directly using a flow-meter device.  

 

2. 4. Data Processing and Analysis              After 

obtaining the hydraulic data of the water flow in the 

GFRP flume, then data processing was carried out to 

obtain the values of other flow parameters data in the 

flume, such as the wetted area (Ag); wetted perimeter 

(Pg), hydraulic radius (Rg); discharge that flow in the 

flume (Qg); Manning roughness coefficient for GFRP 

materials (ng); critical depth (hcg); and flow velocity 

characteristics that occur using the Froude Number 

indicator. In the next stage, the calculation results 

obtained from the experimental test were compared with 

the results of testing with a mathematical model, i.e., 

HEC-RAS Software (26). If comparing the two models 

shows good results, it will proceed to the analysis and 

interpretation of the test data. However, if not, verifying, 

validating, and calibrating the data will be done first until 

the model performance shows appropriate results.   

 

2. 5. Mathematical Equations              The inflow 

discharge through the GFRP flume (Qf) was measured 

using the volumetric method. This method involved 

measuring the weight of water (Ww) flowing out of the 

downstream end of the GFRP flume using a bucket 

within a specific time interval (∆t). The volume of water 

(Vw) was then calculated by dividing the weight of water 

(Ww) by the specific gravity of water (γw = 1 g/cm3). 

There were three variations setting of pump discharge 

into the GFRP flume, i.e., low inflow discharge (Qf1), 

medium inflow discharge (Qf2), and high inflow 

discharge (Qf3). The water flow setting for these three 

pump discharge variations was controlled by using two 

submersible pumps and adjusting valves in the pipeline 

network. For each of the three water storage experiments 

conducted in the bucket, the calculation for the pump 

discharge (Qf) is determined using the following formula: 

𝑄𝑓 =
1

3
∑  

𝑉𝑤𝑖

∆𝑡𝑖

3
𝑖=1   (7) 

Measurement of flow parameters in the GFRP flume (hg 

and vg) was conducted in the steady-state flow 

conditions,  and the high-water level is parallel at several 

points in the middle of the flume segment. Other 

hydraulic parameters such as wetted area (Ag), wetted 

perimeter (Pg), and hydraulic radius (Rg) are calculated 

using the formula (25):  

𝐴𝑔 = 𝑏𝑔ℎ𝑔  (8) 

𝑃𝑔  = 𝑏𝑔 + 2ℎ𝑔  (9) 

𝑅𝑔 =
𝐴𝑔

𝑃𝑔
=

𝑏𝑔ℎ𝑔

𝑏𝑔+2ℎ𝑔
  (10) 

The discharge flowing in the GFRP flume (Qg) is 

calculated using the following formula: 

𝑄𝑔 = 𝑣𝑔𝐴𝑔  (11) 

The value of the Manning roughness coefficient (ng) 

obtained from the experimental test results is then 

determined using the following formula (22, 23):  

𝑛𝑔 =
1

𝑣𝑔
 𝑅𝑔

2
3⁄

 𝑆𝑔

1
2⁄
  (12) 

Alternatively, it can also be calculated as follows: 

𝑛𝑔 =  
𝑅𝑔

2
3⁄

𝑆𝑔

1
2⁄

𝐴𝑔

𝑄𝑔
  (13) 

The critical depth occurring in the GFRP flume (hcg) is 

calculated using the following equation (26):  
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ℎ𝑐𝑔 = √
𝑄𝑔

2

𝑏𝑔
2𝑔

3
  (14) 

If the critical depth (hcg) is bigger than the measured flow 

depth (hg), the flow is then at the super-critical state and 

otherwise is at the sub-critical state. 

 

2. 6. Model Evaluation and Performance 
Assessment                   According to Moriasi et al. (27), 

based on the recommendations of Legates and McCabe 

(28) and American Society of Civil Engineer (29) model 

evaluation involves using graphical techniques and 

quantitative statistics. The graphical techniques provide 

a visual assessment of model performance. Utilizing 

these essential techniques should typically be the first 

step in model evaluation. A familiar visual fit between 

observed and simulated constituent data indicates 

adequate calibration and validation within the simulated 

constituent range (27, 30). There are various quantitative 

statistical assessment methods (27), but this study will 

only use the Nash-Sutcliffe Efficiency (NSE) method. 

This method involves comparing the model simulation 

data with quantitative measurement data. The formula for 

calculating the NSE value is as follows (27, 31, 32): 

𝑁𝑆𝐸 = 1 − [
∑ (𝑌𝑖 

𝑜𝑏𝑠−𝑌𝑖
𝑠𝑖𝑚)

2𝑛
𝑖=1

∑ (𝑌𝑖
𝑜𝑏𝑠−𝑌𝑚𝑒𝑎𝑛)

2𝑛
𝑖=1

]  (15) 

where: n = the total number of observations; 𝑌𝑖 
𝑜𝑏𝑠 = the 

ith observation for the constituent being evaluated; 𝑌𝑖
𝑠𝑖𝑚= 

the ith simulated constituent value for the constituent 

being evaluated; 𝑌𝑚𝑒𝑎𝑛= the mean of observed data for 

the constituent being evaluated.  

The best performance values from the predicted value 

or mathematical model with observational data or the 

physical model can be obtained if the NSE Index value = 

1. A performance rating of the model results is carried 

out to assess performance in the model's verification and 

calibration process. The model performance is evaluated 

as "very good" if the NSE value exceeds 0.75. Model 

performance is evaluated as "good" if the NSE value 

ranges from 0.65 to equal/less than 0.75. The model 

performance is evaluated as "satisfactory" if the NSE 

value is 0.5 to equal/less than 0.65. The model 

performance is evaluated as "unsatisfactory" if the NSE 

value equals/less than 0.5. Table 1 summarizes the 

relationship between NSE Index and model performance 

ratings (27).  

 

 
TABLE 1. Performance rating model with the NSE method  

No. Performance Rating NSE Index 

1. Very good 0,75 < NSE ≤ 1,00 

2. Good 0,65 < NSE ≤ 0,75 

3. Satisfactory 0,5 < NSE ≤ 0,65 

4. Unsatisfactory NSE ≤ 0,50 

3. RESULTS AND DISCUSSION 
 

3. 1. Calculation and Analysis of Pump Discharge 
Flowing into the GFRP Flume (Qf) using the 
Volumetric Method           Calculation and validation of 

three variations of water pump discharge into the GFRP 

flume (Qf), i.e., low inflow discharge (Qf1), medium 

inflow discharge (Qf2), and high inflow discharge (Qf3) 

using the volumetric method are presented in Table 2.  

From Table 2, data were calculated from three 

validated pump discharge variations that flow into the 

GFRP flume, such as low inflow discharge (Qf1) of 7.83 

l/s or 7,830 cm3/s; medium inflow discharge (Qf2) of 

11.60 l/s or 11,600 cm3/s; and high inflow discharge (Qf3) 

of 14.88 l/s or 14,880 cm3/s. 

 

3. 2. Calculation and Analysis of Water Flow Data 
on Physical Models          After the measurement and 

validation of the pump discharge have been completed, 

the flow depth (hg) and flow velocity (vg) that occurs in 

the flume were measured for each of the three discharge 

variations that flow into the flume (Qf1, Qf2, and Qf3) and 

on nine variations of flume bottom slope (Sg). Using the 

GFRP flume width (bg) of 28.9 cm, calculating the 

Manning roughness coefficient value (ng), and analysis 

of other flow parameters are summarized and presented 

in Tables 3, 4 and 5, respectively. 

From the physical modeling calculation result, the 

average Manning roughness coefficient (ng) value for the 

three discharge variations (Qf) is obtained: ng1 = 0.0083, 

ng2 = 0.0082, and ng3 = 0.0079. Calculations and data 

analysis will be carried out using a mathematical model 

to evaluate the reliability of the physical modeling 

results. 

 

 
TABLE 2. Calculation and validation for low, medium, and 

high inflow discharge variations 

No. 

Inflow 

discharge 

type 

Water 

Volume 

Time 

Interval  
Discharge 

Average 

Discharge 

Vw ∆t Qf Qf Qf 

l s l/s l/s cm3/s 

1 

Qf1 (Low 

Inflow 

Discharge) 

28.05 3.64 7.72 

7.83 7,830 32.38 4.02 8.05 

42.46 5.50 7.72 

2 

Qf2 (Medium 

Inflow 

Discharge) 

35.64 3.23 11.03 

11.60 11,600 42.29 3.48 12.15 

42.97 3.70 11.61 

3 

Qf3 (High 

Inflow 

Discharge) 

40.32 2.69 14.99 

14.88 14,880 38.27 2.56 14.95 

35.58 2.42 14.70 
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TABLE 2. The results of the calculation of the physical model for water flow parameters at low inflow discharge conditions (Qf1 = 

7,830 cm3/s) 

No. 

Channel 

Bottom Slopes 

Flow 

Velocity 

Flow 

Depth 

Wetted 

Area 

Wetted 

Perimeter 

Hydraulic 

Radius 

Flow 

Discharge 

Manning Roughness 

Coefficient 

Critical 

Depth 

Characteristic of 

Flow Velocity 

Sg vg hg Ag Pg Rg Qg ng1 hcg hcg/hg 

(cm/cm) (cm/s) (cm) (cm2) (cm) (cm) (cm3/s) - (cm)  

1 0.0021 50.8 5.20 150.28 39.30 3.82 7,634 0.0102 4.14 subcritical 

2 0.0042 65.0 3.67 106.06 36.24 2.93 6,897 0.0094 3.87 supercritical 

3 0.0063 83.3 3.00 86.70 34.90 2.48 7,223 0.0081 3.99 supercritical 

4 0.0083 91.4 2.72 78.61 34.34 2.29 7,188 0.0080 3.98 supercritical 

5 0.0104 102.6 2.70 78.03 34.30 2.27 8,007 0.0080 4.28 supercritical 

6 0.0125 113.8 2.52 72.83 33.94 2.15 8,287 0.0076 4.38 supercritical 

7 0.0146 116.8 2.46 71.09 33.82 2.10 8,307 0.0079 4.38 supercritical 

8 0.0167 120.9 2.42 69.94 33.74 2.07 8,456 0.0081 4.44 supercritical 

9 0.0188 125.0 2.20 63.58 33.30 1.91 7,945 0.0078 4.26 supercritical 

Average of Manning Roughness Coefficient (ng1) = 0.0083   

 

 

TABLE 3. The results of the calculation of the physical model for water flow parameters at medium inflow discharge conditions (Qf2= 

11,600 cm3/s) 

No. 

Channel 

Bottom Slopes 

Flow 

Velocity 

Flow 

Depth 

Wetted 

Area 

Wetted 

Perimeter 

Hydraulic 

Radius 

Flow 

Discharge 

Manning Roughness 

Coefficient 

Critical 

Depth 

Characteristic 

of Flow Velocity 

Sg vg hg Ag Pg Rg Qg ng2 hcg hcg/hg 

(cm/cm) (cm/s) (cm) (cm2) (cm) (cm) (cm3/s) - (cm)  

1 0.0021 62.0 5.77 166.75 40.44 4.12 10,335 0.0088 5.07 subcritical 

2 0.0042 85.3 4.70 135.83 38.30 3.55 11,592 0.0082 5.47 supercritical 

3 0.0063 100.6 4.07 117.62 37.04 3.18 11,831 0.0079 5.55 supercritical 

4 0.0083 112.8 3.70 106.93 36.30 2.95 12,059 0.0077 5.62 supercritical 

5 0.0104 117.9 3.58 103.32 36.05 2.87 12,177 0.0081 5.66 supercritical 

6 0.0125 121.9 3.40 98.26 35.70 2.75 11,980 0.0084 5.60 supercritical 

7 0.0146 128.0 3.19 92.19 35.28 2.61 11,802 0.0083 5.54 supercritical 

8 0.0167 133.1 3.03 87.57 34.96 2.50 11,655 0.0083 5.49 supercritical 

9 0.0188 138.2 2.92 84.39 34.74 2.43 11,660 0.0083 5.50 supercritical 

Average of Manning Roughness Coefficient (ng2) = 0.0082   

 

 

TABLE 5. The results of the calculation of the physical model for water flow parameters at high inflow discharge conditions 

(Qf3=14,880 cm3/s)  

No. 

Channel 

Bottom Slopes 

Flow 

Velocity 

Flow 

Depth 

Wetted 

Area 

Wetted 

Perimeter 

Hydraulic 

Radius 

Flow 

Discharge 

Manning Roughness 

Coefficient 

Critical 

Depth 

Characteristic 

of Flow Velocity 

Sg vg hg Ag Pg Rg Qg ng3 hcg hcg/hg 

(cm/cm) (cm/s) (cm) (cm2) (cm) (cm) (cm3/s) - (cm) 

 

1 0.0021 66.0 6.41 185.25 41.72 4.44 12,234 0.0087 5.67 subcritical 

2 0.0042 101.6 5.07 146.52 39.04 3.75 14,887 0.0071 6.47 supercritical 

3 0.0063 114.8 4.62 133.52 38.14 3.50 15,329 0.0074 6.59 supercritical 

4 0.0083 122.9 4.27 123.40 37.44 3.30 15,171 0.0076 6.55 supercritical 
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5 0.0104 130.0 4.18 120.66 37.25 3.24 15,691 0.0080 6.70 supercritical 

6 0.0125 136.1 3.92 113.29 36.74 3.08 15,423 0.0081 6.62 supercritical 

7 0.0146 142.2 3.58 103.32 36.05 2.87 14,696 0.0080 6.41 supercritical 

8 0.0167 147.3 3.52 101.66 35.94 2.83 14,976 0.0081 6.49 supercritical 

9 0.0188 153.4 3.32 95.95 35.54 2.70 14,720 0.0080 6.42 supercritical 

Average of Manning Roughness Coefficient (ng3) = 0.0079   

 

 

3. 3. Initial Simulation of Water Flow with 
Mathematical Models         Initial simulation for 

calculating and analyzing water flow data with 

mathematical models will be applied using HEC-RAS 

software. In the physical model, several water flow 

parameters (such as flow depth (hg), flow velocity (vg), 

and inflow discharge (Qf)) are measured/calculated first 

and then inputted as data variables in a mathematical 

equation to calculate other water flow parameters, 

including the value of the Manning roughness coefficient 

(ng). In the mathematical model (using the HEC-RAS 

application), some of the dependent variable data used in 

the physical model are also used as input data for model 

simulation, like the bottom width of the GFRP flume 

(bg), the height of the GFRP flume (Tg), the nine 

variations of channel bottom slope (Sg), and the three 

variations of inflow discharge (Qf). In addition, data on 

the Manning roughness coefficient value (ng) obtained 

from the results of physical modeling were also used as 

input data in the initial simulation of the HEC-RAS 

model. After running the model under steady-state flow 

conditions, the output data from this model simulation 

process are flow depth (hs), wetted area (As), wetted 

perimeter (Ps), hydraulic radius (Rs), flow velocity (vs), 

and critical depth (hcs). Initial simulation results for 

calculating water flow parameters using the HEC-RAS 

software for each of the three discharge variations (Qf1, 

Qf2, and Qf3) are then summarized and presented in 

Tables 6, 7 and 8, respectively. 
 

3. 4. Comparison and Assessment of Physical 
Model Performance with Initial Simulation of 
Mathematical Models           The results of calculating 

the flow depth (hs) resulting from the initial simulation of 

the mathematical model (HEC-RAS) are then compared 

with the results of calculating the flow depth (hg) 

resulting from physical modeling. The comparison of hs 

and hg values for three variations of flow discharge (Qf1, 

Qf2, and Qf3) and nine variations of channel bottom slope 

(Sg) is then displayed in a graphic presented in Figure 10. 

From the graphic in Figure 10. it can be seen that 

although the flow depth profile (hg) in the physical model 

and flow depth profile (hs) in the mathematical model 

have similar curves, at several locations of the channel 

bottom slope (Sg), there are significant deviations and 

anomaly conditions of the flow depth values (hg and hs).  

 

 

 
TABLE 4. Calculation results from initial mathematical model simulation (HEC-RAS) for water flow parameters at low inflow 

discharge conditions (Qf1 = 7,830 cm3/s) 

No. 

Channel Bottom 

Slopes 

Manning Roughness 

Coefficient 

Flow 

Velocity 

Flow 

Depth 

Flow 

Discharge 

Wetted 

Area 

Wetted 

Perimeter 

Hydraulic 

Radius 

Critical 

Depth 

Characteristic of 

Flow Velocity 

Ss ns vs hs Qs As Ps Rs hcs hcs/hs 

(cm/cm) - (cm/s) (cm) (cm3/s) (cm2) (cm) (cm) (cm)  

1 0.0021 0.0102 53.99 5.02 7,830 145.08 38.94 3.73 4.21 subcritical 

2 0.0042 0.0094 71.34 3.79 7,830 109.53 36.48 3.00 4.21 supercritical 

3 0.0063 0.0081 74.60 3.63 7,830 104.91 36.16 2.90 4.21 supercritical 

4 0.0083 0.0080 90.92 2.98 7,830 86.12 34.86 2.47 4.21 supercritical 

5 0.0104 0.0080 95.32 2.84 7,830 82.08 34.58 2.37 4.21 supercritical 

6 0.0125 0.0076 105.54 2.57 7,830 74.27 34.04 2.18 4.21 supercritical 

7 0.0146 0.0079 98.53 2.75 7,830 79.48 34.40 2.31 4.21 supercritical 

8 0.0167 0.0081 118.69 2.28 7,830 65.89 33.46 1.97 4.21 supercritical 

9 0.0188 0.0078 124.36 2.18 7,830 63.00 33.26 1.89 4.21 supercritical 

Average of Manning Roughness Coefficient from Numeric Simulation (ns1) = 0.0083  
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TABLE 7. Calculation results from the initial mathematical model simulation (HEC-RAS) for water flow parameters at medium inflow 

discharge conditions (Qf2 = 11,600 cm3/s) 

No. 

Channel 

Bottom Slopes 

Manning Roughness 

Coefficient 

Flow 

Velocity 

Flow 

Depth 

Flow 

Discharge 

Wetted 

Area 

Wetted 

Perimeter 

Hydraulic 

Radius 

Critical 

Depth 

Characteristic of 

Flow Velocity 

Ss ns vs hs Qs As Ps Rs hcs hcs/hs 

(cm/cm) - (cm/s) (cm) (cm3/s) (cm2) (cm) (cm) (cm)  

1 0.0021 0.0088 67.03 5.99 11,600 173.11 40.88 4.23 5.48 subcritical 

2 0.0042 0.0082 76.25 5.26 11,600 152.01 39.42 3.86 5.48 supercritical 

3 0.0063 0.0079 101.18 3.97 11,600 114.73 36.84 3.11 5.48 supercritical 

4 0.0083 0.0077 107.01 3.75 11,600 108.38 36.40 2.98 5.48 supercritical 

5 0.0104 0.0081 111.49 3.6 11,600 104.04 36.10 2.88 5.48 supercritical 

6 0.0125 0.0084 123.55 3.25 11,600 93.93 35.40 2.65 5.48 supercritical 

7 0.0146 0.0083 126.75 3.17 11,600 91.61 35.24 2.60 5.48 supercritical 

8 0.0167 0.0083 109.21 3.67 11,600 106.06 36.24 2.93 5.48 supercritical 

9 0.0188 0.0083 133.88 2.99 11,600 86.41 34.88 2.48 5.48 supercritical 

Average of Manning Roughness Coefficient from Numeric Simulation (ns2) =  0.0082  

 

 

TABLE 8. Calculation results from the initial mathematical model simulation (HEC-RAS) for water flow parameters at high inflow 

discharge conditions (Qf3 = 14,880 cm3/s) 

No. 

Channel 

Bottom Slopes 

Manning Roughness 

Coefficient 

Flow 

Velocity 

Flow 

Depth 

Flow 

Discharge 

Wetted 

Area 

Wetted 

Perimeter 

Hydraulic 

Radius 

Critical 

Depth 

Characteristic of 

Flow Velocity 

Ss ns vs hs Qs As Ps Rs hcs hcs/hs 

(cm/cm) - (cm/s) (cm) (cm3/s) (cm2) (cm) (cm) (cm)  

1 0.0021 0.0087 73.61 7.00 14,880 202.30 42.90 4.72 6.47 subcritical 

2 0.0042 0.0071 91.98 5.60 14,880 161.84 40.10 4.04 6.47 supercritical 

3 0.0063 0.0074 112.47 4.58 14,880 132.36 38.06 3.48 6.47 supercritical 

4 0.0083 0.0076 121.88 4.23 14,880 122.25 37.36 3.27 6.47 supercritical 

5 0.0104 0.0080 126.77 4.06 14,880 117.33 37.02 3.17 6.47 supercritical 

6 0.0125 0.0081 136.08 3.78 14,880 109.24 36.46 3.00 6.47 supercritical 

7 0.0146 0.0080 143.27 3.60 14,880 104.04 36.10 2.88 6.47 supercritical 

8 0.0167 0.0081 145.32 3.54 14,880 102.31 35.98 2.84 6.47 supercritical 

9 0.0188 0.0080 153.89 3.34 14,880 96.53 35.58 2.71 6.47 Supercritical 

Average of Manning Roughness Coefficient from Numeric Simulationi (ns3) = 0.0079  

 

 

 
Figure 10. Graphic comparison between the flow depth (hs) 

in the initial simulation of the mathematical model (HEC-

RAS) and the flow depth (hg) in the physical model for three 

variations of inflow discharge (Qf) 

Furthermore, the results of the calculation of flow 

velocity (vs) resulting from the initial simulation of the 

mathematical model (HEC-RAS) are also compared with 

the results of calculating the flow velocity (vg) resulting 

from physical model. Comparison of vs and vg values for 

the three variations of flow discharge (Qf1, Qf2, and Qf3) 

and the nine variations of channel bottom slope (Sg) are 

then displayed in the graphic presented in Figure 11. 

From the graphic in Figure 11, it can be seen that 

although the flow velocity profile (vg) in the physical 

model and the flow velocity profile (vs) in the initial 

simulation of the mathematical model have similar 

curves at several locations of the channel bottom slope 

(Sg), there are significant deviations and anomaly  
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Figure 11. Graphic comparison between flow velocity (vs) 

in the initial simulation of the mathematical model (HEC-

RAS) and flow velocity (vg) in the physical model for three 

variations of inflow discharge (Qf) 

 

conditions in the flow velocity values (vg and vs). A 

quantitative accuracy assessment evaluates the 

performance of the physical model by using the Nash-

Sutcliffe Efficiency (NSE) model. The assessment 

calculates and compares the NSE values for the flow 

depth (h) and flow velocity (v) parameters between the 

physical model and the initial simulation of the 

mathematical model. The resulting NSE values are then 

presented in Table 9. Based on the values in Table 9, the 

NSE index for flow depth (h) and flow velocity (v) 

exceeds 0.75. Consequently, the overall performance of 

the model, considering three variations of inflow 

discharge (Qf), can be stated as “very good”.  

Even though the NSE indexes already have a “very 

good” performance rating, in order to provide better  
 

 

TABLE 9. Recapitulation of the results of the Quantitative Accuracy Assessment (NSE) between the observed data and the initial 

simulation results of the mathematical model 

No. Flow Discharge Type 
NSE Index for flow depth Performance Rating NSE Index for flow velocity Performance Rating 

NSE (hg) NSE (vg) 

1 Qf1 (low inflow discharge) 0.908 very good 0.892 very good 

2 Qf2 (medium inflow discharge) 0.881 very good 0.844 very good 

3 Qf3 (high inflow discharge) 0.910 very good 0.971 very good 

 

 

modeling accuracy, the calibration process will still be 

carried out, especially for some conditions of channel 

bottom slope (Sg) where the flow parameters (flow depth 

and velocity) provide anomaly condition and different 

deviation values-quite significant.  

Model calibrations are carried out for low inflow 

discharge conditions (Qf1 = 7,830 cm3/s) and medium 

inflow discharge conditions (Qf2 = 11,600 cm3/s) 

because, apart from having an anomaly and a significant 

deviation value, the NSE indexes for flow depth and flow 

velocity are still below 0.9. For conditions of high inflow 

discharge (Qf3 = 14,880 cm3/s), the calibration process is 

not carried out because the NSE indexes for flow depth 

and velocity respectively are already reached an 

exceptionally high value of 0.910 and 0.971 (≈ 1). 

 

3. 5. Model Evaluation and Performance 
Assessment          The calibration process involves 

modifying the input data of the initial Manning roughness 

coefficient (ng) value in the HEC-RAS simulation to 

reduce further the deviation profiles and anomaly 

conditions are shown in Figures 10 and 11 and achieve 

smooth graphic curves. For low inflow discharge 

conditions (Qf1 = 7,830 cm3/s), the results of calibration 

are the Manning roughness coefficient values for two-

channel bottom slopes (Sg) that exhibit relatively high 

flow depth deviation values (hg and hs), specifically Sg3 

and Sg7.  

For the channel bottom slope of the Sg3, the initial ng 

value of 0.0081 is calibrated to ns = 0.0080. Similarly, for 

the channel bottom slope of the Sg7, the initial ng value of 

0.0078 is calibrated to ns = 0.0077. Once the calibration 

process for the Manning roughness coefficient value is 

completed, the HEC-RAS model will be running again 

and summarize the calculation results obtained from the 

model simulation. These results are then presented in 

Table 10.  

For medium inflow discharge conditions (Qf2 = 

11,600 cm3/s), the Manning coefficient values were 

calibrated on two channel bottom slopes (Sg), which had 

relatively high flow depth deviation values (hg and hs), 

namely Sg2 and Sg8. For the channel bottom slope of the 

Sg2, the initial ng value is 0.0082 and calibrated to ns = 

0.0080. For the channel bottom slope of the Sg8, the initial 

ng value is 0.0083 and calibrated to ns = 0.0081. After the 

calibration process for the Manning roughness 

coefficient value is carried out, the HEC-RAS model is 

running again, and the calculation results from the model 

simulation are summarized and presented in Table 11.   

The calibration process was not carried out for high 

inflow discharge conditions (Qf3 = 14,880 cm3/s), so the 

initial simulation results of the mathematical models in 

Table 8 will still be used for further data analysis and 

interpretation. After the calibration process of the 

Manning roughness coefficient value is carried out, the 

results of the calculation of the flow parameters resulting 

from the mathematical modeling are then compared 

again with the results of the estimation of the flow 

parameters resulting from the physical modeling. 
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TABLE 5. Calculation results from the next mathematical model simulation (HEC-RAS) for water flow parameters at low inflow 

discharge conditions (Qf1 = 7,830 cm3/s) 

No. 

Channel 

Bottom Slopes 

Manning Roughness 

Coefficient 

Flow 

Velocity 

Flow 

Depth 

Flow 

Discharge 

Wetted 

Area 

Wetted 

Perimeter 

Hydraulic 

Radius 

Critical 

Depth 

Characteristic of 

Flow Velocity 

Ss ns1 vs hs Qs As Ps Rs hcs hcs/hs 

(cm/cm) - (cm/s) (cm) (cm3/s) (cm2) (cm) (cm) (cm) 

 

1 0.0021 0.0102 53.99 5.02 7,830 145.08 38.94 3.73 4.21 subcritical 

2 0.0042 0.0094 71.34 3.79 7,830 109.53 36.48 3.00 4.21 supercritical 

3 0.0063 0.0080 89.86 3.02 7,830 87.28 34.94 2.50 4.21 supercritical 

4 0.0083 0.0080 90.92 2.98 7,830 86.12 34.86 2.47 4.21 supercritical 

5 0.0104 0.0080 95.32 2.84 7,830 82.08 34.58 2.37 4.21 supercritical 

6 0.0125 0.0076 105.54 2.57 7,830 74.27 34.04 2.18 4.21 supercritical 

7 0.0146 0.0077 110.33 2.46 7,830 71.09 33.82 2.10 4.21 supercritical 

8 0.0167 0.0081 118.69 2.28 7,830 65.89 33.46 1.97 4.21 supercritical 

9 0.0188 0.0078 124.36 2.18 7,830 63.00 33.26 1.89 4.21 supercritical 

Average of Manning Roughness Coefficient from Numeric Simulation (ns1) = 0.0083  

 

 

TABLE 11. Calculation results from next mathematical model simulation (HEC-RAS) for water flow parameters at medium inflow 

discharge conditions (Qf2 = 11,600 cm3/s) 

No. 

Channel 

Bottom 

Slopes 

Manning 

Roughness 

Coefficient 

Flow 

Velocity 

Flow 

Depth 

Flow 

Discharge 

Wetted 

Area 

Wetted 

Perimeter 

Hydraulic 

Radius 

Critical 

Depth 

Characteristic 

of Flow 

Velocity 

Ss ns2 vs hs Qs As Ps Rs hcs hcs/hs 

(cm/cm) - (cm/s) (cm) (cm3/s) (cm2) (cm) (cm) (cm)  

1 0.0021 0.0088 67.03 5.99 11,600 173.11 40.88 4.23 5.48 subcritical 

2 0.0042 0.0080 77.34 5.19 11,600 149.99 39.28 3.82 5.48 supercritical 

3 0.0063 0.0079 101.18 3.97 11,600 114.73 36.84 3.11 5.48 supercritical 

4 0.0083 0.0077 107.01 3.75 11,600 108.38 36.40 2.98 5.48 supercritical 

5 0.0104 0.0081 111.49 3.6 11,600 104.04 36.10 2.88 5.48 supercritical 

6 0.0125 0.0084 123.55 3.25 11,600 93.93 35.40 2.65 5.48 supercritical 

7 0.0146 0.0083 126.75 3.17 11,600 91.61 35.24 2.60 5.48 supercritical 

8 0.0167 0.0081 133.88 2.99 11,600 86.41 34.88 2.48 5.48 supercritical 

9 0.0188 0.0083 133.88 2.99 11,600 86.41 34.88 2.48 5.48 supercritical 

Average of Manning Roughness Coefficient from Numeric Simulation (ns2) = 0.0082  

 

 

Comparison of the flow depth value (hs) resulting from 

mathematical modeling with the flow depth value (hg) 

resulting from physical modeling for three variations of 

flow discharge (Qf1, Qf2, and Qf3) is then displayed again 

in the graphic as presented in Figure 12. 

From the graphic in Figure 12, it can be seen that the 

flow depth profile (hg) in the physical model and flow 

depth profile (hs) in the mathematical model still have 

similar curves, and the deviations that occur at several 

locations of the channel bottom slope (Sg) have also 

decreased. 

Furthermore, the comparison of flow velocity values 

(vs) resulting from mathematical modeling with flow 

velocity values (vg) resulting from physical modeling for 

three variations of flow discharge (Qf1, Qf2, and Qf3) are 

displayed again in the graphic as presented in Figure 13. 

From the graphic in Figure 13, it can be seen that the flow 

velocity profiles (vg) in the physical model and the flow 

velocity profiles (vs) in the mathematical model still have 

similar curves, and the deviations that occur at several 

locations of the channel bottom slope (Sg) have also 

decreased.  
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Figure 12. Comparison graphic between flow depth (hs) in 

the mathematical model and flow depth (hg) in the physical 

model for three variations of inflow discharge (Qf) after the 

calibration process 

 
 

 
Figure 13. Graphic comparison between flow velocity (vs) 

in the mathematical model and flow velocity (vg) in the 

physical model for three variations of inflow discharge (Qf) 

after the calibration process 

 

 

Finally, the comparison of the calibration value of the 

Manning roughness coefficient (ns) resulting from 

mathematical modeling with the value of the Manning 

roughness coefficient (ng) resulting from physical 

modeling for three variations of flow discharge (Qf1, Qf2, 

and Qf3) is displayed in the graphic as presented in Figure 

14. 

The graphic in Figure 14 shows that the profile of the 

Manning roughness coefficient (ng) in the physical model 

and the profile of the Manning roughness coefficient (ns) 

in the mathematical model have similar curves. The 

deviations at several locations of the channel bottom 

slope (Sg) are also relatively small. After the 

mathematical model calibration process has been 

completed, a reassessment of the overall model 

performance (both the calibration process and the non-

calibration process) is carried out using the Nash-

Sutcliffe Efficiency (NSE) method. 

The results of the calculation of the NSE values for 

the parameters of flow depth (hg), flow velocity (vg), and 

Manning roughness coefficient (ng) for three variations 
 

 
Figure 14. Graphic comparison between the Manning 

roughness coefficient (ns) in the mathematical model and the 

Manning roughness coefficient (ng) in the physical model for 

three variations of inflow discharge (Qf) after the calibration 

process 
 

 

of inflow discharge (Qf1, Qf2, and Qf3) are then presented 

again in Table 12. Table 12 shows that the NSE Index 

values for the three flow parameters (hg, vg, and ng) are 

better when compared to the NSE Index values before 

calibration (see Table 9 again). 

 

3. 6. Flow Characteristic and Manning Roughness 
Coefficient         The final discussion of the flow 

characteristics and the value of the Manning roughness 

coefficient is carried out by taking data from the physical 

model testing, i.e., data in Tables 3, 4 and 5 as well as 

graphical analysis in Figures 12, 13 and 14. Based on the 

graphic presented in Figure 12, it can be interpreted that 

with increasing discharge (Qf1 to Qf3), the flow depth (h) 

will also increase. However, as the bottom slope (S) 

increases, the flow depth (h) will decrease. 

Based on the graphic presented in Figure 13, it can be 

interpreted that the flow velocity (v) will increase with 

increasing discharge (Qf1 to Qf3) and also the bottom 

slope of the channel (S). Based on the data presented in 

Table 3 (for Qf1), Table 4 (for Qf2), and Table 5 (for Qf3), 

and regarding the Froude Number indicator, in this 

modeling, two characteristics of water flow are formed, 

namely subcritical flow and supercritical flow. 

Subcritical flow occurs in three conditions of inflow 

discharge (Qf) but only on the flume’s first bottom slope 

(Sg1). These results show that in these flow conditions, 

the effect of inertial forces is still greater than 

gravitational forces. From the second channel bottom 

slope (Sg2) to the ninth channel bottom slope (Sg9), the 

flow characteristics change to supercritical flow for the 

three inflow discharge conditions (Qf). These results 

show that the effect of gravitational forces is more 

significant in these flow conditions than inertial forces. 

Based on the graphic presented in Figure 14, it can be 

interpreted that the value of the Manning roughness 

coefficient (n) tends to change (not stable) if the inflow 

discharge (Q) or channel bottom slope (S) is changed. 
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ABLE 6. Recapitulation of the results of the quantitative accuracy assessment (Nash-Sutcliffe Efficiency method) after the calibration 

process with the mathematical model 

No. 
Flow Discharge Type 

NSE Index for 

flow depth 
PR 

NSE Index for 

flow velocity 
PR 

NSE Index for Manning 

Roughness Coefficient 
PR 

 NSE (hg) NSE (vg) NSE (ng) 

1 Qf1 (low inflow discharge) 0.977 Very good 0.952 Very good 0.995 Very good 

2 Qf2 (medium inflow discharge) 0.951 Very good 0.960 Very good 0.908 Very good 

3 Qf3 (high inflow discharge) 0.910 Very good 0.971 Very good 0.999 Very good 

(*) PR = Performance Rating 

 

 

The value of the Manning roughness coefficient (n) tends 

to be high when the bottom slope of the channel (S) is 

mild. However, starting from the third bottom slope (Sg3 

= 0.0063), the value of the Manning roughness 

coefficient (n) tends to be more stable. However, some 

values of the Manning roughness coefficient (n) still tend 

to increase or decrease, but the value of the deviation that 

occurs is relatively minor. The stability of the Manning 

roughness coefficient (n) value occurs in supercritical 

flow conditions.  

Based on Tables 3 and 10, for low inflow discharge 

(Qf1 = 7,830 cm3/s), the value of the Manning roughness 

coefficient (n) is in the range of 0.0076 to 0.0102, while 

the average value is 0.0083. Based on Tables 4 and 11, 

for medium inflow discharge (Qf2 = 11,600 cm3/s), the 

value of the Manning roughness coefficient (n) is in the 

range of 0.0077 to 0.0088, while the average value is 

0.0082. Based on Tables 5 and 8, for high inflow 

discharge (Qf3 = 14,880 cm3/s), the value of the Manning 

roughness coefficient (n) is in the range of 0.0071 to 

0.0087, while the average value is 0.0079. Overall, for 

the three variations of inflow discharge (Qf1, Qf2, and Qf3) 

and nine variations of channel bottom slope (Sg1 to Sg9), 

the value of the Manning roughness coefficient (n) is in 

the range of 0.0071 to 0.0102, while the average value is 

0.0081. 

 

3. 7. Verification the Accuracy of the Proposed 
Method            Two verification methods will be carried 

out to analyze the accuracy of this proposed research 

method and the Manning roughness coefficient value 

obtained from the research results. The first verification 

was carried out by comparing the results of this research 

with those conducted by Mera and Robi [28]. To test the 

accuracy of the proposed method carried out in this 

research, several graphic analyses of the results of this 

research will be compared with graphic analyses of the 

results of research carried out by Mera and Robi [28], 

which are as follows: 

1. For the relationship between flow depth (h) and 

channel bottom slope (S), for each of the three 

variations of flow discharge (Qf1, Qf2, and Qf3), the 

 
1 https://grandpipe.com/en/product-information 

graphic profile obtained from the results of this 

experimental test (Figure 12) is similar to the graphic 

profile obtained from the results of previous research 

conducted by Mera and Robi [28] (Figure 8). 

2. For the relationship between the Manning roughness 

coefficient (n) and the channel bottom slope (S), for 

each of the three variations in flow discharge (Qf1, Qf2, 

and Qf3), the graphic profile obtained from the results 

of this experimental test (Figure 14) has similarity to 

the graphic profile obtained from the previous 

research results of Mera and Robi (24) (Figure 9). 

The second verification was carried out by comparing 

the Manning roughness coefficient (n) value for GFRP 

material obtained from this research with the n value of 

GFRP material from commercial piping products 

Grandpipe®1 and Jiubo Composite®2 and the n value for 

flexible GFRP material obtained from the results of 

research conducted by Okazawa et al. (21). The Manning 

roughness coefficient values (n) for the three GFRP 

material products range from 0.0084 to 0.0094. The value 

of the Manning roughness coefficient (n) for GFRP 

material obtained from the results of this study (n = 

0.0081) is slightly smaller than the range of the three n 

values. 

 

3. 8. The Performance Comparison Between 
Improved and Traditional Material         A 

comparative hydraulic analysis will be carried out 

between the flow depth in the GFRP material (n = 

0.0081) from experimental test results in the laboratory 

and the flow depth in the concrete material (n = 0.0143) 

and stone masonry material (n = 0.0167) (1) from the 

results of analytical calculations using the Manning 

equation. Analysis of flow depth data for the three types 

of material was carried out using three variations of 

inflow discharge (Qf) and nine variations of channel 

bottom slope (Sg), where the results of calculations and 

data processing are presented in Table 13. 

The results of processing the flow depth data in Table 

13 are then processed further in graphical form, as 

presented in Figure 15. 
 
 

 

2  https://www.aldfrp.com/News/Comparison-of-FRP-Pipe-and-pipe-

flow-185.html 



 
 

TABLE 7. Comparison of flow depth (h) in the channel for conditions of three variations inflow discharge (Qf) and nine variations of 

channel bottom slope (Sg) among GFRP material, concrete material, and stone masonry material 

No. 

Channel bottom slope 

Low Inflow Discharge (Qf1) Medium Inflow Discharge (Qf2) High Inflow Discharge (Qf3) 

Flow 

Depth 

(GFRP) 

Flow 

Depth 

(Concrete) 

Flow 

Depth 

(Stone 

Masonry) 

Flow 

Depth 

(GFRP) 

Flow 

Depth 

(Concrete) 

Flow 

Depth 

(Stone 

Masonry) 

Flow 

Depth 

(GFRP) 

Flow 

Depth 

(Concrete) 

Flow 

Depth 

(Stone 

Masonry) 

Sg hg hc hsm hg hc hsm hg hc hsm 

(cm/cm) (cm) (cm) (cm) (cm) (cm) (cm) (cm) (cm) (cm) 

1 0.0021 5.2 6.65 7.41 5.77 8.75 9.77 6.41 10.45 11.7 

2 0.0042 3.67 5.26 5.84 4.7 6.87 7.65 5.07 8.17 9.11 

3 0.0063 3 4.59 5.09 4.07 5.98 6.65 4.62 7.09 7.9 

4 0.0083 2.72 4.18 4.63 3.7 5.43 6.03 4.27 6.43 7.15 

5 0.0104 2.7 3.88 4.3 3.58 5.03 5.59 4.18 5.95 6.62 

6 0.0125 2.52 3.66 4.05 3.4 4.74 5.26 3.92 5.6 6.22 

7 0.0146 2.46 3.48 3.85 3.19 4.5 4.99 3.58 5.31 5.9 

8 0.0167 2.42 3.33 3.68 3.03 4.31 4.77 3.52 5.08 5.64 

9 0.0188 2.2 3.2 3.54 2.92 4.14 4.59 3.32 4.89 5.42 

Average Flow Depth (cm) 2.99 4.25 4.71 3.82 5.53 6.14 4.32 6.55 7.30 

Flow depth comparison of hg to 

hc and hsm (%) 
 70.35 63.48  69.08 62.21  65.95 59.18 

Efficiency of using GFRP 

materials compared to concrete 

and stone masonry (%) 

 29.65 36.52  30.92 37.79  34.05 40.82 

 

 

 
Figure 15. Comparison of flow depth (h) for conditions of 

three variations of inflow discharge (Qf) and nine variations 

of channel bottom slope (Sg) among GFRP, concrete, and 

stone masonry materials 
 

 

From the results of the data analysis in Table 13 and 

Figure 15, it can be seen that for conditions with three 

variations of inflow discharge (Qf) and nine variations of 

channel bottom slope (Sg), as well as a fixed 

channel/flume bottom width (bg = 28.9 cm), then theflow 

depth for GFRP material (hg) is lower than the flow depth 

for concrete material (hc) and the flow depth for stone 

masonry material (hsm). 

By taking the average flow depth value, for low 

inflow discharge conditions (Qf1), the average flow depth 

value for GFRP material is hg = 2.99 cm; the average flow 

depth value for concrete material is hc = 4.25 cm; and the 

average flow depth value for stone masonry material is 

hsm = 4.71 cm (Figure 16). For medium inflow discharge 

conditions (Qf2), the average flow depth value for GFRP 

material is hg = 3.82 cm; the average flow depth value for 

concrete material is hc = 5.53 cm; and the average flow 

depth value for stone masonry material is hsm = 6.14 cm 

(Figure 17). For high inflow discharge conditions (Qf3), 

the average flow depth value for GFRP material is hg = 

4.32 cm; the average flow depth value for concrete 

material is hc = 6.55 cm; and the average flow depth value 

for stone masonry material is hsm = 7.30 cm (Figure 18). 

From the results of the data analysis, for the same 

values of discharge (Qg), channel bottom width (bg), and 

channel bottom slope (Sg), the flow depth for GFRP 

material (hg) is lower than the flow depth for lined 

concrete material (hc) and stone masonry material (hsm) 

or can be written in the form: hg < hc < hsm. Furthermore, 

for the condition that the bottom width of the cross-

section is the same, the wet cross-sectional area of the 

GFRP material (Ag) is smaller than the wet cross-

sectional area of the concrete material (Ac) as well as the 

wet cross-sectional area of the stone masonry material 

(Asm), or can be written in the form Ag < Ac < Asm. 

When assessing the outcomes of a performance 

analysis of channel materials involving GFRP (Glass 

Fiber Reinforced Polymer) compared to traditional 

materials such as concrete and stone masonry, it is 

imperative to evaluate the effectiveness of GFRP's 
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Figure 16. Comparison of average flow depth (h) for low 

inflow discharge (Qf1) among GFRP, concrete, and stone 

masonry lined material 

 

 

 
Figure 17. Comparison of average flow depth (h) for 

medium inflow discharge (Qf2) among GFRP, concrete, 

and stone masonry lined material 

 

 

 
Figure 18. Comparison of average flow depth (h) for high 

flow discharge (Qf3) among GFRP, concrete, and stone 

masonry lined material 

performance. This evaluation of performance efficiency 

primarily focuses on the hydraulic aspect, explicitly 

comparing the flow depth within GFRP channel linings 

to that within concrete and stone masonry channel 

linings. The flow efficiency in a channel is significantly 

influenced by the Manning coefficient, which 

characterizes the smoothness or roughness of the 

channel's surface. In this particular scenario, GFRP 

exhibits a lower Manning coefficient (0.0081) in contrast 

to concrete (0.0143) and stone masonry (0.0167), 

indicating greater efficiency than traditional materials. 

Based on Table 13, Figure 19 presents a visual 

representation of the performance efficiency comparison 

between using GFRP channels and using concrete and 

stone masonry traditional channels. 

Based on the results of this analysis, as shown in 

Table 13 and Figure 19, it can be concluded that at low 

inflow discharge, the flow depths in channels with GFRP 

lining are 29.65% more efficient than in channels with 

concrete lining and 36.52% more efficient than in 

channels with stone masonry lining. At medium inflow 

discharge, the flow depths in channels with GFRP lining 

are 30.92% more efficient than in channels with concrete 

lining and 37.79% more efficient than in channels with 

stone masonry lining. At high inflow discharge, the flow 

depths in channels with GFRP lining are 34.05% more 

efficient than in channels with concrete lining and 

40.82% more efficient than in channels with stone 

masonry lining. 

From the results of the analysis and interpretation of 

these data, in general, it can be stated that for the same 

values of flow discharge, channel bottom width, and 

channel bottom slope, the cross-sectional dimensions of 

GFRP material are more efficient than the cross-sectional 

dimensions of traditional materials (concrete and stone 

masonry). It can happen because the surface roughness 

of the GFRP material is smoother than the surface 

roughness of the concrete lining material and stone 

masonry lining material. 

 

 

 
Figure 19. Comparative chart of the efficiency performance 

between the GFRP material and the traditional material 

(concrete and stone masonry) for three inflow variation 

discharge 
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4. CONCLUSION 
 

From the results of the analysis and interpretation of the 

data between the physical modeling and the 

mathematical modeling, several conclusions can be 

written as follows: 

1. Before the calibration process was carried out, the 

performance of the physical model already had "very 

good" results, where the results of the quantitative 

accuracy assessment using the Nash-Sutcliffe 

Efficiency (NSE) method gave a performance index 

for flow depth (h) between 0.881 and 0.910 and a 

performance index for flow velocity (v) is between 

0.844 to 0.971. However, because there are relatively 

large deviation and anomaly values for the two flow 

parameters in several conditions of the channel 

bottom slope, the calibration process is still carried 

out by changing the value of the Manning roughness 

coefficient input in the mathematical modeling. The 

results of the re-simulation of water flow with the 

HEC-RAS software give more minor deviation 

results, and the graphic of the results of the 

comparison of the two flow parameters also looks 

smoother. The final value for the model performance 

index is also getting better, where the performance 

index for flow depths (h) are between 0.910 to 0.977, 

the performance index for flow velocities (v) are 

between 0.952 to 0.971, and the performance index 

for Manning roughness coefficients (n) are between 

0.908 to 0.999. 

2. By regulating three variations of inflow discharge in 

this experimental test, as the discharge (Q) increases, 

the flow depth (h) and flow velocity (v) also increase. 

By adjusting the nine variations of channel bottom 

slope in this experimental test, as the bottom slope (S) 

increases, the flow velocity (v) also increases, but the 

flow depth (h) decreases. 

3. In subcritical flow conditions, the value of the 

Manning roughness coefficient (n) tends to be high 

and unstable. The value of the Manning roughness 

coefficient (n) tends to stabilize at supercritical flow. 

4. From the results of this experimental test, the average 

Manning roughness coefficient (n) for low inflow 

discharge (Qf1 = 7,830 cm3/s) is 0.0083; for medium 

inflow discharge (Qf2 = 11,600 cm3/s) is 0.0082; for 

high inflow discharge (Qf3 = 14,880 cm3/s) is 0.0079; 

and overall, the average value of the Manning 

roughness coefficient (n) is 0.0081. 

5. For the discharge, channel bottom width, and channel 

bottom slope with the same values, the cross-

sectional dimensions of GFRP material (n = 0.0081) 

are more efficient than the cross-sectional dimensions 

of concrete material (n = 0.0143) and stone masonry 

material (n = 0.0167) where it can happen because the 

surface roughness of the GFRP material obtained 

from the results of this research is smoother than the 

surface roughness of the concrete material and the 

stone masonry material. 

6. For practical purposes in designing irrigation 

channels in Indonesia using GFRP material with a 

rigid type, it is recommended to use a Manning 

roughness coefficient value of n = 0.0081. 
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Persian Abstract 

 چکیده 

های آبیاری زمین است. ساخت این مواد آستردار در اندونزی به مواد خام )مانند شن،  های آبیاری، تامین مواد آستردار در کانال ها برای کاهش تلفات آب در کانالیکی از تلاش 

شناخته می شود. بهره برداری بیش از حد از مواد حفاری    Cماسه و سنگ شکافی( نیاز دارد که از طبیعت استخراج می شود و در اندونزی که به عنوان مواد حفاری کلاس  

دار جایگزین مورد نیاز است و در این تحقیق، بر آسیب های زیست محیطی تأثیر می گذارد. بنابراین برای غلبه بر این مشکلات، تحقیقاتی برای یافتن مواد پوشش  Cکلاس  

است. هدف اصلی این مطالعه تعیین مقدار ضریب زبری مانینگ برای کانال های اندود شده از مواد    (GFRP)شه  شده با الیاف شیدهنده جایگزین پلیمر تقویت ماده پوشش

GFRP   بود. این تحقیق شامل آزمایش تجربی با استفاده از مدل کانال باز )فلوم( پوشیده شده با موادGFRP های جریان با سه تغییر دبی جریان پمپ و نه تغییر  بود. آزمایش

مقایسه شد. عملکرد مدل با استفاده از تکنیک گرافیکی    HEC-RASافزار  سازی مدل ریاضی با استفاده از نرم شیب پایین کانال انجام شد. نتایج آزمون مدل فیزیکی با نتایج شبیه 

است.   "بسیار خوب "نشان می دهد که عملکرد مدل فیزیکی  NSEمورد ارزیابی قرار گرفت. ارزیابی مدل با روش   (NSE)ساتکلیف -و آمار کمی به ویژه روش کارایی نش

متغیر است. مقدار ضریب زبری منینگ توصیه شده برای کاربرد عملی در طراحی   0.0102تا  0.0071با روکش صلب از   GFRPبرای مواد   Manningمقدار ضریب زبری 

 است.  0081/0های آبیاری در اندونزی  کانال
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A B S T R A C T  
 

 

Equipping renewable energy resources generation units in the distribution network to reduce economical 

and emission concerns are the examples of active distribution network(ADN). The other advantages of 
utilizing distributed generators (DGs) are improving technical constraints of ADN. In this paper multi-

benefit functions are defined as main functions. Each of functions illustrates the positive impacts of 

utilizing wind turbines in the improving technical constraints of the ADN. Voltage stability (VS) is one 
of the main technical indices of the ADN. Several VSIs are defined to evaluate voltage stability of the 

ADN. The previous indices could not give the proper results about allocating DGs and accurate 

evaluating of voltage stability of ADN. This work proposes the new VSI. To this aim active power loss 
(APL), reactive power loss (RPL) and voltage stability index (VSI) are considered as technical 

constraints. In order to evaluate the presence of WT on improving APL and RPL, WTs are considered 

in two operational modes; unified power factor (UPF) and (APF). The main benefit function is solved 
by implementing genetic algorithm (GA). Multiplying weights to the APL, RPL and VSI (which are 

improved by attendance WTs) in benefit function formulation, make the multi-criteria decision formation 

to the proposed optimization problem. By employing analytical hierarchy process (AHP) technique and 
considering each technical constraints as main criteria, the obtained solutions are arranged. To verify the 

positive effectiveness of the proposed VSI, its results are compared with the results of other VSIs in the 

33,  67 and 118 bus IEEE radial DN. 
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NOMENCLATURE 

Index Pi Active power of branch I (kW) 

t Time in second Qi Reactive power of branch I (kVar) 

i The counter for the number of WT units Intr Interest rate (%) 

Parametrs Kqv α 

τ Planning horizontal (year) 𝐷𝐿𝐹𝑖,𝑡,ℎ
𝑆   Demand level factor 

ρ  Price of purchasing/selling of power ($) Kpv
 

Voltage sensitivity coefficient in reactive power 

Vcut-in The lower bound operational velocity of WT (m/s) Kqv
 

Voltage sensitivity coefficient in active power 

Vcut-out The upper bound operational velocity of WT (m/s) Function 

Vrated Nominal velocity of WT (m/s) VPI Voltage profile index 

T Planning horizon (hour) RPLI Reactive power loss index 

PrWT Rated power o WT (kW) VSI Voltage stability index 

ICWT The total capital cost of WT APL Active power loss 

OCWT The total operational cost of WT DNO Distribution Network Optimization 

LP Purchased power from an upstream network DSM1 
Benefits of DNO when active power loss considered main 

technical constraint 

LS Sold power from upstream network DSM2
 Benefits of DNO when active voltage stability considered 

main technical constraint 

IWT Current of WT DSM3
 Benefits of DNO when active load flow limitation 

considered main technical constraint 

Infr Inflation rate (%) DSM4
 Benefits of DNO when active voltage profile considered 

main technical constraint 

 
 
1. INTRODUCTION 
 
Due to the lack of fossil fuels and their environmental 

issues, such as global warming and pollution, energy 

administrators think of using alternative cheap, available, 

and clean energy resources. The wind is one of the clean 

and available resources. By integrating wind turbines 

(WT), the necessity to install a new central (fossil fuel) 

power plants is diminished. WT operates in both grid-

connected and isolated conditions. Recently equipping 

distribution networks with WT to improve system 

technical constraints is the main aim of researchers. The 

role of WT in improving several technical constraints of 

distribution network (DN), such as: reliability, voltage 

stability, active and reactive power loss reduction, are 

considered in the recent kind of literature. By connecting 

DGs in the proper buses of DN, besides improving the 

voltage profile of buses, total active and reactive losses 

are reduced (1). Optimal integration of distributed 

generators (DGs), improved the voltage stability of buses 

(2). Mobashsher et al. (3), introduced an optimal voltage 

control (OVC) framework for islanded microgrids (MGs) 

as a unified hierarchical control scheme. Investing in 

private enterprises in the energy section by installing 

WTs in the DN was studied by Tooryan et al. (4). Energy 

not supplied with considering reliability indices in the 

planning horizon is the primary function as introduced by 

Yousefipour et al. (5). Integrating WTs and energy 

storage systems (ESS) to optimal managing of generation 

and demand by considering WT probabilistic behavior 

was studied by Wang et al. (6). Elmaadawy et al. (7) 

studied impacts of utilizing WT on improving voltage 

stability and reducing active power loss in the 13 and 69 

buses, IEEE system. Non-optimal power flow could be 

caused by the voltage drops and blackouts due to voltage 

instability of DN (8). An economic dispatch of 

generation units to calculate the cost of DG installation 

and system technical constraints is called power flow (9). 

The destructive effects of installing WT in the DN are; 

voltage rise and fluctuation stability and increasing short 

circuit capacity level (10). Presenting the voltage stability 

index to optimal siting and sizing of DGs are the main 

aims of the recent kind of literature (11). Azad et al. (12) 

proposed both of VSI and APLI as primary function of 

planning problem. Mirjalili et al. (13) also proposed the 

new indices to improve voltage stability margin (VSM) 

for both of active and reactive power at the weakest bus 

after installing WTs. The output power of wind turbines 

has been injected into the 30 bus system in the South 

Sulawesi network in order to improve the stability of the 

network voltage (14). The multi objective performance 

index (MOPI) is introduced to optimal siting and sizing 

of DG in the DN. By implementing weighted coefficient, 

many technical constraints are combined and solved 

under various operating circumstance (15). Nafeh et al. 

(16) studied changing parking lot (PL) to the intelligent 

parking lot (IPL)with installing WT. Onlam et al. (17) 

obtained the best allocation buses of WTs, the power 

stability index (PSI) which was proposed with 

considering 2-bus system with less than the unity margin 

for a voltage stable operation. Voltage deviation index 

(VDI) is presented as an absolute value of bus voltage 

deviation than the unity margin (18). To estimate voltage 

drop in a power system, voltage collapse prediction index 

(VCPI) is defined based on the system variables such as 

the bus voltage magnitude, buses voltage angle, and 
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admittance matrix of system (19). Hassani et al. (20) 

introduced the new system sensitivity analyze index 

(SAI) to measure active and reactive power in the weak 

buses. To identify the weak bus of radial DN, the bus 

participation factor (BPF) was proposed byn Guerrero et 

al. (21). Sundarajoo and Soomro (22) proposed an 

optimal method of load shedding under voltage (UVLS)  

to optimally predict the amount of shed load and the best 

place for load shedding. In this work, the stability index 

(SI) and feed forward back propagation neural network 

(FFBPNN) are adopted to prevent voltage collapse and 

blackout by reducing voltage instability following the 

addition of load in the distribution system. However, in 

this simulation, the old voltage stability index is still 

used. Variations in the power factor of different loads as 

well as the presence of distributed generation have not 

been investigated in it. Sadeghi and Akbari Foroud   (23 )  

considered line length effects on the voltage stability by 

introducing the new VSI. This index could asses the 

voltage stability of transmission and distribution network 

seperately and together. Effects of tapchenger and 

distributed generators on voltage stability of distribution 

network is analyzed by presenting the new VSI (24).  

As it is reviewed from the last literatures, due to 

importance of technical constraints, authors considered 

several technical criteria in works. There are different 

VSIs which were introduced. The presented VSI in the 

latest researches includes the voltage deviation from the 

1 p.u. Therefore, these indices could not give the proper 

results about allocating DGs and accurate evaluating of 

voltage stability of DN. In this paper impacts of 

considering WT in both modes: unity power factor (PF) 

and adjusted PF on improving technical constraints as: 

voltage stability (VS), voltage profile and technical 

constraints such as reactive power loss and active power 

loss was studied. Figure 1 depicts the concept of main 

aims of this paper  . 

The main contributions of this paper are listed as follows: 

• Introducing the new voltage stability index 

• Optimal siting and sizing of DGs in unified and 

adjustable power factor 

• Applying Analytical Hierarchy Process (AHP) to 

solve multi-ceria decision problem 

• Considering several kinds of loads (residential, 

industrial and commercial) 

The other parts of paper are organized as follows: 

In the section 2, problem definition and optimization 

algorithm has been discussed in details. In section 3, all 

of obtained results in the different scenarios have been 

demonstrated. Discussion and conclusion are described 

respectively in sections 4 and 5.  

 
Figure 1. Optimal siting and sizing of DGs 

 
 
2. PROBLEM DEFINITION 
 

In this paper impacts of optimal siting and sizing of DGs 

on improving voltage stability, active power loss, line 

flow limitation, reactive power loss and voltage profile 

index has been studied. Each of indices are defined as 

follows: 

𝐷𝑆𝑀1 = 𝑚𝑎𝑥 {𝐵𝑇𝑜𝑡𝑎𝑙
𝑑𝑖𝑠𝑐ℎ 𝑎𝑟𝑔 𝑒

+ 𝐵𝑇𝑜𝑡𝑎𝑙
𝐿𝑜𝑎𝑑 + 𝐵𝑇𝑜𝑡𝑎𝑙

𝐿𝑜𝑠𝑠 +

𝐵𝑇𝑜𝑡𝑎𝑙
𝑊𝑇 − 𝐶𝑇𝑜𝑡𝑎𝑙

𝑖𝑛𝑣 }  
(1) 

𝐷𝑆𝑀2 = 𝑚𝑎𝑥 {𝐵𝑇𝑜𝑡𝑎𝑙
𝑑𝑖𝑠𝑐ℎ 𝑎𝑟𝑔 𝑒

+ 𝐵𝑇𝑜𝑡𝑎𝑙
𝐿𝑜𝑎𝑑 + 𝐵𝑇𝑜𝑡𝑎𝑙

𝑉𝑆𝐼 +

𝐵𝑇𝑜𝑡𝑎𝑙
𝑊𝑇 − 𝐶𝑇𝑜𝑡𝑎𝑙

𝑖𝑛𝑣 }  
(2) 

𝐷𝑆𝑀3 = 𝑚𝑎𝑥 {𝐵𝑇𝑜𝑡𝑎𝑙
𝑑𝑖𝑠𝑐ℎ 𝑎𝑟𝑔 𝑒

+ 𝐵𝑇𝑜𝑡𝑎𝑙
𝐿𝑜𝑎𝑑 + 𝐵𝑇𝑜𝑡𝑎𝑙

𝐿𝐹𝐿 +

𝐵𝑇𝑜𝑡𝑎𝑙
𝑊𝑇 − 𝐶𝑇𝑜𝑡𝑎𝑙

𝑖𝑛𝑣 }  
(3) 

𝐷𝑆𝑀4 = 𝑚𝑎𝑥 {𝑊1 × 𝐷𝑆𝑀1 + 𝑊2 × 𝐷𝑆𝑀2 + 𝑊3 ×
𝐷𝑆𝑀3}  

(4) 

Amounts of archived benefits by installing WT is 

calculated as follows : 

𝐵𝑇𝑜𝑡𝑎𝑙
𝑊𝑇 =  ∑  ∑  ∑  ∑ ( 𝑃𝑖.𝑡.ℎ

𝑊𝑇 × 𝜌𝑡.ℎ ×
𝑁𝑊𝑇
𝑊𝑇=1

𝑁𝑏
𝑖=1

𝑁ℎ
ℎ=1

𝑇
𝑡=1

𝜏𝑡.ℎ) × (
1+𝐼𝑛𝑓𝑅

1+𝐼𝑛𝑡𝑅
)𝑡  

(5) 

The total benefits which are obtained by considering 

positive impacts of WT are calculated as follows: 

𝐵𝑇𝑜𝑡𝑎𝑙
𝐿𝑜𝑠𝑠 =

 ∑  ∑ [(𝑃𝑙𝑜𝑠𝑠𝑡.ℎ
𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑊𝑇 −

𝑁ℎ
ℎ=1

𝑇
𝑡=1 𝑃𝑙𝑜𝑠𝑠𝑡.ℎ

𝑤𝑖𝑡ℎ 𝑊𝑇) ×

𝜌𝑡.ℎ × 𝜏𝑡.ℎ] × (
1+𝐼𝑛𝑓𝑅

1+𝐼𝑛𝑡𝑅
)𝑡  

(6) 

Amounts of total achieved benefits by reducing the 

amount of purchased/sold energy from upstream grid is 

determined as follows: 

𝐶𝑇𝑜𝑡𝑎𝑙
𝐿𝑜𝑎𝑑 = ∑  ∑ (𝑃𝑡.ℎ.𝑝𝑢

𝑔𝑟𝑖𝑑𝑁ℎ
ℎ=1

𝑇
𝑡=1 × 𝜌𝑡.ℎ

𝑔𝑟𝑖𝑑
× 𝜏𝑡.ℎ

𝑔𝑟𝑖𝑑
) ×

 (
1+𝐼𝑛𝑓𝑅

1+𝐼𝑛𝑡𝑅
)𝑡  

(7) 
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𝑅𝑇𝑜𝑡𝑎𝑙
𝐿𝑜𝑎𝑑 = ∑  ∑ (𝑃𝑡.ℎ.𝑝𝑢

𝐿𝑜𝑎𝑑𝑁ℎ
ℎ=1

𝑇
𝑡=1 × 𝜌𝑡.ℎ

𝐿𝑜𝑎𝑑 × 𝜏𝑡.ℎ
𝐿𝑜𝑎𝑑) ×

 (
1+𝐼𝑛𝑓𝑅

1+𝐼𝑛𝑡𝑅
)𝑡  

(8) 

𝐵𝑇𝑜𝑡𝑎𝑙 =  𝑅𝑇𝑜𝑡𝑎𝑙
𝐿𝑜𝑎𝑑 − 𝐶𝑇𝑜𝑡𝑎𝑙

𝐿𝑜𝑎𝑑   (9) 

𝑃𝑡.ℎ
𝑔𝑟𝑖𝑑

= {
𝑃𝑡.ℎ

𝐿𝑜𝑎𝑑 + 𝑃𝐿𝑜𝑠𝑠 + 𝑃𝑐ℎ𝑎𝑟𝑔𝑒
𝑏 − 𝑃𝑊𝑇

𝑃𝑡.ℎ
𝐿𝑜𝑎𝑑 + 𝑃𝐿𝑜𝑠𝑠 − 𝑃𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

𝑏 − 𝑃𝑊𝑇

  (10) 

 

2. 1. Active Power Loss (APL)        Connecting DG’s 

to the buses, reduce the amount of active power loss. In 

this section to evaluate DG’s role in the reduction of 

active power loss, the related index is defined as follows 

(25): 

𝐴𝑃𝐿𝐼 =
𝐴𝑃𝐿𝑂𝑙𝑑−𝐴𝑃𝐿𝑁𝑒𝑤

𝐴𝑃𝐿𝑂𝑙𝑑
  (11) 

where : 

𝐴𝑃𝐿𝑂𝑙𝑑 = ∑𝑅𝑖 × 𝐼𝑖
2  (12) 

 

2. 2. Rective Power Loss (RPL)      Connecting DG’s 

to the distribution system buses, reduce the amount of 

reactive power loss, by modifying the value of the buses 

voltage. The index to evaluate the value of DG’s positive 

impacts in reducing reactive power loss is defined as 

follows (25): 

𝑅𝑃𝐿 =
𝑅𝑃𝐿𝑂𝑙𝑑−𝑅𝑃𝐿𝑁𝑒𝑤

𝑅𝑃𝐿𝑂𝑙𝑑
  (13) 

Where : 

𝑅𝑃𝐿𝑂𝑙𝑑 = ∑𝑋𝑖 × 𝐼𝑖
2  (14) 

 
2. 3. Line Flow Limitation (LFL)      In this section the 

new voltage stability index and path of achieving its 

mathematical model is described. Figure 2 shows the 

distribution system with both of sending and receiving 

(feeder and load) parts. Branch current and voltage of 

receiver section are received by equations (14-17): 

𝐿𝐹𝐿 = 𝑀𝑎𝑥 (
𝑆𝑖𝑗

𝐶𝑆𝑖𝑗
)  (15) 

 
2. 4. New voltage stability index (VSI)      To avoid 

occurring overload in the branches, considering the 

allowable limit of load flow is important. To evaluate the 

impacts of connecting DG’s on the line’s load flow, the 

line flow limit index is defined as FOLLOWS (26): 

𝐼12 = [
𝑃2+𝑗𝑄2

𝑉2∠𝛿
]
∗
  (16) 

𝑉2∠𝛿 = 𝑉1∠0 − (𝑅 + 𝐽𝑋) 𝐼12  (17) 

𝑉2∠𝛿 = 𝑉1∠0 − (𝑅 + 𝐽𝑋) [
𝑃2+𝑗𝑄2

𝑉2∠𝛿
]
∗
  (18) 

 

01V 2V

  

P2+jQ2
R jX

I12  
Figure 2. Radial distribution system 

 

 

𝑉2∠𝛿 = 𝑉1∠0 − (𝑅 + 𝐽𝑋) [
𝑃2−𝑗𝑄2

𝑉2∠𝛿
]
∗
  (19) 

By multiplying two sides of  Equation 19 in 2V − , it 

will have: 

𝑉2
2 = 𝑉1𝑉2∠ − 𝛿 − (𝑅 + 𝑗𝑋)(𝑃2 − 𝑗𝑄2)  (20) 

With rewriting phrase 1 2V V −
 in complex form, the 

below equations have been found: 

𝑉2
2 = 𝑉1𝑉2 cos 𝛿 − 𝑗𝑉1𝑉2 sin 𝛿 − (𝑅 + 𝑗𝑋)(𝑃2 −

𝑗𝑄2)  
(21) 

𝑉2
2 + [𝑃2𝑅 + 𝑄2𝑋 + 𝑗(𝑃2𝑋 − 𝑄2𝑅)] =

𝑉1𝑉2 cos 𝛿 − 𝑗𝑉1𝑉2 sin 𝛿  
(22) 

With separating the imaginary and real parts, it will be 

noticed that: 

𝑉2
2 = 𝑃2𝑅 + 𝑄2𝑋 = 𝑉1𝑉2 cos 𝛿  (23) 

(𝑃2𝑋 − 𝑄2𝑅) = −𝑗𝑉1𝑉2 sin 𝛿  (24) 

𝑅 =
𝑃2𝑋+𝑉1𝑉2 sin 𝛿

𝑄2
  (25) 

With replacing Equation 25 in Equation 23, it will be 

noticed that: 

𝑉2
2 + 𝑃2

𝑃2𝑋+𝑉1𝑉2 sin 𝛿

𝑄2
+ 𝑄2𝑋 = 𝑉1𝑉2   (26) 

𝑉2
2 + (

𝑃2 sin 𝛿 𝑉1

𝑄2
− 𝑉1 cos 𝛿)𝑉2 + (

𝑃2
2

𝑄2
+ 𝑄2)𝑋 = 0  (27) 

It’s clear that,  buses with stable voltage are received by 

employing 
2 4 0b ac−   as follows: 

(
𝑃2 𝑠𝑖𝑛 𝛿𝑉1

𝑄2
− 𝑉1 𝑐𝑜𝑠 𝛿)2 − 4(

𝑃2
2

𝑄2
+ 𝑄2)𝑋 ≥ 0  (28) 

1 =
4(

𝑃2
2

𝑄2
+𝑄2)𝑋

(
𝑃2 𝑠𝑖𝑛𝛿𝑉1

𝑄2
−𝑉1 𝑐𝑜𝑠 𝛿)2

  (29) 

The new voltage stability index is defined as follows: 

𝑉𝑆𝐼 = |1 −
4(

𝑃2
2

𝑄2
+𝑄2)𝑋

(
𝑃2 𝑠𝑖𝑛𝛿𝑉1

𝑄2
−𝑉1 𝑐𝑜𝑠 𝛿)2

|  (30) 

 
2. 5. Wind Turbine    To use wind energy and convert 

its energy to the electrical energy, WT has been used. 

Due to probabilistic behavior of wind velocity, the output 
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power of WT is probabilistic. According to the WT 

constructions and robustness of WT impeller, lower and 

upper bond of velocity are defined as Vcut-in and Vcut-out Its 

output power is calculated as follows (2):    

𝑃𝑂𝑢𝑡−𝑊𝑇 =

{

0                               𝒱 < 𝒱𝐶𝑢𝑡−𝑖𝑛 , 𝒱 > 𝒱𝐶𝑢𝑡−𝑜𝑢𝑡  

𝑃𝑟𝑎𝑡𝑒𝑑
𝒱−𝒱𝐶𝑢𝑡−𝑖𝑛

𝒱𝑟𝑎𝑡𝑒𝑑−𝒱𝐶𝑢𝑡−𝑖𝑛
 𝒱𝐶𝑢𝑡−𝑖𝑛 < 𝒱 < 𝒱𝑟𝑎𝑡𝑒𝑑

𝑃𝑟𝑎𝑡𝑒𝑑                                 𝒱𝑟𝑎𝑡𝑒𝑑 < 𝒱 < 𝒱𝐶𝑢𝑡−𝑜𝑢𝑡

  
(31) 

 
2. 6. Load Model      In this paper, non-linear voltage 

dependence load is considered in beside of daily load.  

Daily load includes three demand levels (low, basic and 

peak load) (27): 

𝑃𝑖.𝑡.ℎ
𝐷.𝑠 = 𝑃𝑖

𝐷 × 𝐷𝐿𝐹𝑖.𝑡.ℎ
𝑆 × (1 + 𝛼)𝑡  (32) 

𝑄𝑖.𝑡.ℎ
𝐷.𝑠 = 𝑄𝑖

𝐷 × 𝐷𝐿𝐹𝑖.𝑡.ℎ
𝑆 × (1 + 𝛼)𝑡  (33) 

𝑆𝑖.𝑡.ℎ
𝐷.𝑠 = 𝑃𝑖.𝑡.ℎ

𝐷.𝑠 + 𝑗𝑄𝑖.𝑡.ℎ
𝐷.𝑠   (34) 

Mathematical model of buses active and reactive power 

voltage dependency is defined as follows (28): 

𝑃𝑖 = 𝑃𝑖.𝑡.ℎ
𝐷.𝑠 × (

𝑉𝑖

𝑉𝑜𝑖
)
𝑘𝑝𝑣

  (35) 

𝑄𝑖 = 𝑄𝑖.𝑡.ℎ
𝐷.𝑠 × (

𝑉𝑖

𝑉𝑜𝑖
)
𝑘𝑞𝑣

  (36) 

 
2. 7. Power Flow         In this section the Newton 

Raphson-based power flow technique is used to obtain 

buses voltages and branches current. For each demand 

level and year of planning horizon, power flow equations 

are calculated as follows (29): 

𝑃𝑡.ℎ
𝑔𝑟𝑖𝑑

+ 𝑃𝑖.𝑡.ℎ
𝑏 + 𝑃𝑖.𝑡.ℎ

𝑊𝑇 − 𝑃𝑖.𝑡.ℎ
𝐷𝑒 −

𝑉𝑖.𝑡.ℎ
𝑒 ∑𝑌𝑖𝑗𝑉𝑖.𝑡.ℎ

𝑒 × cos(𝛿𝑖.𝑡.ℎ
𝑒 −𝛿𝑖.𝑡.ℎ

𝑒 − 𝑄𝑖𝑗) = 0  
(37) 

𝑄𝑡.ℎ
𝑔𝑟𝑖𝑑

− 𝑄𝑖.𝑡.ℎ
𝐷𝑒 − 𝑉𝑖.𝑡.ℎ

𝑒 ∑𝑌𝑖𝑗𝑉𝑖.𝑡.ℎ
𝑒 ×

sin(𝛿𝑖.𝑡.ℎ
𝑒 −𝛿𝑖.𝑡.ℎ

𝑒 − 𝑄𝑖𝑗) = 0  
(38) 

 
2. 8. AHP Technique      Analytical Hierarchy Process 

(AHP) is the one of most efficient technique to solve 

multi-criteria problem. This technique by evaluating the 

problem in the three steps, solve the issues as follows: 

• Describing problem 

• Listing the various of solving paths with 

determining alternatives and attributes of them 

• Selecting the optimum criteria of solutions among 

others 

Figure 3 illustrates the flowchart of optimization 

algorithm. Figure 4 illustrates the stages of AHP.  As it is 

seen, the optimization algorithm includes two steps.  In 

the first steps by utilizing GA, problem is solved and in 

the second step, by utilizing AHP, the optimum criteria  
 

 
Figure 3. Flowchart of optimization algorithm  

 

 

 
Figure 4. Special chromosome 

 

 

are selected. Since benefit function is formed by 

multiplying weights to each technical functions, GA by 

assigning the larger value to the main technical 

constraint, start the solving of optimization problem. 
 

2. 9. Optimization Algorithm       In this paper, genetic 

algorithm (GA) and AHP are used to solve optimization 

algorithm. In the first stage, GA obtained the optimal 

solutions and in the second stage solutions are arranged 
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by utilizing AHP. Both of GA and AHP are defined as 

follows : 

In this paper to solve multi-criteria optimization 

problem, multi objective genetic algorithm (MOGA) is 

used. The routine GA includes three main steps as 

follows (30): 

• Initializing with coding base chromosome with 

problem variables 

• Crossover  

• Mutation 

The special chromosome which is codified with the 

problem variables is illustrated in Figure 4. Crossover 

and mutation are shown in Figure 5. 

All stages of AHP technique are lisred as follows: 

Formation a(ij) Pair-wise comparison matrix: 

𝑎𝑖𝑗 = [

𝑎11  𝑎12   𝑎13  …   𝑎1𝑛
𝑎21  𝑎22   𝑎23  …   𝑎2𝑛…

…
𝑎𝑛1  𝑎𝑛2   𝑎𝑛3  …   𝑎𝑛𝑛

]  (39) 

Modelling normalized matrix as: 

𝑁𝑖𝑗 =

[
 
 
 
 
 
 

𝑎11

∑ 𝑎𝑖1
𝑛
𝑖=1

  
𝑎11

∑ 𝑎𝑖2
𝑛
𝑖=1

   
𝑎11

∑ 𝑎𝑖3
𝑛
𝑖=1

 …   
𝑎1𝑛

∑ 𝑎𝑖𝑛
𝑛
𝑖=1

𝑎21

∑ 𝑎𝑖1
𝑛
𝑖=1

  
𝑎22

∑ 𝑎𝑖2
𝑛
𝑖=1

   
𝑎23

∑ 𝑎𝑖3
𝑛
𝑖=1

 …   
𝑎2𝑛

∑ 𝑎𝑖𝑛
𝑛
𝑖=1…

…
𝑎𝑛1

∑ 𝑎𝑖1
𝑛
𝑖=1

  
𝑎𝑛2

∑ 𝑎𝑖2
𝑛
𝑖=1

   
𝑎𝑛3

∑ 𝑎𝑖3
𝑛
𝑖=1

 …   
𝑎𝑛𝑛

∑ 𝑎𝑖𝑛
𝑛
𝑖=1 ]

 
 
 
 
 
 

  (40) 

Relative matrix is written as: 

𝑊𝑖𝑗 =

[
 
 
 
 
𝑊1

𝑊2

𝑊3…
𝑊𝑛]

 
 
 
 

=

[
 
 
 
 
 
 

𝑎11

∑ 𝑎𝑖1
𝑛
𝑖=1

  
𝑎11

∑ 𝑎𝑖2
𝑛
𝑖=1

   
𝑎11

∑ 𝑎𝑖3
𝑛
𝑖=1

 …   
𝑎1𝑛

∑ 𝑎𝑖𝑛
𝑛
𝑖=1

𝑎21

∑ 𝑎𝑖1
𝑛
𝑖=1

  
𝑎22

∑ 𝑎𝑖2
𝑛
𝑖=1

   
𝑎23

∑ 𝑎𝑖3
𝑛
𝑖=1

 …   
𝑎2𝑛

∑ 𝑎𝑖𝑛
𝑛
𝑖=1…

…   
𝑎𝑛1

∑ 𝑎𝑖1
𝑛
𝑖=1

  
𝑎𝑛2

∑ 𝑎𝑖2
𝑛
𝑖=1

   
𝑎𝑛3

∑ 𝑎𝑖3
𝑛
𝑖=1

 …   
𝑎𝑛𝑛

∑ 𝑎𝑖𝑛
𝑛
𝑖=1 ]

 
 
 
 
 
 

×
1

𝑛
  (41) 

 

 

 
Figure 5. Crossover and mutation process 

Eigenvalue matrix is formed as : 

𝑁𝑖𝑗 =

[
 
 
 
 
 
𝑉1

𝑊1
  

𝑉2

𝑊2
 

……
𝑉𝑛

𝑊𝑛 ]
 
 
 
 
 

  (42) 

Matrix Vi is formed as : 

𝑉𝑖 =

[
 
 
 
 
 
𝑉1

𝑊1
  

𝑉2

𝑊2
 

…   
𝑉𝑛

𝑊𝑛 ]
 
 
 
 
 

=

[
 
 
 
 
 
𝑎11

𝑊1
+

𝑎12

𝑊2
+ ⋯+

𝑎1𝑛

𝑊𝑛
  

𝑎21

𝑊1
+

𝑎22

𝑊2
+ ⋯+

𝑎2𝑛

𝑊𝑛…
…

𝑎𝑛1

𝑊1
+

𝑎𝑛2

𝑊2
+ ⋯+

𝑎𝑛𝑛

𝑊𝑛 ]
 
 
 
 
 

  (43) 

Evaluation matrix is formed as : 

𝐸𝑖𝑗 =

[
 
 
 
 
 
𝑎11

𝑊1
 
𝑎12

𝑊2
 
𝑎13

𝑊3
…

𝑎1𝑛

𝑊𝑛
  

𝑎21

𝑊1
 
𝑎22

𝑊2
 
𝑎23

𝑊3
…

𝑎2𝑛

𝑊𝑛…
…

𝑎𝑛1

𝑊1
 
𝑎𝑛2

𝑊2
 
𝑎𝑛3

𝑊3
…

𝑎𝑛𝑛

𝑊𝑛 ]
 
 
 
 
 

  (44) 

Maximum eigenvalue is achieved as : 

𝜏𝑚𝑎𝑥 = [
𝑉1

𝑊1
+ 

𝑉2

𝑊2
+ ⋯ +

𝑉𝑛

𝑊𝑛
] ×

1

𝑛
  (45) 

Consistency index is obtained as : 

𝐶𝐼 = [
𝜏𝑚𝑎𝑥−𝑛

𝑛−1
] ×

1

𝑛
  (46) 

n is number of criteria. Consistence ratio is achieved as : 

𝐶𝑅 =
𝐶𝐼

𝑅𝐼
  (46) 

RI is random index. 

 

 

3. RESULTS 
 

In this section all of simulation results are studied in 

details. Several kinds of technical constraints are 

considered in the benefit functions. with appropriation 

the different weights to each function, impacts of 

technical constraints in total benefits are evaluated. To 

make a comprehensive analyze, four various scenarios 

are improvised as follows: 

• Scenario 1: Base plan represents the basic structure 

of the test cases without any WTs 

• Scenario 2: Optimal placement of only 1 WT 

• Scenario 3: Optimal placement of 2 WTs  

• Scenario 4: Optimal placement of 3 WTs 

For scenarios 2, 3 and 4 two different states are 

devised as follows: 

• Case-I: Placing WTs operated in unity power factor 

(UPF) 

• Case-II: Placing WTs operated in APF mode  
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3. 1. Input Data      In this paper, 33 bus IEEE system is 

selected as benchmark system. Figure 6 shows the 

presented DN by considering three kinds of residential, 

commercial and industrial loads (31). Total active and 

reactive power of the mentioned system are 3.72MW and 

2.3MVar, respectively. According to the system power, 

maximum and minimum installing size of DGs are 50% 

system loads and 200kW, respectively. 

Table 1 gives the residential, industrial and 

commercial loads features. In Table 2, price of 

exchanging energy has been given. In Table 3, planning 

parameters are given. 

 

 

Commercial Load

Residential Load

Industrial Load

DG1

DG3

DG2

DNO

Impacts of DG allocation on 

APL,RPL,VPI,VSI?

 
Figure 6. The presented DN 

 

 
TABLE 1. Parameters of voltage sensitivity of loads 

Load model 
Dependency coefficient 

kpv kqv 

Constant  0 0 

Residential  1.5 2.4 

Industrial 0.2 0.7 

Commercial 0.5 2.4 

 

 
TABLE 2. Price of sold/purchase power 

Parameter  Value  Unit   

𝜌𝑡.ℎ  75 $/MWh 

𝜌𝑡.ℎ
𝑔𝑟𝑖𝑎

  65 $/MWh 

𝐶𝑑  0.001 $/MWh 

𝐼𝐶𝑏  1000 $/MWh 

TABLE 3. Parameters of planning problem 

Parameter  Value  Unit   

α 3 % 

Vmin 0.9 p.u 

Vmax 1.1 p.u 

InFR 4 % 

InTR 5 % 

𝜎𝑡.ℎ  0.1 × 𝜇𝑖,𝑘 -- 

 
 
3. 2. Optimal Siting and Sizing of WTs with 
Considering APL as a Main Technical Constraint       

In the presented 33 bus system, feeder 1 is considered as 

reference bus. Due to budget limitation for operators, 

three WT with size in [0.2, 20] MW and PF between 

[0.8,1] p.u are considered in the allocation problem.  

As it is given in Table 4, the minimum voltage and 

active power loss in the base mode is in the bus 18 equal 

to 0.9038 p.u and 210.98 kW, respectively.  Figures (7-

9), show the voltage profile for scenarios 2, 3, 4 in mode, 

respectively. As it can be seen clearly from Figure 8, 

installing WT with site and size 1.942 MW in bus 8, 

improve the minimum voltage of bus 18 from 0.91 to  

0.948 p.u . Figure 7, illustrates the positive role of 

installing WT with sizes, 0.857 and 1.204 MW in the 

buses 13 and 30, in improving the minimum voltage from 

0.91 to 0.991. Installing the WTs with sizes 0.749, 0.879 

and 0.408 in the buses 14, 25 and 30 improve the voltage 

profile of buses as Figure 8. In Figure 10  power loss in 

several scenarios is figured. 

Figures 11-13, show the voltage profile for the 

scenarios 2, 3, 4 in mode 2, respectively. Installing WT 

(1.911 MW) with the tuned power factor (0.87) improve 

the voltage profile as Figure 12. Figures 11-13, show the 

voltage profile for the scenarios 2,3,4 in mode 2, 

respectively. Installing WT (1.911 MW) with the tuned 

power factor (0.87) improve the voltage profile as Figure 

12. Figure 13 shows the improved voltage profile with 

installing WT with the size (1.204 MW and 0.857) and 

tuned power factor (0.9 and 0.87). Equipping DN with 

three WTs (0.749, 0.879 and 0.408) with tuned power 

factor in (0.88, 0.92,0.89) improve the buses voltage 

profile as Figure 14. In Figures 15-16, impacts of 

increasing the number of WTs on the voltage profile are 

figured. In Figures 16 and 17, by installing WTs, the 

voltage magnitude of some buses are more than 1p.u. 

In Figures 15-16, impacts of increasing the number of 

WTs on the voltage profile are figured. In Figures 16 and 

17, by installing WTs, the voltage magnitude of some 

buses are more than 1p.u. 

 
3. 3. Optimal Siting and Sizing of WTs with 
Considering VSI as a Main Technical Constraint       

Table 5 gives the results in the conditions which VSI is 
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considered as main technical constraints. As it can be 

seen, different scenarios and modes are considered to 

have a comprehensive study. Results show the positive 

impacts of injecting reactive power in the adjustable 

power factor condition, on reducing active power loss 

and voltage drop. For example, by comparing different 

modes of scenario 2, the truth of improving voltage 

domain with 1 WT in the adjustable power factor with 

injecting reactive power is cleared. 

 

 

 
Figure 7. Voltage profile in scenario 2 

 

 

 
Figure 8. Voltage profile in scenario 3 

 

 

 
Figure 9. Voltage profile in scenario 4 

 
Figure 10. Power loss of each scenario 

 

 

 
Figure 11. Voltage profile in scenario 2 mode 2 

 

 
Figure 12. Voltage profile in scenario 3 mode 2 

 

 
Figure 13. Voltage profile in scenario 4 mode 2 
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Figure 14. Active power loss in mode 2 (power loss of each 

scenario) 
 
 

 
Figure 15. Voltage profile with 1-4 WT in mode 1 

 
 

3. 4. Optimal Siting and Sizing of WTs with 
Considering LFL as a Main Technical Constraint       

In this section optimal configuration of the WTs by 

solving benefit functions are done with considering LFL 

as a main technical constraint.  Table 6 gives the obtained 

results.  

 
Figure 16. Voltage profile with 1,2,3,4 WT in mode 2 

 
 

Amount of achieved benefit functions are given in 

Table 7. As it is seen clearly, total achieved benefits by 

considering active power loss as a main technical 

constraint is more than others.  

 
3. 5. Employing AHP       Figure 17 illustrates the AHP 

technique to choose the best solution among the obtained 

solutions of several scenarios. By considering each of 

functions as a main technical constraint, all of plans and 

indices are given in Table 8. After employing AHP, the 

chosen plans for each of functions are plan 3, plan 2 and 

plan 5, respectively. 

 
3. 6. Evaluating the Proposed VSI in the 118 Bus 
IEEE System             The IEEE 118 Bus Test Case 

represents a portion of the American Electric Power 

System (in the Midwestern US) (32) as shownin Figure 

18. By employing the proposed VSI to this system, the 

minimum value is obtained 0.9521 p.u. Optimal site and 

size of WTs are obtained buses 12 and 110 with size 

0.875 and 1.29 MW, respectively. 
 

 

TABLE 4. Optimal results with considering active power loss as a main technical constraint 

Senario Mode 
Active 

Power 

Active Power Loss 

Reduction 

Minimum Voltage 

(p.u) 

Optimum Siting and 

Sizing of WT (MW) 

Optimum 

Power factor 

1 Base mode 210.98 - 0.918(B18) - - 

2 
Mode 1 118 44.07 0.9038 (B18)  1.942(B8)  1.00 

Mode 2 83.13 60.6 0.9562 (B33)  1.941(B8) 0.87 (B8)  

3 

Mode 1 87.17 58.68 0.9670(B33)   
0.857(B13) 

1.204(B30) 

1.00 (B13) 

1.00 (B30) 

Mode 2 40.91 80.6 0.9725(B33)  
0.871(B16)  

1.214(B30) 

0.87 (B16) 

0.9 (B30) 

4 

Mode 1 80.66 61.77 0.9812 (B25)  0.811(B14) 

1.00 (B14) 

1.00 (B25) 

1.00 (B31) 

Mode 2 28.83 86.33 0.96745 (B18)  

0.749(B14)    

0.879(B25) 

0.408(B30) 

0.88 (B14) 

0.92 (B25) 

0.89 (B31) 
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TABLE 5. Optimal results with considering VSI as a main technical constraint 

Senario Mode Active Power 
Active Power 

Loss Reduction 

Minimum 

Voltage (p.u) 

Optimum Siting and 

Sizing of WT (MW) 

Optimum Power 

factor 

1 Base mode 210.98 - 0.918 (B18) - - 

2 
Mode 1 118 44.07 0.9038 (B18)  1.911 (B8)  1.00 

Mode 2 83.13 60.6 0.9562 (B33)  1.912 (B8) 0.86 (B8)  

3 

Mode 1 87.17 58.68 0.9670 (B33)   
0.849 (B13) 

1.151 (B30) 

1.00 (B13) 

1.00 (B30) 

Mode 2 40.91 80.6 0.9725 (B33)  
0.86 (B16)  

1.134 (B30) 

0.85 (B16) 

0.9 (B30) 

4 

Mode 1 80.66 61.77 0.9812 (B25)  0.728 (B14) 

1.00 (B14) 

1.00 (B25) 

1.00 (B31) 

Mode 2 28.83 86.33 0.96745 (B18)  

0.733 (B14)    

0.847 (B25) 

0.378 (B30) 

0.86 (B14) 

0.9 (B25) 

0.86 (B31) 

 
 

TABLE 6. Optimal results with considering LFL as a main technical constraint 

Senario Mode 
Active 

Power 

Active Power Loss 

Reduction 

Minimum Voltage 

(p.u) 

Optimum Siting and 

Sizing of WT (MW) 

Optimum Power 

factor 

1 Base mode 210.98 ‒ 0.9038 (B18)  - - 

2 
Mode 1 112 46.67 0.9472 (B33)  1.911 (B8)  1.00 

Mode 2 82.15 60.89 0.9560 (B33)   1.912 (B8) 0.88 (B8)  

3 

Mode 1 85.41 59.33 0.9643 (B33)  
0.849 (B13) 

1.151 (B30) 

1.00 (B13) 

1.00 (B30) 

Mode 2 39.62 81.13 0.9765 (B25)  
0.862 (B16)  

1.134 (B30) 

0.88 (B16) 

0.9 (B30) 

4 

Mode 1 79.74 62.03 0.95785 (B18)  0.728 (B14) 

1.00 (B14) 

1.00 (B25) 

1.00 (B31) 

Mode 2 26.58 87.34 0.9795 (B30)  

0.733 (B14)    

0.856 (B25) 

0.421 (B30) 

0.87 (B14) 

0.91 (B25) 

0.88 (B31) 

 

 

TABLE 7. Achieved benefits of different benefit functions with considering LFL as a main technical constraint 

Benefits (*107 $) 
Senario 

1 2 3 4 

The benefit of reducing dependency on upstream grid 1.015 1.023 1.038 1.075 

The benefits of reducing reactive power loss 1.101 1.108 1.109 1.208 

The benefit of reducing power loss 1.428 1.475 1.502 1.678 

The benefit of improving voltage stability 1.243 1.305 1.375 1.457 

Total benefit ($) 1.578 1.605 1.642 1.708 

 

 

4. DISCUSSIONS 
 

In this section the performance of the proposed VSI with 

two other VSIs is compared. Different VSIs are 

determined in 33, 67 and 118 buses IEEE radial 

distribution system. As it seen from Table 9, the proposed 

VSI has an efficient role in the determining WT sizes in 

the improving voltage profile. 



 

 

 
Figure 17. AHP technique with 6 plans 

 

 
TABLE 8. Alternatives and indices of AHP 

OF1= Power Loss Minimization 

𝑃𝐿𝑜𝑠𝑠(𝑥, 𝑢) =  ∑ |𝐼𝑘|
2𝑅𝑘𝑘   

OF2= Voltage Profile Improvement 

𝑉𝑆𝐼 =  [1 −
4(

𝑃2
2

𝑄2
+𝑄2)𝑋

(
𝑃2 𝑠𝑖𝑛𝛿𝑉1

𝑄2
−𝑉1 𝑐𝑜𝑠 𝛿)2

]  

OF3 = load flow limitation 

𝐿𝐹𝐿 =  𝑀𝑎𝑥 (
𝑆𝑖𝑗

𝐶𝑆𝑖𝑗
)  

Senario Mode Plans Senario Mode Plans Senario Mode Plans 

2 
Case-I Plan 1 

2 
Case-I Plan 7 

2 
Case-I Plan 13 

Case-II Plan 2 Case-II Plan 8 Case-II Plan 14 

3 
Case-I Plan 3 

3 
Case-I Plan 9 

3 
Case-I Plan 15 

Case-II Plan 4 Case-II Plan 10 Case-II Plan 16 

4 
Case-I Plan 5 

4 
Case-I Plan 11 

4 
Case-I Plan 17 

Case-II Plan 6 Case-II Plan 12 Case-II Plan 18 

 

 

 
Figure 18. IEEE118 bus test system 

 

 

Impacts of new VSI performance in improving voltage 

profile of constant, residential, commercial and industrial 

loads are shown in Figures 19-22. 

It’s obviously seen, presence of WT improve the 

value of nod’s VSI in compared with base mode in the 

several types of load (commercial, industrial and  
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TABLE 9. Comparing different VSI with the proposed index 

VSI 33 Bus 67 Bus 118 Bus 

The proposed index 0.9725 0.9642 0.9521 

𝑉𝐵𝑢𝑠−𝑚𝑖𝑛 = 𝑚𝑎𝑥 (1 − 𝑉𝑛)  0.9652 114.3 95.9 

𝑉𝑆𝐼(𝑚2) = |𝑉(𝑚1)|
4
− 4{𝑃(𝑚2) × (𝑗𝑗) − 𝑄(𝑚2)𝑟(𝑗𝑗)

2} − 4{𝑃(𝑚2) × 𝑟(𝑗𝑗) + 𝑄(𝑚2) × (𝑗𝑗)}|𝑉(𝑚1)|
2
  0.9672 0.9601 0.9514 

𝐿𝑉𝑆𝐼 =  
4𝑅𝑃𝑟

𝑉2𝑐𝑜𝑠𝜃−𝛿≤1
  0.9651 0.9589 0.9510 

𝐿𝑉𝑆𝐼 =  
4(𝑉𝑖 𝑉𝑗 𝐶𝑜𝑠𝛿−𝑉𝑗2 cosδ2

𝑉𝑖2
  0.9430 0.9521 0.9641 

𝐿𝑉𝑆𝐼 =  √
𝑉𝑖

2−2𝑍(Pr (cos𝜃+𝑄𝑟 sin𝜃)

2
  0.9285 0.9486 0.9514 

 

 

residential). The value of minimum VSI in the industrial 

load is 1.01 in the bus 18 and that corresponding to the 

absence of WT is 0.8081. in the constant, residential and 

commercial loads, this value is determined,1.015, 1.018 

and 1.017, respectively. 

 

 

 
Figure 19. Impacts of the new VSI in improving voltage 

profile of Industrial load 

 
 

 
Figure 20. Impacts of the new VSI in improving voltage 

profile of constant load 

 
Figure 21. Impacts of the new VSI in improving voltage 

profile of commercial load 

 

 

 
Figure 22. Impacts of the new VSI in improving voltage 

profile of residential load 

 
 
5. CONCLUSION 
 

In this paper new approach is introduced to calculate the 

voltage stability index under installing WT and in various 

operational conditions. Besides VSI, active and reactive 

power loss and voltage profile indices are used as 

technical constraints. Three main functions, which 
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include the positive effects of the presence of WT in 

improving technical constraints and maximizing benefits 

of the demand side, are defined as objective functions. By 

multiplying each function in the specified weight and 

assigning the weight with a high value to the critical 

technical constraint, the total benefit function is formed. 

Due to planning problem with the multi-ceria essence, 

the obtained results of the genetic algorithm (GA) are 

arranged by applying the AHP technique. Various 

scenarios are solved in two modes, unified and adjusted 

power factors. Results verified the efficiency and 

performance of the proposed GA-AHP optimization 

algorithm. 
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Persian Abstract 

 چکیده 
شود. امروزه با توجه به افزایش تقاضای بار و همچنین رشد تولیدات پراکنده، استفاده از این نوع  های ارتباطی تشکیل می کلی یک شبکه توزیع از ژنراتورها و زیرساخت به طور  

های بادی به عنوان یک گام هوشمند در شبکه توزیع  ژنراتورها در شبکه توزیع شدت گرفته است. در مناطقی که سرعت وزش باد مناسب وجود داشته باشد، استفاده از توربین

های متعددی  گویی به نیارهای مصرف کننده شناخته شده است. تاکنون شاخصگردد. پایداری ولتاژ همواره به عنوان یک شاخصه اصلی جهت پایداری شبکه و پاسختلقی می 

اند. شاخص ارائه شده در این مقاله تلفات توان اکتیو، راکتیو و  ای ارائه نکرده ها جواب بهینهاز این شاخص جهت ارزیابی پایداری ولتاژ معرفی شده است، با این حال هیچ کدام

های بادی، مسئله بهینه سازی در دو حالت ضریب  های فنی مسئله بهینه سازی در خود جای داده است. به منظور بررسی تاثیر حضور توربین پایداری ولتاژ را به عنوان محدودیت

و   AHPی با بارهای خطی بررسی شده است. برای حل مسئله بهینه سازی از الگوریتم ژنتیک استفاده شده است و با استفاده از تکنیک  ن بار واحد و ضریب توان بار تلفیقتوا

پیشنهادی، نتایج آن با نتایج   شاخص یید اثربخشی مثبتبرای تأ  .های به دست آمده مرتب می شونددر نظر گرفتن هر یک از محدودیت های فنی به عنوان معیار اصلی، جواب 

 مقایسه شده است.  IEEEباس  118و  67-33 دشعاعی استاندار شبکه توزیع ها درشاخص سایر
 

https://doi.org/10.1109/TPWRS.2023.3236164
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A B S T R A C T  
 

 

The development of green product processes is a strategic approach to minimize the impact of 

organizational supply chain on the environment while simultaneously expanding its economic 
performance. To achieve this task, it is crucial to emphasize aspects related to performance in optimizing 

resource utilization and implementing sustainability principles within an organizational domain. To this 

end, a multi-objective mixed-integer linear programming model is presented in this study with the 
objective of minimizing the production time of textiles, transportation costs, and inventory of the 

products, as well as minimizing the environmental effects of the processes of developing green products. 

In this model, the constraints and problem parameters are deterministic and solved using weighted sum 

methods, utilizing real data obtained from the "Oyaz" industrial group. By solving the model, an optimal 

combination for the values of the objective functions is obtained both collectively and separately. 

Furthermore, the capability of the proposed model is evaluated for solving large-scale instances using 
the NSGA-II algorithm. This metaheuristic method has demonstrated satisfactory capabilities compared 

to the mathematical model because of the slight difference in modeling errors while confirming the 

accuracy of the developed mathematical model, proving the accuracy and efficiency of the NSGA-II 
algorithm. Consequently, the sensitivity analysis examines the influence of changing key parameters, 

such as the maximum storage capacity of production centers, on the decisions of the proposed model. 
This parameter change is determined through consultation with experts in the textile field. Based on the 

results obtained, changing the maximum storage capacity has a considerable impact on fibers and cotton. 

Additionally, if the capacity is changed to the maximum possible value, it has the greatest impact on the 
purifiers.   

doi: 10.5829/ije.2024.37.04a.12 
 

 
1. INTRODUCTION1 
 

Global competition in an ever-changing environment has 

led organizations to recognize the importance of 

flexibility and demonstrate thoughtful and timely 

responses (1). In order to survive nowadays, 

organizations need to globalize and have a presence in 

this vast arena, even if they aim to have a national or 

regional presence, they must think globally (2). 

Therefore, considering green product design is of great 

importance and became a key issue in both industry and 
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commerce. Green product design means creating 

products that have a smaller impact on the environment 

and natural resources throughout their life cycle (3). 

Furthermore, green product design should strive to 

reduce the consumption of natural resources, energy, and 

water during production, use, and disposal. This includes 

the use of recycled materials, optimization of the 

production process, and increased energy efficiency (4). 

In addition, green product design should contribute to the 

preservation and protection of the environment and 

prevent air, water, and soil pollution. This includes 
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reducing the emission of greenhouse gases, using clean 

technologies, and proper waste management. In addition 

to environmental considerations, green product design 

can have an impact on economic and social aspects. For 

example, green product design can help increase the 

efficiency and profitability of businesses (5). Green 

products can lead to cost savings and increase 

competitiveness due to the reduction of resource 

consumption, production and maintenance costs, and 

improve efficiency. Additionally, green products can 

have a positive impact on society and contribute to the 

health and well-being of individuals (6). This includes 

using materials harmless to human health, designing 

recyclable products, and reducing product hazards for 

users. Therefore, green product design considers a proper 

combination of environmental, economic, and social 

factors, ultimately benefiting both society and the 

environment. With the changes in climate and the need 

for global sustainability, the importance of focusing on 

green product design is increasing day by day (7). 

Mathematical modeling is a powerful tool for 

developing green product processes in the textile 

industry, which has various benefits. For example, 

mathematical modeling helps optimize green product 

manufacturing processes in the textile industry and 

minimize resource consumption including water, energy, 

and recycled materials (8). By optimizing resource 

consumption, the textile industry can increase its green 

and sustainable achievements while reducing production 

costs. Furthermore, it can identify important features and 

factors that affect product quality and aim to improve it 

(9). By improving product quality, the textile industry 

can increase customer satisfaction and enhance its 

competitiveness in the market (10). Mathematical 

modeling also helps the textile industry identify and 

manage various risks associated with green product 

activities (11). Using mathematical modeling, the effects 

of changes in different conditions can be simulated, and 

appropriate solutions for risk management can be 

provided. Moreover, mathematical modeling assists the 

textile industry in improving decision-making processes 

(12). With the use of mathematical modeling, complex 

problems in this industry can be analyzed, and optimal 

solutions can be proposed. Considering these benefits, 

mathematical modeling can significantly contribute to 

the development of green product processes in the textile 

industry, as well as environmental sustainability and the 

improvement of performance in the textile industry (13).  

Based on the information mentioned above, the main 

objective of this research is to provide a mathematical 

model for optimizing cost and time in the process of 

developing green products in the textile industry, 

particularly in Oyaz industrial group. Therefore, the most 

significant contribution of this research is to propose a 

multi-objective linear programming model with the aim 

of minimizing time, cost, and the environmental impacts 

of the process of developing green products in the textile 

industry. In this model, the constraints and problem 

parameters are deterministic and have been solved using 

the weighted sum method. Since the model may 

encounter disruptions in dealing with large-scale issues, 

metaheuristic methods have been used to cope with this 

situation. 

The remainder of the article is organized in as 

follows: In second section, a literature review of previous 

research has been provided. In the third section, 

mathematical modeling and a metaheuristic approach to 

solving the problem are demonstrated. In the fourth 

section, the results of applying the problem to a case 

study of Oyaz industrial group are presented. Finally, in 

the fifth section, a general conclusion is provided along 

with recommendations for future research. 

 
 
2. LITERATURE REVIEW 
 

In this section of research, we have focused on reviewing 

past studies on the development of Green Product 

Processes. To this end, Zindani et al. (14) have presented 

a decision-making framework that makes decisions by 

modeling the settings of experts using fuzzy sets in a 

fuzzy environment. This proposed decision-making 

framework has been examined for identifying the optimal 

set of process parameters (weight percentage and 

duration of chemical purification) according to technical, 

environmental, and economic conditions. The validity, 

accuracy, and robustness of the ranking have been 

evaluated through sensitivity analysis and solving 

previous case studies. This decision-making framework 

provides a tool for inferring a set of desirable parameters 

for green composites from agricultural waste, which can 

be used to examine the possibilities of designing green 

products and ultimately achieving sustainable goals. 

Barros   (15)  investigated the relationship between the 

circular economy and sustainable jobs in a systematic 

study and identified the drivers involved. 

These drivers include strategic planning, cost 

management, circular supply chain management, quality 

management, environmental management, process 

management, logistics and reverse logistics, service 

management, and research and development. In addition, 

the key impact of changes in product development by the 

circular economy, which helps management achieve 

greater business sustainability, was presented. Based on 

the results obtained, adopting a circular economy-based 

mindset may enable the achievement of sustainable 

results. Kong and Liu (16) created a new system to justify 

economic, environmental, and social indicators in their 

study. According to the evaluation framework, a directed 

distance function based on the measurement model has 

been adopted to measure the sustainability of port cities 

in terms of external impact and internal interaction. For 
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this purpose, nine port cities in China have been selected 

as the research domain. Lavuri et al. (17)conducted a 

study on green factors influencing the purchase of 

organic products (implication of sustainable 

development). In this research, they created consumer 

orientation towards environmentally friendly products, 

which is considered a social challenge, in the natural 

components of their products. Furthermore, this study 

examined how green factors influence customers' 

intention to purchase organic products. They 

demonstrated that the mediating role of trust and attitude 

is crucial in ensuring customers' sustainable orientation 

towards organic products. Dzikriansyah et al. (18) have 

addressed the role of green supply chain management 

practices on environmental performance in small and 

medium-sized companies in Indonesia in this article. The 

results indicate that internal factors such as strategic 

orientation and internal environmental management do 

not drive companies to consider green supply chain 

management. Among these, external factors, such as 

government regulations, play a significant role in 

adopting green supply chain management. Furthermore, 

it demonstrates that adopting green supply chain 

management influences the environmental performance 

of companies. The findings also establish that internal 

factors have no impact on environmental performance 

through green supply chain management. Chakraborty et 

al. (19) examined the internal factors related to the green 

supply chain using a structural interpretive modeling 

approach. In this study, eight factors have been identified 

that can be controlled within the organization. Among 

these eight factors, senior management commitment is 

the most important factor for the highest driving force. 

The reverse logistics process comes next, followed by 

storage and materials management at a high level. Soufi 

et al. (20) have examined the factors influencing the 

green supply chain in the construction industry of Iran in 

this study. For this purpose, a descriptive and applied 

method has been used in this research. The participating 

experts in the study are senior managers of the 

construction sector in the municipality of Rasht, Iran, 

who have relevant academic qualifications and suitable 

experiences in urban and industrial construction. The 

experts participated in both qualitative and quantitative 

stages of the research, which involved examining the 

factors extracted from the literature and ranking them in 

ascending order. In the quantitative stage, the step-wise 

weight assessment ratio analysis (SWARA) was 

conducted as a new multi-criteria decision-making 

method to evaluate the drivers of green supply chain 

acceptance using MATLAB software. Yousaf et al. (21) 

have investigated the mediating roles influencing the 

green supply chain in relation to environmental 

sustainability and environmental performance for small 

companies. The results of this research are useful for 

managers who intend to manage their companies 

sustainably, as they need to understand the mediating 

roles influencing green supply chains. Wu et al. (22) 

presented a green supply chain model composed of a 

capital-constrained manufacturer and a retailer to study 

the impact of the application of blockchain technology on 

the manufacturer’s financing strategy. Zhu et al. (23) 

introduced a green sensitivity into the green supply chain 

system and establish an evolutionary game model 

between enterprises and consumers. Abbas et al. (24) 

investigated the complex association that exists between 

information technology capabilities, green supply chain 

integration and green innovation on organizational 

performance in the manufacturing industry. Yang et al. 

(25) proposed a green product supply chain comprising 

one dominant manufacturer and one retailer, where the 

manufacturer can invest to improve a product's green 

level, and the retailer can make regular-sale promotional 

efforts. 

Based on the accepted reviews in theoretical and 

empirical studies, a research gap has been observed in the 

field of providing a mathematical model for optimizing 

the green product development process, which has not 

been addressed so far. Therefore, the innovation and 

contribution of this research are as follows: 

1. Simultaneous consideration of cost and time in the 

green product development process using multi-objective 

mathematical modeling. 

2. Providing a comprehensive model for green product 

development by formulating its flow through 

mathematical programming. 

3. Utilizing metaheuristic methods to solve the proposed 

model in large computational dimensions. 
Table 1 categorized the literature review related to 

this work. 
 

 

TABLE 1. Literature review 

References 

Research objective 

Cost Time Environment 
Competitive 

Advantage 

[14] * *   

[15]  * *  

[16]   * * 

[17] *   * 

[18]  * *  

[19] * * *  

[20]    * 

[21]  * *  

[22] *   * 

[23]  * *  

[24] *   * 

[25]  * * * 

Current research * * * * 
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3. RESEARCH METHODOLOGY 
 

In the present research, a multi-objective model has been 

proposed for green product production in the textile 

industry for producing decorative fabrics. The 

components of this model include manufacturer, 

supplier, and consumer. As evident from the mentioned 

components, a green supply chain network has been 

considered in which the manufacturer is obliged to use 

environmentally friendly materials such as cotton, hemp, 

and bamboo in the production of decorative fabrics, as 

well as controlling chemical wastewater discharge to the 

environment. Therefore, in this research, we intend to 

design and optimize a logistics network to save costs in 

transportation and inventory while considering 

environmental factors for a decorative fabric 

manufacturer in the production and supply of green 

products. In fact, we aim to provide strategic planning for 

the supply chain from production to distribution of textile 

products in the form of a network. Figure 1 illustrates the 

green product production chain. 
 

3. 1. Mathematical Modeling            In this section, all 

the symbols used to describe sets, parameters, and 

variables of the problem are explained in Table 2. 
 
 

 
Figure 1. Supply Chain Structure 

 

 

TABLE 2. Notation for Sets and Indices in the Mathematical 

Model 

Sets 

Explanation Symbol 

Set of fields required for the production of environmentally 

friendly raw materials (cotton, hemp, and bamboo) 𝟏, … , 𝑰 
I  

Set of purifiers in factories 𝟏, … , 𝑱 J  

Set of environmentally friendly raw materials 𝟏, … , 𝑷 P  

Set of periods 𝟏, … , 𝑻 T  

Set of suppliers  𝟏, … , 𝑫 D  

Set of storage warehouses  𝟏, … , 𝑺 S  

Set of consumers  𝟏, … , 𝑪 C  

Set of factories  𝟏, … , 𝑯 H  

Indices 

Index related to the set of fields i I  

Set of purifiers j J
 

Set of raw materials p P
 

Set of periods t T  

Set of suppliers d D  

Set of storage warehouses s S  

Set of consumers c C  

Set of factories h H  

 

 
TABLE 3. Notation for Parameters and Variables of the 

Mathematical Model. 

Parameters 

Explanation Symbol 

Maximum capacity of field "i" icapacity
 

Cost of transferring raw materials from the field "i" to 

purifier "j" at time "t" 
ijtCx

 

Cost of transferring raw materials from purifier "j" to 
factory "h" at time "t" jhptCyj  

Cost of transferring decorative textiles from supplier "d" 
to consumer at the time "t" 

dcptCyd  

Cost of transferring decorative textiles from 

manufacturer "h" to supplier at the time "t" 
hdptCyh  

Cost of transferring textiles from distributor "d" to 
warehouse "s" dstCds

 

Cost of transferring textiles from warehouse "s" to 
distributor "d" sdtCsd

 

Percentage of transfer of textiles from distributor "d" to 

warehouse "s" dstds
 

Percentage of transfer of textiles from warehouse "s" to 
distributor "d" sdtsd

 

Cost of importing raw materials to purification center "j" 
at time "t" jtCI

 

Cost of consuming textiles at consumer centers "c" at the 
time "t" 

ctpCIc
 

Cost of consuming textiles at distribution centers "d" at 
the time "t" 

dtpCId
 

Cost of consuming raw materials at production centers 

"h" at the time "t" 
htpCIh

 

Percentage of product quantity "p" (environmentally 
friendly raw materials) from the input of field "i" 

ip  

The demand of factory centers "h" for environmentally 
friendly raw materials "p" in period "t" 

htpDh
 

Cost of transferring raw materials from import centers 

"im" to production center "h" at the time "t" 
, ,im h tCIhm  

Cost of purchasing imported materials to purification 
center "j" at the time "t" 

' jtCI
 

Cost of textile production at production centers "h" at 
the time "t" 

' htpCIh
 



Y. Bahrami Kian et al. / IJE TRANSACTIONS A: Basics  Vol. 37 No. 04, (April 2024)   725-738                                         729 

 

Variables 

The amount of transfer of raw materials from the field 

"i" to purifier  "j" at time "t" ijtx
 

The amount of transfer of organic cotton from 

purifier "j" to manufacturer "h" at time "t" 
jhptyh  

The amount of transfer of hemp from purifier "j" to 

manufacturer "h" at time "t" 
' jhpty h  

The amount of transfer of bamboo from purifier "j" to 

manufacturer "h" at time "t" 
" jhpty h  

The amount of transfer of textiles from distributor "d"  

to warehouses. dstds
 

The amount of transfer of textiles from warehouse "s"  

to distributor "d" sdtsd
 

The inventory level of imported raw materials from 

the field to purification center "j" at time "t" 
jtII

 

The inventory level of textiles in distribution centers 

"d"  at time "t" dtpId
 

The inventory level of textiles in refinery centers "h" 

at the time "t" 
htpIh

 

The inventory level of textiles in warehouse centers 

"s"  for consumption at the time "t" ctIc  

The amount of purchased raw materials for 

purification center "j" at time "t" 
' jtII

 

The production quantity of textiles in production 

centers "h" at time "t" 
' htpIh

 

The amount of imported raw materials from import 

centers "im" to production center "h" at the time "t" 
, ,im h tIhm  

The duration of textiles manufacturing in the factory. htptx  

 

 

3. 1. 1. Objective Function and Constraints            
Taking the above factors into consideration, a 

mathematical model of linear programming has been 

developed in a deterministic form to represent the 

mathematical modeling of the problem in the following 

equations. 
 

. ( ' " ).ijt ijt jhpt jhpt jhpt jhpt

i I j J t T j J d D p P t T

A x Cx yh y h y h Cyj
      

= + + + 

( ' " ). ( ' " ).jhpt jhpt jhpt hdpt jhpt jhpt jhpt dcpt

j J d D p P t T j J d D p P t T

yh y h y h Cyh yh y h y h Cyd
       

+ + + + + +   

. .dst dst sdt sdt

j J c C p P t T j J c C p P t T

ds Cds sd Csd
       

+ +   

(1) 

' . ' . ' . ' .jt jt jt jt htp htp ctp ctp

j J t T j J t T h H t T p P c C t T p P

B CI II CI II CIh Ih CIc Ic
         

= + + +   

, ,. . .dtp dtp htp htp im htp im htp

d D t T p P h H t T p P h H t T p P

Id CId Ih CIh CIh Ih
        

+ + +    
(2) 

.( ' " ) .( ' . ' .ip jhpt jhpt jhpt sdt jt jt jt jt

i I p P j J t T j J t T

C yh y h y h CI II CI II 
     

= + + + +  

 

(3) 

.( . )dst dtp dtp

d D t T p P

D Id CId
  

=   
(4) 

.( )hpt htp

h H t T p P

F tx Dh
  

=   
(5) 

 
Equation 1 calculates the cost of transferring raw 

materials and decorative textiles. For this purpose, it 

calculates the costs of transferring from the purification 

center to the factory, from the factory to the supplier, and 

then from the supplier to the consumer. It also takes into 

account the costs of transferring from the warehouse to 

the manufacturer and the supplier. Equation 2 calculates 

the inventory cost of decorative textiles. To this end, the 

inventory of raw materials for entering the purification 

center, as well as the inventory of the factory warehouse, 

and then the inventory of the supplier's warehouse is 

calculated. Equation 3 calculates the level of 

environmental pollution in production centers. Equation 

4 calculates the level of environmental pollution in 

distribution centers. In addition, in Equation 5, the 

duration of textile production is considered. In general, 

the objective functions considered in mathematical 

modeling in this study are expressed as transportation 

costs of textiles (A) and inventory costs (B). 

Additionally, the level of environmental pollution in 

production centers (C) the level of environmental 

pollution in distribution centers (D), and the duration of 

' . ' .htp htp ctp ctp

h H t T p P c C t T p P

CIh Ih CIc Ic
     

+ +  , ,. . )htp htp im htp im htp

h H t T p P h H t T p P

Ih CIh CIh Ih
     

+ + 
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textile production (F). To overcome the weaknesses of 

methods when the number of objectives exceeds two, 

considering the homogeneity of some objectives with 

each other such as objectives (A), (B), (C), and (D), the 

sum of these objectives is considered as the final goal, 

and the problem is transformed into a three-objective 

problem. Given the mentioned cases above, the sum of 

Equations 1 and 2 is considered F1, the sum of Equations 

3 and 4 is considered F2 and the final objective function 

is 0.33* 1 0.33* 2 0.33E F F F= + + . 

 

(6) ,i I t T    
ijt i

j J

x capacity



 

(7) ,i I t T    
1

2 1 3

' "jt jt ijt jhpt jhpt jhpt

i I i I p P c C p P h H p P

II II x yh yh yh−

      

= + − − −     
 

(8) , , 2j J t T p P     
( ' " ) .jhpt jhpt jhpt ip ijt

i I p P i I

yh y h y h x
  

+ +    

(9) , , 3j J t T p P     
.ip ijt htp

i I

x D


  

(10) , , 2d D t T p P     
.dtp st sdt st dst

s S s S

Id sd sd ds ds 
 

= −   

(11) , , 2d D t T p P     , 1, ,htp h t p im ht

h H t T

Ih Ih Ihm−

 

= +  

 
Constraint 6 ensures that the maximum amount sent from 

the field to the purifiers is considered. Constraint 7 

indicates the inventory level of raw material input from 

the purifiers. Constraint 8 guarantees that the amount of 

raw materials to be sent from purifiers "j" to 

manufacturers should not exceed the maximum desired 

input of the processed product. Constraint 9 ensures that 

the quantity of produced textiles to be sent to other 

distributors meets the required demand for the desired 

product. Constraint 10 calculates the quantity of textiles 

available at distribution centers. In constraint 11, the 

quantity of produced textiles available for supply centers 

is calculated. 

 
3. 2. Solution Approach: NSGA-II             In this paper, 

the NSGA-II metaheuristic algorithm has been used to 

solve the model. One of the positive aspects of this 

algorithm is that, unlike some other algorithms that only 

search the solution space in one direction, it 

simultaneously searches for solutions in multiple 

directions (24). Another positive feature of this algorithm 

is its lack of dependence on the continuity and convexity 

of the objective function. The performance of the NSGA-

II algorithm is described below according to the 

semicode. 
//Start 

Step 1: Generate an initial population  

Begin loop /* Loop until a termination condition is 

met*/ 

Step 2: Evaluate the fitness of a subset of individuals 

from the population  

Step 3: Select pairs of the fittest individuals for 

reproduction  

Step 4: Create offspring using a crossover operator  

Step 5: Introduce genetic variation in the offspring 

using a mutation operator  

Step 6: Replace some of the least fit individuals in 

the current population with the new offspring  

End loop  

Finish//. 

Also, the flowchart for its implementation is shown 

in Figure 2. 

 
 
4. FINDINGS 
 
4.1. Case Study: Oyaz Textile Group           Jahan Orum 

Oyaz Company, in the textile industry of the country, was 

established in 2018 as a young but rich and prosperous 

company, benefiting from the valuable experience of 

more than 23 years of continuous presence and activity 

in the country's textile industry. With relentless efforts 

and the collaboration of experienced and creative 

entrepreneurs, relying on their long and valuable 

experience and private sector investment, the factory of 

this company was established at the beginning of the 

road, utilizing the maximum long-term experiences of the 

board of directors and investors and with sufficient 

knowledge of the characteristics and conditions of 

domestic and regional markets. It covers an area of 

45,500 square meters and has a nominal production 

capacity of 33 million and 600 thousand  
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Figure 2. Flowchart of the NSGA-II Algorithm Execution 

 

 

square meters. After 18 months of construction, it 

became operational to make positive and effective 

contributions towards the development of the country 

and the realization of the valuable aspirations of the 

esteemed Supreme Leader, including production growth 

and support for Iranian labor and capital. 

Jahan Orum Oyaz is proud to have successfully 

prevented the outflow of 50 million dollars in currency 

through its dynamic investments and become a 

successful regional and global business. In doing so, it 

contributes to improving the economic indicators of our 

beloved country, such as Gross Domestic Product and 

employment. The textile industry is considered one of the 

most environmentally hazardous industries in the world. 

Environmental issues arise during certain production 

processes in the textile industry and directly affect the 

final product. 

 

4. 2. Practical Numerical Results             In this section, 

by considering the specified items in Table 3 as 

predetermined parameters of the programmed 

optimization problem for controlling the considered 

parameters, it is calculated in a small-scale problem as 

indicated below. The mentioned problem has been 

executed using GAMS software for the values of the sets 

specified in Table 4. The feasibility of this problem in 

this section has been demonstrated by determining a set 

of solutions based on solving the model in this way. 

In this case, the cost of transferring raw materials 

from the field "i" to purifier "j" at the time "t" (xijt) is 

calculated according to Table 5. 

Based on the calculated results, the total amount of 

raw material transfer costs, including (fibers, cotton, 

hemp, and bamboo) is shown in Table 5. The cost of 
 

TABLE 4. Defined Sets for the Problem in Small-Scale 

Defined Sets Value 

Field sets for raw material production 𝑖1; 𝑖2; 𝑖3 

Purification sets in factories 𝑗1; 𝑗2 

Environmentally friendly raw material 

sets 

Cotton, fiber, hemp, and 

bamboo 

Time periods 𝑡1; 𝑡2; 𝑡3 

Factories ℎ1; ℎ2 

Distributors 𝑑1; 𝑑2; 𝑑3 

Warehouses 𝑠1; 𝑠2 

 

 

transferring raw materials from field "i1" to the first 

purification center is zero in the first period. 

Additionally, this value is zero from the second and third 

centers to the first and second purification centers in all 

periods. Furthermore, the highest amount of fluid transfer 

in the third period from the first field to the first center is 

equal to 106.080. Moreover, Table 6 displays the 

inventory value of raw materials transferred from the 

field to purification center "j" at time "t" (𝐼𝐼𝑗𝑡). 

Based on the results obtained, the value of (IIjt) 

indicates that the inventory of raw materials, (including 

cotton, hemp, flax, and bamboo) entering both 

purification centers in the first period is equal to zero. 

Furthermore, the inventory of the purification center in 

the second period is also equal to zero. In contrast, the 

inventory of the purification center in the third period is 

20.749, which is the highest inventory value during the 

period. In Table 7, the transfer values of organic cotton 

from purification center "j" to manufacturer "h" at the 

time "t" is represented as the variable (yhjhpt). The transfer 

value of hemp from purification center "j" to the 

manufacturer at the time "t" is represented by a variable 

(y'hjhpt). Similarly, the transfer value of bamboo from the 
 

 

TABLE 5. Optimal Value of 𝑥𝑖𝑗𝑡  

𝒋𝟐 𝒋𝟏     To 

 

From  
Third 

Period 

Second 

Period 

First 

Period 

Third 

Period 

Second 

Period 

First 

Period 

18.449 76.101 85.355 106.080 71.489 0 𝑖1 

0 0 0 0 0 0 𝑖2 

0 0 0 0 0 0 𝑖3 

 

 

TABLE 6. Values of IIjt  

Third 

Period 

Second 

Period 
First Period 

Purification 

Center 

20.749 0 0 𝑗1  

13.601 7.906 0 𝑗2  
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purification center "j" to the manufacturer "h" at time "t" 

is represented by variable (y"hjhpt). Additionally, the 

transfer value of fibers from the purification center "j" to 

manufacturer "h" at time "t" is represented by variable 

(y'''hjhpt). 

The amount of raw materials from the import centers 

(im) to the production center "h"  at the time (t), denoted 

as (imimdt), is according to Table 8. 

According to the calculated results, the amount of 

imported raw materials to the first and second factories 

in the second period is zero. Furthermore, the amount of 

imported raw materials sent to the first and second 

factories in the first period have the highest quantity 

among them, with the highest entry of raw materials from 

the import section related to the first factory in this 

period, which is equal to 55.886. Finally, in Table 9, the 

values of transferring textiles from the warehouse "s" to 

the distributor "d", (sdsdt), are shown. 

By calculating the values above, the value of the 

objective function is determined according to Table 10. 

Considering that the problem in this dissertation is multi-

objective, it has been calculated using the weighted sum 

method. The optimum value of the objective function 

depends on the weights assigned to the objective 

functions. Since the form of the objective function in the 

weighted sum problem is represented as (𝑤1𝑓1 + 𝑤2𝑓2 +
𝑤3𝑓3) and the sum of weights is equal to one (∑ 𝑤𝑖 = 1), 

different combinations of coefficients can be considered, 

as shown in Table 9. 

 

 

TABLE 7. Optimal Values of yhjhpt, y'hjhpt, y"hjhpt, y'''hjhpt . 

Third Period Second Period First Period                 To 
 

From 
Raw Materials 

ℎ2 ℎ1 ℎ2 ℎ1 ℎ2 ℎ1 

12 0 0.070 22 0 0 𝑗1 
(𝑦ℎ𝑗ℎ𝑝𝑡)  

0 0 15.577 0 19.342 7 𝑗2 

14 0 0.863 22 15 0 𝑗1 
(𝑦′ℎ𝑗ℎ𝑝𝑡)  

0 0 15.577 0 16.324 7 𝑗2 

12 0 0.070 22 10.214 0 𝑗1 
(𝑦′′ℎ𝑗ℎ𝑝𝑡)  

0 0 17.542 0 17.247 9 𝑗2 

24 0 0.956 28 0 0 𝑗1 
(𝑦′′′ℎ𝑗ℎ𝑝𝑡)  

0 0 19.247 0 12.254 5 𝑗2 

 

 

TABLE 8. Values of 𝑖ℎ𝑚𝑖𝑚𝑑𝑡 

Third Period Second Period First Period from-to 

48.150 0 55.886 𝑖1 → ℎ1  

9.150 0 51.886 𝑖1 → ℎ2  

0 0 0 𝑖2 → ℎ1  

0 0 39.902 𝑖2 → ℎ2  

 

 
 

TABLE 9. Values of   𝑠𝑑𝑠𝑑𝑡  

Third Period Second Period First Period from-to 

0 0 0 𝑠1 → 𝑑1  

0 0 0 𝑠1 → 𝑑2  

0 0 0 𝑠1 → 𝑑3  

0 0 112.960 𝑠2 → 𝑑1  

0 0 86.760 𝑠2 → 𝑑2  

0 0 234.104 𝑠2 → 𝑑3  

 

 

TABLE 10. Examination of the Value of the Objective Function for Different Weights 

Value of the Objective function 𝒘𝟑 𝒘𝟐 𝒘𝟏 Raw 

35996.988 0.2 0.7 0.1 1 

57969.729 0.1 0.7 0.2 2 

76014.309 0.2 0.5 03 3 

92482.238 0.1 0.4 0.5 4 

108570.220 0.5 0.2 0.3 5 

12815.680 0.2 0.2 0.6 6 

134993.518 0.2 0.1 0.7 7 

128171.356 0.4 0.4 0.2 8 

161349.194 0.2 0.3 0.5 9 
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Based on the obtained results, it can be observed that 

the value of the objective function is strongly dependent 

on the weight of the first objective. With an increase in 

its value, the objective function also increases. On the 

other hand, the higher the weight of the second objective 

function, the lower the value of the objective function. 
 
4. 3. Tuning Parameters of NSGA-II           In order to 

design experiments in the NSGA-II algorithm, initially, 

three different levels are defined for its parameters (low 

with code 1, medium with code 2, and high with code 3). 

Then, pre-defined experiments in this algorithm are 

executed for all possible combinations. The suggested 

values for the parameters of this algorithm are according 

to Table 11. 

Then, using the L9 design, various experiments were 

conducted on Taguchi and each one was executed with 

the NSGA-II algorithm. The results of the execution are 

presented in Table 12. In this table, all possible cases are 

shown for different levels considered for the factors of 

the NSGA-II algorithm. For example, in the first 

experiment, all factors participate at their lowest level. In 

the second experiment, the factor "PS" is at its lowest 

level, while other factors are at their average level. 

Similarly, other possible cases are completed based on 

the permutation rule in the statistics. By running each  
 

 

TABLE 11. Parameters and Their Levels for the NSGA-II 

Algorithm 

Parameters 
Values of Each Level 

Level 1 Level 2 Level 3 

Population size (PS) 50 100 200 

Crossover rate (CR) 0.5 0.7 0.9 

Mutation rate (MR) 0.2 0.3 0.5 

Maximum iterations (Max_iter) 100 150 200 

 

TABLE 12. Variable Response Values in the Taguchi design 

Execution 

Number 

Parameters of the Algorithm MID 

index Max_iter MR CR PS 

1 1 1 1 1 0.543 

2 2 2 2 1 0.612 

3 3 3 3 1 0.537 

4 3 2 1 2 0.491 

5 1 3 2 2 0.576 

6 2 1 3 2 0.637 

7 2 3 1 3 0.599 

8 3 1 2 3 0.973 

9 1 2 3 33 0.642 

 

 

experiment and calculating the value of the MID index, 

the desired response level is estimated using this index. 

By providing the MINITAB software with these 

outputs, the S/N chart is presented in Figure 3. Based on 

the calculated signal-to-noise ratio for all levels 

considered for each factor, the lower the value for 

aspecific level, the corresponding level is selected for 

that factor. As shown in Figure 3, the minimum value of 

signal-to-noise ratio occurs for the factor PS at its high 

level with code 3. Therefore, the value considered for this 

parameter in the NSGA-II algorithm is 200. Additionally, 

the minimum value of the signal-to-noise ratio for the CR 

index corresponds to the medium level with code 2 for 

this factor. Hence, the factor CR will have a value of 0.7 

in the algorithm. Furthermore, the minimum value for the 

MR factor corresponds to its low level with code 1. Thus, 

this factor will have a presence in the algorithm with a 

value of 0.2. Finally, the Max_iter factor has a lower 

value in terms of noise when it is at its high level with 

code 3. Therefore, this factor will have a value of 200 in 

the algorithm. 

 

 

 
Figure 3. MINITAB Output for the Taguchi Method in the NSGA-II Algorithm 
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Based on the output provided in the above chart, the 

optimal value for each parameter is specified in Table 12, 

and other examples are executed with these values of 

parameters of the algorithm. The optimal values of the 

parameter are presented in Table 13. 

 

 
TABLE 13. Optimal Values of Variables in NSGA-II 

 

 

4. 4. Comparison Between Deterministic and 
Metaheuristic Method           In this section of the 

research, experiments have been conducted to compare 

the exact solution with a metaheuristic algorithm on 

small, medium, and large scales according to Table 14. 

The numerical sample scales are indicated in this table. 

As it is evident, there are 10 numerical samples. Samples 

1 to 4 correspond to small scales, samples 5 to 8 

correspond to medium scales, and samples 9 to 10 

correspond to large scales. Naturally, as the scales of the 

problem increase, the number of problem nodes also 

increases. These experiments are based on the initial 

assumptions of the model, which include fields for raw 

material production, purifiers in manufacturing factories, 

suppliers, consumers, time periods, and storage 

warehouses. 

TABLE 14. Scales of Numerical Samples 

Storage Warehouses Suppliers Periods Consumers Purifiers Fields Samples Scales 

1 1 1 1 1 1 Sample 1 

Small 
2 2 1 1 2 2 Sample 2 

2 3 1 1 2 2 Sample 3 

3 4 1 1 3 2 Sample 4 

3 3 2 2 3 3 Sample 5 

Medium 

3 4 2 2 3 3 Sample 6 

3 4 2 2 4 4 Sample 7 

4 3 2 2 4 4 Sample 8 

4 4 3 3 5 5 Sample 9 
Large 

5 5 4 4 6 6 Sample 10 

 
 

TABLE 15. Comparative Results of Solving in Small and Medium Scales 

Column 
GAMS Solution 

Time 

NSGA-II Solution 

Time 

Errors 

𝒇𝟏 𝒇𝟐 𝒇𝟑 𝒇𝟏 𝒇𝟐 𝒇𝟑 𝑨𝑹𝑬𝟏 𝑨𝑹𝑬𝟐 𝑨𝑹𝑬𝟑 

1 509 284.9 1 10 509 284.9 1 5 0 0 0 

2 541 300.2 37 12 542 300.2 35 7 0.001 0 0.05 

3 649 302.1 49 15 650 303.3 46 12 0.001 0.003 0.06 

4 691 320.3 99 17 693 321.9 94 15 0.002 0.004 0.05 

5 1454 629 1021 20 1457 631.9 998 18 0.002 0.004 0.02 

6 1568 737.5 1413 25 1572 740.4 1398 22 0.002 0.003 0.01 

7 1600 804.6 2934 35 1604 806.3 2905 33 0.002 0.002 0.009 

8 1909 983.3 7371 50 1911 987.6 7370 45 0.001 0.004 0.0001 

9 - - - - 2502 1000.65 76 50 - - - 

10 - - - - 3546 1125.5 82 55 - - - 

Mean Errors in Each Objective Function 0.01 0.002 0.018 

 

Parameters Optimal Values 

Population size (PS) 200 

Crossover rate (CR) 0.7 

Mutation rate (MR) 0.2 

Maximum iterations (Max_iter) 200 
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Table 15 displays the results of solving the model in 

small, medium, and large sizes. The first four samples 

correspond to the average model solutions in the small 

case, the next four samples correspond to the average 

model solutions in the medium size, and the last two 

samples are related to the large-scale problem. The last 

two samples are placed on a large scale because the 

mathematical model is unable to solve and provide 

answers for the objective function value. In Table 14, the 

exact solution results are compared with the results of the 

NSGA-II method. In the error column, three relative 

absolute errors are calculated using the formula 

(
|𝑚𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐𝑎𝑙 𝑚𝑜𝑑𝑒𝑙−𝑚𝑒𝑡𝑎ℎ𝑒𝑢𝑟𝑖𝑠𝑡𝑖𝑐 𝑚𝑜𝑑𝑒𝑙|

 𝑚𝑎𝑡ℎ𝑒𝑚𝑎𝑡𝑖𝑐𝑎𝑙 𝑚𝑜𝑑𝑒𝑙
) developed by 

Abolghasemian and Darabi (26) which has been 

recommended by other researchers (27-30). Based on this 

formula, we can calculate the error between two sets of 

results. If the calculated computational error between the 

two sets of data is less than 0.05, the error between the 

two sets of data will be negligible. Therefore, in this case, 

we can have confidence in the results of the metaheuristic 

model in solving large-scale problems. Considering the 

small difference in the error of the modeling methods and 

the confirmation of the accuracy of the developed 

mathematical model, the accuracy and efficiency of the 

NSGA-II algorithm are proven, and we can rely on 

NSGA-II for solving large-scale problems. The solution 

results indicate that as the dimensions of the problem 

increase, the complexity of the problem increases in both 

computational methods. This is because the solution time 

varies and increases from one problem to another. 

However, the solution time by the NSGA-II 

metaheuristic algorithm is significantly lower compared 

to the deterministic method. Therefore, based on the 

results in Table 14, we can trust the NSGA-II algorithm 

for solving large-scale problems and predict satisfactory 

performance. 

 
4. 5. Sensitivity Analysis           In this section, the 

impact of changing key parameters such as the maximum 

storage capacity of production centers on the decisions of 

the proposed model is examined. This parameter change 

has been determined in consultation with experts in the 

textile field. As shown in Figure 4, changing the 

maximum storage capacity has a significant impact on 

fibers and cotton. Figure 4 shows the amount of 

parameter change for different values in each product. 

Also, it is necessary to mention that changing the key 

parameter affects all examined objective functions. For 

this purpose, the value of the objective function is 

calculated for each center. Considering the results of the 

objective functions, the effect of the maximum capacity 

parameter was ignored. In Figures 5, 6, and 7, the impact 

of the maximum capacity parameter on transportation 

costs, inventory costs, and environmental pollution is 

shown, respectively. According to Figure 5, if the 
 

 
Figure 4. Change of Capacity Parameter in Relation to the 

Quantity of Textile Raw Materials 

 

 

 
Figure 5. The Effect of Capacity on Transfer Costs 

 

 

 
Figure 6. The Effect of Capacity on Inventory Cost. 

 

 

capacity is changed to the maximum possible value, it has 

the greatest impact on the purifiers. The minimum impact 

occurs when the capacity increases to 20,000 in which 

case the least effect is placed on the fields. 

According to Figure 6, if the capacity is changed to 

its maximum possible value, it will have the greatest 

impact on the purifier. The least impact resulting from a 

change in capacity occurs when the capacity increases by 

50,000. In this case, the minimum inventory cost is 

incurred in the storage warehouses. 
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Figure 7. The Effect of Capacity on Pollution Level. 

 

 

According to Figure 7, if the capacity is changed to 

its maximum value, suppliers will have the greatest 

impact on pollution. The least impact resulting from a 

change in capacity occurs when the capacity increases by 

10,000 units. In this case, suppliers will make a 

significant contribution to pollution. 

 
 
5. MANAGERIAL INSIGHT 
 
The managerial insight gained from the current research 

can be summarized as follows: 

1. Enhanced Environmental Sustainability: By 

incorporating green product processes, organizations like 

OYAZ Industrial Group can actively contribute to 

environmental sustainability. Mathematical modeling 

and the NSGA-II algorithm provide a systematic 

approach to identify the most effective and eco-friendly 

practices, helping reduce energy consumption, waste 

generation, and emissions. 

2-. Optimized Resource Allocation: The utilization of 

mathematical modeling and the NSGA-II algorithm 

allows managers to optimize resource allocation within 

the textile production processes. This can lead to 

improved efficiency, lowered costs, and minimized 

material waste through better planning and scheduling. 

3. Competitive Advantage: Adopting green product 

processes can give OYAZ Industrial Group a competitive 

advantage in the textile industry. By focusing on 

sustainability, they can attract environmentally conscious 

customers while complying with regulations and 

demonstrating corporate social responsibility. 

4. Decision Support System: The integration of 

mathematical modeling and the NSGA-II algorithm 

creates a decision support system for managerial 

decision-making. It provides insights into the trade-offs 

between different objectives, such as cost, environmental 

impact, and production efficiency. This empowers 

managers to make informed decisions aligned with their 

sustainability goals. 

5. Continuous Improvement: The application of 

mathematical modeling and the NSGA-II algorithm 

enables OYAZ Industrial Group to continuously improve 

their green product processes. Through iterative 

optimization, managers can identify bottlenecks, 

inefficiencies, and areas for further enhancement, 

allowing for ongoing process optimization and 

refinement. 

 
 
6. CONCLUSION 
 

In this study, a mathematical modeling method for 

producing green textiles in a textile company has been 

presented, focusing on the importance of a green supply 

chain and reducing environmental pollution. Based on 

the mathematical modeling proposed for the 

development of green product processes in the textile 

industry, it can be concluded that the use of mathematical 

modeling methods and techniques in the textile industry 

enables the improvement and optimization of the 

processes of green product production. Mathematical 

modeling, using mathematical concepts and 

computational algorithms, helps analyze and improve 

process performance.  

Therefore, considering the aforementioned points and 

their significance in this research, a multi-objective 

mixed-integer linear programming model has been 

presented with the objective of minimizing production 

lead time, transportation and inventory costs, and 

minimizing environmental impacts in the processes of 

developing green products. In this model, the problem's 

constraints and parameters are deterministic and have 

been solved deterministically using weighted sum 

methods, utilizing real data obtained from the industrial 

group Oyaz. Furthermore, to evaluate the capability of 

the proposed model in solving larger instances, the 

NSGA-II metaheuristic method has been employed. This 

metaheuristic method has demonstrated desirable 

performance compared to the mathematical model, as the 

small difference in modeling errors confirms the 

accuracy of the developed mathematical model, and the 

performance and efficiency of the NSGA-II algorithm 

are proven, making it reliable for solving problems on 

large scales as well. Finally, the impact of changing key 

parameters such as the maximum storage capacity of 

production centers on the decisions of the proposed 

model has been examined through sensitivity analysis. 

This parameter change has been determined based on 

consultation with experts in the textile industry. Based on 

the results obtained, changing the maximum storage 

capacity has a significant impact on fibers and cotton. 

Additionally, if the capacity is changed to the maximum 

possible value, it will have the greatest impact on the 

purifiers. The least impact occurs when the capacity 

increases by 20,000 units, in which case the minimum 
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impact is placed on the fields. Furthermore, if the 

capacity is changed to the maximum possible value, it 

will have the greatest impact on the inventory of the 

purifiers. The least impact occurs when the capacity 

increases by 50,000 units, in which case the minimum 

cost is incurred in the storage warehouses. Finally, if the 

capacity is changed to the maximum possible value, the 

suppliers in the chain will have the greatest pollution 

impact. The least impact occurs when the capacity 

increases by 10,000 units, in which case the suppliers will 

make a significant contribution to pollution. It is 

recommended to use a robust planning approach in the 

developed model for further research. Additionally, 

metaheuristic methods should be used to assess the 

capabilities of the model in small, medium, and large 

scales. 
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Persian Abstract 

 چکیده 
زیست و در عین حال گسترش عملکرد اقتصادی آن است. در  مین سازمانی بر محیط أسبز یک رویکرد استراتژیک برای به حداقل رساندن اثر زنجیره ت  توسعه فرآیند محصول

یک مدل  برای این منظور در این مطالعه    سازی مصرف منابع و تحقق مفاهیم پایداری در یک زمینه سازمانی ضروری هستند.  انجام این کار، ابعاد متمرکز بر عملکرد در بهینه

 ست یکردن آثار ز  نهیکمهای حمل و نقل و موجودی محصول و همچنین    نهیو هز  تولید منسوجات   زمان  یحداقل سازبرنامه ریزی خطی عدد صحیح مختلط چند هدفه با هدف  

در ارائه شده است. در این مدل، محدودیت ها و  پارامترهای مساله از نوع قطعی هستند که با استفاده از روش های مجموع وزن دار شده    توسعه محصول سبز  ندآیدر فر  یطیمح

استفاده شده است. با حل مدل یک ترکیب بهینه برای مقدار توابع هدف به طور ترکیبی و   ازیاگروه صنعتی ز بدست آمده ا یواقع  یاز داده ها حل شده اند  که برای این منظور

از روش فراابتکاری   تر  نمونه های بزرگ  پیشنهادی برای حل  این برای سنجش قابلیت مدل  بر  این روش   NSGA-IIمجزا بدست آمده است. علاوه  است.  استفاده شده 

اختلاف کم در خطای روش های مدلسازی ضمن تأیید صحت مدل ریاضی توسعه داده  فراابتکاری در مقایسه با مدل ریاضی قابلیت مطلوبی را از خود نشان داده است. زیرا،  

، تأثیر تغییر پارامترهای  اعتماد کرد. سرانجام   NSGA-IIتوان برای حل مسائل در ابعاد بزرگ نیز به  شود و میاثبات می  NSGA-IIشده، صحت عملکرد و کارایی الگوریتم  

ر با استفاده از مشاوره با  کلیدی مانند حداکثر ظرفیت ذخیره سازی مراکز تولیدی بر تصمیمات مدل پیشنهادی از طریق تحلیل حساسیت بررسی شده است. این تغییر پارامت

ره سازی تأثیر قابل توجهی بر روی الیاف و پنبه دارد. همچنین، در صورت کارشناسان حوزه نساجی مشخص شده است. براساس نتایج بدست آمده تغییر حداکثر ظرفیت ذخی

 تغییر ظرفیت به حداکثر مقدار ممکن، بیشترین تأثیر را بر روی تصفیه کننده ها می گذارد.
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A B S T R A C T  
 

 

One of the major coal mines in the eastern part of Iran is Agh-Darband mine which is located in Sarakhs. 

Agh-Darband plant works with a content of less than 37% ash at inputs and about 12% ash in the product. 
Due to the equipment being depreciated and the lack of optimal conditions for the processing system, a 

large amount of the coal in feed is entered to the tailing part so that ash content in the tailing is about 

75%. The purpose of this research is to investigate whether the flotation method can process the mine 
tailing with 75% ash content and reduce it to return to the processing circuit. For this purpose, various 

flotation tests were performed on 70 kg of tailing of Agh-Darband mine. The optimum conditions was 
obtained at neutral pH with 2000 g/t of oil collector, 30 g/t of pine oil as a frother, and a solid content of 

18%, which the ash content of coal and recovery were 34% and 45%, respectively. In addition, using the 

experimental design software (DX7), the mechanical parameters of the cell such as mixer circulating 
speed, the distance of the mixer from the bottom, the aeration rate, skimmer circulating speed, and cell 

volume were optimized. Optimal values of parameters  were mixer circulating speed= 1227.2 rpm, the 

distance of the mixer from the bottom= 0.13H, the aeration rate= 1 (completely open), skimmer 
circulating speed= 8.49 seconds, and the cell volume= 1 L, which resulted in the percentage of ash= 

35.34% and the recovery= 52%. 

doi: 10.5829/ije.2024.37.04a.13 
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1. INTRODUCTION 
 
The first fossil fuel that people used as their main source 

of energy was coal, one of the most significant energy 

sources in the world. The production of electricity, iron 

and iron alloy smelting furnaces, coke, liquefied gas, 

activated carbon production, and other processes like the 

production of graphite used in electric furnaces, as a 

pigment in glass production, hard rubbers, and sewage 

treatment are the most significant uses of coal (1).  

 
1. 1. Effective Factors in Coal Processing             Clay 

minerals comprise an average of 60 to 80 percent of all 

minerals in coal, making them the most important group. 

In the presence of water, clays, carbonaceous argillite, 

and clay shales swell. In the processing of coal, the 

swelling of clay and shale causes a drop in the apparent 

specific gravity of coal rejects and their proximity to the 

apparent specific gravity of their separation, leading to 

the connection of these materials with coal concentrate. 

Sulfur is one of the most significant contaminants in 

coal that its value varies between 0.5 and 11%. 

In gravity processing, the density can be altered by 

the particle size and shape. How particles flow in a fluid 

(water, air, or heavy media) is determined by their size 

and form. 

However, massive production of coal is conducted by 

gravity methods (2-4) but flotation is a significant 

technique of coal processing for fines (<0.5 mm) (5-8).  

 
1. 2. Coal Flotation          The development and rapid 

growth of coal flotation are attributable to three factors 

(9, 10): 

i. Inherent hydrophobicity of coal (organic phase) 

compared to clay and other minerals in coal  

ii. Flotation by flocculation is one of the most effective 

methods to reduce water turbidity in a coal preparation 

plant. 

iii. Relatively low cost of washing by flotation method in 

comparison to coal's rising value. 

 

1. 2. 1. Coal Ash from the Flotation Aspect             The 

amount of coal ash is one of the most important factors 

in determining the quality of coal (11). The non-

combustible components of coal are known as ash. 

Before utilization, these materials should be cleansed and 

removed from the operational environment, as they play 

an undesirable impact. Increasing the ash content of coke 

has a negative impact on subsequent phases, increases 

coke consumption, and decreases its efficiency. 

In addition to silicate compounds, oxides, and 

sulfates, coal ash also contains trace amounts of other 

chemicals. The chemical composition (XRD analysis) of 

ash in Agh-Darband mine is shown in Table 1. 

 

1. 2. 2. Inherent Hydrophobicity of Coal              The 

contact angle determines the hydrophobic properties of 

coals with various carbonization levels (12). The greater 

the proportion of the coal functional group (carboxyl, 

phenolic hydroxide, and acidic group), the more oxidized 

the coal surface and the less hydrophobic it is (13). 

The zero charge point (ZPC) of coal, as determined 

by research on coals with a low degree of carbonization, 

is between pH=3.1 and 4.4. When a non-ionic collector 

is absorbed on the surface of coal, the zero-point charge 

of the coal is transported to the alkaline area. Thus, 

depending on the concentration of the collector, the 

adsorption process between the collector molecule and 

the coal surface makes coal flotation viable at a pH close 

to ZPC. Non-ionic collectors are chemically absorbed on 

the surface of coal with the assistance of covalently stable 

hydrogen bonds (14). 
A significant volume of tailings produced from 

processing is generally left as permanent features of the 

landscape after the mining ceases (15). Coal mining is 

one of the mines that produces many tailings (ash).  

The coal washing plant of the Agh-Darband mine is 

one of the oldest coal concentrate producing facilities in 

Iran, receiving roughly 60 tons of coal feed per day. This 

plant's coal processing system is inefficient due to an 

outdated and suboptimal method. Therefore, a large 

amount of the coal in feed is entered to the tailing part so 

that ash content in the tailing is about 75%. The purpose 

of this research is to investigate whether the flotation 

method can process the mine tailing with 75 percent ash 

content and reduce it.  Priority was placed on increasing 

the circuit efficiency of this plant.  The way to reach this 

goal was to analyze the effective chemical parameters in 

the flotation system and to determine the ideal values for 

each parameter, as well as to optimize the mechanical 

parameters of the cell, thereby increasing the flotation 

efficiency and decreasing ash. 

 

1. 3. Literature Review               By mechanical 

flotation, Naik et al. (16) studied the effect of 5 

operational parameters, including the amount of 

collector, the amount of MIBC frother, pH, particle size, 

and the effect of sodium silicate, in order to optimize the  

 

 
TABLE 1. The chemical composition of ash in Agh-Darband 

mine 

Chemical 

composition 
% Chemical composition % 

SiO2 45.65 Cao 2.86 

Al2O3 28.3 Na2O + K2 O 5.02 

TiO2 1.95 So2 0.057 

Fe2𝑂3  8.07 MgO 1.39 
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flotation of non-coking coals with an ash content of 

37.7%. In this study, the volume of the collector had the 

largest impact among the variables, and optimal 

conditions resulted in 88% recovery and a 25.4% ash 

percentage . 

Tahmasebi et al. examined the decrease of ash in an 

Agh-Darband coal feed sample in 2006. The sample 

contained 30% ash on average. Experiments involving 

vibrating tables were undertaken, including calculating 

the flow rate of water entering the table and its slope. This 

technique reduced coal ash by 12.5%. The optimum 

specific gravity for ash reduction was determined 

through the use of heavy liquid testing. A concentrate 

containing 12 percent ash required a medium with a 

specific gravity of 1.5 g/cm3 in the fraction -850+212 

microns. To identify the best state of the effective 

parameters, flotation tests were performed. Coal ash 

decreased by 11.5% in the ideal state. 

In 2007, Hacifazlioglu and Sutcu (17) conducted 

research on the optimization of column flotation 

operational parameters. Their goal was to accomplish 

optimal separation as well as a comparison of the column 

and mechanical cells for the Zonguldak coal mine in 

Turkey, which has 47.5% ash less than 130 microns in 

size. Their investigation yielded a product with 15.6% 

ash and 50.92% recovery by column flotation, and a 

product with 19.52% ash and 82.32% recovery by 

mechanical flotation (17).   

In the same mine, Hacifazlioglu and Toroglu (18) 

conducted an additional study on the optimization of 

Jameson flotation cell design parameters and flotation 

operational parameters, such as the amount of collector, 

the amount of frother, and the percentage of solids, in 

order to achieve the optimal separation of bituminous 

coal containing 45.3% ash. Under optimal conditions, the 

influence of the examined parameters resulted in 14.9% 

ash and 74.2% recovery (18). 

Jena et al. (19) compared the fatty alcohols ethanol 

and butanol. They examined the effect of decreasing coal 

surface oxidation on the flotation ability of sub-

bituminous coals oxidized with 42% ash and particles 

smaller than 1 mm. This study yielded a product 

containing 31% ash and 80.4% recovery via mechanical 

flotation, as well as a product containing 26.6% ash and 

66.5% recovery via column flotation (19). 

Cinar (20) used column and mechanical flotation cells 

to investigate the effect of low temperature and no 

temperature heat treatment on the flotation ability of 

Turkish Soyak lignite coals in 2009. In this investigation, 

low-temperature heat treatment was used in both column 

and mechanical cells to increase recovery and the 

percentage of ash, even without the use of a collector 

(20). 

Anderson et al. (21) explored flotation in an 

oscillatory baffled column (OBC). Using a sequence of 

oscillating sinusoidal baffle plates in the liquid and 

within the flotation cell, they investigated a new stirring 

mechanism. This technique of stirring demonstrated the 

ability to generate a uniformly distributed shear rate 

within the cell. The results demonstrated that OBC could 

increase the flotation speed constant by as much as 60% 

for fine particles (less than 30 µm) and by 30% to 40% 

for larger particles. Therefore, OBC can greatly enhance 

the flotation rate in typical cells (21). 

Shukla et al. (22) evaluated the effect of process 

variables on gas holdup in a column flotation cell for 

coal, including feed rate, gasification rate, frother 

concentration, and solid content. The gas holdup in the 

collection area was shown to be impacted by both the 

aeration rate and feeding rate. However, the influence of 

the feeding rate is negligible in comparison to the gas 

delivery rate, the gas holdup altered by more than 6 

percent when the feeding rate increased from 1 cm/s to 2 

cm/s. Furthermore, the addition of frother had a favorable 

effect. However, as the solids percentage increased, gas 

holdup dropped (22).  

Vapur et al. (23) explored the optimization of a coal 

flotation system employing modified parameters in a 

Jameson cell. Using the optimal variables in a Jameson 

cell, a percentage of recovered combustibles was 

calculated. The best cell variables were 0.25 mm particle 

size, 1:1 ratio of vegetable oil to kerosene, 20% solids 

percentage, and 0.6 l/min washing water flow rate. 

Finally, in ideal circumstances and an 8-minute flotation 

time, 94.83% combustible concentrate or 94.86% ash and 

17.86% ash were derived (23). 

Dashti and Eskandari Nasab (24) studied the impact 

of hydrodynamic factors on the flotation of coarse coal 

particles in 2012. The findings of their experiment 

demonstrated that by increasing the stirrer's speed to 700 

rpm, the particles receive sufficient energy to collide and 

interact with the air bubble, and their recovery rate 

increases. In addition, the recovery of coarse particles 

diminishes as the distance of the stirrer from the bottom 

of the cell increases, as the dead zone under the stirrer 

expands and the particle suspension becomes less 

intense. Increasing the concentration of the frother 

decreased the size of the bubbles and enhanced the 

stability of the foam phase, resulting in a greater recovery 

of coarse particles (24). 

Pineres and Barraza (25) studied the effect of pH, air 

velocity, and frother concentration on the recovery of 

combustible components and the amount of sulfur and 

ash removed from four samples of Colombian 

bituminous coal by means of column flotation. The 

results indicated that the most ash and sulfur were 

removed from coal from the Guachinate and Nechi 

regions at acidic pH values of 4 and 5 and air velocities 

of 1.4 and 1.8 cm/s, respectively.  The maximum amount 

of ash (85.4% and 84.7%) and sulfur (81.1% and 85.1%) 

removal was obtained in alkaline conditions (pH 9 and 

10) with air velocity ranging from 1 to 1.4 cm/s in 

Creejon and Jagua coals (25).  
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Chamnet et al. examined the gravimetric and flotation 

procedures for the Agh-Darband coal mine feed sample. 

The separation density for the heavy medium test was 

determined to be 1.53 g/cm3, and the coal concentrate 

obtained from the vibrating table test included 34.5 

weight percent and 15.50 percent ash with a recovery rate 

of 47.2%.  The concentrate contains oil collector at a rate 

of 1,000 grams per ton, pine oil at a rate of 30 grams per 

ton as a frother in neutral pH with 20% solids, coal with 

a weight percentage of 56.2% and ash at a rate of 17.59%, 

with a recovery of 78.63%. Integrated gravity-flotation 

tests were also conducted, and flowcharts were produced 

for this purpose in order to improve accuracy and avoid 

coal waste in tailings. 75.7% of the coal was recovered, 

yielding a concentrate with a weight percentage of 56.2% 

and an ash grade of 16.59%.  

Other research in recent years resulted in optimizing 

the flotation process from different aspects.  For example, 

the study of flotation kinetics (26),  determination 

relationships between operating variables and 

metallurgical responses of industrial coal column 

flotation circuits (27), examining the performance of 

feature engineering for concentrate ash content of coal 

flotation by froth image feature engineering-based  

prediction method (28) also based on deep learning 

algorithms and attention mechanism (29, 30). In addition, 

the optimization of column flotation for fine coal using 

Taguchi method (31), and using response methodology 

and central composite rotatable design (CCRD) (32) are 

other cases of these optimizations.  

 

 

2. MATERIALS AND METHODS 
 
2. 1. Instruments        The Denver D-12 flotation 

laboratory cell was used in this study's flotation tests, and 

the ash content of the sample was measured after coal 

flotation. Utilizing an oven, moisture was extracted from 

the sample. The sieves were used to determine the 

particle-size distribution. The digital scale was applied to 

measure the weight of samples with a 0.001-gram 

resolution. The pH meter was used to determine the 

pulp's pH. The thermometer is used to measure and 

control the temperature of coal pulp throughout the 

flotation process. A filter was also employed in this 

experiment to extract the liquid, dry the sample after the 

fine-grinding step, and to dry the flotation concentrate. 

The sample was reduced to diameters smaller than 2 mm 

using a roll crusher, and then divided into 2 kg, 1 kg, and 

head sample bags using a rifle. The sample of 

approximately 1 mm in size, which is unsuitable for 

flotation, is crushed to approximately 150 microns using 

a bond rod mill. Using a planetary ball mill, the sample 

must be reduced to a particle size below 75 microns in 

order to determine its ash content following the flotation 

test. 

 

2. 2. Sample Preparation        The collected sample 

weighed approximately 70 kg, and the ash content of the 

tailings measured at approximately 75%. The sample was 

crushed, the particle size distribution of the crusher 

product was determined, and the sample was divided and 

homogenized. The coal tailings were crushed with a roll 

crusher and sieved through a 2 mm control screen. Half 

of the 70 kg sample was crushed to less than 600 microns 

in size. A quarter of the sample was crushed to less than 

2 mm, and another quarter was crushed to less than 1 mm. 

For each fraction, the weight of the remaining material 

on each sieve was determined, and then the percentage of 

these materials and cumulative percentage of the 

remaining materials on each sieve were calculated.  

The half of the sample, whose its d80 were smaller 

than 600 microns, was divided using a riffle, and 2 kg 

packages were made from it for use in flotation 

experiments. Another quarter of the samples that were 

crushed to less than 2 mm and another quarter of the 

samples that were crushed to less than 1 mm were 

packaged in 2 kg quantities so that, if necessary, they can 

be crushed to sizes smaller than 600 micron. 

In order to get the needed optimal particle size for 

flotation, the sample with size smaller than 600 microns 

was crushed in a bond rod mill at three different times (3, 

5 and 10 minutes) and the ash content and recovery was 

calculated for each time to determine the optimal time. 

 

2. 3. Flotation Experiment             After wet grinding 

of 1 kg of the sample by a bond rod mill to the optimal 

dimensions, and after placing it in a vacuum filter, 0.5 kg 

of it was used for the flotation tests. Using the Denver D-

12 flotation cell, the experiments were conducted. Thus, 

pulp containing 19% solids is agitated for 5 minutes at a 

specific speed, and its pH and temperature were 

monitored at the same time. Then the collector is inserted, 

followed by the frother two minutes later. After one 

minute, the air valve was opened and foaming is 

performed for three minutes at 5-second intervals. At the 

completion of the foaming period, a 20-gram sample was 

made from each of the concentrates and tailings acquired 

after placing each in a vacuum filter and dryer and 

sending the sample to be ground for 5 minutes until it is 

ready to be placed in the furnace. In order to calculate the 

percentage of ash, 1 gram of the sample is heated in a 

furnace at 950°C for one hour and then the sample taken 

out of the furnace was weighed. If the discrepancy 

between the measurements is greater than 0.005 grams, 

the procedure must be repeated until the requirements are 

fulfilled. The percentage of ash is determined by 

comparing the sample's weight before and after being 

placed in the furnace (Equation 1): 

A=
(𝐷−𝐵)

(𝐶−𝐵)
× 100 (1) 

A : Ash content (%) 

B : Crucible weight (g) 

 

https://www.sciencedirect.com/science/article/pii/S0360544222019247
https://www.sciencedirect.com/science/article/pii/S0360544222019247
https://link.springer.com/article/10.1007/s12666-021-02512-2
https://link.springer.com/article/10.1007/s12666-021-02512-2
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C : Crucible and sample weight (g) 

D: Weight of crucible and sample after burning (g) 

The experiments were carried out in duplicate, some 

were randomly repeated for a third time, and the results 

were then averaged. Error or standard deviation of 

repeating experiments was logical.  

 

 
2. 4. Flotation Requirements          There are several 

requirements in coal flotation that are considerably 

effective in increasing the efficiency of the test if they are 

fulfilled: 

1. The operating temperature should be between 

22 and 23°C. 

2. The water used is the same water that was used 

in the laboratory and was determined by pH measurement 

to be 7. 

3. The pulp surface is maintained in every 

experiment between 12.7 mm and 15.6 mm below the cell 

edge, which is managed by stirring and aerating. 

4. Soaking the coal: Because the sample is dry (not 

in slurry form), it is necessary to stir it for 5 minutes after 

mixing it with water and before adding chemicals so that 

it will float better during the flotation process. 

5. Before opening the air flow, chemicals used in 

flotation are added to the flotation cell. Addition of 

chemicals (collector and frother) is performed with 

precision using a pipette or microsyringe. 

6. The pH of the pulp is measured prior to the 

addition of the collector, frother, or any other pre-

treatment material. 

2. 5. Taguchi Test Design for Mechanical Variables           
All five investigated parameters are quantitative and each 

is examined at four distinct levels. The levels of these five 

parameters are displayed in Table 2. 

Using the Taguchi approach, the software developed 

16 trials (L16) based on the effective parameters. These 

tests are listed in Table 3 according to their respective 

levels. All of these trials were conducted in a mechanical 

laboratory flotation cell. In these studies, the percent of 

solids, type of frother, type of collector, amount of 

frother, and amount of collector, etc., were calculated 

beforehand and considered optimal and consistent. 

 

2. 6. Optimal Sizes for Flotation           In order to 

achieve this objective, one kg of the sample with 

diameters smaller than 600 microns with one liter of 

 

 
TABLE 2. The examined mechanical parameters and their 

levels 

Parameter level 1 2 3 4 

Mixer circulating 

speed (rpm) 
1200 1300 1400 1500 

Mixer distance from 

the bottom 
0.1H 0.2H 0.3H 0.4H 

Rate of oxygenation one quarter half Three quarters Full 

Skimmer circulating 

speed (rpm) 
20 12 8.6 6.6 

Tank volume (lit) 1 2 4 6 

Where, H is the cell height. 

 
TABLE 3. 16 trials designed by the software (experiment design L16) 

Test number 
Mixer circulating 

speed 

Mixer distance from 

the bottom 

Rate of 

oxygenation 

Skimmer circulating 

speed 
Tank volume 

1 1 1 1 1 1 

2 1 2 2 2 2 

3 1 3 3 3 3 

4 1 4 4 4 4 

5 2 1 2 3 4 

6 2 2 1 4 3 

7 2 3 4 1 2 

8 2 4 3 2 1 

9 3 1 3 4 2 

10 3 2 4 3 1 

11 3 3 1 2 4 

12 3 4 2 1 3 

13 4 1 4 2 3 

14 4 2 3 1 4 

15 4 3 2 4 1 

16 4 4 1 3 2 
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water was crushed using a bond rod mill at three different 

times (2, 5 and 10 minutes). After filtering the crushed 

samples, the remaining part on the filter was wet-

screened. Figures 1-3 de pict the particle size distribution 

of the product of a bond rod mill over periods of 10 

minutes, 5 minutes, and 2 minutes, respectively. 

According to the obtained results and with the aid of 

interpolation, d80 of samples with a crushing duration of 

10 minutes, 76.68 microns, 5 minutes, 151 microns, and 

2 minutes, 237.22 microns were derived. 

 

 
3. RESULTS 
 
3. 1. Effect of Particle Size on Ash Content and Coal 
Recovery            To perform flotation tests, it is necessary 

to determine the optimal particle size. Based on this, 

flotation tests were performed for samples with d80s of 

1000, 600, 212, 150 and 75 microns. In all experiments, 

the percentage of solids for coal and coal tailings were 

chosen as 19% according to the sources and the tests 

performed. The chemical parameters used are pH 

 

 

 
Figure 1. Particle size distribution of the product of a bond 

rod mill (crushing time: 10 minutes) 

 

 

 
Figure 2. Particle size distribution of the product of a bond 

rod mill (crushing time: 5 minutes) 

 
Figure 3. Particle size distribution of the product of a bond 

rod mill (crushing time: 2 minutes) 

 

 

= 7.7, 2000 g/t of oil collector, and 0 g/t of pine oil 

frother. 

Figure 4 compares ash content and coal recovery in 

concentrate part for various particle size. According to 

this figure, decreasing the size of the sample increases 

coal recovery in flotation operations, however the ash 

content is varied. Coal recovery is extremely poor in 

samples with d80s of 1000 and 600 microns, and the 

flotation process is not practicable or possible in these 

sample sizes. 

According to Figure 4 and the calculation of the 

separation efficiency of various sizes, among the sizes of 

212, 150, and 75 microns, 150 microns was chosen as the 

optimal size due to the decrease in ash content to 

approximately 35% and the increase in recovery to 

approximately 45%. 

 

3. 2. Effect of Collector Dosage on Ash Content and 
Coal Recovery            Following the measurement of the 

sample's sizes, the effect of collector concentration was 

investigated at 1000, 2000, 3000, 4000, and 5000 g/t. Oil 

collector, solid percentage 19%, pH = 7.7, d80= 150 

 

 

 
Figure 4. Ash content and coal recovery in concentrate part 

for different d80s 
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microns, and pine oil frother in the amount of 0 g/t were 

used in this series of experiments. 

According to Figure 5, the grade of the ash increases 

as the collector concentration rises. Because when the 

concentration of the collector increases, some waste are 

also floating with the coal. At a concentration of 1,000 

g/t, coal recovery is poor, but it increases by around 10% 

at a concentration of 2,000 g/t. From a concentration of 

2,000 to 5,000 g/t, the range of recovery is essentially the 

same and there are no discernible alterations. 

In accordance with the graph and the calculation of 

the separation efficiency for various concentrations, the 

oil collector with a concentration of 2,000 g/t was 

selected due to the lower grade of ash (approximately 

34%) and higher coal recovery (approximately 43%) in 

comparison to other options. 

 

3. 3. Effect of Collector Type on Ash Content and 
Coal Recovery           The type of collector was explored 

after determining the dimensions of the sample and the 

concentration of the collector. The diesel collector was 

employed in this series of experiments at concentrations 

of 1000, 2000, 3000, and 4000 g/t (oil was estimated in 

the previous step), solid percentage 19%, pH = 7.7, 

dimensions 150 microns, and 0 g/t of pine oil as a frother.  

Figure 6 demonstrates that when the concentration of 

diesel collector increases, so does the recovery, but to a 

lesser extent than with the oil collector. As concentration 

rises, the percentage of ash grade also tends to rise, which 

is more so than with the oil collector. 

Comparing the results of oil and diesel collectors 

reveals that oil collectors have superior performance. 

 

3. 4. Effect of Frother Concentration          In this set 

of tests, pine oil frother with concentrations of 10, 20, and 

30 grams per ton, 19% solids, pH = 7.7, and 150 microns 

in size, as well as oil collector with a concentration of 

2,000 g/t, were utilized. 

Figure 7 shows that raising the concentration of 

frother to 20 and 30 g/t has no noticeable effect on the  

 

 

 
Figure 5. The ash content and coal recovery in concentrate 

for oil collector at various concentrations 

 
Figure 6. Ash content and coal recovery in concentrate for 

various diesel collector concentrations 

 

 

ash grade, although the recovery follows a downward and 

upward trend. 

Comparing the results and calculating the separation 

efficiency led to the selection of 30 g/ton for the pine oil 

frother. 

 

3. 5. Effect of Frother Type            In this set of tests, 

MIBC frother with concentrations of 10, 20, and 30 

grams per ton, 19% solids, pH = 7.7, and 150 microns in 

size, as well as oil collector with a concentration of 2,000 

g/t, were utilized. Results of these tests are depicted in 

Figure 8. 

Comparing the results of pine oil frother and MIBC 

frother reveals an increase in ash grade and a decrease in 

recovery. Consequently, pine oil frother yields superior 

results in terms of both ash content and coal recovery. 
 

3. 6. Effect of Soluble Salts                 In this series of 

studies, the influence of soluble salts on coal flotation 

was explored using pine oil frother, 19% solids, pH = 7.7, 

150 micron diameter samples, and a 2000 g/t oil collector 

concentration. Table 4 demonstrates that as the 

concentration of soluble salts increases, so do the ash  

 

 

 
Figure 7. Ash content and coal recovery for various 

concentrations of pine oil frother 

0

10

20

30

40

50

1000 2000 3000 4000 5000

A
sh

 c
o

n
te

n
t 

an
d

 r
ec

o
v
er

y
 (

%
)

Oil collector concentration (g/ton)

Ash grade

Recovery

0

10

20

30

40

50

1000 2000 3000 4000

A
sh

 c
o

n
te

n
t 

an
d

 r
ec

o
v
er

y
 (

%
)

Diesel collector concentration (g/ton)

Ash grade

Recovery

0

10

20

30

40

50

60

10 20 30

A
sh

 c
o

n
te

n
t 

an
d

 r
ec

o
v
er

y
 (

%
)

Frother concentration (g/ton)

Ash grade

Recovery



746                                        M. Hosseini Nasab / IJE TRANSACTIONS A: Basics  Vol. 37 No. 04, (April 2024)   739-752 

 

 
Figure 8. Ash content and coal recovery in concentrate as a 

function of the amount of MIBC frother 

grade and coal recovery. However, it can be argued that 

its function in coal flotation is irrelevant. 

 

3. 7. Optimizing the Flotation Cell's Mechanical 
Parameters             Once the chemical parameters of the 

cell have been determined through a series of tests, the 

mechanical parameters are optimized. Experiment design 

by Taguchi method of Design Expert (DX7) software can 

be used to determine the percentage of effect of each 

parameter, the influence of each parameter at each level, 

the optimal settings for each of these parameters, and the 

mutual influence of each of these parameters. The 

software obtained the lowest percentage of the ash in the 

concentrate and the greatest coal recovery with the fewest 

tests. The mechanical properties of the cell and its 

 

 
TABLE 4. Effect of soluble salts on ash production and coal recovery 

The concentration of 

dissolved salts (g/ton) 

Concentrate (%) Tailing (%) Coal content in 

feed (%) Weight Ash content Coal recovery Weight Ash grade Coal recovery 

NaCl (1000) 17.9 38.32 40.4 82.1 80.18 59.6 72.69 

NaCl (2000) 20.8 42.37 44.4 79.2 81 55.6 72.95 

CaC𝐥𝟐(1000) 21 46.88 45.6 79 81.06 54.4 73.12 

CaC𝐥𝟐(2000) 24 47.31 48.1 76 80.04 51.9 71.56 

FeC𝐥𝟑(1000) 21.5 42.95 42.7 78.5 80.85 57.3 72.56 

FeC𝐥𝟑(2000) 22.5 44.32 44.2 77.5 81.31 55.8 73.36 

 

 

surfaces were determined for this purpose using Table 2 

in Section 2.5. 

Based on the effective parameters, software (DX7) 

generated sixteen tests using the Taguchi method (L 16). 

These tests are listed in Table 3 according to their 

respective levels. 

 

3. 8. Statistical Analysis of Data           It might be 

advantageous to present the results of experiments in the 

form of an experimental model, or a model that expresses 

the relationship between the response variable and 

relevant design parameters (33). The technique employed 

is response surface (historical data). Given that the 

conducted tests yielded two results (recovery and 

percentage of ash), the software analyses were also based 

on these two variables. 

 

3. 8. 1. Variance Analysis of the Proposed Ash 
Content Model             Table 5 displays the significance 

of the model and recovery model factors. 

According to Table 5, the model's P and F values are 

0.0001 and 24.89, respectively, which are statistically 

significant at the 95% confidence level. The greatest 

value of F is connected to the parameters E (cell volume), 

BE (the interaction between the distance of the stirrer 

from the cell bottom and the volume of the cell), and 

B(the distance of the stirrer from the cell bottom) as 

depicted in Figure 9. The remaining F values, from 

highest to lowest, are connected to the parameters D 

 

 
TABLE 5. ANOVA analysis of variance of ash percentage 

model 

 Prob>F 
F 

value 

Mean 

square 
df 

Sum of 

squares 
Source 

significant <0.0001 24.89 209.59 7 1467.11 Model 

 0.0039 16.06 135.25 1 135.25 
A-mixer 

circulating 

 0.0023 19.2 161.64 1 161.64 
B-mixer 

distance 

 0.1049 3.34 28.14 1 28.14 
C-rate of 

ox 

 0.0027 18.19 153.11 1 153.11 
D-skimmer 

circulating 

 <0.0001 59.61 501.92 1 501.92 
E-tank 

volume 

 0.0047 15.06 126.81 1 126.81 BD 

 0.0021 19.9 167.51 1 167.51 BE 

   8.42 8 67.35 Residual 

    15 1534.46 Cor total 
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(rotation speed of froth collector), A (rotation speed of 

agitator), BD (mutual impact of agitator distance from 

the cell bottom and froth collector rotation speed), and C 

(aeration rate). 

Table 6 also displays the model's statistical data. The 

value of the correlation coefficient derived from the 

model demonstrates the model's high accuracy. 

According to the graph, the projected values and 

actual values of ash percentage in Figure 10, the 

distribution of data around the line shows the model's 

normality and acceptability. 

The following is the final equation for the ash 

percentage of the model based on the parameters of the 

software code factors: 
Grade (%) = +42.23 +4.25A +4.31B -1.79C  +4.05D -7.30E 

+5.23BD -6.3BE 
 

 

 
Figure 9. The model's effect of factors in terms of F value 

 

 
TABLE 6. Statistical criteria of assessing model validity 

0.9561 R-Squared 2.9 STD. Dev. 

0.9177 Adj R-squared 42.48 Mean 

0.8025 Pred R-Squared 6.83 C.V.% 

15.931 Adeq Precision 303.1 PRESS 

 

 

 
Figure 10. The percentage of actual ash relative to the 

amount anticipated by the model 

3. 8. 1. 1. Analysis of Geometric Graphs Provided 
by the Model  Due to the adequacy of the model, the 

geometric diagrams generated by the model have been 

evaluated in a single-factor and synchronous manner 

based on the response-influencing parameters. 

 

3. 8. 1. 2. The Effect of Single-factor Parameters         
A. Ash's response to stirrer rotating speed. 

A linear relationship between stirrer speed and ash 

quality is depicted in Figure 11; as the speed of the stirrer 

is increased, so is the ash content. 

B. The effect of aeration rate on ash content 

As demonstrated in Figure 12, the aeration rate has a 

minimal impact on the process. 

 
3. 8. 1. 3. Interaction of Design Parameters with 
Coal Ash Content           The software has the capability 

to examine the effect of parameters under varying 

circumstances. 

A. Mutual effect of the stirrer's distance from the cell 

bottom and the froth collector's rotation speed on ash 

(BD) 

 

 

 
Figure 11. Effect of stirrer rotating speed on coal ash 

 

 

 
Figure 12. Effect of aeration on coal ash 
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According to the three-dimensional diagram and 

contour line in Figure 13, the proportion of ash increases 

as the stirrer's distance from the cell bottom and the froth 

collector's rotation speed increase. In such a way that the 

maximum ash percentage occurs at a stirrer distance of 

0.4 H and a rotation speed of froth removal every 9 

seconds, and the minimum ash percentage occurs at a 

stirrer distance of 0.1 H and froth removal every 3 

seconds. 

B. The mutual effect of the stirrer's distance from the 

froth and the cell's volume (BE) 

Figure 14's three-dimensional diagram and contour 

line indicate that the distance of the stirrer from the cell 

bottom and the volume of the cell are inversely 

correlated. The lowest content of ash is found in cells 

with the highest volume and the stirrer closest to the 

bottom. 

 
3. 8. 2. Variance Analysis of the Proposed Model 
for Recovery           Table 7, Displays the significance of 

the model and recovery model parameters. 

According to Table 7, the model's P and F values are 

0.0009 and 11.49, respectively, which are significant at 

the 95% confidence level. As shown in Figure 15, the 

maximum value of F corresponds to the parameters C 

(aeration rate). After that, the highest values are related 

to B2 (enhanced effect of stirrer distance from the 

bottom), E (cell volume), D (rotating speed of skimmer), 

B (stirrer distance from the bottom), and BD (the mutual 

effect of the distance of the stirrer from the bottom and 

the rotation speed of the skimmer), respectively. 

In Table 8, the model's statistical data are also 

reviewed. The value of the correlation coefficient derived 

from the model demonstrates the model's high accuracy. 

Figure 16 shows a graph of predicted and actual ash 

percentage values, and the data distribution around the 

line proves the model's normality and appropriateness. 

Following is the final model recovery equation based on 

the conditions of software code factors: 

Recovery (%) = +35.44 -3.78B +8.92C +4.28D -5.08E -

4.38BD -10.3𝐵2 

 

3. 8. 2. 1. Analysis of Geometry Diagrams 
Generated by the Model         Due to the adequacy of 

the model, the geometry diagrams generated by the 

model have been evaluated in a single-factor and 

simultaneous manner based on the response-influencing 

variables. 

 

 

 
Figure 13. The mutual effect of the stirrer's distance from the bottom and the skimmer rotation speed on the percentage of coal ash. 

A: 3-dimensional B: Contour line 

 

 

 
Figure 14. The mutual effect of the stirrer's distance from the bottom and the cell volume. A: 3-dimensional B: Contour line 
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TABLE 7. ANOVA analysis of variance recovery model 

 Prob>F 
F 

value 

Mean 

square 
df 

Sum of 

squares 
Source 

significant 0.0009 11.49 276.22 6 1657.35 Model 

 0.0475 5.26 126.51 1 126.51 
B-mixer 

distance 

 0.0004 29.34 705.27 1 705.27 
C-rate of 

ox 

 0.0248 7.23 173.84 1 173.84 
D-skimmer 

circulating 

 0.0112 10.12 243.19 1 243.19 
E-tank 

valume 

 0.0768 3.99 95.97 1 95.97 BD 

 0.0048 13.76 330.86 1 330.86 B2  

   24.04 9 216.36 Residual 

    15 1873.71 Cor total 

 

 

 
Figure 15. The model's influence of factors in terms of F 

value 

 
 

TABLE 8. Statistical evaluation criteria for model validity 

0.8845 R-Squared 4.9 STD. Dev. 

0.8075 Adj R-squared 29.99 Mean 

0.5658 Pred R-Squared 16.35 C.V.% 

11.105 Adeq Precision 813.54 PRESS 

 

 

 
Figure 16. Actual recovery compared to the recovery 

predicted by the model 

3. 8. 2. 2. Effect of Single Variables 
A. Aeration rate 

As shown in Figure 17, there is a clear correlation 

between the aeration rate and the recovery, and by raising 

the aeration rate and fully opening the aeration valve, a 

substantial improvement in recovery is observed. 

B. Cell volume 

According to Figure 18, the relationship between cell 

volume and recovery is inverse, with recovery decreasing 

as cell volume increases. 

 
3. 8. 2. 3. Mutual Effects of Design Factors on Coal 
Recovery            The software includes the capability to 

examine the effect of parameters under varying 

circumstances. 

A- The mutual effect of the rotation speed of the skimmer 

and the distance of the stirrer from the froth (BD)  

The three-dimensional graphic and contour lines in 

Figure 19 show that the maximum recovery occurs when 

the stirrer is about 0.2 H away from the tank bottom and 

the skimmer rotates once every 9 seconds. 
 

3. 8. 3. Optimal Values of Parameters in the Design 
of Experiments          In order to optimize the software 

parameters in line with the research objectives, the 

 

 

 
Figure 17. Implications of aeration rate on coal recovery 

 

 

 
Figure 18. Implications of cell volume on coal recovery 
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Figure 19. The mutual effects between skimmer rotating 

speed and stirrer distance from tank bottom on coal 

recovery. A: 3-dimensional B: Contour line 

 

 

percentage of ash in the minimum state and recovery in 

the maximum state were considered. Other variables such 

as the speed of the stirrer, the stirrer distance from the 

tank bottom, the aeration rate, the speed of the skimmer, 

and the volume cell were placed within the appropriate 

range. Figure 20 demonstrates the best mode. The 

following are the results obtained with a level of utility 

of 1: 

Stirrer rotation speed = 1227.2 rpm 

The distance of the stirrer from the tank bottom= 0.13 H 

Aeration rate = 1 (fully open) 

Rotation speed of skimmer= every 8.49 seconds 

Cell volume = 1 liter 

Ash percentage = 35.34% 

Recovery = 52% 

Four experiments were done under the 

aforementioned conditions to validate its accuracy. In 

these four experiments, the average recovery and grade 

of ash were approximately 54% and 33%, respectively. 

Ministry of Environment  Forest & Climate Change 

(MoEF&CC) allows use of  coal with ash content less 

than 34%  in thermal power plants (34). Therefore, even 

producing a 34% ash concentrate is valuable and 

marketable  without creating environmental pollution; 

however, the ash produced in this research returns to the 

processing circuit.  

 

 

 
Figure 20. Optimal conditions predicted by the statistical 

model 

 

4. CONCLUSIONS 
 
The coal tailings of Agh-Darband mine with 75% ash so 

far include a volume of 140,000 tons in the place of the 

tailings depot from the coal washing plant. Therefore, 

this research was done in order to reach a product with a 

grade of 30-35% to return it to the processing circuit. In 

this regard, flotation tests were performed and the 

chemical and mechanical parameters of the cell were 

optimized. 

Following are the optimal results of flotation tests 

(chemical parameters) for achieving the lowest ash 

content and highest recovery: 

Particle size range (d80): 150 microns  

Solid percentage: 18% 

Oil collector: 2000 grams per ton 

Pine oil frother: 30 grams per ton 

pH: in the neutral range 

After optimizing the chemical parameters, the design 

expert software was used to optimize the mechanical 

parameters of the cell, including the rotation speed of the 

stirrer (A), the distance of the stirrer from the tank bottom 

(B), the aeration rate (C), the rotation speed of the 

skimmer (D), and the volume of the cell (E). Software 

opti/mization led to a recovery of approximately 52% and 

an ash content of approximately 35%: 

1. Stirrer rotation speed = 1227.2 rpm 

2. The distance of the stirrer from the froth = 0.13 

H 

3. Aeration rate = 1 (completely open) 

4. Rotation speed of the skimmer = every 8.49 

seconds 

5. Cell volume = 1 liter 

Following is the final model recovery equation based 

on the conditions of software code variables: 

Recovery (%) = +35.44 -3.78B +8.92C +4.28D -5.08E -

4.38BD -10.3𝐵2 

The following is the final equation of the model's ash 

content according to the requirements of the software 

code variables: 

Grade (%) = +42.23 +4.25A +4.31B -1.79C  +4.05D -

7.30E +5.23BD -6.3BE 
Using the optimal parameter values, the average 

recovery and ash content were approximately 54% and 

33%, respectively. 

Based on the reported experiments and results, the 

following recommendations can be made to continue the 

work: 

- Using positive laboratory results, it is required 

to undertake semi-industrial tests so that the responses 

obtained are as similar as possible to industrial settings, 

making it easier to make the correct decision. 

- In accordance with the ash grade (about 33%) 

produced by optimizing the chemical and mechanical 

parameters of the cell, the coal tailing washing product 

may be used as the input of the processing plant's current 
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circuit, and consequently, the mine coal tailings can be 

returned to the circuit. 

Therefore, producing a 34% ash concentrate is 

valuable and marketable  without creating environmental 

pollution. 
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Persian Abstract 

 چکیده 
  12و حدود    ورودیدرصد خاکستر در    37کمتر از    ی دربند با محتوادربند است که در سرخس قرار دارد. کارخانه آقمعدن آق  ران،یسنگ در شرق ااز معادن بزرگ زغال  یکی

شود یسنگ خوراک وارد قسمت باطله ماز زغال  یادیز  رمقدا  ،ی فرآور  ستمیس  یبرا  نهیبه  طیو نبود شرا  زاتیمستهلک بودن تجه  لیکند. به دل  یدرصد خاکستر در محصول کار م

  75  محتوای خاکستر  تواند باطله معدن بایم  ونیروش فلوتاس   ایموضوع است که آ  نی ا  ی بررس  ق یتحق نیدرصد است. هدف از ا  75خاکستر در باطله حدود    زان یکه م  یبه طور

دربند  باطله معدن آق  لوگرمیک  70  یبر روفلوتاسیون  مختلف    هایشیمنظور آزما  نیا  یبراکاهش دهد.    یبازگشت به مدار فرآور  ی را برا  محتوای آنکرده و    فرآوری  رادرصد  
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A B S T R A C T  
 

 

Concrete dams are anisotropic due to lift joints that affect their performance. Lift joints are usually 

ignored in numerical analyses of concrete dams and the dam body is assumed to be homogeneous and 

isotropic.  In this study, the seismic behavior of gravity dams was evaluated considering the anisotropy 
caused by lift joints, and the orthotropic and isotropic state responses were compared. Moreover, in the 

seismic loading range, a more detailed evaluation was done by applying the real effects of strain rate. 

Koyna concrete gravity dam was selected for the case study. The results showed that concrete anisotropy 
leads to larger dynamic displacements and greater damage to the dam body. By considering the 

orthotropic properties of concrete can lead to more realistic results. The maximum compressive and 

tensile stresses also increased in the anisotropic model compared to the homogeneous and isotropic 
model, indicating the usefulness of incorporating the orthotropic behavior of concrete in seismic analysis. 

In addition, considering the strain rate in the seismic loading range had an insignificant effect on the 

results. Therefore, considering the large dynamic increase factor in numerical analyses causes the error. 
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NOMENCLATURE 

𝑑𝜎 Stress increment 𝑑𝜀 Strain increments 

[D]0
Orth Orthotropic module matrix [D]0

Iso Isotropic module matrix 

Ei Young's modulus Gij Shear modulus 

T Rotation matrix D Material matrix 

νij Poison's ratio t Time 

ε̇ Strain rate ε Strain 

𝐶𝐷𝐼𝐹 Compressive DIF 𝑇𝐷𝐼𝐹 Tensile DIF 

P Hydrodynamic pressure in the reservoir C Sound propagation speed through fluid 

a⃑ ns Acceleration in the dam-reservoir interface q Admittance coefficient 

n Unit vector v̈gn Ground acceleration 

{R} 
Matrix of ground motion effect on freedom degrees of structure 

nodes 
αb Ratio of the reflected wave amplitude to the incident wave 

[Ms] Mass matrices of the structure [Cs] Damping matrices of the structure 

[Ks] Stiffness matrices of the structure [Mf] Mass matrices of fluid 

[Cf]  Damping matrices of fluid [Kf] Stiffness matrices of fluid 

{ä}  Acceleration vectors {ȧ} Velocity vectors 

{a} Displacement vectors Q Dam-reservoir interaction matrix 

 
1. INTRODUCTION 
 
Dams are structures whose continuous evaluation is of 

great importance. Due to their large scale, experimental 

study of concrete dams is difficult and therefore, the 

numerical simulation is used in the dynamic analysis of 

such dams more effectively (1). To study the real 

behavior of these structures, acceptable modeling 

assumptions should be considered, and simplifying 

assumptions should be avoided. Based on the 

construction method of concrete dams, lift joints are 

inevitable.  These joints cause weaker plates in the dam 

body that induce concrete anisotropy of the dam (2). 

While, in most studies, the dam body is considered 

homogenous and isotropic; however, these layers play an 

important role in the system response which leads to a 

more realistic response. Moreover, the strain rate is very 

influential in dynamic evaluation that should be 

evaluated in the seismic loading accurately and its real 

effects should be incorporated in the dynamic analyses. 
Ozturk (3) studied the effects of ground motion speed on 

the nonlinear displacement response of single degree of 

freedom (SDOF) systems and the relationship between 

the maximum nonlinear displacement response and the 

ground motion speed was evaluated. Fei and Gao (4) 

performed the dynamic analysis of concrete dams 

considering nonlinear materials. They developed a strain-

dependent model to analyze the Koyna Gravity Dam and 

the Dagangshan Arch Dam. Based on the obtained 

results, different values of plastic strains were obtained 

using the models with and without considering strain 

rate, with the same distributions. Plastic deformations 

mainly occurred in areas with maximum tensile stress 

indicating tensile failure under seismic loads in these 

areas. Hesari et al. (5) studied the effect of contraction 

joints and lift joints on the seismic behavior of the 

Karoun 1 Arch Dam. The dam-reservoir-foundation 

system was modeled with and without joints, and the 

effect of contraction joints and lift joints on stress and 

displacement response under the effect of the earthquake 

was studied. According to the dynamic analysis results, 

considering the joints has a significant effect on the 

responses. By Hariri-Ardebili et al. (6) seismic 

evaluation of arch dams was investigated. Dez dam was 

chosen as the case study and all contraction and 

peripheral joints were modeled based on as-built 

drawings. Then, nonlinear seismic analysis of concrete 

arch dam–reservoir–foundation system considering 

joints behavior was investigated. The linear and 

nonlinear seismic analyses of concrete gravity dams were 

performed by Ouzandja and Tiliouine (7) and the effects 

of dam–foundation contact conditions on the seismic 

performance of the Oued Fodda concrete gravity dam 

were investigated. Alembagheri and Ghaemian (8) 

studied the seismic performance of arch concrete dams 

considering contraction joints using the ABAQUSE 

Software for the analysis of the Morrow-Point Dam case 

study considering three cases of integrated, three-joint, 

and seven-joint dam models. The results showed that 

incorporating contraction joints in the analysis had an 

insignificant effect on main tensile stresses, however, 

increased compressive stresses. In seismic analyses, an 

increase in the number of contraction joints generally 

decreased joint opening and sliding displacements. The 

opening of contraction joints changes the stress 

distribution in these structures and increases compressive 

stress which may result in concrete failure. Contraction 

joints can significantly decrease damage to the dam body 

and consequently, increase the seismic safety of the arch 

concrete dams. Yazdani and Alembagheri (9)studied the 

dynamic response of solid and cracked gravity dams. 

Pine Flat Dam was modeled considering a solid 

foundation and dam reservoir to study the effects of base 

joints and lift joints. Models of a solid dam, a dam with 

base joints, and a dam with base joints and two lift joints 

were developed and the results were compared. The 

structural stability and safety of the Pine Flat gravity dam  
located on an inhomogeneous rock foundation under the 
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static loads of self-weight, hydrostatic, and uplift 

pressure were evaluated by Ganji and Alembagheri (10). 

Latorre and Montans (11) presented a new theory for 

isotropic and anisotropic elastoplastic materials in large 

strains, which could be applied to elastoplastic metals 

and soft materials by incorporating strain rate as well. Lu 

et al. (12) studied the effects of heterogeneity on the 

nonlinear seismic response of concrete gravity dams and 

indicated that incorporating concrete heterogeneity can 

lead to higher damage to the concrete dams. Hai-tao et al. 

(13) numerically simulated the Koyna Dam under 

various seismic waves and studied the elastic-plastic 

seismic response of the Koyna Dam and the results of 

different scenarios were compared with actual damage to 

the dam. Ganji et al. (14) performed the seismic analysis 

of the Pine Flat gravity dam-reservoir-foundation system 

considering an inhomogeneous foundation. Different 

foundation characteristics were used and a heterogenic 

foundation was modeled. Assuming a homogeneous 

foundation results in a lower average of seismic 

responses. Hariri Ardebili (15) studied concrete 

heterogeneity by focusing on concrete dams and 

indicated that concrete heterogeneity affects progressive 

failure analysis and therefore, should be included in risk 

assessments. It was also indicated that crack propagation 

in macro-heterogeneous materials may differ from 

homogeneous ones. Therefore, it becomes more 

important in the case of concrete gravity dams which are 

more susceptible to heterogeneity due to construction 

limitations. Guo et al. (16) studied the seismic response 

of the arch dam considering the vertical and shear joints. 

The results showed a significant effect of joints on the 

stress distribution in the nonlinear model, with a 

significantly increased maximum main tensile stress. Lee 

and Kwak (17) proposed a strain rate-dependent 

orthotropic model for reinforced concrete with steel fiber 

subjected to impact or blast loads. The improved model 

was an orthotropic model introduced by the same author 

for plain concrete. Then, the model was analyzed using 

Ls-Dyna numerical model. The model has minimal 

dependence on mesh size and can be developed by adding 

different concrete parameters. Pan (18) developed a 

complete model of the dam system, foundation, and 

reservoir to study the effect of concrete heterogeneity on 

the seismic response of the dam. The Weibull 

probabilistic distribution assumption was used to define 

concrete heterogeneity. The results showed that concrete 

heterogeneity significantly influences the seismic 

damage to the concrete gravity dams. Lu et al. (19) 

evaluated damage to the concrete gravity dams 

considering the heterogeneity of concrete tensile strength 

and indicated that the possibility of failure increased. Liu 

et al. (20) studied the effects of concrete heterogeneity on 

the nonlinear seismic response of concrete gravity dams 

under different earthquakes. The ABAQUS Software 

was used to model the Koyna Dam and to include strain 

rate, dynamic resistance was assumed 20% higher than 

the static resistance. The uncertainty of seismic responses 

and damage patterns were quantified, and the correlation 

effect between the module and concrete strength was 

studied. It was concluded that there were significant 

differences between seismic responses of the 

homogenous and heterogeneous models, and ignoring the 

concrete heterogeneity can result in an incorrect 

estimation of damage pattern to the concrete gravity 

dams, and the effects of concrete heterogeneity on the 

nonlinear dynamic response of concrete dams are highly 

dependent on the input seismic motions. Kadhim et al. 

(21) studied the behavior of cracked arched concrete dam 

under moderate intensity earthquake experimentally as 

well as by using nonlinear analyses. The extended finite 

element method (XFEM) was described for crack 

propagation. Li et al. (22) performed a fuzzy analysis of 

the seismic fragility of gravity dams. Due to different 

concrete strengths at different dam locations caused by 

concreting process and concrete heterogeneity, they 

proposed a method for fuzzy-seismic analysis of dams 

incorporating local changes in material properties. In this 

case, the damage to the dam body is intensified which is 

accompanied by an increase in the number and depth of 

cracks. They reported that ignoring concrete 

heterogeneity can lead to an underestimation of the 

seismic fragility of concrete gravity dams. It can be 

concluded that, in the construction of gravity dams, the 

quality of concreting process should be thoroughly 

observed to reduce local changes in concrete strength. 

Due to significant financial, fatal and environmental 

damages, high importance structures are expected to 

continue their performance after the earthquake. As a 

result, more research on the seismic performance of these 

structures is required to achieve their highest level of 

earthquake resistance (23). In addition, by knowing the 

behavior of the structure and analyzing it accurately, it is 

possible to build new structures as well as repair, 

reconstruct, renovate and retrofit existing structures (24). 

Based on the technical literature, it is observed that 

assuming concrete homogeneity and isotropy leads to 

incorrect results in seismic analyses. Therefore, this has 

been taken into account in recent evaluations. In many 

studies, a few layers in the dam height have been modeled 

to include lift joints. Although the layers are located in 

sensitive areas in numerical modeling and are determined 

based on crack profiles of nonlinear seismic finite 

element analysis, however, there are intermittent lift 

joints throughout the dam height with different concrete 

properties. So, modeling based on a limited number of 

layers is erroneous and despite accurate modeling of the 

layers, it is accompanied by approximation due to dealing 

with anisotropic materials. Therefore, lift joints, which 

are weaker plates with different characteristics than 

concrete and are alternately present throughout the dam 

height. Considering limited few lift joints in the dam 
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height causes errors and leads to incorrect results. 

Therefore, in the present study, for more accurate 

modeling, orthotropic material was used to include the 

lift joints and the mechanical behavior of concrete in the 

direction perpendicular to the lift joints was considered 

different from that of the horizontal planes. On the other 

hand, considering the effect of strain rate in dynamic 

loading, in the present study, using experimental 

equations and taking into account the real effects of strain 

rate in the seismic loading range, strain rate was included 

in a more precise way in modeling. Therefore, in order to 

have a more accurate modeling, the effects of loading rate 

and strain rate were studied. The Finite Element Method 

(FEM) is widely adopted due to its ability to deal with 

heterogeneous and anisotropic materials and complex 

boundaries (25). In the present study, the required 

elements and subroutines were added to the FEAPpv 

finite-element model, and a new program called GFEAP 

was developed. Then, the dynamic behavior of the Koyna 

Gravity Dam was studied using the developed finite-

element numerical model. The geometrical input models, 

assembling matrices, and solver vectors of the original 

numerical model were used and a three-dimensional 20-

node serendipity element as well as a 20-node fluid 

element were added to the numerical model. Moreover, 

by adding the required sub-routines, the behavior of the 

concrete gravity dam under seismic loading was analyzed 

considering strain rate effects and orthotropic concrete 

properties. 

 

 

2. METHODOLOGY 
 

2. 1. Structural Relationship of Mass Concrete       
The overall stress-strain equation can be expressed as 

follows (26-28): 

𝑑𝜎 = 𝐷0 𝑑𝜀 (1) 

where dσ and dε are stress and strain increments, 

respectively. In the anisotropic case, the module matrix, 

[D]0
Orth, is defined as follows: 

 

 

[𝐷]0
𝑂𝑟𝑡ℎ =

1

Ω

[
 
 
 
 
 

𝐸1(1 − 𝜈23𝜈32)
𝐸2(𝜈12 + 𝜈13𝜈32)

𝐸3(𝜈13 + 𝜈12𝜈23)
0
0
0

𝐸1(𝜈21 + 𝜈23𝜈31)
𝐸2(1 − 𝜈13𝜈31)

𝐸3(𝜈23 + 𝜈13𝜈21)
0
0
0

𝐸1(𝜈31 + 𝜈21𝜈32)
𝐸2(𝜈32 + 𝜈12𝜈31)

𝐸3(1 − 𝜈12𝜈21)
0
0
0

0
0
0

𝐺12Ω
0
0

0
0
0
0

𝐺23Ω
0

0
0
0
0
0

𝐺31Ω]
 
 
 
 
 

  (2) 

 

 

where 

𝛺 = 1 − 𝜈21𝜈12 − 𝜈31𝜈13 − 𝜈32𝜈23 −
 𝜈12𝜈23𝜈31 − 𝜈21𝜈32𝜈13  

(3) 

In the above matrix, νij is Poison's ratio (i. j = 1.2.3), Ei 

is Young's modulus in the direction i  (i = 1.2.3), and Gij 

is shear modulus in plane i − j  )i. j = 1.2.3)  and is 

calculated as follows: 

𝐺𝑖𝑗 =
𝐸𝑖𝐸𝑗

𝐸𝑖(1+𝜈𝑖𝑗)+𝐸𝑗(1+𝜈𝑗𝑖)
  (4) 

By taking into account the effect of lift joints under 

static and dynamic loads, the material properties can be 

assumed isotropic in two horizontal directions, and new 

concrete properties in a direction perpendicular to lift 

joints can be defined. As a result (2): 

𝜈12

𝐸1
=

𝜈21

𝐸2
;  

𝜈13

𝐸1
=

𝜈31

𝐸3
;  

𝜈23

𝐸2
=

𝜈32

𝐸3
  (5) 

For isotropic materials (29, 30): 

𝐸1 = 𝐸1 = 𝐸1 = 𝐸. 𝜈12 = 𝜈13 = 𝜈23 = 𝜈.  

𝐺12 = 𝐺13 = 𝐺23 = 𝐺  
(6) 

The isotropic module matrix, [D]0
Iso, is as follows (29): 

[𝐷]0
𝐼𝑠𝑜 =

𝐸

(1+𝜈)(1−2𝜈)

[
 
 
 
 
 1 − 𝜈

𝜈
𝜈
0
0
0

𝜈
1 − 𝜈

𝜈
0
0
0

𝜈
𝜈

1 − 𝜈
0
0
0

0
0
0

1−2𝜈

2

0
0

0
0
0
0

1−2𝜈

2

0

0
0
0
0
0

1−2𝜈

2 ]
 
 
 
 
 

  
(7) 

In finite element settings, the incremental stress-strain 

equation should be converted to a global reference 

system taking into account orthotropic axes. This can be 

achieved by using the rotation matrix, T, as follows (26): 

𝐷 = 𝑇𝑇𝐷0𝑇 (8) 

where D is the material matrix of the overall coordinate 

system. 

 

2. 2. The Effect of Strain Rate on Concrete       To 

include the effect of strain rate, the empirical dynamic 

increase coefficients were used (31). For this purpose, the 

strain obtained at each time step was used to calculate the 

strain rate. Then, using the empirical DIF equations, the 

dynamic increase factor for each time step was calculated 

and applied. 
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𝜀̇ =
𝑑𝜀

𝑑𝑡
  (9) 

where ε̇ is the strain rate, ε is strain, and t is time. 

According to extensive experimental studies by Hao et 

al. (32), the compressive and tensile DIF equations 

considered for concrete, based on which the encoding 

was performed, are as follows (31): 

𝐶𝐷𝐼𝐹 = 0.0419(log 𝜀̇) + 1.2165 𝑓𝑜𝑟 𝜀̇ ≤ 30
𝑠⁄   (10) 

𝐶𝐷𝐼𝐹 = 0.8988(log 𝜀̇)2 − 2.8255(log 𝜀̇) + 3.4907  

𝑓𝑜𝑟 30
𝑠⁄ < 𝜀̇ ≤ 1000

𝑠⁄  
(11) 

𝑇𝐷𝐼𝐹 = 0.26(log 𝜀̇) + 2.06 𝑓𝑜𝑟 𝜀̇ ≤ 1
𝑠⁄  (12) 

𝑇𝐷𝐼𝐹 = 2(log 𝜀̇) + 2.06 𝑓𝑜𝑟 1 𝑠⁄ < 𝜀̇ ≤ 2
𝑠⁄  (13) 

𝑇𝐷𝐼𝐹 = 1.44331(log 𝜀̇) + 2.2276  

𝑓𝑜𝑟 2 𝑠⁄ < 𝜀̇ ≤ 150
𝑠⁄   

(14) 

The calculated dynamic increase factor is multiplied by 

the static yield surface to increase the dynamic strength 

of the structure compared to the static strength and 

therefore, the dynamic increase factor is applied to the 

constitutive model. 

 

2. 3. Theoretical Equations of Dam-Reservoir 
System          By assuming a homogeneous, isotropic, 

non-viscous, and non-rotational fluid, then the governing 

equation on hydraulic pressure wave propagating in the 

reservoir (Helmholtz Equation) is as follows (33-37): 

∇2P =
1

𝐶2

𝜕2𝑃

𝜕𝑡2   (15) 

where P(x. y. z. t) is the hydrodynamic pressure in the 

reservoir, and C and t  are the sound propagation speed 

through fluid and time variables, respectively. To solve 

the above equation for the reservoir, appropriate 

boundary conditions should be applied, as described in 

the following. 

Dam-Reservoir Interface: Because of the same 

normal fluid and structure velocities in this interface, the 

boundary condition is expressed as follows: 

ρ𝑎 𝑛𝑠 = −
𝜕𝑃

𝜕𝑛
  (16) 

where a⃑ ns is the acceleration in the dam-reservoir 

interface perpendicular to the dam, ρ is the volumetric 

mass of the fluid, P is the hydrodynamic pressure, and n 

is the unit vector perpendicular to the dam surface 

inwards the reservoir. 
Reservoir-Foundation Interface: On this surface, due 

to bed floor sedimentation and sediment properties, a part 

of the wave energy hitting the bed floor is absorbed and 

a part is reflected. In this boundary, the following 

equation is met: 

𝜕𝑃

𝜕𝑛
= −ρ�̈�𝑔𝑛 − 𝑞

𝜕𝑃

𝜕𝑡
 ;  q =

1

𝐶
(
1−𝛼𝑏

1+𝛼𝑏
)  (17) 

where v̈gn is the ground acceleration element 

perpendicular to the boundary, q is the admittance or 

damping coefficient on the reservoir floor which is 

expressed as above using αb, and αb is the ratio of the 

reflected wave amplitude to the incident wave. 
Upstream Reservoir Boundary: By assuming a 

considerable reservoir length, the following equation can 

be used for this boundary: 

𝜕𝑃

𝜕𝑛
= −

1

𝐶

𝜕𝑃

𝜕𝑡
  (18) 

The physical interpretation of Equation 18 is that a group 

of dampers is installed in the upstream reservoir 

boundary. 
Free Surface of the Reservoir: The surface waves are 

commonly ignored in tall dams and consequently, the 

boundary condition of the reservoir’s free surface is 

obtained as follows: 

𝑃 = 0 (19) 

Considering the static response of the dam-reservoir 

system as an initial condition, the dam-reservoir system 

interaction equation for the dynamic response of the 

system under earthquake is obtained as follows (22, 28, 

38, 39): 

[
𝑀𝑠 0

𝜌𝑄𝑇 𝑀𝑓
] {

�̈�
�̈�
} + [

𝐶𝑠 0
0 𝐶𝑓

] {
�̇�
�̇�
} +

[
𝐾𝑠 𝑄
0 𝐾𝑓

] {
𝑎
𝑃
} + {

𝑀𝑠{𝑅} {�̈�𝑔}

𝜌𝑄𝑇{𝑅} {�̈�𝑔}
} = 0  

(20) 

where [Ms], [Cs], and [Ks] are the mass, damping, and 

stiffness matrices of the structure, respectively. [Mf]  ،
[Cf]  and  [Kf] are the mass, damping, and stiffness 

matrices of fluid, respectively; and {ä}, {ȧ}, and {a} are 

acceleration, velocity, and displacement vectors, 

respectively; and {P}, {Ṗ}, and {P̈}  are hydrodynamic 

pressure, first-order and second-order derivatives of 

hydrodynamic pressure, respectively. In addition, {R} is 

the matrix of ground motion effect on freedom degrees 

of structure nodes, {üg} is the vector of gravity 

acceleration components in the directions of the 

coordinate system, Q is the dam-reservoir interaction 

matrix, and ρ is the volumetric mass of the fluid. 
 
 

3. FINITE-ELEMENT MODELING OF THE KOYNA 
DAM 
 

In the present study, sub-routines were written in Fortran 

and added to the FEAPpv finite-element numerical 

model which was called GFEAP. A 20-node 3D 

serendipity element and a 20-node 3D fluid element with 

pressure degrees of freedom were added to the numerical 
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model and used in the modeling. Moreover, sub-routines 

of the dam-reservoir dynamic interaction using the 

staggered method, the five-parameter William-Warnke 

plasticity model as well as a sub-routine for calculation 

and application of dynamic increase factor were also 

added to the numerical model (40). The Koyna dam was 

selected as the case study, which is a concrete gravity 

dam with a height of 103 m and a foundation width of 

70.2 m constructed in India. A 2D model of the dam 

along with its reservoir (with a length twice the dam 

height) was developed and a staggered problem-solving 

pattern was used to solve the dam-reservoir interaction 

equations. Foundation modelling as well as foundation-

structure interaction were ignored. The weight and 

hydrostatic pressure static loads were applied and used as 

initial responses in dynamic analyses. The dam body was 

modeled using 72 three-dimensional brick elements and 

592 nodes. Figure 1 shows the finite element mesh of the 

dam. To show the effect of earthquake on the response of 

structures, it is necessary to use the time history of 

earthquake. Earthquake vibration data is required for the 

design of tall buildings or large-scale structures such as 

dams or bridges (41). In the present paper, the vertical 

and horizontal components of the Taft Earthquake were 

used in dynamic analyses of the Koyna Dam, as shown 

in Figures 2 and 3. The compressive strength of concrete 

used in dam construction was 20.4 MPa with a tensile 

strength of 2 MPa. The concrete density was 

2640 kg m3⁄ , sound speed in water was 1440 m s⁄ , and 

the impedance ratio of the abutments was assumed as 

3.44. In the isotropic state, Young's modulus and 

Poisson's ratio were considered as 26.35 GPa and 0.2, 

respectively. Considering different concrete properties in 

a direction perpendicular to joints (compared to other 

directions) and assuming an anisotropy ratio of 1.2, 

Young's modulus in the vertical direction was calculated 

as 21.8 GPa (15). 
 
 

 
Figure 1. Finite-Element Mesh of the Koyna Dam Body 

 
Figure 2. Horizontal Component of the Taft Earthquake 

 

 

 
Figure 3. Vertical Component of the Taft Earthquake 

 
 
4. RESULTS OF DYNAMIC ANALYSIS 
 
To study the lift joints, isotropic and orthotropic analyses 

were performed incorporating the strain rate of the Koyna 

dam. The time history of a point located on the dam crest 

in river (longitudinal) directions for the isotropic and 

orthotropic states considering strain rate is shown in 

Figure 4. The positive displacement direction is toward 

downstream. The maximum displacements of the dam 

crest in the river direction for the isotropic and 

orthotropic states were 2.32 cm and 2.9 cm, respectively. 

In the above states, the maximum static displacements in 

the longitudinal direction were 0.51 cm and 0.61 cm, 

respectively. The maximum displacements in the dam 

height (vertical) direction for the isotropic and 

orthotropic states were 0.64 cm and 0.81 cm, 

respectively. Considering lift joints and orthotropic state 

compared to the homogeneous and isotropic state leads 

to an increase of 24.88% and 25.59% in the longitudinal 

and vertical directions, respectively. Displacement 

envelope in the isotropic and orthotropic states 

considering strain rate is shown in Figures 5 and 6. As 

can be seen, a similar pattern is observed. The results of 

the isotropic and orthotropic states were compared 

without including strain rate and to study the effect of 

loading rate, the results were compared with the obtained 

results considering strain rate. The time history of dam 

crest displacement in the river direction for the isotropic 

and orthotropic analyses without including strain rate is 

presented in Figure 7. The maximum displacements in 

the longitudinal direction for the isotropic and 

orthotropic states were 2.3223 cm and 2.9015 cm, 

respectively. Negligible differences occurred with and 

without considering the strain rate. Using the orthotropic  
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Figure 4. Displacement time history at the midpoint of the dam crest in the longitudinal direction for the isotropic and orthotropic 

analyses considering strain rate 

 

 

 
Figure 5. Dam Displacement envelope in the Longitudinal 

Direction for the Isotropic analyses without considering the 

strain rate 

 
Figure 6. Dam Displacement envelope in the longitudinal 

Direction for the Orthotropic analyses without considering 

the strain rate 

 

 

 
Figure 7. Displacement time history at the midpoint of the dam crest in the longitudinal direction for the isotropic and orthotropic 

analyses without considering the strain rate 

 

 

state an increase of 24.94% and 25.66% was observed 

compared to the isotropic one in the longitudinal and 

vertical directions, respectively. A negligible difference 

between distribution patterns and values of the 

displacement envelope was observed with and without 

considering the strain rate and therefore, is not presented 

here. The envelope of principal maximum (tensile) and 

minimum (compressive) stresses on the upstream side of 

the dam body in the orthotropic and isotropic analyses 

including the strain rate are represented in Figures 8 to 

11, respectively. As can be seen from Figures 8 and 9, 

maximum tensile stress in the isotropic and orthotropic 

states occurred in the dam neck and dam heel. The same 

distribution pattern was observed in both cases, however, 

in the orthotropic state a wider distribution occurred 

throughout the dam body. Maximum tensile stresses in  
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Figure 8. Maximum principal stress (Tensile) envelope in 

the isotropic state 

 

 

 
Figure 9. Minimum principal stress (Compressive) envelope 

in the isotropic state 

 

 

 
Figure 10. Maximum principal stress (Tensile) envelope in 

the orthotropic state 

 

 

 
Figure 11. Minimum principal stress (Compressive) 

envelope in the orthotropic state 

the isotropic and orthotropic states were 7.10E+0 Pa  and 

7.26E+06 Pa, respectively, indicating an increase of 2.34 

percent. Maximum compressive stress in the isotropic 

and orthotropic states occurred in downstream and dam 

neck with values of -4.14E+06  Pa and 4.26E+06 Pa in the 

isotropic and orthotropic states, respectively,  indicating 

an increase of 2.78 percent. 

The damaged areas of the dam reflect the weak 

locations. As can be seen, in the isotropic and orthotropic 

models, the yield function was equal to 0.075 and 0.095, 

respectively. The yield area is the same as the location 

with the main tensile stress in the models and in both 

states, yield areas are focused in the dam heel and slope-

changing area in downstream. Yield areas are the same in 

both the isotropic and orthotropic states with a wider 

distribution in the orthotropic state. The damaged areas 

correspond to the tensile stress envelope and the location 

of maximum tensile stress. Figures 12 and 13 show the 

yielded areas in both states. 

 

 

 
Figure 12. Yielded elements envelope in the isotropic state 

 

 

 
Figure 13. Yielded elements envelope in the orthotropic 

state 

 

 

5. CONCLUSIONS 
 

In the present paper, based on precise empirical relations 

of dynamic increase factor, the real effect of strain rate in 

the seismic loading range on the Koyna concrete gravity 

dam was studied. Lift joints were also taken into account 

by applying orthotropic concrete properties 
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perpendicular to the lift joints. Based on the analyses, the 

following results were obtained: 

1. Obtained displacements in the case of including strain 

rate were smaller than without strain rate, however, the 

difference was insignificant so that the strain rate effect 

can be neglected in seismic loading. Consequently, using 

large dynamic increase coefficients can lead to errors in 

the seismic analyses. 

2. The time histories of the isotropic and orthotropic 

models had insignificant differences, however, 

incorporating anisotropy due to lift joints results in more 

accurate results. As mentioned before, considering lift 

joints led to an increase of about 25% in displacements 

compared to the isotropic model. 

3. Tensile and compressive stresses in the orthotropic 

material state were higher than those in the isotropic one, 

however, the same distribution pattern was observed. 

Maximum tensile stress occurred in the dam heel and 

neck, which are susceptible to damage. 

4. A similar damage pattern was observed in the isotropic 

and anisotropic models with a wider distribution in the 

orthotropic model. Therefore, ignoring concreting layer 

can lead to damage underestimation. 
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Persian Abstract 

 چکیده 

گذارد. در این پژوهش با در نظر گرفتن تاثیر ناهمسانگردی ناشی  ها تاثیر میباشد و این موضوع بر عملکرد آنریزی به صورت ناهمسانگرد میهای بتنسدهای بتنی به دلیل لایه

این در محدوده نرخ بارگذاری  علاوه بر  است.  های ایزوتروپیک و ارتوتروپیک مقایسه شده  حالت  ای سد بتنی وزنی مطالعه شده است و پاسخرفتار لرزهریزی،  های بتناز لایه

نرخ کرنش بررسی دقیق تری صورت گرفته است.لرزه اثرات واقعی  اعمال  با  نشان می  ای،  نتایج  انتخاب شده است.  به عنوان مطالعه موردی  بتنی وزنی کوینا  دهد که سد 

  و در نظر گرفتن خواص ارتوتروپیک بتن سبب نتایج واقعی تر می شود.   شود.تر و سطح آسیب بیشتر در بدنه سد میهای دینامیکی بزرگ ناهمسانگردی بتن منجر به جابجایی

دهد در نظر گرفتن رفتار ارتوتروپیک بتن در آنالیز  یابد که نشان میهای کششی و فشاری نیز در مدل ناهمسانگرد نسبت به مدل همگن و ایزوتروپ افزایش میبیشینه تنش

کند. پس در نظر گرفتن ضرایب افزایش دینامیکی بالا اوت آشکاری در نتایج ایجاد نمیای تفباشد. همچنین در نظر گرفتن نرخ کرنش در محدوده بارگذاری لرزهای مفید میلرزه

 . در آنالیزهای عددی با خطا همراه است
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A B S T R A C T  
 

 

Cement mortar is used as a bonding agent between building materials in the construction of stone 
masonry and brick masonry. The focus on reducing the environmental burden caused by the high 

emission of carbon with the consumption of cement has gained interest. In this study, experimental 

investigations are conducted using two slag-based materials, i.e., Portland Slag Cement (PSC) and 
Processed Granulated Blast Furnace Slag Sand (PGBFS, iron slag), as a replacement for Ordinary 

Portland Cement (OPC) and River Sand (RS). The paper aims to investigate the influence of PSC with 

slag sand on the strength, durability, and microstructure of cement mortar. The present work specifically 
investigates the strength improvement of cement mortar with slag cement and slag sand by varying the 

curing period, comparing the results at 7, 14, and 28 days of curing. OPC is replaced fully with PSC, and 

River sand is replaced partially or fully with slag sand in different percentages, i.e., 0%, 20%, 40%, 60%, 
80% and 100% for different types of mixes. Results showed the highest increase in compressive strength 

and high resistance to acid attack in cement mortar with 100% PSC and 60% Slag Sand replacement. 

The consumption of proposed materials will benefit the construction industry to achieve the net zero 
target.  
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1. INTRODUCTION 
 
Cement plays a crucial role in the construction industry; 

however, its widespread use significantly impacts the 

environment and contributes significantly to energy 

consumption. This is primarily due to the harmful 

emissions of carbon dioxide during the cement 

manufacturing process, making it a major environmental 

concern in the realm of construction materials (1). Every 

year, the global construction industry goes through 

billions of tonnes of cement. This number is only going 

to continue to rise if there is a need for both newly built 

and renovated infrastructures. Cement manufacturing is 

energy-intensive and emits 5% - 7% CO2, according to 

various reports (2). Cement production is a highly 

energy-intensive process that involves the extraction of 

raw materials, such as limestone and clay, and the high-

temperature calcination of these materials in kilns to 

produce cement clinker. The calcination process releases 

carbon dioxide (CO2) as a byproduct, resulting in 

significant greenhouse gas emissions. In addition, fossil 

fuels, such as coal, are commonly used as a source of heat 

in cement kilns, further contributing to CO2 emissions. It 

is estimated that the production of one ton of Ordinary 

Portland cement (OPC) releases about 0.8 tons of carbon 

dioxide making it a significant contributor to climate 

change (1-7). The global increase in CO2 emission and 

the associated impact on global warming motivated 

studies seeking to investigate the suitability of certain 

materials for partial or complete replacements of 

ordinary Portland cement (OPC) as concrete binders (7, 

8). Currently, with the construction projects worldwide 

developing, plenty of natural materials such as natural 

sand (RS) are used to produce concrete (9, 10). The over-

exploitation of high-quality river sand has not only led to 

a scarcity of resources, but also to a surge in the price of 

natural sand materials (11). Cement mortar (CM) is one 

of the most widely used construction materials; its 

“green” development is bound to help the construction 

industry (12, 13). Cement mortars are used in multiple 

applications in construction, such as plastering/rendering 

purposes, bonding layers in masonry walls, and fillers in 

repairing works. Unlike concrete, cement mortars are 

made with designated cement or supplementary 

cementitious material (as binder) and fine sand (as filler), 

where they are mixed in terms of volume/mass ratios to 

meet the targeted compressive strength and consistency 

(14). The adoption of sustainable practices during the 

OPC production phase includes replacement with 

renewable energy resources and carbon dioxide 

sequestration techniques is in practice. However, 

replacing the use of OPC with finding a suitable 

alternative that can match the performance and cost-

effectiveness of conventional cement can be an 

immediate and effective choice, to achieve the target of 

net zero. The use of blended cement such as slag-based 

cement is environmentally friendly due to the reduction 

in CO2 emission during the clinkering process (10). This 

work enhances the mechanical properties and can help 

prevent the CO2 from releases to the atmosphere (4). Eco-

friendly materials, waste materials might be incorporated 

as replacements for aggregate and cement. It has been 

reported that utilizing waste materials in cementitious 

composites improved their mechanical characteristics 

(15). The development of sustainable construction 

materials based on these waste materials is of great value 

(11). The use of PSC is known to result in CO2 emission 

by 70% compared to OPC but still, the consumption of 

PSC for construction activities seems significantly less 

(9). Despite the environmental benefit that can be derived 

by using PSC, the low rate of heat of hydration and lower 

early compressive strength development is reasoned for 

the scarce consumption (3). 

Sand forms a major composition for the preparation 

of cement mortar and concrete. However, the demand for 

sand has led to several issues, including limited sand 

supplies, illegal and unsustainable sand mining, and 

environmental degradation caused by sand mining 

activities. These issues highlight the need for sustainable 

and responsible management of sand resources. The 

ecological balance is disturbed by the ongoing usage of 

natural sand, which depletes river beds. Thus, research 

focusing on using industrial wastes as a replacement for 

conventional river sand has been expanding for a decade 

(2, 16-18). These studies have also identified that using 

steel slag as a replacement for river sand will increase the 

compressive strength of concrete mixes.  Cement mortar 

(CM) is one of the most widely used construction 

materials; its “green” development is bound to help the 

construction industry (19). The workability and 

cohesiveness of mortar are enhanced due to the finer and 

more consistent grain size of slag sand compared to 

natural sand. The additional cementitious bond formed 

by the slag sand reacting with water and calcium content 

in cement is also known to contribute to the durability 

(13). Thus, using slag sand will reduce the environmental 

burden by reducing the demand for the extraction of 

natural sand and effective waste disposal (20, 21). It is 

understood that there is lack of extensive studies on the 

cement mortar prepared with PSC and slag sand, and 

studying the behaviour of mortar with these 

environmentally friendly materials will add to the wealth 

of literature related to the analysis of sustainable 

material-based mortars. Also, considering the 

shortcomings of using river sand (RS) and OPC, and the 

advantages of utilizing slag sand (SS) with PSC, the 

present study is aimed at assessing the role of slag sand 

as a replacement for river sand in PSC. The mortar 

prepared with varying slag sand content with PSC is 

tested for variation in compressive strength and 

durability against acid, sulfate, and chloride attack along 

with microstructural analysis.  
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2. MATERIALS  
 
2. 1. Cement            Commercially available Ordinary 

Portland Cement OPC 53 (confirming IS 12269) (22) and 

Portland Slag Cement (PSC) confirming to IS: 455 

(1989) (23) manufactured by Jindal Steel Works, Bellary, 

India is used in this work. The chemical composition of 

OPC and PSC determined using X-ray Fluorescence 

analysis is listed in Table 1. The fresh properties of OPC 

and PSC are listed in Table 2. 

 
2. 2. Fine Aggregate 
2. 2. 1. River Sand        River sand is collected and 

bought from locally available sand distributors in 

Kurnool, Andhra Pradesh, India (Figure 1) and slag sand 

is shown in Figure 2.  

 

2. 2. 2. Slag Sand             Processed Granulated Blast 

Furnace Slag (PGBFS) manufactured by JSW Cement 

Limited, conforming to IS 16714: 2018 (24), is used for 

the preparation of mortar mix. The sieve analysis of 

PGBFS is classified as Grading Zone III as per 

IS:383(2016) (25). The physical properties of river sand 

and slag sand are shown in Table 3 and the grain size 

distribution of river sand and slag sand is shown in Figure 

3. 
 

 

TABLE 1. Chemical composition of OPC and PSC 

Constitutes 
Chemical composition (%) 

OPC 53 PSC 

CaO 61.85 43 

SiO2 20.07 12 

Fe2O3 4.62 12 

MgO 0.83 6.7 

Al2O3 5.32 21 

SO3 2.5 2.59 

Lime Saturation Factor 0.91 - 

Ratio of Alumina/Iron oxide 1.18 - 

Insluble reside % by mass - 0.37 

Loss on ignition % by mass - 1.66 

Chloride content 0.0028 0.0017 

 

 

TABLE 2. Fresh Properties of OPC and PSC 

Property OPC PSC 

Fineness  220 m2/kg 370 m2/kg 

Initial Setting Time  34 min 30 min 

Final Setting Time 550 min 600 min 

Compressive Strength 

3 days 22 MPa 24 MPa 

7 days 25 MPa 30 MPa 

28 days 52 MPa 58 MPa 

 
Figure 1. River sand 

 

 

 
Figure 2. Slag sand 

 

 

TABLE 3. Physical Properties of RS and SS 

Property River Sand Slag Sand 

Fineness Modulus 2.85 m2/kg 2.30 m2/kg 

Water Absorption  0.8% 0.92% 

Apparent Density (Loose) 1595 kg/m3 1333 kg/m3 

Apparent Density (Rodded) 1765 kg/m3 1475 kg/m3 

 

 

 
Figure 3. Grain size distribution curve fine aggregates 

 

 

3. EXPERIMENTAL METHODS 
 

Initially, the mix design for the cement mortars were set 

as (1: 3, 1:4 and 1:6) for cement: sand which is the 

common mortar mixtures prepared (2). The tests 

conducted on cement mortar mix with 1:3, 1:4 and 1:6 

ratio is shown in Figure 4, and cement mortar mix 

prepared using different materials are shown in Figure 5. 
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Figure 4. Methodology representing the experimental 

phases 

 

 

The methodology for laboratory analysis of hardened 

cement mortar properties with two different proportions 

to assess the influence of river sand replacement with slag 

sand, along with detailed micro-level examination, is 

mentioned as a flowchart (Figure 5). 

The designation of cement mortar mix with different 

proportions is listed in Table 4.  

 

3. 1. Preparation of Cement Mortar          The dry 

cement and sand were mixed first followed by mixing 

with water and intermixed adequately to achieve a 

homogeneous mortar mix. A water binder ratio of 0.45 is 

used as a water-cement ratio (w/c) as referred to Jin and 

Guo (18). The mixtures were filled in cube moulds of size 

 

 

 
Figure 5. Framework showing the materials used for 

investigation 

 
 

TABLE 4. Designation of cement mortar mixes 

Mix Proportion Designation 

OPC+100%RS OPCRS100 

OPC+100%SS OPCSS100 

PSC+0%SS+100%RS PSCSS0 

PSC+20%SS+80%RS PSCSS20 

PSC+40%SS+60%RS PSCSS40 

PSC+60%SS+40%RS PSCSS60 

PSC+80%SS+20%RS PSCSS80 

PSC+100%SS+0%RS PSCSS100 

7.06 x 7.06 x 7.06 cm. The samples were cured as shown 

in Figure 6. 

 

3. 2. Compressive Strength         The compressive 

strength of mortar mix (1:3, 1:4 and 1:6) of OPCRS100, 

OPCSS100 and PSC with 0%, 20%, 40% 60%, 80% and 

100% SS at w/c of 0.45 at different curing ages i.e., 7-, 

14- and 28-days were measured by using the automatic 

compressive strength testing machine, following the 

procedure of IS 4031(Part 6): 1988 (18, 23, 26). 

 

3. 3. Durability          Different methods are used to test 

the acid, chloride and sulfate attack resistance of 

concrete, and each method has certain advantages and 

disadvantages. The durability of the control mortar mix 

and PSC with SS mortar mix was studied by immersing 

the cured mortar cubes in the water bath with 5% 

Sulphuric acid (H2SO4) and 5% hydrochloric acid (HCl). 

The mortar cubes were exposed to acid attack for 28 days. 

The immersed cubes after the corresponding exposure 

period were removed from the acid solution bath and 

surfaces were cleaned with a soft nylon wire brush under 

the running tap water to eliminate weak products and 

loose material from the surface. The specimens were 

tested for mass loss and compressive strength after 

surface drying the mortar cubes.  

 

3. 4. X-Ray Diffraction Analysis          The X-ray 

diffractograms of the control mortar and PSC with SS 

mortar were recorded between diffraction angles (2 theta) 

of 10◦ to 80◦ to identify the hydration product formation 

in the mortar mix after sufficient curing. Like SEM 

analysis, specimens were extracted from the samples 

after compressive strength testing. The X-ray 

diffractograms of cement mortar mixes (i.e., 1:3, 1:4 and 

1:6) with PSC and SS as a replacement to RS are obtained 

between 2θ = 10º to 80º (25).  

 

3. 5. Scanning Electron Microscope          A scanning 

electron microscope (SEM) allows the surface of a 

sample to be examined in three dimensions by scanning 

 
 

 
Figure 6. Cement mortar cubes for compressive strength test 
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the surface with a thin electron beam and generating 

secondary electrons. Micrographic images of the control 

mix and PSC mortar with varying percentages of SS as a 

replacement to RS were obtained for triplicate specimens 

extracted carefully from compressive strength tested 

samples. The samples were gold coated using a sputter 

coater before conducting SEM analysis (27). 

Micrographic images of the control mix and PSC 

mortar with varying percentages of SS as a replacement 

to RS were obtained for triplicate specimens extracted 

carefully from compressive strength tested samples. The 

samples were gold coated using a sputter coater before 

conducting SEM analysis. Samples collected after 

compressive strength testing were powdered and gold 

sputter coated to study the morphological changes in 

cement mortar mixes prepared with PSC and SS using 

scanning electron microscopy (SEM). Energy dispersive 

X-ray analysis (EDAX) was used to characterize the 

elemental compositions.  

 

3. 6. Numerical Simulation          Numerical simulation 

of cement mortar cubes of size 70.6 cm X 70.6 cm X 70.6 

cm was carried out using ANSYS software. The material 

properties used for the simulation is listed in Table 5.  

 

 

4. RESULTS AND DISCUSSION 
 
4. 1. Compressive Strength            The compressive 

strength of mortar mix ratio of 1:3 with OPC and 100% 

RS, 100% SS and PSC with varying dosages of SS are 

shown in Figure 7. The compressive strength of all 

samples showed an increase within curing ages and the 

rate of increase in compressive strength of OPC with 

100% RS is 36% and 100% whereas PSC with 100% RS 

shows an increase of 22% and 122% when curing period 

is increased from 7 days to 14 and 28 days respectively. 

The rate of increase is lesser in OPC as well as PSC with 

100% SS compared to that mix containing 100% RS. 

This can be attributed to the low rate of chemical 

reactivity of slag and the dilution effect as mentioned in 

earlier research (9). The low rate of chemical reactivity 

of PSC can be ascribed to the low rate of compressive 

strength gain compared to OPC. However, with an 

increase in SS content from 20% to 60%, the strength  

 

 
TABLE 5. Material properties 

Material Property Value 

Young’s modulus  20000 MPa 

Density 1900 kg/m3 

Poisson’s ratio 0.18 

Mesh size  1 cm 

Load  150  

gain increased and maximum compressive strength was 

observed for PSC and 60% SS as a replacement for RS. 

The compressive strength of PSC with a further higher 

proportion of SS (i.e., 80% and 100%) reduced and a 

similar trend of less rate of strength gain is reported 

elsewhere by Shengtao et al. (16) and Sande et al. (28). 

The compressive strength of mortar mix ratio of 1:4 

with OPC and 100% RS, 100% SS and PSC with varying 

dosages of SS are shown in Figure 8. The trend of 

compressive strength variation is like that observed in 1:3 

concrete mix and the strength of PSC with 60% SS is 

comparable with the strength of OPC with RS without 

any replacement. The compressive strength of mortar 

mix ratio of 1:6 with OPC and 100% RS, 100% SS and 

PSC with varying dosages of SS are shown in Figure 9. 

The rate of strength reduction in PSC with SS at varying 

proportions compared to the strength of the control mix 

is comparatively less compared to that observed in the 

1:3 and 1:4 mix which can be attributed to the high bulk 

density of SS and similar observation is reported. 

 

 

 
Figure 7. Compressive strength of mortar for 1:3 mix 

 

 

 
Figure 8. Compressive strength of mortar for 1:4 mix 
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Figure 9. Compressive strength of mortar for 1:6 mix 

 

 

4. 2. Durability           The durability of control cement 

mortar cubes and cubes prepared with varying PSC and 

SS content in the mix ratio of 1:3, 1:4 and 1:6 was 

evaluated for weight loss and compressive strength 

variation after exposure to acids. 

 

4. 2. 1. Acid Attack Test          Physical and mechanical 

changes observed in the cement mortar cubes before and 

after immersion in sulphuric acid solution are shown in 

Figures 10a and 10b and Tables 6, 7 and 8. The exposure 

to acid reduced the compressive strength of the control 

mortar mix proportion of 1:3 by 45% and a 32% 

reduction in compressive strength of PSC with RS mortar 

mix is observed in Figure 11. The exposure of PSC with 

SS mortar mix showed an increase in the percentage of 

strength loss but for PSC with 60% SS, there was a 

reduction in the rate of strength loss. Thus 60% SS as a 

replacement to RS in PSC will impart high resistance to 

acid attack and specimens retain high strength during the 

acid exposure period of 28 days (29-31).  
 

 

 
(a) 

 
(b) 

Figure 10. a) before and b) after Acid attack 

 

 

 
TABLE 6. Change in weight and compressive strength of Mix 

1:3 after acid exposure 

Mix 

Proportio

ns 

Weight 

before 

exposur

e (kg) 

Weight 

after 

exposur

e (kg) 

Compressi

ve strength 

before 

exposure 

(N/mm2) 

Compressi

ve strength 

after 

exposure 

(N/mm2) 

OPCRS100 0.741 0.620 62.51 34.17 

OPCSS100 0.810 0.658 51.15 29.47 

PSCSS0 0.718 0.621 56.83 38.64 

PSCSS20 0.730 0.613 39.79 24.27 

PSCSS40 0.720 0.595 36.79 20.97 

PSCSS60 0.788 0.671 42.62 28.06 

PSCSS80 0.730 0.601 34.10 19.35 

PSCSS100 0.718 0.599 32.10 13.80 

 
 

 
TABLE 7. Change in weight and compressive strength of Mix 

1:4 after acid exposure 

Mix 

Proportions 

Weight 

before 

exposure 

(kg) 

Weight 

after 

exposure 

(kg) 

Compressive 

strength 

before 

exposure 

(N/mm2) 

Compressive 

strength 

after 

exposure 

(N/mm2) 

OPCRS100 0.710 0.583 35.52 18.47 

OPCSS100 0.730 0.589 34.10 18.84 

PSCSS0 0.692 0.593 31.25 20.31 

PSCSS20 0.710 0.602 30.09 17.18 

PSCSS40 0.705 0.606 28.41 16.47 

PSCSS60 0.720 0.629 34.10 22.06 

PSCSS80 0.652 0.539 25.57 14.88 

PSCSS100 0.688 0.577 24.07 14.48 
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TABLE 8. Change in weight and compressive strength of Mix 

1:6 after acid exposure 

Mix 

Proportions 

Weight 

Before 

Exposure 

(kg) 

Weight 

After 

Exposure 

(kg) 

Compressive 

Strength 

before 

Exposure 

(N/mm2) 

Compressive 

Strength 

After 

Exposure 

(N/mm2) 

OPCRS100 0.67 0.548 19.89 9.98 

OPCSS100 0.657 0.531 20.46 11.86 

PSCSS0 0.664 0.520 21.82 10.56 

PSCSS20 0.670 0.580 22.50 12.02 

PSCSS40 0.684 0.582 21.87 12.51 

PSCSS60 0.710 0.624 27.28 15.20 

PSCSS80 0.620 0.522 20.42 11.60 

PSC100 0.580 0.500 18.66 10.24 

 

 

 
Figure 11. Weight loss and compressive strength loss in 1:3 

mix after exposure to hydrochloric acid 

 

 

The weight loss and compressive strength loss of 

mortar mix proportion of 1:4 also showed a similar 

response to acid exposure as that of 1:3 mortar mix. The 

results are depicted in Figure 12. It is evinced that PSC 

with no replacement of RS showed the lowest rate of 

reduction in compressive strength followed by PSC with 

SS content of 60% and 40% of RS as fine aggregate. This 

shows that the PSCSS60 sample resists acid attacks like 

the sample with 100% RS. The results of the weight loss 

and compressive strength loss of mortar mix proportion 

of 1:6 are shown in Figure 13. 
 

4. 2. 2. Sulfate Attack          Sulfate attack on mortar is 

to determine the resistance of cement mortar under 

Magnesium sulfate acid exposure. The samples after 

curing and after exposure to sulfate attack are shown in 

Figures 14a and 14b.       

The weight loss and compressive strength loss 

observed after exposure to 5% Magnesium sulfate for 28 

days are listed in Tables 9, 10 and 11 for cement mortar 

of 1:3 mix and 1:4 mix, respectively.  

Figures 15, 16 and 17 show the comparison of the rate 

of strength and weight loss in cement mortar mixes of 

1:3, 1:4 and 1:6 proportion with varying cement and fine 

aggregate content. It is observed that all samples were 

highly resistant to sulfate attack compared to the 

hydrochloric acid attack in the case of both 1:3, 1:4 and 

1:6 mix proportions. The rate of weight loss is almost in 

the same range for all samples, but the compressive 

strength loss is least by 14.2% and 14% for PSC with 

100% RS and PSC with 60% SS as a replacement to RS 

in 1:3 mortar mix samples (Figure 15). The rate of 

strength loss observed in the 1:4 mix is least by 12% for 

PSC with 60% SS followed by 15% in PSC with 100% 

RS and the rate of strength loss observed in the 1:6 mix 
 

 

 
Figure 12. Weight loss and compressive strength loss in 1:4 

mortar mix after exposure to hydrochloric acid 

 

 

 
Figure 13. Weight loss and compressive strength loss in 1:6 

mortar mix after exposure to hydrochloric acid 
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(a) 

 
(b) 

Figure 14. a) before and b) after sulfate attack 

 

 
TABLE 9. Variation in weight and compressive strength due to 

sulfate attack 1:3 mortar mix 

Mix 

proportions 

Weight 

before 

exposure 

(kg) 

Weight 

after 

exposure 

(kg) 

Compressive 

strength before 

exposure 

(n/mm2) 

Compressive 

strength after 

exposure 

(n/mm2) 

OPCRS100 0.736 0.704 62.51 50.42 

OPCSS100 0.738 0.702 51.15 42.58 

PSCSS0 0.730 0.702 56.83 48.87 

PSCSS20 0.710 0.687 39.79 32.99 

PSCSS40 0.748 0.718 36.79 31.27 

PSCSS60 0.766 0.737 42.62 35.80 

PSCSS80 0.726 0.698 34.10 28.57 

PSCSS100 0.724 0.694 32.10 26.64 

 

 
TABLE 10. Variation in weight and compressive strength due 

to Sulfate attack test for 1:4 mix 

Mix 

Proportions 

Weight 

before 

exposure 

(kg) 

Weight 

after 

exposure 

(kg) 

Compressive 

strength 

before 

exposure 

(N/mm2) 

Compressive 

strength 

after 

exposure 

(N/mm2) 

OPCRS100 0.723 0.695 35.52 28.40 

OPCSS100 0.690 0.667 34.1 27.62 

PSCSS0 0.703 0.683 31.25 26.56 

PSCSS20 0.681 0.655 30.09 25.93 

PSCSS40 0.690 0.661 28.41 24.04 

PSCSS60 0.680 0.657 34.1 30.08 

PSCSS80 0.644 0.613 25.57 20.71 

PSCSS100 0.682 0.650 24.07 20.56 

 

 
TABLE 11. Variation in weight and compressive strength due 

to Sulfate attack test for 1:6 mix 

Mix 

Proportions 

Weight 

Before 

Exposure 

(kg) 

Weight 

After 

Exposure 

(kg) 

Compressive 

Strength 

before 

Exposure 

(N/mm2) 

Compressive 

Strength 

after 

Exposure 

(N/mm2) 

OPCRS100 0.708 0.682 19.68 16.84 

OPCSS100 0.641 0.624 21.82 17.67 

PSCSS0 0.638 0.612 18.75 14.34 

PSCSS20 0.642 0.624 22.50 20.22 

PSCSS40 0.634 0.602 21.62 18.24 

PSCSS60 0.612 0.584 23.10 21.02 

PSCSS80 0.562 0.532 20.02 17.24 

PSC100 0.542 0.522 18.22 15.46 

 

 

is least by 12% for PSC with 60% SS followed by 15% 

in PSC with 100% RS. This again confirms the potential 

of PSC-based mortar with 60% SS to replace RS to resist 

the acidic environment expected due to contact with 

industrial effluents etc. and a similar observation is 

reported (9, 31).  

 

 

 
Figure 15. Weight loss and compressive strength loss in 1:3 

mortar mix due to sulfate attack 
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Figure 16. Weight loss and compressive strength loss in 1:4 

mortar mix due to sulfate attack 

 

 

 
Figure 17. Weight loss and compressive strength loss in 1:6 

mortar mix due to sulfate attack 

 

 

4. 2. 3. Chloride Attack Test            The effect of 

hydrochloric acid exposure to cement mortar was 

assessed by weight loss and compressive strength 

reduction. The mortar samples subjected to chloride 

attack are shown in Figures 18a and 18b. The loss in 

weight and compressive strength of samples after 

exposure to chloride solutions is listed in Tables 12, 13 

and 14.  

The rate of weight loss and compressive strength of 

1:3 mortar after the chloride attack is shown in Figure 19. 

It can be observed that PSC with 60% SS is only 1.7% 

whereas it is maximum by 3.1% in conventional cement 

mortar (i.e., OPCRS100). The strength reduction in 

mortar after chloride attack is least in PSC with 100% RS 

followed by PSC with 60%SS. 

Table 12 shows the change in weight and 

compressive strength of 1:4 mortar mixes after exposure 

to a chloride environment using 5% hydrochloric acid. 

Figure 20 shows the rate of weight loss and compressive 

 
(a) 

 
(b) 

Figure 18 a) before and b) after chloride attack 

 

 

TABLE 12. Variation in weight and compressive strength due 

to chloride attack test for 1:3 mix 

Mix 

Proportio

ns 

Weight 

before 

exposur

e (kg) 

Weight 

after 

exposur

e (kg) 

Compressi

ve strength 

before 

exposure 

(N/mm2) 

Compressi

ve strength 

after 

exposure 

(N/mm2) 

OPCRS10

0 
0.762 0.738 62.51 57.47 

OPCSS100 0.826 0.804 51.15 47.96 

PSCSS0 0.720 0.705 56.83 53.98 

PSCSS20 0.704 0.688 39.79 37.40 

PSCSS40 0.734 0.720 36.79 34.49 

PSCSS60 0.740 0.727 42.62 40.07 

PSCSS80 0.710 0.692 34.10 31.52 

PSCSS100 0.711 0.691 32.10 30.07 

 

 
TABLE 13. Variation in weight and compressive strength due 

to chloride attack test for 1:4 mix 

Mix 

Proportion 

Weight 

before 

exposure 

(kg) 

Weight 

after 

exposure 

(kg) 

Compressive 

strength before 

exposure 

(N/mm2) 

Compressive 

strength after 

exposure 

(N/mm2) 

OPCRS100 0.706 0.688 35.52 31.25 
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OPCSS100 0.712 0.692 34.1 30.79 

PSCSS0 0.685 0.659 31.25 28.40 

PSCSS20 0.708 0.688 30.09 29.06 

PSCSS40 0.687 0.673 28.41 26.42 

PSCSS60 0.670 0.653 34.1 32.05 

PSCSS80 0.684 0.662 25.57 23.27 

PSCSS100 0.652 0.629 24.07 22.26 

 

 
TABLE 14. Variation in weight and compressive strength due 

to chloride attack test for 1:6 mix 

Mix 

Proportions 

Weight 

Before 

Exposure 

(kg) 

Weight 

After 

Exposure 

(kg) 

Compressive 

Strength before 

Exposure 

(N/mm2) 

Compressive 

Strength after 

Exposure 

(N/mm2) 

OPCRS100 0.648 0.640 19.89 16.87 

OPCSS100 0.665 0.652 22.50 19.70 

PSCSS0 0.650 0.622 20.82 16.20 

PSCSS20 0.648 0.610 19.86 17.02 

PSCSS40 0.666 0.641 21.87 18.50 

PSCSS60 0.631 0.610 26.28 23.82 

PSCSS80 0.602 0.582 22.42 19.54 

PSC100 0.582 0.502 20.02 18.62 

 

 

 
Figure 19. Weight loss and compressive strength loss in 1:3 

mortar mix due to chloride attack 

 
 
 

strength observed in the mortar samples. Table 13 shows 

the change in weight and compressive strength of 1:6 

mortar mixes after exposure to a chloride environment 

using 5% hydrochloric acid. Figure 21 shows the rate of 

weight loss and compressive strength observed in the 

mortar samples.  

 
Figure 20. Weight loss and compressive strength loss in 1:4 

mortar mix due to chloride attack 

 

 

 
Figure 21. Weight loss and compressive strength loss in 1:6 

mortar mix due to chloride attack 

 

 

The weight loss in PSCSS60 mortar is 2.4% which is 

higher than that observed in 1:3 samples and a similar 

comparison in rate of compressive strength loss can also 

be observed. 

 

4. 2. 4. X-ray Diffractogram Analysis           The XRD 

pattern of 1:3 cement mortar mixes prepared using PSC 

mixed with 100% RS and PSC mixed with 60% SS are 

shown in Figures 22 and 23. In Figure 22, the 

diffractogram peak intensity of quartz, alite (C3S) and 

belite (C2S) are higher than compared to that observed in 

Figure 23. The reduction in peak intensities can be 

attributed to the formation of cementing bonds with the 

fine aggregate and the presence of new peaks is also 

shown in Figure 23.  

The XRD pattern of 1:4 cement mortar mixes 

prepared using PSC mixed with 100% RS and PSC 

mixed with 60% SS is shown in Figures 24 and 25. The 

diffractogram shows a similar observation as that seen in 
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Figures 22 and 24 indicating the availability of enough 

silicates as alite, belite and quartz in PSCSS0. The 

reduction in peak intensities and the presence of newer 

peaks (Figure 25) confirms the dissolution of silicates 

and the formation of cementing products with SS in the 

PSCSS60 mortar mix (32-34).  
 

4. 2. 5. Scanning Electron Microscopic Analysis          
The scanning electron microscopic images for 1:3 mortar 

mix prepared with PSC and 100% RS as well as PSC with 

60% SS are shown in Figures 28 (a) and 28 (b). The PSC 

mortar mix with 100% RS shows the formation of CSH 

 

 

 
Figure 22. X-ray diffractogram of cement mortar mix used 

in the study of PSCSS0 (1:3) 

 

 

 
Figure 23. X-ray diffractogram of cement mortar mix used 

in the study of PSCSS60 (1:3) 

 

 

 
Figure 24. X-ray diffractogram of cement mortar mix used 

in the study of PSCSS0 (1:4) 

 
Figure 25. X-ray diffractogram of cement mortar mix used 

in the study of PSCSS60 (1:4) 

 

 

 
Figure 26. X-ray diffractogram of cement mortar mix used 

in the study of PSCSS0 (1:6) 

 

 

 
Figure 27. X-ray diffractogram of cement mortar mix used 

in the study of PSCSS60 (1:6) 

 

 

and CH (9, 35, 36). The presence of ettringite as Aft 

along with CSH is observed in PSC with 60% SS. This 

can be ascribed to the high strength retention in PSC with 

SS as a replacement for RS by 60% as observed from 

durability studies (37, 38).  

The comparison of the elemental composition of 

PSCSS0 and PSCSS60 as shown in Figures 23 and 24 

illustrates the reduction in silica and increase in calcium 

content and the formation of newer peaks representing 

calcium in PSCSS60. This indicates the reactivity of PSC 
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and SS as well along with PSC hydration reaction, that is 

contributing to enhanced strength and a high rate of 

strength retention.  

The energy dispersive x-ray (EDAX) spectroscopic 

results of Portland slag cement mortar mix 1:4 prepared 

with 100% RS and 60% SS as a replacement to RS are 

shown in Figures 34 and 35. 

The elemental compositions obtained from EDAX 

spectroscopy are used to determine the Calcium 

(Ca)/Silica (Si) ratio (Table 14). The Ca/Si ratio is 

approximately 1.00 for all samples indicating the 

presence of CSH as a tobermorite gel phase and the lower  

 

 

 
(a) 

 
(b) 

Figure 28. Micrographs of 1:3 cement mortar mix a) 

PSCSS0 b) PSCSS60 

 
 

 
Figure 29. EDAX image of 1:3 PSC mortar with 100% RS 

(PSCSS0) 

 
Figure 30. EDAX image of 1:3 PSC mortar with 60% SS 

(PSCSS60) 

 

 

 
Figure 31. EDAX image of 1:4 PSC mortar with 100% RS 

(PSCSS0) 

 

 

 
Figure 32. EDAX image of 1:4 PSC mortar with 60% SS 

(PSCSS60) 
 

 

values of Ca/Si ratio are speculated to correspond to a 

higher content of CSH resulting in densified mortar 

matrix (10). 
 
 

 
(a) 

AFt 

CSH 

AFt 
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(b) 

Figure 33. Micrographs of 1:4 cement mortar mix a) 

PSCSS0 b) PSCSS60 

 

 

 
Figure 34. EDAX image of 1:4 PSC mortar with 100% RS 

(PSCSS0) 

 

 

 
Figure 35. EDAX image of 1:4 PSC mortar with 60% SS 

(PSCSS60) 

 

 

 

TABLE 14. Ca/Si ratio of PSC-based mortar mix 

Mix ratio Sample Ca/Si 

1:3 PSCSS0 1.09 

1:3 PSCSS60 1.06 

1:4 PSCSS0 1.00 

1:4 PSCSS60 0.98 

5. NUMERICAL STIMULATION 
 

A finite element model (FEM) of the segmental girder 

specimen under the same conditions as the test is 

established, as shown in Figure 36 To verify the 

reliability of the FEM and parameters, the calculated 

results of the damage pattern and response of the 

specimen model are compared with the test data. The 

results are done numerical stimulation by using the Ansys 

software. Figure 36 shows the variation of stress in the 

sample under the simulated compressive load. The 

maximum stress of 50 MPa is exhibited by the proposed 

cement mortar model which is similar to the experimental 

values obtained for OPC with SS.  

The deformation under the applied load condition 

showed the maximum of 0.11 mm in the simulated 

cement mortar cube (See Figure 37).  

 

 

 
Figure 36. Results of stresses in Ansys model for the cube 

 

 

 
Figure 37. Results of deformations in the cube 

 

 

6. CONCLUSION 
 

The strength and microstructural change in cement 

mortars with OPC and PSC on partial to full replacement 

of natural river sand with slag sand has been assessed 
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based on compressive strength and mass loss after acid 

attack, sulfate attack and chloride attack along with 

SEM-EDAX and XRD analysis. Conclusions from the 

present study can be proposed as follows: 

1) The 28-day compressive strength of PSC mortar mix 

with 60% SS as a replacement to RS shows 

maximum strength gain compared to other 

percentages of NS replacement. The strength of 

PSC-based mortar mix is lesser than the strength 

gain observed in OPC-based mortar mix which can 

be ascribed to the lower rate of strength gain in PSC-

based mortar. The optimum content of SS as fine 

aggregate for the maximum increase in compressive 

strength of PSC mortar is 60% with 40% RS. 

2) Durability studies show that PSC with 60% SS as a 

replacement to RS shows high resistance to s ulfate 

and chloride exposure compared to the strength loss 

observed after acid attack testing. This shows that 

PSCSS60 will be effective in a corrosion-prone 

environment.  

3) The formation of cementitious gel phases was 

observed in XRD as well as EDAX spectroscopy. 

The SEM image analysis showed the formation of a 

densified mortar matrix in PSCSS60 with higher 

CSH formation which is confirmed by Ca/Si ratio ≈ 

1.0. Thus, the improvement in mechanical properties 

and durability against aggressive environmental 

influence is correlated well with the microstructural 

analysis. 

4) Numerical simulation of stress deformation analysis 

by FEM approach using ANSYS software for the 

optimized cement mortar cube under a compressive 

load of 150 kN resulted in maximum stress of 50 

MPa and deformation of 0.11 mm. The results 

validate the reliability of experimental results 

discussed in the present study.  

It is understood that the replacement of OPC with 

PSC and natural river sand with slag sand to prepare 

cement mortar will satisfy the strength and durability as 

well as an economically and environmentally sustainable 

option. 
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Persian Abstract 

 چکیده 
حیطی ناشی از انتشار  ملات سیمان به عنوان عامل اتصال بین مصالح ساختمانی در ساخت سنگ تراشی و سنگ تراشی آجری استفاده می شود. تمرکز بر کاهش بار زیست م

و ماسه    (PSC)های تجربی با استفاده از دو ماده مبتنی بر سرباره، یعنی سیمان سرباره پرتلند بالای کربن با مصرف سیمان مورد توجه قرار گرفته است. در این مطالعه، بررسی 

هدف این     (RS)و ماسه رودخانه انجام شد.     (OPC)، سرباره آهن(، به عنوان جایگزینی برای سیمان پرتلند معمولی  PGBFSبندی شده پردازش شده )سرباره کوره بلند دانه

ریزساختار ملات سیمان است. کار حاضر به طور خاص بهبود مقاومت ملات سیمان با سیمان سرباره و ماسه سرباره    با ماسه سرباره بر استحکام، دوام و  PSCمقاله بررسی تاثیر  

جایگزین می شود و ماسه رودخانه به طور جزئی یا   PSCبه طور کامل با  OPCکند. روزه مقایسه می  ۲۸و  ۱۴، ۷کند و نتایج را در روزهای را با تغییر دوره پخت بررسی می 

  افزایش   بیشترین  که  داد  نشان  نتایج.  ها  مخلوط  مختلف  انواع  برای  ٪۱00  و  ٪۸0  ،٪60  ،٪۴0  ،٪۲0  ،٪0کامل با ماسه سرباره در درصدهای مختلف جایگزین می شود، یعنی  

وجود دارد. مصرف مصالح پیشنهادی به نفع صنعت   Slag Sand  %60و    PSC  %۱00  جایگزینی  با  سیمان  ملات   در  اسیدی  حمله  برابر  در  بالا  مقاومت  و  فشاری  مقاومت

 . ساخت و ساز برای دستیابی به هدف خالص صفر خواهد بود
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A B S T R A C T  
 

Propagating micro-cracks in a structure decreases its load-bearing capacity and leads to the collapse of 
the entire structure. Addition of various additives in all kinds of concrete or concrete ingredients, as 

several studies have shown, could significantly make concrete reclaim from the specifications and 

attributes point of view. A possible manner to the common ruin and expensive preservation of concrete 
infrastructure, utilizing encapsulating healing factors is helpful for the self-healing of concrete. The self-

healing concrete with microencapsulated Preyssler, and calcium nitrate was studied in this paper. 
Microcapsules were synthesized by in-situ polymerization of urea-formaldehyde as a shell around the 

core materials inclusive of Preyssler, calcium nitrate. Physicochemical characterization of microcapsules 

was conducted by Fourier transformation infrared spectroscopy, field emission scanning electron 
microscopy, and Transmission Electron Microscope. The mechanical assessment of cementitious 

specimens with different dosages of microcapsules (0%,0.5%, 1%, 1.5%, and 2%) was performed by 

compressive tests. Also, by measurement before and after damage after 10 days, the self-healing potential 

was tested. After the concrete was damaged by exerting 30% of its final load, all samples were incubated 

by immersion in water. According to the results, the sample containing 0.5% UFN, the sample containing 

1.5% UFP, and the sample containing 1.5% UFNP have higher repair rates than others. This scope of 
research because of its interdisciplinary nature would own several possibilities to be pioneering with 

making an opening gate to link sciences and engineering such as material, chemistry, science, 

nanotechnology, and the field of engineering to persuade a wide spectrum of contribution in engineering 
sciences and usages. 

doi: 10.5829/ije.2024.37.04a.16 
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NOMENCLATURE   

P Preyssler SEM Scanning electron microscopy 

CN Calcium Nitrate TEM Transmission Electron Microscope 

UFN Urea-formaldehyde calcium nitrate microcapsule FT-IR Fourier transform infrared spectrometer 

UFNP Urea-formaldehyde calcium nitrate-Preyssler microcapsule EDS Energy Dispersive Spectroscopy 

UFP Urea- formaldehyde Preyssler microcapsule   

 
1. INTRODUCTION 
 
One of the essential building materials used in most of 

the sections of structures is concrete. Existing crack in 

concrete structures is so harmful for durability and 

reliability (1, 2); commonly, this event begins at the 

atomic area with defects that get more significant and 

larger that create cracks. In concrete structures, 

protecting them is controlling and stopping crack 

diffusion, increasing their yield and dependability, and 

extending their service lifetime. So, self-healing concrete 

is an answer for good bases because it may forbid the 

growth of early life micro cracks into more significant 

cracks. Without needing human or any kind of manual 

interference, self-healing materials automatically heal 

damage (3-5). From the past till today, Micro and Nano-

encapsulation are challenging techniques in protecting 

drugs and healing agents (6, 7). Microcapsule-based self-

healing concrete is a novel kind of concrete material that 

repair micro cracks in concrete and reclaim the strength 

and stability of concrete (8). The repairing origin of 

microcapsule self-repairing concrete is typical that when 

micro cracks of concrete develop and tangency with the 

microcapsules, the shell of the microcapsules fracture, 

and the epoxy resin diluted moves into the crack and 

responds with the curing factor. This fills the cracks and 

arrives at the target of repairing the cracks (9, 10). Today, 

researchers have done empirical and simulation 

investigations on microcapsule-based self-healing 

concrete. Its efficiency, like its stability compared with 

ordinary cement, has been of interest to many 

researchers, and several studies have been carried out on 

its empirical aspects (11-14). White et al. (9) are the first 

researchers that report a feasible display of self-healing 

materials through implanting encapsulated healing 

agents into a polymer matrix, including diffused 

catalysts. de Souza Rodrigues et al. (15) investigated the 

synthesis, characterization, and self-healing qualitative 

valence of polyurethane microcapsules that include 

toluene diisocyanate and isophorone diisocyanate as a 

core factor. The thermal analysis they were determined 

that the decreasing temperature of the material was 

higher in TDI-including microcapsules as the core factor. 

Development and mineralization specifications of 

Bacillus subtilis (BS) detached from marine aquaculture 

wastewater and its usage in coastal self-healing concrete 

was investigated by Fu et al. (16). In the research of 

Wang et al. (17), the strength recovery and acoustic 

performance of microcapsule self-healing concrete were 

used as evaluation indices to assess the damage to the 

microcapsule self-healing system. They concluded that 

the self-healing performance was better for the 

microencapsulated self-healing concrete than the 

ordinary concrete. Self-healing techniques involve the 

use of microcapsules containing self-healing agents and 

catalysts that are dispersed within a structure. In the event 

of excess load or damage to the structure, the 

microcapsules detect the damage and release the self-

healing agent stored inside them. The self-healing agent 

then reacts with the previously dispersed catalysts, 

effectively repairing the damage. Therefore, a stable 

manufacturing method for the microcapsules containing 

self-healing agents is crucial in order to repair the damage 

and ensure the structural stability. Self-healing 

microcapsules must possess sufficient mechanical 

strength and thermal stability to be effectively utilized for 

the repair of composite structures. These properties can 

be affected by various manufacturing conditions, such as 

constituent materials, stirring speed, pH, and reaction 

temperature (18, 19). The speed at which a mixture is 

stirred is a crucial factor in determining the size and size 

distribution of microcapsules. The size of these capsules 

is directly related to their strength. A study by Kosarli et 

al. (20) examined the mechanical properties, thermal 

stability, and healing efficiency of microcapsules with 

five different average diameters, by controlling the 

stirring speed. The researchers found that microcapsules 

with smaller diameters showed better thermal stability 

and lower degradation of mechanical performance. 

The different healing factors for crack-healing in 

cement-based products are displayed in Figure 1 (21). 

Also, Figure 2 shows that microencapsulation is the most 

well-known technique accepted for releasing healing 

components into cement-based products. As we know, 

for producing concrete with the boosted qualification, 

utilizing inorganic additives has possessed more 

consideration worldwide. One of the novel, the 

environmentally friendly tasks is extending the region of 

the inorganic additives of compound function via the 

utilization of heteropolyacids. Heteropolyacids are 

propounded as a type of inorganic clusters that are built 

of hydrogen, oxygen, and some transition metals and 

non-metals (22, 23). In Figure 3, one of the famed forms 

of heteropolyacids is named Preyssler structures, shows 

its general formula of it is [NaP5W30O110] 14. Several 

researchers investigated the positive factors of organic 

polymer concrete materials on attributes of concrete. 

Some of the attributes include excellent vibration 
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damping, high compressive strength, great vibration 

damping properties, high particular stiffness and 

strength, resistance to corrosion and chemicals , fast 

curing, and the capacity to create  involved shapes (24-

26). Based on a brief literature review, it has been found 

that multicomponent concrete with several additives has 

emerged as a new generation of concrete that is able to 

maintain the required properties in all operating 

conditions. The use of multicomponent concretes is 

growing due to their ability to manage structure 

formation and show directed quality in properties at all 

stages of technology (27, 28). For example, 

Balamuralikrishnan et al. (29) analyzed the flexural, 

shear, and combined effects of the flexural and shear 

behavior of reinforced concrete beams that were 

strengthened with externally bonded ferrocement 

laminates made with spent catalysts. They compared the 

results of these beams to control beams that were not 

strengthened. The testing was conducted under two-point 

loading conditions. Mohammed  et al. (30) investigated 

how steel fiber-reinforced concrete flat slabs perform 

when subjected to punching shear force. The 

experimental results showed that slabs incorporating 

steel fiber had a 21.8% higher punching shear capacity 

compared to those without steel fiber. Additionally, the 

slabs reinforced with steel fiber demonstrated greater 

ductility than the ones without fiber reinforcement. 

Nistratov et al. (31) conducted research on waste carbon 

plastics and unused industrial fiberglass plastics, 

including office equipment components that contained 

highly dispersed fibers and laminating coatings with an 

organo-mineral matrix. The study revealed that adding 

1% by weight of fibers to slag blocks and active carbon 

pellets significantly increases their compressive strength, 

but the bending strength remains unchanged due to the 

dispersed reinforcement. As an admixture contributes to 

the acceleration of the hydration of cement and helps, the 

increase of the strength of concrete over the long term is 

calcium nitrate. In our literature survey, we discovered 

that Polyoxometalates - clusters of early transition metals  

have not yet been used in concrete microcapsules, 

specifically Preyssler heteropolyacid (HPA). Given our 

experience with HPAs and related chemistry (32) and 

cited references therein), we were inspired to begin 

investigating this area further. We recently explored the 

application of different polyoxometalates and Preyssler 

polyoxometalate in nanotechnology (33), and with our 

ongoing interest in extending the applications of 

Preyssler, we feel it is important to examine the potential 

benefits of using this heteropolyacid as a microcapsule to 

improve the compressive strength of concrete. 

So, moderate dosages of 0.5% to 2% by weight of 

cement are required to get these advantages. In this paper, 

the main aim is to evaluate the application of CN, and P 

that are mineral salt as a healing operators and to define 

their efficacies in self-healing mechanisms for concrete 

materials. To gain this aim, a laboratory test was done to 

measure the self-healing ability of concrete with CN and 

P microcapsules and compare the results with samples 

without microcapsules. In Figure 4 a diagrammatic 

microcapsule-based self-healing method is displayed.   
 

 

2. EXPERIMENTAL PROCEDURE  
 
The experimental scheme is shown in Figure 5. 

 

2. 1. Materials           Calcium nitrate and Preyssler were 

used to create UFN, UFP, and UFNP microcapsules. Raw 

materials used for the experiments have been listed in 

Table 1. 

 

2. 1. 1. Synthesis of Preyssler           In a 250 ml beaker, 

dissolve 99 g of dihydrate sodium tungstate in 120 ml of 

distilled water with temperature control between 40-45 

°C while stirring, then slowly add 75 ml of phosphoric 

acid 85% to it and it was refluxed for at least 5 hours. 

After the reflux period is over, add 5.22 g of KCl salt 

gradually at room temperature, and at the end, the 

solution is stirred for 30-40 minutes.  

The green precipitate is filtered and crystallized in a 

minimum amount of water at 70 °C. In the first step, the 
 

 

 
Figure 1. Different methods utilized for the search phrase 

‘concrete self-healing’ event in the Scopus database 

 

 

 
Figure 2. Different techniques of transporting healing 

factors into the cement-based products for search phrase 

results in the Scopus database 
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white crystals of preyssler anion appear on the solution`s 

surface and are separated from the environment by 

filtering. Figure 6 showed the produced preyssler. 

 

 

 
Figure 3. Preyssler [40] 

 
Figure 4. Schematic representing microcapsule-based self-

healing method 

 

 

 
Figure 5. Experimental plan 

 
 

TABLE 1. Raw materials utilized for the tests 

Material Name  Formula Usage Pure degree Manufacturer 

Resorcinol C6H6O2 Preparation of Microcapsules 99.0 %≤ MERK CO 

Formaldehyde CH2O Preparation of Microcapsules 37% MERK CO 

Ammonium Chloride NH4Cl Preparation of Microcapsules 99% MERK CO 

Urea CO (NH2)2 Preparation of Microcapsules  99%≤ MERK CO 

Hexane CH₃ (CH₂)₄CH₃ Preparation of Microcapsules 85%< MERK CO 

Sulfonic Acid R-C6H6-OSO3H R=C10-C13 Preparation of Microcapsules 96% MERK CO 

Span 60 C₂₄H₄₆O₆ Preparation of Microcapsules AR MERK CO 

Calcium Nitrate Tetra hydrate Ca (NO₃)₂ × 4 H₂O Preparation of Microcapsules 99-102% MERK CO 

Sodium tungstate dehydrate Na2WO4.2H2O Preparation of preyssler AR MERK CO 

Phosphoric acid H3PO4 Preparation of preyssler 85% MERK CO 

potassium chloride KCL Preparation of preyssler 90%≤ MERK CO 

 

 

2. 2. Synthesis of Microcapsules            The procedure, 

which uses an in-situ polymerization chemical process to 

encapsulate CN and P under a water-in-oil emulsion, 

includes aqueous and continuous phases. The aqueous 

phase consists of urea, formaldehyde, resorcinol, 

ammonium chloride, and calcium nitrate as core 

materials dissolved in distilled water. In general, the 

synthesis of self-healing microcapsules is based on the 

under proceedings.  
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Figure 6. Produced Preyssler 

 

 

First emulsification, as the aqueous CN, and P are 

spread into the needful particles, then these spread 

particles are caught in a shell frame as a result of a 

chemical response between the surfactants. This act is 

recognized as polymerization. The synthesis of 

microcapsule, as introduced in the next part, followed the 

action reported in literature (34). Figure 7 displays the 

stages involved during microcapsule making and the 

final product. 

 

2. 2. 1. Calcium Nitrate Self-healing Microcapsules         
The procurement method for microcapsules, including 

CN, was based on prior studyconducted by Hassan et al. 

(34), utilizing a water-in-oil suspension polymerization 

way that urea formaldehyde is as a shell material. The 

monomer phase was built of the microcapsules’ shell 

materials and CN as a healing factor.  

Part A: For making an aqueous solution containing 

0.5 g Resorcinol, 0.5 g Ammonium Chloride, 5 g Urea, 

13 g Formaldehyde, and 10 g Calcium Nitrate Tetra 

hydrate that all of them were mixed in 50 ml of water and 

stirred at 750 rpm for 1-3 h.  

Part B: For making the oil phase (continuous phase), 

180 g of hexane with 0.5 g span60 and 0.1g sulfonic acid 

were mixed at 800-1500 rpm for 24 h at 40 °C. Then, the 

obtained solution was ultrasonicated for 10 min at 50% 

amplitude in a pulse regime. The catalyst in this 

procedure was sulfonic acid, which has a straight effect 

on the rate of reaction. The reason of utilizing Hexane in 

the oil phase was cheap and light of it. When it is placed 

under a vapor hood, its volatility is so helpful because for 

the collection of the microcapsule, the evaporation and 

removal of hexane are simple. To ensure that a water-in-

oil emulsion was done, it is crucial to protect the ratio 

between the water and the oil at about 1:3. The oil phase 

was heated at the preferable temperature between 40-

50°C and agitated via a high-shear mixer. Utilizing the 

high temperatures are forbidden since the temperature 

straightly acts on the rate of response and is the reason 

for the premature formation of the shell wall. The 

aqueous phase was added dropwise when the temperature 

was desired, and the polymerization procedure began. 

The heating time varied from 1-3 h to completion of the 

in situ condensation of the urea–formaldehyde and also 

to turn the liquid droplets in the aqueous phase into 

microcapsules with a solid polymer shell. After the 

ending of the response, the hexane was discharged, and 

then the microcapsule slurry was filtered. In the next part, 

the filtered microcapsules were dried in an oven for two 

days (48 h) at temperature of 50°C. 

 

2. 2. 2. Calcium Nitrate-Preyssler Self-healing 
Microcpsules            For the synthesis of UFNP, a ratio 

of 50-50% of CN and P are added to the aqueous solution. 

All the chemical materials for the aqueous solution were 

like the synthesis of calcium nitrate microcapsules. Also, 

the oil phase was similar to the synthesis of UFN. 

 

2. 2. 3. Preyssler Self-healing Microcapsules         
The method of synthesis of microcapsules containing P 

is the same as the method of synthesis of microcapsules 

of calcium nitrate, with the difference that in the aqueous 

phase, instead of CN, P was added as the core material of 

the microcapsule. 

 

2. 3. FTIR Analysis            FTIR analyses of the 

specimens were built by utilizing Fourier transform 

infrared spectrometer in the range 400–4000 cm-1. FTIR 

spectra of the CN and P, and their microcapsules are 

presented in Figures 8-10, respectively. The vibrational 

band in the area of 3350 cm-1 is related to the tensile bond 

of H-O and H-N in urea formaldehyde polymer. By 

comparing the FT- IR spectra of UFN containing it, it can 

be concluded that the presence of a typical peaks of 833.2 

and 1383.46 cm-1. in CN and microcapsules is evidence 

of the presence of CN in the urea-formaldehyde 

microcapsules. By comparing the FT-IR spectra of the P 

and the microcapsule containing it, it can be concluded 

that the presence of common peaks of 517.68 and 

1164.45 cm-1. in the P and microcapsule is evidence of 

the presence of the P in the urea-formaldehyde 

microcapsule. Also, by comparing the FT-IR spectra of 

CN-P, and microcapsules containing them, it can be 

concluded that the presence of a common peak of 

3347.18 cm-1. in CN and prescribers and their 

microcapsules is evidence of the presence of these two 

substances in urea-formaldehyde microcapsules. 

 

2. 4. SEM Analysis          The microcapsules and concrete 

structure were done utilizing a Field Emission Scanning 

Electron Microscope (LMU TESCAN BRNO-MIRA3) 

operated. Before to used SEM imaging, splashing the 

gold powder was performed on the samples. According 

to Figure 11, most of the microcapsules have spherical 

shaped, while the particles with irregular shapes can be  
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Figure 7. Microencapsulation synthesis process 

 

 

 
Figure 8. FT-IR spectrum of CN and its microcapsules 

 

 

 
Figure 9. FT-IR spectrum of P and its microcapsules 

 
Figure 10. FT-IR spectrum of CN-P and their microcapsules 

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 11. FESEM images of microcapsules: (a) UFN, (b) 

UFP, (c) UFNP 
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found between them.  Also, from the EDS analysis can 

understand that the UFN consists of Ca, O, Na, and C 

elements. 

Therefore, it revealed the existence of urea-

formaldehyde (shell material) and nitrate calcium (core 

material). As shown in Figure 12a, given that the calcium 

peak intensity in the EDS analysis chart is very high. It 

can be concluded that the nucleus of the microcapsule 

contains CN and is well-formed. From the EDS of the 

UFP, understand that it consists of W, O, N, P, and C 

elements. Therefore, it revealed the existence of urea-

formaldehyde (shell material) and Preyssler (core 

material). According to Figure 12b, considering that 

Tungsten (W) is the main constituent of Preyssler and has 

a high peak, it can be concluded that the core of the 

microcapsule has an active substance and is well-

formed.  The EDS of the UFNP shows that it consists of 

W, Ca, O, N, and P elements. Therefore, it revealed the 

existence of urea-formaldehyde (shell material) and 

calcium nitrate- Preyssler (core material). According to 

Figure 12c, considering that Tungsten (W), the calcium 

(C), which are the main constituent of Preyssler and 

calcium, respectively, has a high peak, it can be 

concluded that the core of the microcapsule has an active 

substance and is well formed. 
 

2. 5. TEM Analysis         TEM observation of the 

microcapsules was made using a Transmission Electron 

Microscope (LEO912 AB) operated. This analysis was 

done to ensure the reliability of producing spherical 

microcapsules. TEM images of microcapsules are 

demonstrate in Figure 13. 

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 12. EDS analysis: (a) UFN, (b) UFP, (c) UFNP 

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 13. TEM images of microcapsules: (a) UFN, (b) 

UFP, (c) UFNP 
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2. 6. MIX Design             For mix design, we utilized 

concrete’s design process that has a water/cement ratio of 

0.23. The amount of materials for the mix design are 

offered in Table 2. In the present study, the mixing steps 

are as follows: 

1. The weight of all consumables was accurately 

measured based on the desired percentages. 

2. All superplasticizers were mixed with all water 

consumption. 

3. All dry materials were mixed with a mixer for 5 min. 

4. By adding 65% of water and lubricant mixture, the 

materials inside the mixer were mixed at a speed of 1000 

rpm for 3 min. 

5. The remaining water and superplasticizer were added, 

and mixing was continued at 1000 rpm for 8 minutes. 

6 - Finally, the synthesized microcapsules are added to 

the mixture. 

In the next step, the concrete nanocomposites were 

poured into lubricated molds, and the samples were 

numbered. 

 

2. 6. 1. Curing Regime            The specimens were 

covered via wet sackcloth for 24 h. The drinkable water 

immersion at room temperature was selected for the 

curing regime to enable healing. 
 

 
3. RESULTS AND DISCUSSIONS 
 
3. 1. Testing of Self-healing Concrete            We utilize 

the microcapsules, including CN, P, as the healing factors 

in the matrix of concrete to evaluate their self-healing. 

The efficacy of the number of microcapsules to recognize 

the excellent condensation by weight of cement was 

investigated. The concentration experimented were 

0.5%, 0.1%, 1.5%, and 2.0%. According to the ASTM 

C109 standard, compressive strength tests were done for 

specimens with or without microcapsules, and the cubic 

testes had dimensions of 50 mm × 50 mm × 50mm. 

 

3. 2. Concrete Compressive Strength          To evaluate 

the compressive strength of specimens after 7 and 28 

 

 

TABLE 2. Mix design 

Material Amount in 1 kg/m3 

Cement(kg) 840 

Water(kg) 200 

silica sand(kg) 1104 

Admixture 1 (Superplasticizer) 42 

Admixture 2 (Microcapsule 

concentration1 (%)) 
0.5,1,1.5 and 2% 

Micro silica 202 

1 Concentration is given as a percentage by weight of cement 

days of curing in a humidity chamber was conducted, and 

the efficacy of the microcapsules on the standard 

properties of the concrete was evaluated. The average 

testing results of three samples of each design samples 

are listed in Figures 14-16, which showed that the 

number of microcapsules have a significant impact on 

compressive strength. Considering that the compressive 

strength of concrete has a direct relationship with the 

density of concrete, it can be said that the denser the 

concrete, the higher its compressive strength. For 

example, according to Figures 17-19, which shows the 

density of samples with different weight percentages of 

microcapsules (0, 0.5, 1, 1.5, 2), in the sample containing 

UFN from 1% to2%, the density of the samples It has no 

microcapsules more than the sample. 

Also, the sample containing 0.5 and 2% UFP and the 

samples containing UFNP in the range of 0.5 to 1.5% 

have a higher density than the sample without 

microcapsules. For this reason, it can be concluded that 

the higher the density value, the higher the density of the 

sample and the higher the strength. 

 

 

 
Figure 14. Compressive strength of concretes containing 

UFN at different ages 

 

 

 
Figure 15. Compressive strength of concretes containing 

UFP at different ages 
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Figure 16. Compressive strength of concretes containing 

UFP at different ages 
 
 

 

 
Figure 17. Density of samples with different percentages of 

UFN 
 

 

 

 
Figure 18. Density of samples with different percentages of 

UFP  

 
Figure 19. Density of samples with different percentages of 

UFNP 

 
 

Figures 20 and 21 compare 7 and 28-day compressive 

strength performance of concrete samples containing 

various microcapsules. According to the figures, the 

following results can be inferred. 

➢ The concrete sample containing 0.5% UFN has the 

greatest 7-day compressive strength compared to 

the other types. 

➢ The concrete sample containing 1% UFN has the 

greatest 7-day compressive strength compared to 

the other types. 

➢  The concrete sample containing 1.5% UFN has the 

greatest 7-day compressive strength compared to 

the other types. 

➢ The concrete sample containing 2% UFP has the 

greatest 7-day compressive strength compared to 

the other types. 

➢ The concrete sample containing 0.5% UFN has the 

greatest 28-day compressive strength compared to 

the other types. 

➢ The concrete sample containing 1% of UFN has the 

greatest 28-day compressive strength compared to 

the other types. 

➢  The concrete sample containing 1.5% UFN has the 

greatest 28-day compressive strength compared to 

the other types. 

➢ The concrete sample containing 2% UFNP has the 

greatest 28-day compressive strength compared to 

the other types. 

 
3. 3. Recovery of Compressive Strength of 
Concrete Samples Containing Various 
Microcapsules         In order to check the final 

compressive strength after repair, other concrete samples 

containing different percentages of microcapsules were 

damaged after a 28-day curing period with 30% of the 

final loading obtained in the previous section. At first, a 

group of concrete samples were damaged for 2 h. The 

water was kept at room temperature until the repair 
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process was established. After 2 h, the samples were 

again loaded and broken, and their resistance was 

considered as the initial strength of the repair. Another 

group of concrete specimens were situated in water for 

10 days to make the repair procedure more complete, and 

their resistance was considered the final strength of the 

repair was recorded. 

To obtain the recovery rate, the relationship 

introduced by Dong et al. (35) has been used. 

𝑺𝒕𝒓𝒆𝒏𝒈𝒕𝒉 recovery rate=
 𝒇𝒊𝒏𝒂𝒍 𝒔𝒕𝒓𝒆𝒏𝒈𝒕𝒉 𝒐𝒇 𝒕𝒉𝒆 𝒓𝒆𝒔𝒕𝒐𝒓𝒂𝒕𝒊𝒐𝒏−𝑰𝒏𝒊𝒕𝒊𝒂𝒍 𝒔𝒕𝒓𝒆𝒏𝒈𝒕𝒉 𝒕𝒐 𝒓𝒆𝒑𝒂𝒊𝒓

 𝑰𝒏𝒊𝒕𝒊𝒂𝒍 𝒔𝒕𝒓𝒆𝒏𝒈𝒕𝒉 𝒕𝒐 𝒓𝒆𝒑𝒂𝒊𝒓
 

Also, the equation introduced by Li et al. (36) can be 

used to obtain the amount of resistance restoration. 

𝑺𝒕𝒓𝒆𝒏𝒈𝒕𝒉 recovery rate=
 𝐌𝐚𝐱𝐢𝐦𝐮𝐦 𝐬𝐭𝐫𝐞𝐧𝐠𝐭𝐡 𝐭𝐨 𝐫𝐞𝐥𝐨𝐚𝐝𝐢𝐧𝐠

 𝑰𝒏𝒊𝒕𝒊𝒂𝒍 𝒔𝒕𝒓𝒆𝒏𝒈𝒕𝒉
 

 
 

 
Figure 20. Comparison of 7-day compressive strength 

performance of concrete samples containing different 

microcapsules 

 

 

 
Figure 21. Comparison of 28-day compressive strength 

performance of concrete samples including various 

microcapsules 

In the following, for example, the compressive 

strength test results of samples containing UFN, UFP, 

and UFNP with a loading of 30% of the final load are 

given. 

 

3. 3. 1. Compressive Strength Test Results of 
Samples Containing UFN With the Loading of 30% 
of the Final Loading            According to Table 3, it can 

be concluded that the concrete specimens including 0.5% 

by weight of UFN, have a higher strength repair rate than 

other percentages by weight of microcapsules. Also, in 

Figure 22 the average compressive strength of the 

samples, containing different percentages of UFN under 

30% loading of the final strength is displayed. 

 
3. 3. 2. Compressive Strength Test Results of 
Samples Containing UFP with the Loading of 30% 
of the Final Loading                According to Table 4, it 

can be concluded that the concrete sample containing 

1.5% by weight of UFP has a higher repair rate than other 

percentages by weight of microcapsules. In Figure 23, for 

 

 
TABLE 3. The recovery rate of compressive strength of 

concrete samples, containing UFN with different percentages 

under 30% final loading 

Resistance 

recovery 

rate 

Final compressive 

strength after 10 

days of restoration  

(MPa) 

Maximum 

initial 

compressive 

strength (MPa) 

Percentage of 

microcapsules 

1.44 81.80 33.46 0.5% 

1.28 83.55 36.54 1% 

1.37 89.30 37.60 1.5% 

1.29 90.005 39.19 2% 

 

 

 
Figure 22. The average compressive strength of the samples, 

containing different percentages of UFN under 30% loading 

of the final strength (MPa): (I) Initial compressive strength 

after two hours, (II) Final compressive strength after 10 days 

of restoration 
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TABLE 4. The recovery rate of compressive strength of 

concrete specimens, including UFP with various percentages 

under 30% final loading 

Resistance 

recovery 

rate 

Final compressive 

strength after 10 

days of restoration  

(MPa) 

Maximum 

initial 

compressive 

strength (MPa) 

Percentage of 

microcapsules 

0.64 73.54 44.71 0.5% 

0.58 60.04 37.95 1% 

0.79 70.91 39.45 1.5% 

0.73 75.33 43.46 2% 

 

 

 
Figure 23. The average compressive strength of the 

specimens, including various percentages of UFP under 30% 

loading of the final strength (MPa): (I) Initial compressive 

strength after two hours, (II) Final compressive strength 

after 10 days of restoration 

 

 

UFP microcapsule, the average compressive strength of 

the samples under 30% loading of the final strength is 

showed. 

 

3. 3. 3. Compressive Strength Test Results of 
Samples Containing UFNP with the Loading of 
30% of the Final Loading           According to Table 5, 

it can be concluded that the concrete sample containing 

1.5% by weight of UFNP has a higher strength recovery 

rate than other percentages by weight of microcapsules. 

 

3. 4. Concrete Microstructure           After compressive 

strength analysis, the specimens that expressed the 

greatest concrete compressive strength  of the sample, 

contained different microcapsules, were analyzed under 

SEM to evaluate the concrete microstructure and crack 

repairing process. Figure 24 illustrated the average 

compressive strength of the specimens, including various 

percentages of UFNP under 30% loading of the final 

strength 

TABLE 5. The recovery rate of compressive strength of 

concrete specimens, including UFNP with various percentages 

under 30% final loading 

Resistance 

recovery 

rate 

Final compressive 

strength after 10 

days of restoration  

(MPa) 

Maximum 

initial 

compressive 

strength (MPa) 

Percentage of 

microcapsules 

0.87 60.67 32.36 0.5% 

0.54 69.63 44.93 1% 

1.09 75.55 36 1.5% 

0.64 78.97 48.02 2% 

 

 

 
Figure 24. The average compressive strength of the 

specimens, including various percentages of UFNP under 

30% loading of the final strength (MPa): (I) Initial 

compressive strength after two hours, (II) Final compressive 

strength after 10 days of restoration 
 

 

3. 4. 1. The Repair Process in a Concrete Sample 
Containing UFN           The first sample contains UFN. 

In this sample, on the first day after cracking, the 

following cracks were selected so that the repair process 

could be observed on them after 10 days. As shown in the 

Figure 25, after 10 days, the specified cracks have been 

repaired. In Figure 26, EDS  is used to show the existence 

of the repair factor in the crack area. According to the 

result of the EDS, it can be said that the presence of the 

Ca element indicates the repair of the crack area by 

calcium nitrate microcapsules in the cement matrix. 

 

3. 4. 2. The Repair Process in a Concrete Sample 
Containing UFP               The second sample includes 

UFP. In this sample, on the first day after failure, the 

following cracks were selected so that the repair process 

could be observed on them after 10 days (Figure 27). 

Figure 28 shows the EDS analysis to show the existence 

of the repair factor in the crack area. According to the 

result of the elemental analysis, it can be said that the 
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presence of W and P elements indicate the repair of the 

crack area by UFP in the cement matrix because these 

elements are not ordinarily present in cement. 

 

 

 
(a) 

 
(b) 

Figure 25. (a) Specifying the number of cracks to check the 

repair on them, (b) SEM image of crack repair in a sample 

containing UFN after 10 days 

 

 

 
Figure 26. EDS analysis of the cracked area 

 
(a) 

 
(b) 

Figure 27. (a) Specifying the number of cracks to check the 

repair on them, (b) SEM image of crack repair in a sample 

containing UFP after 10 days 

 
 

 

Figure 28. EDS analysis of the cracked area 

 
 
3. 4. 3. The Repair Process in a Concrete Sample 
Containing UFNP             The third sample includes 

UFNP. In this example, on the first day after failure, the 

following cracks were selected so that the repair process 
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could be observed on them after 10 days (Figure 29). 

Figure 30 shows the EDS analysis to show the existence 

of the repair factor in the crack area. According to the  

 

 

 
(a) 

 
(b) 

Figure 29. (a) Specifying the number of cracks to check the 

repair on them, (b) SEM image of crack repair in a sample 

containing UFNP after 10 days 

 

 

 
Figure 30. EDS analysis of the cracked area 

result of the elemental analysis, it can be said that the 

presence of W, P, and Ca elements indicates the repair of 

the crack area by UFNP in the cement matrix because 

these elements are not ordinarily present in cement. Also, 

in Figure 31, the repair of cracks in concrete containing 

microcapsules is shown. 

 

 

 
(a) 

 
(b) 

Figure 31. (a) existent the crack, (b) Repair the crack 
 

 

4. CONCLUSION 
 

In this paper, for self‐healing of concrete, the 

microcapsules were syntheses by an in situ technique 

utilizing urea‐formaldehyde as a shell and mineral salts 

as the core. The healing yield of concrete by the 

microcapsules prepared was assessed in terms of the 

strength restoration as well as the healing microstructure. 

Some outcomes can be described as follow: 

1. Compared to other types of microcapsules, UFN has 

considerable efficacy in increasing the compressive 

strength of 7 and 28-day specimens.  

2. Among the samples containing UFN, the sample 

containing 1% microcapsules had the highest 28-day 

compressive strength, which was 16.75% higher than the 
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control sample, and the sample containing 1.5% 

microcapsules, had the highest 7-day compressive 

strength, 25.44% less than the control sample.  

3. Among the samples containing UFP, the sample 

containing 1.5% microcapsules had the highest 28-day 

compressive strength, which was 28.75% higher than the 

control sample, and the sample containing 2% 

microcapsules had the highest 7-day compressive 

strength, which was 28.57% less than the control sample. 

4. Among the samples containing UFNP, the sample 

containing 2% microcapsules had the highest 28-day 

compressive strength, which was 24.25% higher than the 

control sample, and the sample containing 1% 

microcapsules had the highest 7-day compressive 

strength, which was 29.01%. Less than the control 

sample. 

At the end of article can say that the effect of using 

magnetic water instead of urban drinking water used in 

this research on the mechanical properties of concrete, 

including compressive strength, should also be 

considered by those interested. Also, investigating the 

effect of using other polyoxometalates as microcapsules 

can be a very effective suggestion in the continuation of 

this research. 
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Persian Abstract 

 چکیده 
مختلف    ی مانطور که مطالعات متعدد نشان داده است، افزودن مواد افزودنهشود.    یکل سازه م  ختن یآن را کاهش داده و منجر به فرور  یباربر  تیظرف  ،ترک ها در سازه  ز یانتشار ر

و حفظ گران   ج یرا ی خراب ی جلوگیریاز برا  دیمف ی روش احتمال ک . یکند ی ابیها، بتن را باز ی ژگیاز نظر مشخصات و و یتواند به طور قابل توجه ی بتن، م ی اجزا ایدر انواع بتن  

  ن یکپسوله شده در ا  کرویم  میکلس  ترات یو ن  پرایسلرشونده با    میبتن است. بتن خود ترم  یمیخود ترم یبرا  یسازکپسوله  دهندهامیالت  عواملاستفاده از    ،یبتن  یهارساخت یز  متیق

 ات یسنتز شدند. خصوص  م یکلس  ترات ین  سلر،ایبه عنوان پوسته در اطراف مواد هسته شامل پر  دیدرجا اوره فرمالدئ  ونیزاس یمریها با پل  کروکپسولیقرار گرفت. م  ی مقاله مورد بررس

تبد  یسنج  فیها توسط ط  کروکپسولیم  ییایمیکوشیزیف ارز  یعبور  یالکترون  کروسکوپ یم  ،یروبش  یالکترون  کروسکوپ یم  ه،یفور  لیمادون قرمز    ی کیمکان  یابیانجام شد. 

پس از    بیقبل و بعد از آس  یریبا اندازه گ  نیانجام شد. همچن  یفشار  ی مقاومتهاشیدرصد( با آزما  2و    1.5،  1،  0.5،  0)  کروکپسولیمختلف م  یبا دوزها  یمانیس  یهانمونه

در آب انکوبه شدند. با   یتمام نمونه ها با غوطه ور  د،ید  بیخود آس  ییدرصد بار نها  30بتن با اعمال    نکهیقرار گرفت. پس از ا  شیمورد آزما  یمیخود ترم  لیپتانسروز،    10

  ل ی به دل  قات ی گستره تحق  نیا  دارند.  یربالات  ر ینرخ تعم  ن یرینسبت به سا  UFNP  %1.5  یو نمونه حاو  UFP  %1.5  ی، نمونه حاوUFN  %0.5  ینمونه حاو  ج،یتوجه به نتا

  ی برا   ینانو و رشته مهندس  یعلم، فناور  ،یمیمانند مواد، ش  یعلوم و مهندس  وندیپ  یبرا  یادروازه  جادیدر ا  یشگامیپ  یبرا  یامکانات متعدد  یخود، دارا  یارشته   ن یب  تیماه

  علوم و کاربردها است. ی واز مشارکت در مهندس یاگسترده  فی متقاعد کردن ط
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A B S T R A C T  
 

 

This study employs fine glass powder as a partial replacement for ordinary Portland cement in order to 
better understand the complex effects of high temperature on the microstructure and compressive 

strength of cement mortar. The study aims to identify the optimal mix that maximizes the benefits of 

glass powder incorporation by experimenting with different glass powder sizes (38 µm, 53 µm, and 75 
µm) and replacement rates (10%, 20%, and 30%). At 25oC, 200oC, 400oC, 600oC, and 800oC, mortars 

containing glass powder were subjected to compressive strength tests. Mortar samples were examined 

using X-ray diffraction (XRD), scanning electron microscopy (SEM), and Thermo Gravimetric analysis 
(TGA) to gain insight into their behavior at high temperatures. Mortar mixes containing 10% glass 

powder (38 µm size) performed best at temperatures below 400oC, with an average residual strength 

index value of 90.7% compared to 87.8% in the reference sample. The glass powder mortars with 10% 

and 20% replacement rates functioned better at higher temperatures of 800oC, losing just 52-57% of their 

strength as opposed to 72% in the control sample. The increased pozzolanic activity attributable to the 

addition of glass powder is shown by XRD and SEM analyses to account for the increased strength of 
mortar by consuming more portlandite (Ca(OH)2). TGA study has shown that at temperatures exceeding 

400oC, to bermorite and other hydrated products become dehydrated, which may account for the strength 

reduction. 

doi: 10.5829/ije.2024.37.04a.17 
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1. INTRODUCTION 
 
The concrete industry, heavily reliant on non-renewable 

resources and CO2-intensive processes, presents a 

significant opportunity for sustainability through the 

exploration of alternative materials (1). Concrete, a 

primary construction material, typically contains 10-15% 

Portland cement (OPC), with the remainder being 

aggregates, water, and other additives. However, OPC 

production is environmentally taxing due to its high CO2 

emissions—0.7 to 1 ton per ton of OPC—and its heavy 

reliance on natural resources like limestone (2). 

Additionally, Portland cement-based concretes have 

durability issues, leading to 40-50% of construction 

budgets being spent on repairs. This underscores the need 

for alternative cement materials that are more sustainable 

and address OPC’s shortcomings (3). Such 

environmental awareness has heightened interest in 

converting industrial by-products into concrete 

ingredients. Using these wastes not only conserves 

materials and energy but can also enhance concrete 

performance. To this end, supplementary cementitious 

materials (SCMs) such as fly ash, ground granulated blast 

furnace slag, or glass powder are used to replace cement, 

reducing both consumption and environmental impact (4, 

5). 

One of the major issues faced by concrete is the 

elevated temperatures which can significantly 

compromise the structural integrity and durability of 

concrete. When exposed to high temperatures, concrete 

undergoes physicochemical transformations, leading to a 

loss of compressive strength, spalling, and changes in its 

microstructure (6). Supplementary cementitious 

materials (SCMs) play a pivotal role in mitigating these 

adverse effects. Incorporating SCMs enhances the 

thermal stability of concrete (7). They not only improve 

the concrete’s resistance to high temperatures but also aid 

in preserving its mechanical properties, making it more 

resilient to temperature-induced degradation (8). 

However, with the increasing use of supplementary 

cementitious materials (SCMs) in concrete, its high 

temperature performance has become more complicated. 

Therefore, investigating the influence of concrete 

constituents such as SCMs at high temperatures is of 

great significance. 

The use of fine glass powder, derived from waste 

glass, as a partial replacement for cement in concrete 

production, has recently gained attention due to its 

potential benefits in enhancing the mechanical and 

durability properties of concrete while promoting 

sustainability (9). Several studies have investigated the 

impact of fine glass powder on the compressive strength 

of concrete at ambient temperature conditions. Aliabdo 

et al. (10) found that the inclusion of glass powder at 10% 

as a cement replacement could enhance the compressive 

strength of mortar by 9%. Similarly, Nagrockienė and 

Barkauskas (11) found that adding 5% waste glass 

powder to cement-based mortar can improve its 

performance for civil engineering applications. Fine 

glass particles, when ground to less than 75 µm, can 

enhance concrete strength and durability due to their 

pozzolanic reactivity. This reactivity increases with the 

surface area of particles, improving the concrete 

microstructure (12). Moreover, finely ground glass 

powder (GP) with a particle size below 100 µm does not 

trigger alkali-silica reactions due to rapid pozzolanic 

reaction, a common issue with larger glass aggregates 

(13). However, the potential of glass powder as a 

supplementary cementitious material, especially its 

impact on cement hydration and microstructure at 

elevated temperatures, remains largely unexplored and 

warrants further investigation. Few studies have 

investigated the mechanical properties, durability, and 

thermal stability of concrete incorporating glass powder, 

showcasing potential avenues for sustainable and 

resilient construction materials. Yang et al. (14) found 

that cement mortar with glass powder showcased less 

degradation under high temperatures compared to 

traditional mortar. It is attributed to the vitreous nature of 

glass which tends to resist thermal degradation to a 

certain extent. The spalling behavior of concrete is a 

significant concern at high temperatures. Research 

conducted by Ali et al. (15) highlights that the use of 

glass powder can mitigate spalling, primarily due to its 

influence in modifying the pore structure of the concrete, 

thereby facilitating better thermal strain accommodation. 

While some research points to an initial decrease in 

strength with increased glass powder content (16), others 

suggest a possible enhancement in strength upon 

optimizing the particle size and blending proportions at 

high temperatures above 400oC (17). It is highly 

important to note that temperatures as high as 800oC can 

induce phase transformations in the concrete matrix. This 

often requires a thorough understanding of the formation 

of new phases and the decomposition of existing phases 

at high temperatures, which can affect the durability of 

the concrete. Scanning Electron Microscopy (SEM) 

analyses performed by Dyer and Dhir (18) showed that 

fine glass powder-blended concretes possessed denser 

microstructures, even after exposure to high 

temperatures. This is attributed to the pozzolanic reaction 

of the glass powder, which fills the micro voids in the 

matrix. However, existing literature insufficiently 

explores the microstructural alterations in glass powder 

concrete under high temperatures, particularly 

concerning the influence of glass powder fineness. 

Therefore, this research aims to investigate the impact 

of high temperature on the microstructure properties and 

its subsequent effects on the compressive strength of 

glass powder-cement mortar. To achieve this, fine glass 

powder with varying granule sizes such as 38 µm, 53 µm, 

and 75 µm has been utilized as a substitute for cement at 
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replacement rates of 10%, 20%, and 30% to pinpoint the 

best substitution level for glass powder, emphasizing its 

role in enhancing cement mortar properties. The residual 

strength of glass powder-cement mortar after thermal 

exposure is also evaluated. The testing of residual 

compressive strength of cement mortar at temperatures 

up to 800°C is essential for safety assessments, material 

development, and a deeper understanding of the 

material’s behavior under extreme conditions. The 

results of this study have the potential to improve 

building safety by contributing to the creation of 

fireproof concrete. 
 

 

2. MATERIALS  
 
2. 1. Cement and Aggregate             In this study, OPC-

53 grade Portland cement, conforming to IS 12269:2013 

(19), was procured from a local market. Its basic 

properties and chemical composition determined through 

X-ray Fluorescence (XRF) analysis, are detailed in 

Tables 1 and 2, respectively. The chemical composition 

of cement highlights a predominant CaO content of 

around 60%. Locally sourced river sand, meeting IS 

650:1991 (20) criteria, served as the fine aggregate with 

a specific gravity of 2.49. Potable water was utilized for 

both mixing and curing procedures. 

 
2. 2. Glass Powder             Greyish-white glass powder 

with a specific gravity of 2.61 was produced from mixed 
 

 

TABLE 1. Physical properties of cement 

Standard consistency 30.5 IS:4031 (Part-4) (21) 

Initial setting time 155 minutes 
IS:4031 (Part-5) (22) 

Final setting time 234 minutes 

Soundness 1.00% IS:4031 (Part-3) (23) 

Fineness by Blaine surface 278 m2/kg IS:4031 (Part-2) (24) 

Specific gravity 3.15  

 

 

TABLE 1. Chemical composition of raw materials (%) 

Raw material OPC GP-A GP-B GP-C 

SiO2 15.7 70 68.7 67.6 

CaO 71.8 7.46 7.85 7.46 

Al2O3 2.01 1.6 2.03 1.45 

Fe2O3 5.39 0.99 0.237 1.08 

SO3 2.65 0.59 0.124 0.69 

K2O 0.69 0.3 0.279 0.26 

MgO - 1.99 3.25 1.41 

TiO2 0.72 0.069 - 0.06 

Na2O - 16.5 17.5 19.34 

MnO 0.05 0.044 - 0.052 

waste glass sourced locally, undergoing crushing, and 

grinding processes. The powder was then segregated into 

three distinct categories through a sieving process 

involving three different sieves: GP-A with an average 

size of less than 38 µm, GP-B with less than 53 µm, and 

GP-C with less than 75 µm. Sieve analysis data illustrates 

a uniform gradation in the particle size analysis, 

revealing that all glass powder types contain particles 

smaller than 75 µm (Figure 1). XRF analysis (Table 2) 

indicates a SiO2 content increase in the sequence GP-A > 

GP-B > GP-C, attributed to decreasing particle size. As 

per ASTM-C618 requirements (25) outlined in Table 3, 

all three glass powder variants meet the chemical 

composition criteria for pozzolanic materials, presenting 

a viable option to substitute cement in mortar 

preparation. 

 
2. 3. Mixing and Casting Procedure              Table 4 

shows the mix proportion that was used for preparing 240 

samples of mortar in which fine glass powder of varying 

sizes was substituted for OPC cement. In addition, 45 

control samples were made using a ratio of 1 part 

Portland cement (100%) to 3-part sand by weight (26). 

The experimental work used a w/b ratio of 0.42 for the 

flow of mix 110 ± 5.0. Mortar samples were made by 

substituting 10%, 20%, and 30% of the cement with glass 

powder. Mortar sample composition, mixing, and casting 

were all carried out in accordance with IS 4031 (part 

6):1988 (26) and IS 1727:1967 (27) standards. After 

thoroughly combining the dry ingredients, water was 

added in accordance with a predetermined w/b ratio. 

Later, using the steel trowel, the components were mixed 

by hand to ensure consistency. To test the compressive 

strength of mortar in accordance IS 4031 (part 6):1988 

(26), a 70.6 mm cube mold was filled with a fresh mortar 

 

 

 
Figure 1. Grain size distribution 

 
 

TABLE 3. ASTM C618 requirements for pozzolanic binders 

ASTM C618 Value GP-A GP-B GP-C 

SiO2+Al2O3+Fe2O3 ≥ 70% 72.59 70.96 70.13 

SO3 ≤ 4 % 0.59 0.12 0.69 
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TABLE 4. Mix proportion of mortars with different (%) of 

glass powder  

Mix 
Components (g) 

Cement Sand GP Water 

OPC (Control) 600 1800 0 252 

10%GP-A* 540 1800 60 252 

20%GP-A* 480 1800 120 252 

30%GP-A* 420 1800 180 252 

(*same mix proportion used for GP-B and GP-C) 

 

 

mix and vibrated on a vibration table to achieve 

compaction. Fresh samples were stored for 24 hours at 

room temperature before demolding and curing for 7 and 

28 days in water, respectively. 

To analyze the impact of high temperatures on the 

mortar samples, water-cured 28-day samples were first 

dried in an oven at 105°C for 24 hours to prevent unstable 

spalling. Subsequently, they underwent a high-

temperature exposure process where they were subjected 

to temperatures of 200°C, 400°C, 600°C, and 800°C at a 

steady increase of 10°C/min in an electric furnace. Each 

sample was maintained at the target temperature for a 2-

hour soaking period before the furnace was turned off. 

The samples were then removed and cooled naturally in 

open air. Additionally, all samples were tested under 

room temperature conditions at 25°C for comparison. 

 
 
3. TEST PROCEDURES 
 

The specimens for compressive strength were tested in 

the compression testing machine under a controlled 

loading rate of 35 N/mm2/min before and after exposure 

to high temperatures. The results presented correspond to 

the average of a minimum of three specimens. XRD 

patterns were obtained using a high-resolution X-Ray 

diffractometer (Rigaku SmartLab, Japan). The samples 

were crushed and dried just before running the tests. 

Diffraction analyses were made from 10o to 80o 2θ using 

copper K radiation at a rate of 5° per min. The excitation 

voltage was 40 kV at 40 mA and the minerals and 

compounds in each specimen were determined using the 

“MATCH-3” software. The underlying internal changes 

in the microstructure were identified using 1-cm3 

specimens obtained from the compressive strength tested 

mortar samples by performing SEM analysis using a Carl 

Zeiss supra 55 FESEM model (Germany) with an energy 

dispersive X-ray spectroscopy (EDS) detector. A 

TG/DTG thermal analysis was performed on a 

simultaneous TA Instruments SDT-Q600 equipment. 

Samples were analyzed under an oxygen atmosphere 

(100 ml/min) at a heating rate of 10°C/min using alumina 

crucibles.  

 

4. RESULTS AND DISCUSSION 
 

4. 1. Effect of Glass Powder Size on the Strength 
Activity Index (SAI)          According to ASTM C618 

(25), the strength activity index (SAI) should be 

calculated using an 80:20 cement-to-additive mass ratio, 

with a minimum acceptable value of 75% for any 

pozzolan. This index is determined by comparing the 

compressive strength of pozzolan additive-inclusive 

samples to that of reference samples (10). Figure 2 

illustrates the SAI for three different GP-inclusive mortar 

mixtures such as 80% OPC combined with 20% GP-A, 

GP-B, or GP-C at 7 and 28 days of period. Complying 

with the code, 20%GP-A exceeded the 75% threshold at 

both 7 and 28 days of curing. In contrast, 20%GP-B and 

20%GP-C fell short of the criteria at 7 days but 

demonstrated significant improvement with SAI values 

of 89.2% and 88%, respectively at 28 days. The 

inconsistency in activity indices among the different 

glass powders can be attributed to variations as reported 

in literature (28). Specifically, GP-A, which contains a 

higher proportion of particles under 38 µm, offers a 

greater specific surface area (SSA), thereby resulting in 

better compressive strength compared to GP-B and GP-

C. 
 

4. 2. Effect of Glass Powder Size on Compressive 
Strength of Mortar         Figure 3 shows the influence 

of curing age and glass powder size on the strength of 

GP-mortars with 10%, 20%, and 30% glass powder 

replacement levels at ambient temperature. Initially, at a 

7-day curing age, all three variations of glass powder 

substitution resulted in decreased compressive strength 

compared to the control sample (C) with 40 MPa 

strength, likely due to a dilution effect (29). However, 

after a 28-day curing period, GP-mortars with 10% and 

20% glass powder replacements demonstrate similar or 

superior strength levels to the control (58.12 MPa), 

owing to enhanced pozzolanic activity, promoting the 
 

 

 
Figure 2. Effect of GP size on strength activity index 
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formation of more hydration and pozzolanic products 

(30). Notably, there is a decrement in strength with 

increasing glass powder size (38µm to 75µm) and 

replacement ratio (10% to 30%), irrespective of the 

curing duration. Particularly, the 10%GP-A mortar 

exhibits optimal performance, with its strength exceeding 

10%GP-B and 10%GP-C strength values by 1.02 and 

1.04 units respectively at 28 days, indicating it as the 

most efficient substitution ratio.  

Figure 4 shows the behavior of compressive strength 

of the different mortars when exposed to an elevated 

temperature range between 200oC and 800oC. In general, 

all mortars lose strength as the temperature increases. 

The primary causes of this are the dissociation of 

hydration phases and thermal incompatibility at higher 

temperatures, both of which result from physical and 

chemical changes (31). If the cement mortar containing 

glass powder is exposed to temperatures near or above 

the transition temperature of the glass, the glass particles 

could soften. This could potentially lead to a reduction in 

the compressive strength of the mortar due to the 

softening of the glass particles, which would no longer 

contribute to the strength of the matrix as effectively. In 

the present study, the effect of temperature causes a 

significant loss in strength for all the mortars upto 800oC, 

but the residual compressive strength of GP-mortar for 

10% and 20% replacement levels is found to be much 

higher with much less strength loss than 30% and control 

samples upto 400oC regardless of glass powder size. In 

particular, the decreased calcium hydroxide (CaOH2) 

content due to the pozzolanic effect is responsible for the 

greater strength of the 10%GP and 20%GP replacement 

levels compared to the control. Higher temperatures 

accelerate the pozzolanic reaction, which results in the 

development of additional calcium silicate hydrate (C-S-

H) phases in GP-mortars (16). This finding agrees with 

prior research that has found similar behavior of 

compressive strength as a result of elevated temperatures 

(14, 32). However, when the mortar samples are exposed 

to temperatures greater than 400oC, the compressive 

strength reduces dramatically in all samples mainly due 

to the microstructure changes in the material and  glass 

transition temperature of glass. 

In addition, it was determined that the residual 

compressive strength of the fine glass powder (GP-A) 

was more prominent than that of the relative coarse glass 

powders (GP-B and GP-C) because the pozzolanic 

activity increased with glass powder fineness (33). In 

comparison to GP-B, GP-C, and control samples, the 

residual compressive strength of 10%GP-A at 200oC was 

4.68%, 9.17%, and 13.27% greater, respectively. Also, 

compared to GP-B, GP-C, and control samples, 10%GP-

A at 800oC exhibited higher residual compressive 

strength by 42.4%, 51.3%, and 78.89%. The subsequent 

microstructure analysis further explains the possible 

mechanisms for the results obtained at elevated 

temperatures in this study. 

 
Figure 3. Effect of glass powder size on compressive 

strength at room temperature condition 

 

 

 

 

 
Figure 4. Effect of fine GP size on compressive strength of 

mortar at elevated temperatures 
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4. 3. Residual Strength Index (RSI)       The residual 

strength index (RSI) for different GP-mortars as shown 

in Figure 5 was calculated as the percentage ratio of 

residual strength at elevated temperature to the initial 

strength at room temperature [7]. With an RSI of 101.1% 

and 102.7%, respectively, GP-A mortar with a 10% and 

20% replacement rate exhibited excellent original 

strength at 200oC temperature, in comparison to OPC 

mortar. Up to 400oC, strength loss was minimal for both 

GP-B and GP-C mortars as well. The RSI value of GP-

mortars drops considerably as the temperature increases 

from 400oC to 600oC and 800oC, but 10%GP-A and 

20%GP-A continue to perform better than control 

mortar, losing only 37-39% and 52-57% of their strength, 

respectively, at 600oC and 800oC compared to 47.7% and 

72% strength loss for the control sample. The lower 

thermal conductivity of glass powder provides better fire 

resistance and maintains its structure and strength 

properties, and the enhanced pozzolanic activity of glass 

powder leads to the formation of a denser matrix as well 

as additional pozzolanic/hydration gels (34, 35). These 

two are the possible reasons for the higher RSI values for 

GP- mortars compared to control. The 30% substitution 

of OPC with GP in mortar proved less efficient, leading 

to a greater decrease in compressive strength. This is 

primarily due to the dilution effect: the higher 

replacement rate and reduced cement content result in 

lower formation of hydration products compared to the 

control sample. 

 
4. 4. XRD Analysis           The XRD spectra of 28 days 

cured OPC mortars before and after exposure to 200oC 

and 800oC temperatures are demonstrated in Figure 6. 

These mortar samples were chosen to analyze the 

strength behavior across a range of thermal exposures. 

The diffractograms reveal that the intensity variations in  

 
 

 
Figure 5. Effect of glass powder and varying temperature on 

RSI of mortar 

 

the peaks corresponding to portlandite, alite, and belite 

across all samples are a result of the thermal effects on 

the hydrated OPC mortar, with a notable decrease in peak 

height as temperatures escalate from 25°C to 800°C (36). 

This alteration is attributed to the transformation of 

portlandite into carbonate or lime. Furthermore, the XRD 

analysis confirms the formation of hydration products 

such as ettringite and dense C-S-H gel at room 

temperature, evidenced by their distinct peaks at 2θ-

29.6o, 32.5o and 47.4o (37). However, these peaks 

diminish at 800°C, indicating the dehydration of 

crystalline structures at lower temperatures of 200°C-

400°C and the disappearance of amorphous hydrated 

products from the XRD pattern. Notably, at the extreme 

temperature of 800°C, the C-S-H undergoes a transition 

to thermally stable forms of alite and belite (31). 

Figure 6 also shows the XRD spectra of GP-A, GP-

B, and GP-C mortars at 10% optimum replacement level 

for temperature exposure to 25oC, 200oC, and 800oC. The 

temperature-induced alterations in crystalline phases 

appear consistent between cement paste and GP-mortars 

Notably, the glass powder particle size significantly 

influences the peak heights of crystalline products, with 

the intensity of portlandite, alite, and belite in the order 

of GP-C>GP-B>GP-A (8). Glass powder, a pozzolanic 

substance, interacts with the portlandite produced in the 

cement system, promoting C-S-H formation. This 

reaction not only creates a denser structure, as evidenced 

by the XRD patterns but also enhances the fire resistance 

of GP-mortar, indicated by the diminished portlandite 

peaks (38). At 800°C, portlandite peaks are nearly 

eliminated. Furthermore, the data reveals an increase in 

C-S-H peaks for GP-mortars at 200°C, particularly for 

GP-A mortar, suggesting enhanced compressive strength 

compared to the control. However, at 800°C, these peaks 

display reduced intensity, indicating a decrease in the C-

S-H concentration. 

 
4. 5. SEM Analysis            Figure 7 illustrates the 

morphological changes in 28-day cured samples of OPC 

mortar and 10%GP mortars at various temperatures. 

Figures 6(a) and 6(b) depict the room temperature and 

200°C exposure states of control sample, characterized 

by hexagonal portlandite plates that signify the 

microstructure of the samples (39). However, at 800°C, 

these plates are absent, indicating portlandite 

decomposition as shown in Figure 6(c). This thermal 

exposure also induces micro-cracks surrounding 

unhydrated particles and leads to the loss of distinct 

crystal structures in hydrated phases, resulting in the 

prevalence of irregular and amorphous agglomerates 

throughout the sample. Figures 6(d), 6(g), and 6(j) reveal 

that GP mortars at room temperature maintain a 

crystalline phase, evidenced by large plates similar to 

those in cement paste, with visible micrometer-sized  
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Figure 6. XRD analysis of OPC mortar and GP-mortars 

(A=Alite, B=Belite, C=Calcite, E=Ettringite, P=Portlandite 

and T=Tobermorite) 

spherical glass powders dispersed uniformly across the 

sample. Additionally, all three GP-mortar variants 

exhibited the presence of C-S-H gel. Notably, higher 

temperature exposures caused the disappearance of 

platelike crystals, although some intact GP particles were 

occasionally observed within the sample. 
 
4. 6. TGA Analysis            The TG analysis curves of 

OPC mortar and GP-A mortar specimens after hydration 

of 28 days are shown in Figure 8. The weight loss of 

mortar samples was found by heating them continuously 

from 20°C to 900°C. Water evaporation and the 

dehydration of C-S-H hydrates accounted for the mass 

loss observed across all samples between 50oC and 200oC 

(40). Within this temperature range, OPC lost 3.59% of 

its weight while GP-A lost 4.31% for samples exposed to 

200°C.  

The greater percentage of weight loss seen with GP-

A mortar indicates the highest level of gel formation. As 

gypsum and other gel products decomposed at 350°C–

500°C in mortar samples, mass loss was significant in 

this range (36). In addition, portlandite Ca(OH)2 melts at 

500°C–600°C. Thus, all samples lost mass because of 

deformation at high temperature. Lastly, albite and 

CaCO3 decomposed at 600°C –800°C, causing mass loss. 

The maximum GP-A mix weight-loss percentage during 

these peaks was 2.31%. Greater weight loss showed the 

highest carbonate content in the GP-A sample, which 

explains its (10) higher mechanical properties. 

 

 

 
 

Figure 7. SEM analysis of OPC mortar and GP-mortars [(a),(b),(c)-OPCmortar;(d),(e),(f)-GP-A;(g),(h),(i)-GP-B; (j),(k),(l)-GP-C] 
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Figure 8. TG analysis of OPC mortar and GP-A mortar 

 
 
5. CONCLUSION 
 

Using cementitious mortars with 10%, 20%, and 30% 

replacement rates of glass powder of varying fine particle 

sizes, this study illustrates the influence of increased 

temperatures on the properties of the mortars. The 

following conclusions are drawn: 

• Compressive strength testing indicated that 38µm 

particle size GP substitution in cement mortar was 

the most effective. At 200°C, 10% replacement 

increases the residual compressive strength by 

13.27% compared to the control mortar.  

• When exposed to temperatures above 400°C, 

mortar samples, including GP, show a decline in 

compressive strength. However, 10%GP-A and 

20%GP-A performed better by achieving a higher 

RSI value than the others.  

• XRD and SEM analysis demonstrate that the 

inclusion of GP increases the pozzolanic activity, 

which causes more portlandite to be consumed in 

GP mortars, resulting in greater strength. 

Dehydration of main hydration products and 

portlandite, as verified by TGA analysis, may 

account for the strength loss at temperatures above 

400°C.  

With its low thermal conductivity and pozzolanic 

character, GP is a great cement alternative because it 

helps cement mortar withstand high temperatures and 

maintain its strength. More study on the fire resistance of 

structural members built from concrete incorporating 

glass powder and its behavior at high temperatures is 

needed. 
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Persian Abstract 

 چکیده 
 

ختار و مقاومت فشاری ملات سیمان این مطالعه از پودر شیشه ریز به عنوان جایگزینی جزئی برای سیمان پرتلند معمولی به منظور درک بهتر اثرات پیچیده دمای بالا بر ریزسا

 75میکرومتر و    53میکرومتر،    38مطالعه شناسایی ترکیب بهینه ای است که مزایای ترکیب پودر شیشه را با آزمایش با اندازه های مختلف پودر شیشه )کند. هدف این  استفاده می

درجه سانتی گراد، ملات های حاوی پودر شیشه تحت آزمایش   800و  600، 400، 200، 25( به حداکثر می رساند. در دماهای ٪30و  ٪20، ٪10میکرومتر( و نرخ جایگزینی )

 (TGA)و تجزیه و تحلیل ترموگراویمتری  (SEM)، میکروسکوپ الکترونی روبشی (XRD)مقاومت فشاری قرار گرفتند. نمونه های ملات با استفاده از پراش اشعه ایکس 

  400میکرومتر( در دمای کمتر از    38درصد پودر شیشه )اندازه    10برای به دست آوردن بینشی در مورد رفتار آنها در دماهای بالا مورد بررسی قرار گرفتند. مخلوط ملات حاوی  

ترین عملکرد را داشتند. ملات پودر شیشه با نرخ جایگزینی  ع بهدرصد در نمونه مرج  87.8درصد در مقایسه با    90.7درجه سانتیگراد با میانگین مقدار شاخص مقاومت باقیمانده  

در نمونه شاهد از دست دادند. افزایش فعالیت   %72از مقاومت خود را در مقایسه با    %57-52درجه سانتیگراد عملکرد بهتری داشتند و تنها    800در دماهای بالاتر    %20و    10%

نشان داده شده است که افزایش استحکام ملات را با مصرف بیشتر    SEMو    XRDود، توسط تجزیه و تحلیل های  پوزولانی که به افزودن پودر شیشه نسبت داده می ش

درجه سانتیگراد، برموریت و سایر محصولات هیدراته دچار خشکی می    400نشان داده است که در دماهای بیش از    TGAنشان می دهد. مطالعه   (Ca(OH)2پرتلندیت )

 ل کاهش مقاومت باشد. شوند که ممکن است دلی
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A B S T R A C T  
 

 

Cold spray (CS) with Metal matrix composite (MMC) is an alternative process for improving surface 

properties, which is crucial in plastic manufacturing. Understanding of particle behavior during impact 
is required for CS. This study focused on developing a simplified computational framework using the 

single-shot particle impact model to predict the adherence of matrix particles in the low-velocity impact. 

In this work, the hardened SKD11 coated with Al matrix/TiN reinforcement composite was selected, 
aiming to verify the proposed framework. Al particle impact at different temperatures (300K, 623K, and 

723K) under the low-velocity range of 350–600 m/s were simulated, revealing the particle temperature 

affects the cohesive area. As the particle temperature increases, the areas also increase under similar 
velocity. The flattening ratio was calculated from the simulation and found to be influenced by the 

particle velocity. The CS of pure Al and Al/TiN (75:25 wt.%) on the hardened SKD11 under 623K and 

723K was carried out under the experiment with the estimated pressure based on the flattening ratio and 
particle behavior. The results suggest the coatings could be developed using estimated pressure. Al/TiN 

coating was deposited at different initial particle temperatures. Results reveal that low coating porosity 

(<0.01%) could be obtained for both cases, and the higher particle temperature reveals higher thickness 
and %porosity, which agree well with the computational results. The developed framework shows high 

potential for designing CS for MMC coating, provided the reinforcement particles do not significantly 

affect the matrix particle flow or impact conditions.  
doi: 10.5829/ije.2024.37.04a.18 
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1. INTRODUCTION 
 

Steel is a versatile material with extensive applications 

across various industries. SKD11 holds an outstanding 

position in the production of plastic molds. One 

commonly employed method for enhancing material 

properties is heat treatment. Surface treatment is a step in 

the heat treatment process that increases surface 

properties and extends the materials' lifetime. Surface 

heat treatment involves various methods, such as 

nitriding, which can make the material's surface harder 

and increase wear resistance. Moreover, surface heat 

treatment processes such as physical vapor deposition 

(PVD), cathode arc physical vapor deposition (CAPVD), 

chemical vapor deposition (CVD), and plasma-assisted 

chemical vapor deposition (PACVD) are actively 

employed. These techniques use various coating 

materials, including AlCrN, CrN, TiAlN, TiC, AlTiN, 

and TiN, to augment the surface properties of molds. The 

heat treatment process enhances material properties and 

can also be employed to regenerate carbon and glass 

fibers from waste composites. While surface heat 

treatment offers numerous advantages in terms of 

improved properties, it also has the drawback of potential 

distortion due to the high temperatures exceeding 700°C 

or the long duration of the process (1-5). Another method 

involves applying a different material as a coating on the 

substrate's surface without allowing diffusion between 

the two layers. These methods offer rapid improvements, 

such as thermal spray, cold spray, and cold plasma. 

Thermal spray techniques, including flame spray and 

plasma spray, are widely employed for applying surface 

coatings. These processes involve the controlled melting 

of deposited particles onto the substrate (6, 7). In 

addition, the sacrificial anodes for cathodic protection 

method are widely used to protect steel from chloride 

attack (8). The cold spray (CS) coating was initially 

developed in the mid-1980s, which uses a high velocity 

and low temperature for solid powder, impinges on the 

substrate, and creates a surface coating (9).  

Cold spray is a new branch of surface engineering that 

relates to surface improvement by applying powder 

particle coating on a substrate with high velocity (300–

1200 m/s) through a de Laval nozzle at a temperature 

below the melting point of the spray material. At or above 

a critical velocity of particles, the particle plastic 

deformation rate suggests adherence of deformation 

particles on the substrate and with each other to form the 

coating. Critical velocity is the lowest velocity at which 

solid particles impinge or deform on the substrate. The 

critical velocity varies for each solid powder due to 

particle density and specific heat (10-13). The CS process 

typically uses 5–50 m powder particles. The CS had two 

categories, High-pressure and Low-pressure, at typical 

stagnation pressure ranges of 2–5 MPa and 0.3–1 MPa, 

respectively. High-pressure cold spray (HPCS) typically 

generates particle velocities of 800-1400 m/s using 

higher-density particles. The lower gases, such as 

nitrogen or helium, are the preferred propellant gases in 

this system. The low-pressure (LPCS) system generates 

particle velocities of 300–600 m/s and uses lighter-

density particles; air or nitrogen allow propellant gases 

(14-16). In addition, particle velocity depends on particle 

size, density, and morphology. HPCS and LPCS 

processes for coating formation include two stages: 

particle-substrate and particle-particle interaction. The 

HPCS process bonding mechanism has a high particle 

velocity that allows for adiabatic shear band formation 

and bonding at the interface. For the LPCS process, the 

bonding mechanism is followed by i) breaking the oxide 

film by preliminary particle impact, ii) impact particle 

consolidation, and iii) densification from deformation 

and consolidation of particle collection due to the shot 

peening effect (17). The material particles generally use 

cold spray processes such as Al, Ti, Ni, Mg, etc. Because 

the properties of these materials can improve the wear 

and corrosion resistance of substrate materials, they are 

easy to deposit on substrates. However, these materials 

had limited mechanical properties, like Al, which can be 

susceptible to corrosion by galvanic or wear by abrasives 

(18-21). To improve the mechanical and physical 

properties of the base material particles, a metal matrix 

composite coating could be considered to increase 

hardness, wear resistance, and corrosion resistance.  

The ceramic particles or hard particles used for 

reinforcement of the material included TiN, Al2O3, SiC, 

etc. Al, Cu, and Ni are widely utilized for matrix 

particles. The complex particle only peens on the layers 

or is embedded in a soft matrix (22). Al-based MMC with 

TiN by HPCS increases deposit hardness, has a low 

friction coefficient, and has a low wear rate compared to 

Al5356. TiN has higher hardness, electrical, and optical 

properties (23-25). 

The computational technique, i.e., finite element 

method (FEM), could be used to study the effect of 

impact velocity on particle impact associated with the CS 

process. The model could be used for investigation of the 

particle characteristics after impinging, predicting critical 

velocity, predicting temperature between cohesion zones, 

predicting porousness in the coating, etc. (26-36). To 

comprehend adiabatic shear and plastic flow localization, 

it is crucial to recognize these phenomena as major 

contributors to particle/substrate bonding during the cold 

spray process. The flattening ratio serves as an indicator 

of the extent of particle deformation resulting from the 

impact, and it can provide valuable guidance for selecting 

the appropriate process pressure. 
The objective of this study is to develop a simplified 

computational framework to predict the adherence of 

MMC coating by focusing on soft matrix. The results 

could be useful in the design of the CS process conditions 

to develop a specific MMC coating to improve the 
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surface properties of substrate material. SKD11 material 

with an Al/TiN coating was selected due to the high 

potential of Al/TiN coatings in protecting against thermal 

oxidation on the substrate. FEM was used as a tool to 

understand the deformation behavior of matrix particles, 

i.e., Al particles, on hard substrates. The effect of particle 

temperature and impact velocity was investigated. The 

impact of a single Al particle was modeled to investigate 

its behavior. It is expected that the behavior of single 

particle impact is sufficient to select a critical velocity 

that identifies the process temperature and pressure 

associated with obtaining Al/TiN coating, provided that 

the CS equipment performance is known. Notably, it is 

assumed that the presence of TiN particle does not 

significantly affect the Al particle flow or impact 

conditions. Experimental work was carried out to verify 

the technique proposed. The CS of pure Al coating and 

Al/TiN coating with different Al:TiN ratios were studied.  

In this paper, the model descriptions are presented in 

the second section, providing a comprehensive overview 

of the theoretical framework. The third section covers 

experiment details, offering insights into the practical 

aspects of the study. The fourth section presents and 

discusses the computational results. The fifth section is 

dedicated to the discussion of the cold spray experiment 

results. Finally, the paper concludes in the last section, 

summarizing the key findings and their implications. 

 

 

2. MODEL DESCRIPTION 
 
2. 1. Finite Element Modeling         The study of a 

single CS particle's behavior upon impacting a substrate 

was conducted employing the widely used FEM 

software, ABAQUS/Explicit version 2017, which has 

seen extensive utilization in CS research (29-35). The 

model was simplified as a two-dimensional (2D) 

axisymmetric model was used for Arbitrary Lagrangian–

Eulerian (ALE) analyses to simulate the large 

deformation processes that would occur during particle 

impact, with R representing radius, L representing length, 

and W representing width. The subscript p was assigned 

to distinguish the particle, as shown in Figure 1(a). 

Considering the axisymmetric nature of the normal 

impact process, the boundary conditions employed 

involved fixing the bottom of the substrate with the 

constraints (U1=U2=U3=0). and XSYMM, signifying 

symmetry about a plane X, as illustrated in Figure 1(b). 

The thermal and mechanical effects were assessed using 

two procedures available in ABAQUS: the Coupled 

Temperature Displacement procedure and the Dynamic 

Temperature Displacement Explicit procedure. Given the 

requirement for handling large deformations, the 

Dynamic Temperature Displacement Explicit procedure 

was deemed more suitable for this study. Accordingly, it 

was utilized to investigate the adiabatic stress effect (29).  

 
(a) 2D axisymmetric model 

 
(b) boundary condition 

Figure 1. Schematic diagram 

 

 

For 2D, the particle/substrate interaction was 

executed by using the surface-to-surface contact 

(Explicit) penalty contact algorithm, choosing balance 

master-slave weighting contact for two element-based 

deformable surfaces that contact each other, and a finite 

sliding formulation (general and allows any arbitrary 

motion of the surfaces). The penalty contact algorithm 

aims to balance the weighting of forces on both the 

master and slave contact surfaces. In cold spray impact, 

the particle surface and substrate surface begin to slide 

relative to each other. The kinematic friction coefficient 

(µk) should be used instead of the static friction 

coefficient (µs) and is generally lower than µs. The 

friction coefficient (µk) was set to be 0.3 (29). The time 

increment used for this study was 60 ns. The particle 

velocity varied from 350 to 600 m/s for low-pressure cold 

spray. The initial substrate temperature was 300K, while 

particle temperature varied at 300K, 623K, and 723K. 

The element type CAX4RT (A 4-node thermally 

coupled axisymmetric quadrilateral, bilinear 

displacement and temperature, reduced integration, and 

viscoelastic hourglass control) was used for the study, as 

shown in Figure 2. The meshing size at the contact 

between the particles and substrate was 0.5 µm for 25 µm 

particles (a meshing resolution of 1/50Dp). To reduce 

resulting computational errors, Arbitrary Lagrangian–

Eulerian (ALE) adaptive remeshing was performed to 

avoid mathematical truncation errors due to substantially 
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Figure 2 Mesh structure of 2D axisymmetric model 

 

 

deformed elements [29]. This method was used to remesh 

the model 100 times in each increment. 

 

2. 2. Materials Properties       The numerical model 

uses the Johnson-Cook plasticity model to estimate the 

effects of strain-hardening, strain-rate hardening, and the 

equivalent flow stress, which can be expressed as follows 

(26): 

*
0[ ][1 ( / )][1 ( ) ]n m

p pA B Cln T   = + + −
 

(1) 

where σ is the flow stress, 
n

p  and p are the equivalent 

plastic strain and strain rate, respectively, and 0  is 

normalized reference strain rate. The constant A is yield 

stress, B is the strain-hardening parameter, C is strain-

rate hardening, n is the power exponent of strain 

hardening, and m is the thermal softening constant. *T  is 

normalization temperature defined as follows: 

( ) ( )*

0;

;

1;

trans

trans melt trans trans melt

melt

T T

T T T T T T T T

T T




= − −  
 

 

where 
transT  is a reference transition temperature at or 

below which there is no temperature dependence of the 
 

 

TABLE 1. Material properties used in FE mode (26, 31) 

Parameters Al SKD11 

Density (kg/m3) 2710 8400 

Young’s modulus (GPa) 68.9 208 

Poison’s ratio 0.33 0.30 

Heat capacity (J/kg.K) 904 461 

Melting temperature (K) 916 1733 

A (MPa) 148.4 1766 

B (MPa) 345.5 904 

n 0.183 0.39 

C 0.001 0.012 

m 0.895 3.38 

Reference temperature (K) 293 298 

Reference strain rate (s-1) 1 1 

response, and 
meltT  is the melting temperature. All 

constant parameters depend on materials and are shown 

in Table 1. 
 

 

3. EXPERIMENT 
 

3. 1. Materials and Deposition Process         First, the 

cold spray (CS) of pure aluminum (Al) was carried out at 

1 MPa, at a temperature of 623K (supported by Impact-

Innovations GmbH in Germany) with an Impact spray 

machine model 5/11. Nitrogen was used as an 

accelerating gas with a 30 mm stand-off distance and a 

nozzle travel speed of 20 mm/s. Pure Al coating was 

deposited with a 3-pass process. The discussion of CS 

conditions will be provided in a subsequent text. 
For the metal matrix composite coating experiment, 

TiN particles (0.8-1.2 µm, H.C. STARCK, USA) with 

spherical shapes for feedstock powders were used to 

produce TiN reinforcement in Al coating. Figure 3 

presents the morphologies of Al-mixed TiN particles. 

The particles were mechanically mixed for 8 hours for 

deposition at an Al:TiN ratio of 75:25 wt.%, following 

the work of Wen-Ya Li (23). The low cold spray system 

installed at the University of the Witwatersrand, South 

Africa (Centreline, Center Line model SST PX, Canada) 

was used for composite coating development in this 

work. Low-pressure compressed air was used as an 

accelerating gas at 1 MPa with a 30 mm stand-off 

distance with deposition temperatures of 623K and 723K. 

A nozzle traveling speed of 12 mm/sc was employed to 

minimize porosity, as suggested by preliminary tests. 

 

3. 2. Characterization        The cross-section 

microstructure of the deposited coating was examined by 

scanning electron microscopy (SEM) (JSM 6610LV, 

JEOL, Japan), including an energy-dispersive X-ray 

spectroscope (EDS) (INCA-xart, Oxford, UK). The 

average percentage of particles and voids were evaluated 

using IMAGE J analysis with SEM imagery. The X-ray 

diffraction pattern was identified by X-ray diffraction 

(XRD) (SmartLab, Rigaku, Japan) analysis with Cu Kα1 

radiation under the condition of 40 kV and 30 mA in 30-

80° scanning 2θ ranges and incidence angle of 0.5°. The 

microhardness of the top surface was tested by Vickers 

hardness indenter (SINOWON, China) with a load of 100 

gf and a holding time of 15 s. Ten measurements on the 

polish cross-section were averaged to determine the 

average surface hardness. Note that this preliminary 

study did not include adhesive strength testing. 
 

 

4. COMPUTATIONAL RESULTS AND DISCUSSION 
 

4. 1. Effect of Particle Impact Velocity and Particle 
Temperature on Deformation Behavior       The 

initial energy of particles with different impact velocities 
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predicted by the computational model is shown in Figure 

4. The graph shows that increasing the particle velocity 

increases the kinetic energy. The energy transfer from the 

particle to the substrate was observed when the particle 

initiated contact with the substrate at 10 ns. Later, at 

approximately 30 ns, the particle deformation process 

starts, and the particle adheres to the substrate as there is 

insufficient energy for the particle to rebound. 

The deformation of particles during impact could also 

be predicted. Figure 5 shows the typical results of 

equivalent plastic strain (PEEQ) distribution for different 

impact particle velocities at a constant initial temperature 

of 623 K (process temperature). The results show that 

particles will stretch out when the impact velocity is 

increased, eventually forming a sheet-like shape that 

adheres to the substrate. Hence, a certain particle velocity 

called critical velocity is required for the coating to be 

deposited successfully. At the contact surface, a metal 

"surface-scrubbing" jet is created. The lack of separation 

between the powder particle and the substrate at the 

contact surface suggests that there was no rebound or 

detachment of the particles from the substrate because of 

the impact. This agrees with work on critical velocity 

previously reported for Al on the hard substrate [30]. 

Further, a jetting phenomenon for 300 K starts at the edge 

of the particle at an impact velocity above 500 m/s. 

In theory, the critical velocity may be described using 

particle temperature and material properties following 

Equation 2 for known material (28). Notably, the 

equation does not include the effect of the substrate 

material. This equation is used for estimating the critical 

velocity of soft particles on a soft substrate, the reference 

material, i.e.: 
 

 

 
Figure 3. SEM micrograph of Al mixed TiN 

 

 

 
Figure 4. Kinetic energy of Al impact at varying impact 

velocity 
 

 

 
Figure 5. Simulation contour of PEEQ at 36ns of 25 µm Al particles upon an SKD11 hardening substrate at varying particle velocity 

(particle temperature at 623K) 

 

 

 
Figure 6. Simulation contour of PEEQ at 36ns of 25 µm Al particles upon an SKD11 hardening substrate at varying particle 

temperature (particle velocity at 450 m/s) 
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TABLE 2. Critical velocity of pure Al particle calculation 

from Equation 2 

Initial particle temperature (K) Critical velocity (m/s) 

300 665 

623 460 

723 370 

 

 

( )
16

0.64
293

TS
cr p m pi

p m

V C T T
T





 
  = + −
  −

 
 

(2) 

where 
pC  is the particle-specific heat, mT  is the particle 

melting temperature, 
p  is the particle density, TS  is 

the particle tensile strength, and 
piT  is the particle 

impact temperature (28). The results are shown in Table 

2. 

The 
crV  different temperatures could be estimated 

using Equation 2. For example, the particle velocity at 

300K is approximately 665 m/s (see Table 2). It could 

be seen that 
crV  decreases as particle temperature 

increases, as shown in Table 2. When considering the 

plastic strain equivalent (PEEQ) result, Figure 5 shows 

that the Al particles start adhering to the substrate at a 

particle velocity of 350 m/s, while the critical velocity 

determined by Equation 2 suggests a higher value of 

critical velocity. The deposition of soft particles onto a 

hard substrate typically demands a lower critical 

velocity, as demonstrated in the research conducted by 

Bae et al. (30). In their study, they determined that for 

scenarios involving particle sizes of 25 µm and a process 

temperature of 300K, the critical velocity was 775 m/s 

for Al particles on an Al substrate and 365 m/s for Al 

particles on a steel substrate. The current work observed 

that the critical velocity initiation occurred at approx. 

400 m/s for 300K (see detail later in the text), which 

aligns with the work previously reported (30). This 

indicated that the simulated critical velocity was lower 

than the calculated value due to substrate effects. 

Specifically, when the substrate is harder than the 

particle, it has the potential to reduce the critical 

velocity. 

It should be noted that the effect of particle size 
crV  

has also been discussed by Dowding et al. (37), 

suggesting increasing 
crV  with decreasing particle size. 

This is because the small particle size has a higher 

surface area-to-volume ratio. It should be noted that 

Equation 2 does not include such an effect. The effect of 

particle size could be investigated in more detail using 

the current model to predict impact behavior. 

The results of increasing temperature on the particle 

(see Figure 6) present the contour of PEEQ at the same 

particle velocity at various particle temperatures. The 

result shows that the particle increased surface area and 

deformed more when increasing particle temperature. 

Increasing the temperature of Al particles could result in 

particle softening and particles being easier to deform. 

Thus, an increase in particle temperature could increase 

particle flat length from 15 µm to 35 µm, 133% from its 

initial temperature (300K to 723K). This could also help 

in the deposition of the particle in the following impact. 

Figure 7 provides a graph showing the relationship 

between plastic strain equivalent (PEEQ) and impact 

time for different particle temperatures. It could be seen 

that an increase in strain developed when increasing the 

temperature up to the melting point. With a process 

temperature equal to or higher than the melting 

temperature, the particle would start melting, and 

wetting phenomena may take place. Hence, Al material 

spreading out is expected. The deformation behavior of 

the particle, therefore, could result in a change in coating 

layer thickness depending on the particle geometry after 

impact. 
 

4. 2. Effect of Particle Impact Velocity and 
Particle Temperature on Interface Temperature        
Figure 8 (a)-(c) presents the temperature distribution in 

the particle and substrate during impact (at 36ns) for 

cases with an impact velocity of 450m/s. Figure 8(a) 

shows the result for an initial particle temperature of 300 

K. It could be seen that the cohesive zone was small, and 

the temperature of a particle during impact at 36 ns was 

823 K. The cohesive zone size increases by 

approximately 86% and 143%, and the temperature of a 

particle during impact at 36 ns rise to 1066 K and 1000K 

when the initial particle is 623 K and 723 K, respectively 

(see Figure 8b). The change in the cohesive zone and 

interface temperature could affect adhesion behavior, 

 

 

 
Figure 7. Time history of PEEQ for Al impact at different 

particle temperatures (Impact velocity of 450 m/s) 
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Figure 8. Temperature contour particle and substrate at 36ns, 450m/s with different particle temperatures 

 

 

i.e., gap and adhesion strength, at the interface between 

the coating and the substrate. Figure 9 shows the 

relationship between particle temperatures at the 

interface with impact time for different initial particle 

temperatures. The particle temperature during impact 

would affect the particle deformation behavior during 

impact and in turn, result in a change in the critical 

velocity of Al particles as observed as a result of 

changing initial particle velocity, i.e., decreasing in the 

critical velocity is expected for higher initial particle 

velocity. As temperature rises, particles acquire greater 

kinetic energy, leading to increased vibrational intensity. 

As gas temperature increases, particles gain kinetic 

energy, resulting in higher speeds. Consequently, 

particles collide with surfaces more frequently and with 

greater impact. 

 

4. 3. Influence of Particle Impact Velocity and 
Particle Temperature on Flattening Ratio         The 

flattening ratio represents the severity of particle 

deformation after impact in a clearer aspect. Deposits 

with heavily deformed particles are likely to have less 

porosity, a high bonded area, and high cohesive strength, 

as described earlier. Thus, the flattening ratio can be 

examined as a "diagnostic" microstructure property. It 

acts as a benchmark for the general quality of cold-spray 

coating. Hence, the effect of particle impact on the 

flattening ratio is also investigated. 
Figure 10 shows the typical characteristics of 

particles before and after impact. As the flattening ratio 

is closer to 1, less porosity is expected. This is because as 

the particles deformed flatter, the gap between the two 

colliding particles should be reduced, resulting in a 

denser coating.  

On the other hand, the resulting coating will be highly 

porous if the flattening ratio is close to 0. In general, the 

elongation characteristics of a particle depend on particle 

velocity. High particle velocity results in a high flattening 

ratio. The flattening ratio can be calculated following 

Equation 4. 

Flattening Ratio 1
p

p

h

D
= −

 (4) 

where 
ph  is the height of the particle after impact and 

pD  

is the diameter of the particle before impact. 

For the flattening ratio, the relationship between the 

particle velocity and the flattening ratio can be plotted as 

shown in Figure 11, which shows the relationship 

between the particle velocity and the flattening ratio at 

different temperatures of the obtained coating predicted 

by the computational analysis. When increasing particle 

temperature, the flattening ratio increases to 

approximately 60% of room temperature. High particle 

velocity should be selected, or a flattening ratio 

approaching 1 should be chosen to reduce coating 

porosity and improve adhesion behavior. As shown in 

Figure 8, the flattening ratio, as indicated by the 

temperature contour, decreases as particle temperature 

increases, resulting in an expanded cohesive zone. 

 

 

 
Figure 9. Time history of temperature for Al impact at 

different particle temperatures (Impact velocity of 450 m/s) 

 

 

 
Figure 10. Characteristics of particles before and after 

impact on the substrate 
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Figure 11. Relationship between the particle velocity and 

the flattening ratio at different temperatures 

 

 
5. COLD SPRAY EXPERIMENT 
 

To investigate the capability of the computational model, 

the experiment was performed. A process temperature of 

623K was selected. The preliminary study of the cold 

spray of pure Al on SKD11 was first carried out. The 

pressure in the experiment could be determined by using 

the equation shown in Equation 5 (10) for a required 

particle velocity, Vp. The desired particle velocity was 

chosen based on computational results for 623K using the 

flattening ratio results. The particle velocity should be 

greater than the critical velocity, Vcr, which gives the 

flattening ratio greater than 0.5. Notably, the flattening 

ratio was approximately 0.5 when the particle velocity 

was equal to critical velocity Vcr=Vp (28). This is to 

ensure that a coating with low porosity would be 

developed. The desired velocity of 450 m/s was selected.  

0

1

1
0.85

p
gas p

V
M D

M RT x P





=

+

 
(5) 

where M is the local Mach number and γ is the ratio of 

specific heat. For monatomic gases (He, Ar), γ is 1.66, 

and for diatomic gases (N2, air), γ is typically 1.4. R is 

the gas constant (8314 J/kmol K). T is gas temperature. 

Local Mach number M only depends on the inner form 

of the nozzle. Mgas is the molecular weight of the gas used 

in the process. P0 is the supply pressure measured at the 

entrance of the nozzle, while ρp is the particle density, D 

is the particle diameter, and x is the axial position. 

The calculated pressure for the desired particle 

velocity is shown in Table 3a, while the particle velocity 

developed for a pressure of 1 MPa (the low pressure was 

chosen in this work due to the limitation of the CS 

machine) is shown in Table 3b. In Table 3b, the initial 

particle temperature affects the particle velocity in the 

process; as the temperature increases, particle velocity 

also increases. Temperature plays a significant role in 

adding energy to the spraying process in the form of heat. 

Elevated gas temperature enhances gas expansion 

through the nozzle, resulting in higher particle velocities. 

This observation is also related to the flattening ratio. 

Additionally, as the temperature increases, so does the 

temperature of the particles, leading to a greater degree 

of particle softening. This, in turn, increases the 

likelihood of plastic deformation during impact, 

ultimately improving deposition efficiency. 

 

5. 1. Cold Spray of Pure Al Coating       The 

characteristics of the sample after cold spray as shown in 

Figure 12. The sample was cross-sectioned by wire 

cutting to measure the thickness, as shown in Figure 13. 

The coating thickness was found to be 180±55 µm, while 

the hardness was 29.3±5 HV0.1.  

The preliminary experimental (pure Al) results 

confirmed that the computational model could be used to 

estimate the initial desired velocity, which was later used 

to select the process pressure for different particle 

temperatures based on particle deformation and interface 

behavior, i.e., flattening ratio. On the other hand, for a 

case with pressure limitation due to machine 

specification/performance, the required impact velocity 

for different particle temperatures could be estimated, 

which can be helpful in the design of the process 

parameters or improvement of the heating and pumping 

 
 

TABLE 3a. Process pressure estimated for particle velocity of 

450 m/s for different initial particle temperatures 

Initial particle 

temperature (K) 
Particle velocity Pressure (MPa) 

300 450 1.4 

623 450 0.95 

723 450 0.86 
 

 

TABLE 3b. Particle velocity developed for a process pressure 

of 1 MPa for different initial particle temperatures 

Initial particle 

temperature (K) 
Pressure (MPa) Particle velocity 

300 1 387 

623 1 457 

723 1 471 

 

 

 
Figure 12. Appearance of pure Al-coated specimen carried 

out at Impact-Innovations GmbH in Germany 
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Figure 13. Optical micrographs for a cross-section of pure 

Al- coated specimen carried out at Impact-Innovations 

GmbH in Germany (magnitude 5x) 

 

 

system. The effect of particle size should also be 

investigated with no major difficulty, which could be 

used as a guideline to reduce the process temperature and 

pressure. 

 

5. 2. Cold Spray of Al/TiN Coating         To improve 

the hardness of Al coating, TiN hard particles were added 

for reinforcement. To investigate the ability of the 

computational framework for the prediction of coating 

achievement based on Al particle impact behavior, the 

composite coatings deposition was performed. The 

selected size of TiN was smaller than pure Al to minimize 

the effect of TiN particles on Al particle flow and impact 

behavior. In this experiment, TiN was expected to 

disperse in a soft matrix and not deform. TiN particles are 

hard to deform or implant on a hard substrate at low 

velocity. The critical velocity and particle velocity of TiN 

(size 10 µm) could be estimated theoretically following 

the methodology previously described. The TiN critical 

velocity was approximately twice that of the Al particle, 

VcrAl, and the particle velocity of TiN was approximately 

1.2VpAl (particle velocity of Al particle). Thus, TiN 

particles are expected to require higher energy for 

deformation on a hard substrate.  

For the composite coating, the experiment used the 

same condition desired for pure Al (Pressure of 1 MPa, 

Temperature of 623K). Preliminary tests with 2 Al:TiN 

ratios (25 wt.% and 50 wt.% TiN) were investigated to 

study the upper limit of % TiN that could be deposited 

based on the critical velocity predicted for pure Al. 

It was found that 50wt.% TiN was the limit of TiN 

fraction for conditions of pressure =1 MPa and 

temperature = 623K. It was also found that the average 

thickness of coating obtained for this case was 

approximately 18.7 ± 4.6µm, which was too thin, and the 

specimens were unevenly coated. This may be due to the 

effect of TiN particles on particle flow, which could 

reduce the travelling velocity and impact velocity of Al 

particles. It should be noted that the number of TiN 

particles is higher with a higher percentage of TiN. The 

micrograph presented in Figure 14 (a & b) shows an SEM 

(backscattered electron mode) micrograph of the cross-

section of Al/TiN composite coating at a process 

temperature of 623K with magnitudes of 100x and 

1000x, respectively. 

A gap between the coating and substrate can be 

observed in Figure 14(b). The coating hardness was 

found to be 75.3 ±26.2 HV0.1. The effect of the hard 

substrate could be expected due to the thin coating 

developed. Increasing the process pressure and 

temperature or reducing the TiN size may improve the 

coating process, resulting in an increase in coating 

thickness. 

For a ratio of Al=75wt.%: TiN = 25%, the average 

coating thickness was found to be approximately 234.7 ± 

51 µm, and the average coating hardness was 63.6 ±8.8 

HV0.1. Figure 15 presents a micrograph showing a cross-

section of Al/TiN (fraction Al=75wt.%: TiN = 25wt.%). 

The coating appears denser and thicker than that 

observed with a fraction of Al=50wt.%: TiN = 50wt.%. 

It could be said that the computational prediction of 

critical velocity and particle velocity of Al could be used 

for Al/TiN composite coating for the case with 

insignificant effect of TiN on Al impact behavior. 

Notably, the %TiN limitation is expected to be changed 

with process conditions and particle size. For this work, 

the TiN and Al particle sizes are 10 µm and 25 µm, 

respectively, and the process pressure and temperature 

are 1 MPa and 623K, respectively. 

 

 

 
(a) magnitude 100x 

 
(b) magnitude 1000x 

Figure 14. SEM (Back Scattered Electron mode with 

magnitude 100x and 1000x) micrograph showing a cross-

section of Al/TiN (fraction Al=50wt.%: TiN = 50wt.%) 

(Centreline Center Line model SST PX) 
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Figure 15. SEM (Back Scattered Electron mode with 

magnitude 100x) micrograph showing a cross-section of 

Al/TiN (fraction Al=75wt.%: TiN = 25wt.%) (Centreline 

Center Line model SST PX) 

 

 

For the experimental study of the effect of initial 

particle temperature, tests were performed at 623K and 

723K for an Al:TiN ratio of 75 wt.%:25 wt.%. The 

pressure for both cases was fixed at 1 MPa.  

A micrograph of Al/TiN composite coating in Figure 

16 (a & b) shows an SEM (backscattered electron mode) 

micrograph of the cross-section of Al/TiN composite 

coating at process temperatures of 623K and 723K, 

respectively. The EDS mappings, as depicted in Figure 

17, displayed the presence of pure aluminum (a) on the 

deposit side, along with nitrogen (b) and titanium (c). 

 

 

 
(a) Temperature at 623K 

 
(b) Temperature at 723K 

Figure 16. SEM (Back Scattered Electron mode with 

magnitude 100x) micrograph showing a cross-section of 

Al/TiN composite coating at different process temperatures 
(Centreline Center Line model SST PX) 

 

 
Figure 17. EDS mapping (Energy Dispersive Spectroscopy 

with magnitude 3000x) of the cold-sprayed Al/TiN 

composite coating at a process temperature of 723K. 

 

 

The X-ray diffraction analysis of the Al/TiN 

composite coating was conducted, and the findings are 

presented in Figure 18. Based on the XRD analysis, the 

coating primarily consisted of aluminum (Al), with a 

limited presence of titanium nitride (TiN). The X-ray 

diffraction (XRD) analysis revealed the absence of 

impurities, additional phases, or significant phase 

alterations, thus confirming the absence of oxidation 

during the cold spray process. The results further 

confirmed the embedding of TiN particles within the Al 

matrix. 

A micrograph showing a cross-section of Al/TiN 

reveals that the Al particles deformed flat and were 

deposited layer by layer. TiN particles were embedded 

around pure Al particles and were uniformly dispersed in 

the matrix (see Figure 19 (a)). Because the impact energy 

for particles of the soft component is high enough to 

adhere to the substrate, the impact energy of hard 

material is sufficient to adhere to the surface previously 

covered by soft material due to mechanical embedding 

(31). The volume fraction of TiN in the deposit was 

approximately 10% for both conditions. This differs 

slightly from the findings of Li et al. (24), who 

investigated TiN composite coating with high-pressure  

 

 

 
Figure 18. X-ray diffraction pattern of Al/TiN composite 

coating 
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(a) 

 
(b) 

Figure 19. SEM (Back Scattered Electron mode with 

magnitude 500x) micrograph showing a cross-section of 

Al/TiN composite coating at a process temperature of 723K 

(a) and Al/TiN porous coating on SKD11 hardening by cold 

spraying (b) 

 

 

cold spray at 25 wt.% TiN (resulting in a volume fraction 

of 13.9% in the deposit). It is evident that the flattening 

ratio results from simulations have utility in designing 

experimental conditions. 

The results suggested that the temperature in the 

process affects coating porosity and thickness, as 

predicted by computational investigation. It was found 

that increasing the process temperature increases the 

thickness, and a dense Al/TiN composite coating was 

expected with this flattening ratio (> 0.5). The average 

percentage of voids was evaluated using IMAGE J 

analysis with SEM imagery. The result found that the 

porosity of the Al/TiN composite coating was less than 

0.01% at both process temperatures (see Figure 19(b)). 

The results show that at a process temperature of 723 K, 

there is a higher percentage of porosity compared to 623 

K. This observation may be attributed to the particle 

expansion and contraction behavior, as depicted in Figure 

7 (Time history of PEEQ for Al impact at different 

particle temperatures (Impact velocity of 450 m/s)). At 

723 K, particles initially expand from 0 to 10 seconds, 

then contract briefly before expanding again after 15 

seconds. This cyclic behavior can create voids in the 

coating, resulting in a higher porosity at the higher 

process temperature of 723 K as compared to 623 K. 

The coating thickness is presented in Figure 20. A 

higher particle temperature could increase particle 

velocity at the same process pressure, resulting in a 

thicker coating. This is because high particle velocity 

would result in flatter particles after impact, which could 

promote particles adhering during the impact of the 

following particle, i.e., the next particle layer. 

The highest microhardness of Al/TiN composites was 

74.2 ±6.5 HV0.1 at 723 K. The hardness of the Al/TiN 

composite coating was higher than the Al deposit by 65% 

(the hardness of the pure Al deposit was 29.6 ±5.1 HV0.1), 

as expected (23-25). Figure 21 shows that increasing the 

particle temperature could result in a coating with higher 

surface hardness. This is due to the effect of thicker 

coating with higher deformation obtained at higher 

temperatures, as the particles deform more easily, 

showing flatter particle geometry after each impact. The 

results align with those from Li et al. (24), who examined 

Al5356/TiN composite coating in high-pressure cold 

spray. They found that TiN particles increased the 

hardness of the matrix coating by 50%. For instance, with 

a TiN fraction of 25 wt.%, the hardness of Al5356/TiN 

reached approximately 140.38 HV0.2, while Al5356 alone 

had a hardness of 68.7 HV0.2. In terms of adhesive 

strength, Al5356 had a strength of 32 MPa, while 

Al5356/TiN exhibited an even higher strength exceeding 

50 MPa (24, 25). Based on the Li et al. (24) study, the 

adhesive strength can be estimated to fall within the range 

of 30 MPa to 50 MPa. Note that this preliminary study 

did not include adhesive strength testing, but this aspect 

will be addressed in future work as the experimental 

conditions are refined. 

 

 

 
Figure 20. The average coating thickness of the composite 

coating 

 

 

 
Figure 21. Average coating hardness of pure Al coating and 

composite coating 
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6. CONCLUSIONS 
 

A simplified computational framework to predict the 

adherence of MMC coating was proposed, i.e. a model 

for a single impact of a single matrix particle. The 

deformation behavior of matrix particles could be 

investigated to provide information for CS process 

conditions to be selected for cases with the insignificant 

effect of hard reinforcement particles. The critical 

velocity, characteristic of particles during impact, and 

porosity in the coating could be predicted. Al/TiN 

coating was studied in this work. The effects of particle 

temperature and impact velocity were investigated. The 

results showed that:  

• Single-shot particle impact modelling could be used 

to show representative composite coating deposition 

performance for the case of hard reinforcement 

particles as long as no significant effect of hard 

particles on matrix particle velocity is observed. For 

the Al/TiN coating studied in this work (TiN and Al 

particle sizes of approx. 10 µm and 25 µm, 

respectively), 25wt.% TiN was suggested.  

• Particle temperature directly affects the cohesive 

zone; by increasing particle temperature, the 

cohesive zone area increases as well. This could 

confirm that the particles adhere to the substrate. 

• The flattening ratio can be determined 

computationally, which can then be used as a 

guideline to predict the coating porosity. 

• Particle deformation increases with increasing impact 

velocity and initial temperatures. Hence, the coating 

could be easier to deposit with higher particle 

velocity or higher initial temperature.  
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Persian Abstract 

 چکیده 
یک فرآیند جایگزین برای بهبود خواص سطحی است که در ساخت پلاستیک بسیار مهم است. درک رفتار ذرات در     (MMC)با کامپوزیت زمینه فلزی   (CS)اسپری سرد  

بینی پایبندی ذرات ماتریس در مورد نیاز است. این مطالعه بر توسعه یک چارچوب محاسباتی ساده شده با استفاده از مدل ضربه ذره تک شات برای پیش  CSهنگام ضربه برای  

با هدف تأیید چارچوب پیشنهادی انتخاب شد. تاثیر  Al/TiNکننده ماتریس سخت پوشیده شده با کامپوزیت تقویت SKD11ضربه با سرعت پایین متمرکز بود. در این کار، 

گذارد.  ذرات بر ناحیه منسجم تأثیر می سازی شد، که نشان داد دمای  متر بر ثانیه شبیه   600-350در محدوده سرعت پایین   K  723و  K  300 ،K  623در دماهای مختلف  Alذرات  

از   CSیابند. نسبت مسطح شدن از شبیه سازی محاسبه شد و مشخص شد که تحت تأثیر سرعت ذرات قرار دارد. با افزایش دمای ذرات، مناطق نیز با سرعت مشابه افزایش می

Al    وAl/TiN  ( روی    75:25خالص )درصد وزنیSKD11  سخت شده تحت K  623  و K  723    تحت آزمایش با فشار تخمین زده شده بر اساس نسبت مسطح و رفتار

در دماهای اولیه ذرات مختلف رسوب داده شد. نتایج نشان   Al/TiNتوان با استفاده از فشار تخمینی توسعه داد. پوشش  ها را میدهد که پوششذرات انجام شد. نتایج نشان می

( را می توان برای هر دو مورد به دست آورد، و دمای ذرات بالاتر ضخامت و درصد تخلخل بیشتری را نشان می دهد، که به خوبی با ٪0.01>می دهد که تخلخل پوشش کم )

توجهی کننده به طور قابلدهد، مشروط بر اینکه ذرات تقویتنشان می  MMCبرای پوشش    CSیافته پتانسیل بالایی برای طراحی  نتایج محاسباتی مطابقت دارد. چارچوب توسعه

 بر جریان ذرات ماتریس یا شرایط ضربه تأثیر نگذارند.
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