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A B S T R A C T  
 

 

The primary goal of the engineering design of building is to reduce the weight of the structure and its 
resistance to fires and earthquakes because fires are inevitable. Hence, the direction of this study was to 

use lightweight concrete because of its unique advantages in weight loss and fire resistance due to its 

thermal insulation property. It was also intended to enhance the strength and behavior of this concrete 
at high temperatures. For this purpose, four mixing designs  samples without fibers and nano-SiO2, 

samples with different proportions of nano-SiO2, samples with different proportions of fibers, and 

samples with both fibers and nano- SiO2 together were prepared. The results showed damage to 
samples free of nano-SiO2 and fibers, changing their color, reducing their resistance and reducing their 

weight. But adding nano-SiO2 fibers or using them together leads to improving the properties of 

concrete at all temperatures. Due to nano- SiO2, its pozzolanic interactions improve the microstructure, 
and the fibers prevent cracks in concrete. This study also dealt with the effect of changing the size of 

the samples on the compressive strength, and the results showed an increase in the resistance of the 

samples with small sizes, and resulted factors for converting the resistance of non-standard samples 
into a standard. 

doi: 10.5829/ije.2023.36.11b.01 
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1. INTRODUCTION 
 
Concrete is the most widely used material in 

construction worldwide due to its ease of use and low 

cost. Its compressive strength is one of the most 

significant reasons for accepting this material. The 

concrete used in this study is lightweight concrete 

(LWC), as its use by engineers has increased in recent 

years because the heavy structure and traditional 

materials will have many consequences for the 

structure. If the weight is less, it will increase the 

structure’s safety and resistance to fire and earthquakes 

without affecting its strength. It entered the application 

of LWC after the production and manufacture of light 

concrete in the early twentieth century in 1917, after 

which many lightweight concrete buildings and bridges 

were built in the world, including the largest concrete 

building with 52 floors and a height of 215 meters in 

Houston, Texas, the Park Plaza Hotel building. It is 

among the buildings constructed between 1920 and 

1930. The 42-story building in Chicago, the TWA 

terminal at New York Airport in 1960, Dulles Airport in 

Washington in 1962, a church in Norway in 1965, a 

bridge in Wiesbaden, Germany, in 1966, and a water 

bridge in Rotterdam, Netherlands, in 1968. This type of 

bridge was built in the Netherlands, England, Italy, and 

Scotland in the 1970s and 1980s, along with other 

buildings where it was used for LWC. FIP has published 

some significant lightweight concrete projects, 

demonstrating their astronomical use. Also, LWC 

significantly reduces construction costs, which can be 

examined in two aspects: 

1. Reducing the dead load on the building: This factor 

decreases the cost of the skeleton and the foundation. 

Note: Reducing the building’s dead load will reduce 

damage during an earthquake or fire. 

2. Saving energy consumption: Due to the ease of 

cutting and drilling this type of concrete, we will 

witness a decrease in the cost of operating the facility, 

and during the operation of the building, due to the 

insulation of the building structure, there will be a 

significant decrease in the cost. 

Also, LWC has other benefits. The volume of waste 

in this type of concrete is less than ordinary concrete, as 

the issue of the environment and its pollution has been 

taken into account recently, and natural materials that 

do not destroy the environment are of particular interest 

attention. Destroying LWC requires less energy than 

standard concrete because smaller machines can be 

used. In addition, because this type of concrete contains 

air, the volume of waste during demolition is smaller 

than normal concrete. Thus, using LWC spread due to 

its essential advantages, such as lightness, thermal 

insulation, reduced production and transportation costs, 

and sufficient earthquake resistance. Lightweight 

concrete can withstand high temperatures and fire due to 

its low thermal conductivity and specific heat. 

Considering all the previous advantages of LWC, 

specifications for this type of concrete and how to 

improve these properties under certain conditions have 

been studied. In fact, LWC is known for its potential 

ability to withstand high temperatures and fire due to its 

low thermal conductivity and specific heat. However, 

this does not mean high temperatures do not affect 

LWC. Elevated temperatures may lead to severe 

discoloration, a change in concrete compressive 

strength, a reduction in weight and modulus of 

elasticity, and a change in concrete appearance [1]. One 

of the significant problems with LWC applications in 

industry and structures at high temperatures is that the 

favorable properties of concrete are reduced at high 

temperatures.  

Nistratov et al. [2] used the regeneration of fibers 

made from waste composites and found that the 

minimum temperature to destroy the carbon plastic 

matrix is 410 °C and that adding 1% of the fibers led to 

their growth of 37% due to their high density and low 

porosity. In his study, Moosaei et al. [3] improved the 

ductility of light aggregate concrete by integrating 

hybrid steel and polypropylene fibers. He found a 

significant increase in compressive ductility and the 

ability to absorb energy. 

Toric et al. [4] have investigated the mechanical 

properties of LWC after exposure to high temperatures. 

Concrete samples in four concrete mixtures were heated 

to 600 °C and subjected to various tests after 90 days. 

The results indicate that the compressive strength has 

decreased by 20%. Poon et al. [5] indicated that high 

temperatures weakened concrete's compressive strength 

and hardness. 

Considering that LWC has lower strength due to the 

lower specific weight of this type of concrete, 

researchers have always tried to improve its mechanical 

properties by adding admixtures. They also have 

improved properties at elevated temperatures. These 

additives are steel fiber and nano-SiO2. Wang et al. [6] 

studied lightweight concrete (SFLWC). They used two 

types of concrete with steel fibers and steel fibers with 

knurled ends and wrinkled shapes. The results showed 

that the higher the temperature, the higher the axial 

peak. 

The strain significantly increased while the axial 

compressive strength and modulus of elasticity 

decreased. Concrete hardness rises at lower 

temperatures and decreases at higher temperatures. 

However, steel fibers can enhance the material's ability 

to absorb energy as well as its specific and residual 

durability. Mohammadi and Bagheripour [7] studied the 

engineering properties of self-compressing lightweight 

concrete (SCLWC) after adding fibers to it and found 
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that the compressive strength was improved by adding 

1% fine steel fibers. Goaiz et al. [8], Mohammed and 

Kadhim [9] showed that adding fiber increased 

compressive strength. A study by Varghese et al. [10] 

showed that carbon fiber-reinforced concrete samples 

had better residual shear strength than others. 

Combining carbon and basalt fibers into concrete 

reduced microcracking in samples exposed to elevated 

temperatures. Some researchers stated that the fibers do 

not have a noticeable effect on the compressive strength 

of concrete [11-13]. According to literature, it can be 

said that the use of fiber cannot provide a complete 

improvement in LWC. Düğenci et al. [14] have stated in 

their research that the compressive strength and 

modulus of elasticity of concrete-containing fibers 

decrease significantly with increasing temperature. Lau 

and Anson [15] showed that steel fibers increase 

resilience to heat and cracking. Among the additions 

that attracted researchers’ interest in improving the 

behavior of concrete and making the microstructure 

dense and homogeneous at high temperatures is nano-

SiO2 due to its interaction with calcium oxide produced 

through the decomposition of cement hydrates at high 

temperatures. 

According to literture [16, 17], adding nanomaterials 

such as alcofine and replacing it with cement can 

improve compressive strength and reduce 

environmental pollution. 

Bastami et al. [18] investigated changes in concrete's 

compressive and tensile strengths due to heat 

modification with nano-SiO2. This study tested six 

samples with different percentages of nano-SiO2 and 

two without nano-SiO2. After making the samples, they 

were heated to 400, 600, and 800 degrees Celsius. The 

results showed that adding nano-SiO2 increased 

compressive and tensile strengths and permeability, 

flaking, and mass loss. Horszczaruk et al. [19]studied 

the effect of high temperatures on the performance of 

concrete containing nano-SiO2. In this research, 

concrete with 5% different nano-SiO2 and three edge 

temperatures of 200 °C was made and tested. The 

analysis of mass loss, bending, and compressive 

strength and observation with SEM was done for 

samples. Based on the results, an ideal nano- SiO2 

content improved the thermal resistance. Brzozowsk et 

al. [20] found that nanoparticles enhanced the behavior 

of concrete at high temperatures in cement mortar 

containing quartz and magnetite aggregates. 

Researchers [21-24] found that adding 4% of nano- 

SiO2 by replacing it with cement improved compressive 

strength, and whenever it exceeded 4%, its positive 

effect decreased. Ahmadi et al. [25] found in their study 

that adding nano- SiO2 as an alternative to cement 1, 3, 

and 5% improves the microstructure of cement and 

increases its compressive strength. 

The purpose of this study was to design a mixture of 

nano- SiO2 and fibers to improve the behavior of LWC 

after fire exposure. For this purpose, four mixing 

designs with nine groups of samples were made. 

Designing the first mixing for control samples and 

designing the second mixing with different weight ratios 

1%, 3% and 5% nano- SiO2 by replacing it with the 

weight of cement and subtracting the third mixing for 

different volume ratios of 0.5, 1, 1.5 and 2% fibers. The 

results showed that the best percentage for nano- SiO2 is 

3%, and the optimal percentage for fiber is 1%. Thus, a 

composite fourth mixing design consisting of 3% nano- 

SiO2 and 1% steel fibers was made. After that, the 

samples were exposed to different temperatures of 200, 

400, and 600 °C, and a comparison was made between 

them and the control samples. These groups contain 

samples of different sizes (10×20, 15×30, 5×10 and 5×5 

cm). The purpose of the difference in the size of the 

samples was to show the effect of size on compressive 

strength. The results showed that the smaller the size of 

the sample, the greater the compressive strength. 

 

 

2. MATERIALS AND METHODS 
 

This section describes the quality and quantity of 

materials used to prepare concrete samples. 

 

2. 1. Materials 
2. 1. 1. Aggregates           The lightweight aggregate in 

this study is Light Weight Expanded Clay Compound 

(LECA). Figure 1 shows the LECA model used in this 

research. Specific gravity and water absorption tests 

were also performed on the samples. The maximum 

LECA size is limited to 12 mm. The maximum amount 

of these samples was determined using the sieve 

analysis test according to “ASTM C330” [26]. Also, the 

mechanical and physical parameters of the LECA 

assemblies are presented in Table 1. Sand with a 

maximum grain size of 4.75 mm was used as a fine 

aggregate according to ASTM C33 [27]. Figure 2 shows 

the results of the sieve analysis test performed on fine 

sand and silica. 
 

 

 
Figure 1. LECA was used in this study 
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Portland cement type 2 was used in this 

investigation. Based on the manufacturer’s information, 

its chemical, physical, and mechanical properties are 

summarized in Table 2. This Portland cement type 

produces moderate heat due to its reaction with water. 

In addition to that, it has balanced resistance to salts, 

sulfates, and chlorides. Also, this cement is suitable for 

pouring concrete in hot weather. This cement may not 

be used in facilities subject to sulfate attacks. Less heat 

is produced due to the slow reaction of cement with 

water, so this type of cement can be used in relatively 

large constructions, such as massive and large-sized 

foundations. 

 

 

TABLE 1. A LECA aggregate's mechanical and physical characteristics 

Elements Na2O Al2O3 SiO2 P2O5 SO3 

wL% 0.376 2.163 4.141 19.298 0.116 

Elements Cl K2O CaO TiO2 MnO 

wL% 0.011 0.808 58.95 0.221 0.1 

Elements Fe2O3 Ni Cu Zn Rb 

wL% 2.982 0.009 0.006 0.01 0.003 

Elements Sr Bn LOl   

wL% 0.025 0.086 6.47   

 

 

 

 
Figure 2. The sieve analysis test of coarse and fine aggregates was used in this research 

 

 

 
TABLE 2. Characteristics of the cement used in this research 

Elements Na2O Al2O3 SiO2 P2O5 SO3 

wL% 1.735 16.353 63.259 0.201 0.331 

Elements Cl K2O CaO TiO2 MnO 

wL% 0.098 3.114 4.159 0.532 0.112 

Elements Fe2O3 Ni Cu Zn Rb 

wL% 5.566 0.006 0.006 0.015 0.009 

Elements Sr Zr Ba Pb LOl 

wL% 0.043 0.017 0.047 0.014 0.5 

Elements MgO Cr    

wL% 3.869 0.014    
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The third-generation superplasticizer based on 

carboxylate is an Abadgaran Construction Chemical 

Industries product. 

This study relied on Nano Sadra's nano-SiO2 [28]. 

White in color, with 99% pure nano-SiO2 powder has a 

particle size of 11-13 nm. The microstructure has been 

verified using a transmission electron microscope 

(TEM) and X-ray diffraction (XRD) images. A 

transmission electron microscope (TEM) is a high-

resolution, ultra-magnification instrument for the 

structural characterization of materials. XRD analysis, 

or X-ray powder diffraction analysis, another name for 

X-ray spectroscopy, is a technology used to learn about 

the chemical makeup and crystal structure of the natural 

and artificial objects without destroying them. X-ray 

patterns are like fingerprints in that they can identify 

specific crystal structures. The TEM photo with 

different resolutions (a) 0.1 nm, (b) 150 nm, (c) 40 nm, 

(d) 300 nm and X-ray XRD diagram are presented in 

Figures 3 and 4. TEM device model: EM10C-100KV 

device, Zeiss, Germany, was used in our work. 

 
 

 

 
Figure 3. The XRD chart of nano-SiO2 

 
 

 

 
(a) 0.1 nm 

 
(b) 150 nm 

 
(c) 40 nm 

 
(d) 300 nm 

Figure 4. TEM image of nano-SiO2 at different accuracies 

 

 
Among different types of fibers, steel fibers are 

often applied for construction purposes and improve 

concrete properties more effectively than other fibers 

[30]. Steel fibers with short and discrete lengths are 

available in lengths of up to 80 mm and cross-sectional 

areas ranging from 0.1 to 1.5 mm2 [29]. Ki Mix 

Company supplied the steel fibers used in this study. It 

has a straight shape with a hooked end. Table 3 displays 

information about steel fiber properties. Figure 5 shows 

the shape of the steel fibers used in this study. 
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TABLE 3. The mechanical and physical properties of steel 

fibers are presented. 

Appearance 

cross-

section 

shape 

Length 

(mm) 

Diameter 

(mm) 
L/D 

Tensile 

strength 

(MPa) 

straight circle 5 0.8 62.5 1200 

 

 

 
Figure 5. The shape of the fibers with knotted ends used 

 

 
 

2. 2. Concrete Mixture            In this study, the mixing 

design in the standard “ACI 211.2” [30] was used in 

making preliminary samples, and then the design was 

modified several times until a mixing design with a 

suitable slamb between 50 and 80 mm was obtained. 

The LWC mixing technique per cubic meter used in this 

study is shown in Table 4. 

The nano- SiO2 weight ratio is added by replacing it 

with the cement weight. Three percentages were used in 

this study: 1, 3 and 5% nano- SiO2. 

To distribute nano- SiO2 powder uniformly, it is 

mixed well with cement for 2 minutes until a 

homogeneous mixture is obtained for use as a concrete 

admixture. All dry materials are combined in a mixer 

for two minutes, and then water containing plasticizers 

is gradually added to the mixture. Then, in a mixture 

containing fibers, steel fibers are added to the mixture. 

After the materials are completely mixed in the mixer, 

the fresh concrete is poured in three layers into the 

required molds arranged in advance. Concrete mixtures 

are compacted on a vibrating table. Molds were opened 

after 24 hours. Mold samples were taken and cured by 

covering them with nylon and a damp cloth for 28 days, 

TABLE 4. The LWC mixing plan used in this research 

Specific Weight 

ɣ (kg/m3) 

28 days’ compressive 

strength fc (MPA) 

Superplasticizer 

percentage 

Water to 

cement ratio 

Fine aggregate 

(sand) (kg/m3) 

Coarse aggregate 

(Leca) (kg/m3) 

Cement  

(kg/m3) 

1910 30 1% 0.38 850 350 450 

 

 

as shown in Figure 6. Then they were exposed to free 

air. Ninety days after being prepared, some samples 

were put in the oven for thermal testing. Some samples 

were heated to 200 °C, 400 °C, and 600 °C, while others 

were stored at 25 °C at room temperature. Twelve 

samples were made for each mixing plant and 

temperature. Three samples were made with cylindrical 

molds of different dimensions (15×30, 10×20, 5×10, 

and 5×5 cm) to observe the effect of size. Table 5 also 

shows the number of samples and tests performed on 

them. Table 6 represents the subtraction admixture 

characteristics of the samples. 
 

TABLE 5. Number of samples 

Experiment 
Sample 

dimension (cm) 

Sample 

shape 

Number of 

samples 

Compressive strength 

and modulus of 

elasticity 

10×20 Cylindrical 108 

Compressive strength 
and modulus of 

elasticity 
15×30 Cylindrical 48 

Compressive strength 5×10 Cylindrical 48 

Compressive strength 5×5 Cylindrical 96 

 

TABLE 6. LWC mixture plan 

Plan steel fibers (%)Volume percent Nano-SiO2 (%)(weight percentage of cement)  

The first category (control samples) - - 1 

The second category (metallic fibers) 

0.5 - 2 

1 - 3 

1.5 - 4 

2 - 5 

The third category (Nano-SiO2) 

- 1 6 

- 3 7 

- 5 8 

The fourth category (optimal) 1 3 9 
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Figure 6. Samples under occurring 

 

 

2. 3. Expose the Samples to Temperature         The 

samples were heated for 48 hours, or 2880 minutes, at 

100 °C before the temperature required for surface 

drying was reached. This method may help prevent 

cracking in the samples at high temperatures [31]. After 

that, the samples were heated to 200, 400, and 600°C. 

The electronic oven is set through the control panel at 5 

degrees per minute. When the samples are heated inside 

the furnace, the oven temperature is set to the required 

degree. The oven temperature it reaches is known 

through the furnace side keyboard. In order to measure 

the temperature, samples must arrive, which is done 

with a digital thermometer attached to a wire outside the 

furnace. This wire was carefully placed inside the 

concrete paste inside a cube mold with 100 x 100 x 100 

mm dimensions. We enter the mold with the rest of the 

samples when the samples are heated. The other end of 

the wire protrudes through a small hole in the oven side, 

on the outside, to connect to the thermometer in Figure 

7 (a) the samples after exposure to temperatures, (b) the 

arrangement of the samples to enter the oven, (c) the 

thermometer to measure the temperature of the sample. 

This can be seen in the graphs obtained from the digital 

thermometer in Figure 8, showing the temperature 

change inside the sample and in the furnace. (A) 

samples after exposure to temperature 200°C, (b) 

samples after exposure to temperature 400°C, (c) 

samples after exposure to temperature 600°C.  

 
2. 3. Test Procedure            Three studies were 

conducted for this research. Firstly, to study the effect 

of steel fibers and nano-SiO2 on the compressive 

strength and modulus of elasticity of light structural 

concrete and to find the optimal ratio of steel fibers and 

nano-SiO2. Secondly, to examine the effect of 

temperature on concrete compressive strength, and 

finally, to examine the effect of concrete sample size on 

compressive strength. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 7. Samples in the electrical furnace 
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(a) Temperature=200ºC 

 
(b) Temperature=400ºC 

 
(c) Temperature=600ºC 

Figure 8. The graphs of the temperature increment on the 

samples 

 

 

2. 4. Mechanical Experiment          Samples were 

prepared for various tests based on a predetermined 

mixing plan and method, including thermal and 

mechanical loading. The uniaxial compression test, (μ, 

modulus of elasticity) test, and compressive stress-strain 

curve were used in this study to check the mechanical 

properties of the samples. The compressive strength test 

was performed according to the ASTM C39 standard 

[32]. The samples’ elastic modulus was determined 

based on the ASTM C469 standard [33]. This study 

used an instrument with a capacity of 2000 kN and an 

accuracy of 1 kN to measure stress-strain curves (Figure 

9). This test was performed according to the ASTM 

C617 standard [34]. 

 

 
3. RESULTS AND DISCUSSION 
 

In the results section, investigate the behavior of LWC 

containing nano- SiO2, fibers, or both at different 

temperatures by knowing the compressive strength, 

elastic modulus, stress-strain curve, and the effect of the 

different sizes of the samples on the compressive 

strength. 

 

3. 1. Effect of Nano-SiO2 and Steel Fibers on LWC 
Compressive Strength at Room Temperature        
The compressive strength results for different steel 

fibers and nano-SiO2 proportions in LWC for all sample 

sizes can be seen in Tables 7 and 8 and Figures 10 to 13. 

 

 

 
(a) 

 
(b) 

Figure 9. (a) Pressure Test Machine; (b) Test Setup 
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TABLE 7. The compressive strength (MPa) at 25°C for 15×30 and 5×10  

Size sample(cm) Control 3%Nano 1%Fiber 3%Nano+1%Fiber 

15×30 32.6 43 34.5 45 

5×10 33.9 44.9 35.8 47.4 

 
 

TABLE 8. The compressive strength at 25°C for 10×20 and 5×5 

Size sample 

(cm) 
Control 1% Nano 3% Nano 5% Nano 0.5% Fiber 1% Fiber 1.5% Fiber 2% Fiber 

3% Nano+1% 

Fiber 

10×20 33.1 36.6 43.8 41.2 34.5 34.9 34.1 33.8 46 

5×5 34.7 38.3 46 43.2  37.8 36.5 36 49 

 

 

 
Figure 10. The compressive strength at 25ºC for 10×20cm and 5×5cm size samples 

 

 

 
Figure 11. The compressive strength at 25ºC for 15×30cm and 

5×10cm size samples 
 

 

To select the most suitable nano- SiO2 and the highest 

fiber ratio, 10 × 20 cm molds were used. The largest 

percentage of nano- SiO2, as shown in the results, is 3%, 
 

 
Figure 12. Differences from control samples at 25ºC (%) 

 

 
and the highest percentage of fiber is 1%. The positive 

effect of nano- SiO2 decreases when the ratio exceeds 

3%. This can be explained by the fact that a certain 

amount of calcium hydroxide crystals were produced  
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Figure 13. Differences from control samples at 25ºC (%) 

 
 

during the interaction of water with cement, which 

reacts with nano- SiO2 which from this fusion produces 

a gel (hydra silicate calcium). When more nano- SiO2 

than required is added, it reacts with calcium hydroxide, 

and the excess nano- SiO2 is precipitated and replaced 

by the spent cement, which reduces the strength of the 

cement paste and reduces the adhesion between the 

aggregate and the cement paste. The reason why 

nanoparticles cause an increase in compressive strength 

can be explained as follows: The reaction between 

cement and water, known as the pozzolanic reaction, 

leads to the formation of vast amounts of calcium 

hydroxide crystals. Ca(OH)2, a hexagonal crystal 

present in the transition zone between the cement paste 

matrix and the aggregate, breaks concrete’s strength. 

Because of nano-SiO2 has a high specific surface area, it 

is highly reactive and reacts rapidly with Ca(OH)2 to 

form a calcium silicate gel. As a result of the pozzolanic 

reaction, the size, and concentration of calcium 

hydroxide crystals are reduced, and a dense, high-

strength H-S-C gel (calcium silicate hydrate) is 

produced, which fills the voids in the transition zone to 

enhance the strength and durability of concrete, known 

as micro-filling. The average diameter of H-S-C gel 

particles is about 10 nm. Therefore, filling the existing 

pores creates a denser and homogeneous viscous paste 

matrix, as previously shown by other researchers [35]. 

However, we note from the results that adding 2% of 

the fibers reduces the compressive strength because the 

fibers prevent cracks growth. Its principal function is to 

repair cracks, leading to a decrease in compressive 

strength. Also, we noted from the results that the highest 

compressive strength was in the compain mixture 

design, as it increased by 39%. The reason for this 

increase is that by adding nano- SiO2 to the mixture 

containing fibers, the strength of the concrete increases 

due to an increase in density of the mixture and the 

increase in the contact surface between the fibers and 

the cement paste.                 

 

3. 2. Mechanical Properties of LWC at High 
Temperatures         Figure 14 shows the compressive 

strength of all sample sizes of LWC at 200ºC, 400ºC, 

and 600ºC, as well as control samples. 

As shown in the above figure, the compression 

strength decreases with increasing temperature in all 

sample sizes, and this is because heat damages the load-

bearing mechanical structure of concrete, and the 

mechanical properties of concrete change permanently. 

Figure 15 compares changes in compressive strength 

after heat exposure for samples of three different sizes. 

Figure 15 reveals that as concrete's temperature 

rises, particularly between 400ºC and 600ºC, the 

material's compressive strength decreases dramatically. 

The values of the percentage weight loss of the samples 

due to heat are presented in comparing form in Figure 

16. 

As shown in Figure 16, with the increase in 

temperature experienced by the sample and an increase 

in the duration of exposure to the appointed 

temperature, the weight loss of the samples increases. 

This weight loss is related to the amount of water in the 

concrete structure, the decomposition of calcium 

hydroxide into quicklime and water, the evaporation of 

 

 

 
Figure 14. LWC compressive strength at high temperatures 

 

 

 

 
Figure 15. LWC compressive strength exposed to high 

temperatures 
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Figure 16. Weight loss percentage (%) of LWC due to high 

temperature 

 

 

produced water, the separation of surface absorption 

water from CSH layers, and the decomposition of 

aggregates. All of these phenomena become more 

intense as temperatures and heating times increased. 

This result has been confirmed in the literature [21, 26]. 

Figure 17 shows residual compressive strength 

following exposure to high temperatures for different 

sample sizes compared to control samples. 

The 600°C temperature had a significant effect on 

the residual compressive strength of the concrete. Figure 

17 shows that lightweight concrete compressive strength 

decreased with temperature increase. It can also be seen 

that the smaller the sample size, the greater its residual 

resistance. 

 

3. 3. Effect of Temperature on LWC Containing 
Nano-SiO2 and Fibers            Tables 9 and 10 and 

Figure 18 show the compressive strength, weight loss, 

and residual compressive strength of all sample sizes at 

200ºC, 400ºC, and 600ºC. 

The results showed the state of deterioration of the 

samples and the weight reduction when the temperature 

rose to 600. However, the nano- SiO2 and the fibers 

helped somewhat in improving the resistance at the 

temperature of 600. We note that the effectiveness of 

the nano- SiO2 decreased at high temperatures and 

became similar to the behavior of the fibers because, 

before the temperature rise, the nanoparticles improved 

the microstructure. After the high temperature here, the 

fibers played like a bridge in preventing cracks. Also, 

we notice that at high temperatures, the concrete color 

changed and became pinkish, as shown in Figure 19. 

As shown in the figures, the lack of fibers and nano- 

SiO2 in the sample indicates the amount of crack. The 

wear due to compressive load and failure at the place 

where the load is applied is very high. By adding 1% 

steel fiber, this amount of failure is greatly reduced. 
 
 

 
Figure 17. Residual compressive strength after high-

temperature exposure 
 

 

 

TABLE 9. Residual compressive strength and weight loss of LWC containing nano-SiO2 and fibers at high temperatures for 15×30 

and 5×10 samples 

Parameter temp Size sample (cm) 0%Nano+0%Fiber 3%Nano 1%Fiber 3%Nano+1%Fiber 

Residual % 

T200 
15×30 90.5 96.3 94.5 96.4 

5×10 90.9 96.4 94.7 96.6 

T400 
15×30 68.3 91.4 81.45 93.6 

5×10 69.5 91.76 82.12 93.97 

T600 
15×30 52.45 73.56 65.5 82 

5×10 54.28 74.7 66.76 82.91 

Weight loss% 

T200 
15×30 4 2.9 3.5 2.5 

5×10 1.6 1.28 1.46 1.06 

T400 
15×30 6.02 5.33 4.6 4.2 

5×10 2.9 2.5 2.7 2.1 

T600 
15×30 7.54 7.16 6.6 6.2 

5×10 3.9 3.5 3.6 3.2 
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TABLE 10. Residual compressive strength and weight loss of LWC containing nano-SiO2 and fibers at high temperatures for 10×20 

and 5×5 samples 

Parameter temp 
Size sample 

(cm) 

0% Nano+ 0% 

Fiber 

1% 

Nano 

3% 

Nano 

5% 

Nano 

1% 

Fiber 

1.5% 

Fiber 

2% 

Fiber 

3% Nano+ 1% 

Fiber 

Residual 

% 

T200 
10×20 90.6 93.7 96.3 94.9 94.6 94.95 95.3 96.5 

5×5 91.06 93.9 96.5 95.1 94.9 95.3 95.6 96.7 

T400 
10×20 68.7 88.5 91.6 84.3 81.7 82.1 82.25 93.8 

5×5 70.2 89.03 91.96 85.02 83.07 83.29 83.33 94.16 

T600 
10×20 53.2 66.78 74.04 68.62 65.9 66.57 66.57 82.4 

5×5 55.33 68.25 75.28 69.9 68.57 70.96 68.61 83.47 

Weight 

loss% 

T200 10×20 4.5 3.8 3.3 2.9 4 4.1 4.3 3 

T400 10×20 6.52 5.9 5.73 5.4 5.1 5.25 5.6 4.7 

T600 10×20 8.04 7.7 7.56 7.2 7.1 7.5 7.8 6.7 

 
 

 
Figure 18. Compressive strength of samples at different temperatures 

 

 

 
Figure 19. Pictures of samples’ compression test 
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In the sample with nano- SiO2, the failure rate is lower 

compared to the control sample, and the most 

satisfactory results are related to the sample with 1% of 

fibers.and  3% silica nanoparticle is that the amount of 

local corrosion and damage in the sample is greatly 

reduced, and a small prevalence was found in the 

sample. According to the figures, the process obtained 

at 400 ºC is similar to that at 25 ºC.  

Furthermore, compared with the 25 ºC samples, 

only the damage rate of the samples increased, and the 

resistance also decreased. According to the figures, the 

orientation obtained at 600 ºC is similar to the directions 

at 25 and 400 ºC. Moreover, only the damage rate of the 

samples increased compared to 25 and 400 ºC, and the 

resistance also decreased. The method of cracking and 

damage to the samples with fibers and samples has 

separate nano- SiO2, and the presence of this material 

affects the crack pattern in the parts. 

 

3. 4. Modulus of Elasticity             The elasticity 

modulus elasticity was calculated according to Equation 

(1): 

E = [ (S2 – S1)   / (Ɛ2 - 0.000050)] (1) 

{Where (E) is the modulus of elasticity in MPa, (S2) is 

the stress corresponding to 40% of the ultimate load, 

(S1) is the stress corresponding to the longitudinal strain 

of 50 millionths in MPa, and (𝜀2) is the longitudinal 

strain produced by stress S2.} 

According to Figure 20 and Table 11, the effect of 

nano-SiO2 and steel fibers on the modulus of elasticity 

of LWC has been investigated in all mix designs. 

Results show that the modulus of elasticity of LWC 

increases when the amount of nano-SiO2 and steel fibers 

increases. In general, by adding 1% steel fibers and 3% 

nano-SiO2, the most significant impact on improving 

concrete’s modulus of elasticity has been observed. 
 

 

 
Figure 20. Comparison of the modulus of elasticity (GPa) of 

all concrete specimens 

TABLE 11. The modulus of elasticity (GPa) of all concrete 

specimens 

Sample 

Size 

Temperature 

(ºC) 

0% Nano+ 

0% Fiber 

3% 

Nano 

1% 

Fiber 

3% Nano+ 

1% Fiber 

15×30 25 12.6 14.4 13.8 14.6 

10×20 25 14.7 15.5 15.08 16.3 

15×30 200 9.8 11.09 9.41 11.3 

10×20 200 10 12.03 11.07 12.7 

15×30 400 5.66 8.3 6.3 8.5 

10×20 400 6.1 8.9 7.13 9.1 

15×30 600 3.26 5.3 4.11 5.6 

10×20 600 3.5 5.4 4 5.7 

 

 

Other studies [36] corroborate this finding. The 

elasticity of concrete's constituent materials, most 

notably cement paste, affects the concrete’s modulus of 

elasticity. Therefore, the elasticity modulus improves by 

adding nano-SiO2. This is also linked to reduced 

porosity in cement paste and enhanced compressive 

strength. Denser concrete results from increasing its 

elasticity modulus. The findings of other researchers 

[37] corroborate this. In general, when the compressive 

strength increases, the modulus of elasticity also 

increases, and when the porosity in the cement paste is 

reduced by adding nano-SiO2 and metal fibers, the 

modulus of elasticity increases. 

 

3. 5. Compressive Stress-strain Relationship 
between LWC and Strain at Peak Strength          
Figures 21 and 22 show that adding steel fibers and 

nano-SiO2 to LWC changes its behavior after maximum 

compressive stress, making the compressive stress-

strain curve tangent less steep. 

The maximum stress-strain curve was observed by 

adding 1% fiber and 3% nano- SiO2 for all sample sizes. 

The increase in the modulus of elasticity with the 
 

 

 
Figure 21. The stress-strain diagram of 10x20 cm samples for 

all LWC mix designs 
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Figure 22. The stress-strain diagram of 15x30 cm samples for 

all LWC mix designs 

 

 

increase in nano- SiO2, which is associated with a 

decrease in the porosity of the cement paste and an 

increase in compressive strength, is evident. Due to the 

denser concrete composition, hardness increases the 

modulus of elasticity. The results of other studies 

confirmed with reported data in literature [24, 38]. 

Nanoparticles and fibers improve concrete’s elasticity 

modulus. Figures 21 and 22 show the peak stress curves 

in the nano- SiO2-containing samples. 
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3. 6. SEM Images of LWC Samples           In Figures 

23 and 24, images prepared by SEM are shown. Figure 

23 shows a concrete structure without nano-SiO2 and 

steel fiber, and Figure 24 shows concrete in the presence 

of 3% nano-SiO2. 

As shown in the figures above, the microstructure of 

concrete containing nano-SiO2 has been significantly 

improved and is more uniform than regular concrete. 

Large, clustered calcium hydroxide crystals can be seen 

in the control sample when no nano-SiO2 is present. 

However, in the sample with nano-SiO2, the calcium 

hydroxide crystals reacted with the silica to produce a 

very resistant H-S-C gel with a very dense, compact 

structure. In this way, using nano-SiO2 in concrete 

significantly improves its microstructure, increases the 

cement matrix density, and strengthens the transition 

zone between the aggregate and the cement paste. 

Figure 24 shows the structure of concrete without nano-

SiO2 and steel fiber at a temperature of 600ºC and 

Figure 25 shows concrete in the presence of 3% nano-

SiO2 at the same temperature of 600ºC. 

It is evident from the images obtained from the SEM 

test that applying high heat to concrete has caused 

fundamental changes in the microstructure of concrete 

and the cement paste matrix. The effects of temperature 

on concrete can be attributed to the non-hydration of 

cement paste, increase in porosity, decrease in available 

moisture, thermal expansion, change in pore pressure, 

decrease in strength, and thermal cracking caused by 

incompatibility, creep, and thermal separation. The 

microstructure of induced concrete is greatly affected 

and structurally weakened when ordinary concrete 

images are taken at high temperatures. According to the 

pictures, the creation of a tree structure, the presence of 

numerous capillary pores caused by the evaporation of 

the water in the capillary spaces in the hydrated calcium 

silicate gel (H-S-C), and the decrease in the amount of 

hydrated H-S-C gel in the dark areas are evident, which 

indicates the weakness in the concrete microstructure 

after applying high temperature to the concrete.  

Additionally, in 2018, Wang et al. [24] investigated 

the effect of nano-SiO2 on the compressive strength and 

 
Figure 23. SEM picture of an LWC sample at 25ºC 

 

 
Figure 24. SEM image of a LWC sample containing 3% 

nano-SiO2 at 25ºC 
 

 

 
Figure 25. SEM picture of an LWC sample at 600ºC 

 

 

shrinkage of LWC made from artificial aggregates and 

found similar outcomes.  

 

3. 7. Effect of Sample Size on Mechanical 
Properties            An analysis of the effect of sample 

size on compressive strength is shown in Figures 26-30. 

 

 

 
Figure 26. The effect of sample size on compressive strength at 25ºC 
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Figure 27. The effect of sample size with dimensions 15x30 

cm and 10x20 cm 

 

 

 
Figure 28. The effect of sample size with dimensions 5x10 cm 

and 10x20 cm 

 

 

 
Figure 29. The effect of sample size with dimensions 15×30 

and 5×10 

 
Figure 30. The effect of sample size with dimensions 15×30 

cm and 5×5 cm 

 

 
The effect of sample size is clearly seen in the results, as 

shown in the above figures. By reducing the dimensions 

and volume of the sample, the compressive strength 

increases. From the results it can be seen that the factors 

extracted by multiplying them by the resistance of the 

non-standard samples,the resistance of the standard 

sample is obtained according to the standard 

specifications [39]. 
 

 

4. CONCLUSIONS 
 

This paper studied LWC behavior after exposure to high 

temperatures. It also examined its behavior when nano- 

SiO2 fibers, fibers, or both are added at high 

temperatures. This study also examined the effect of 

changing the sample dimensions on the compressive 

strength of the samples. For this, four mixing designs 

were made with nine groups, each containing sufficient 

samples of different sizes. The samples were exposed to 

temperatures of 200, 400, and 600 ºC. Then their 

behavior was verified by analyzing the curves of 

compressive strength, pressure, strain, modulus of 

elasticity, and residual strength. The results were as 

follows: 

- The ultimate compressive strength was 

observed when 3% nano-SiO2 or 1% steel fibers were 

added to the mixture separately, with an average 

increase in compressive strength of 32.33% and 4.23%, 

respectively. Thus a composite mixture of 3% nano-

SiO2 and 1% fibers was made. 

- When samples were exposed to high 

temperatures, their compressive strength and weight 

decreased. This is not preferred in concrete used in 

construction. The fibers’ ability to stop the cracks’ 

formation and the nano-SiO2’s ability to reaction 
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pozzolanic and form a gel that helps fill the pores in 

weak areas in the concrete contributed to limiting this 

behavior. 

- The composite mixture of nano-sio2 and fibers 

had the best behavior to retain the residual strength of 

the samples (ratio of high heat resistance to ambient 

temperature resistance) after exposure to high 

temperatures, the residual compressive strength values 

for the composite mixture were (96.5%, 93.8%, and 

82.4%) at exposure to a temperature of 200, 400, and 

600, respectively . 

- In the results obtained from the stress-strain 

curves, we notice increased stress and peak tension in 

designs containing nano-SiO2 material. During this 

period, fine cracks have not appeared yet. For this 

reason, we note that the effectiveness of the fibers is 

low, and the effectiveness of nano-SiO2 is higher 

because the fibers in the temperature act as a bridge to 

prevent cracks and nano-SiO2 improve the 

microstructure in a period before exposure to 

temperatures. 

- The effect of different sample sizes on the 

results was investigated. When the sample size 

decreased, the resistivity value increased. A 

comparison was made between standard and non-

standard samples, and appropriate factors  were 

extracted to convert them into standard samples. 

This was a preliminary study of LWC behavior with 

nano- SiO2 and fibers under static loads. It is suggested 

to study its behavior with nano- SiO2 fibers under 

dynamic loads and with different strain rates to know 

the endurance of this type of concrete under earthquakes 

or explosions. It is also proposed to study its behavior 

by adding other types of fibers. 
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Persian Abstract 

 چکیده 
  یناست. در ا یراجتناب ناپذ یدر سازه ها، آتش سوز یراو زلزله است ز یمقاومت آن در برابر آتش سوز یشساختمان، کاهش وزن سازه و افزا یمهندس یدر طراح یههدف اول

با افزودن نانو   ینآن استفاده شده است. همچن یحرارت یقعا یتخاص یلبالا به دل یمقاومت  در دماها یشآن بخصوص کاهش وزن  و افزا یژهو یای مزا یلمقاله از بتن سبک به دل

بدون   یطرح اختلاط بتن ارائه شده است: نمونه ها یمنظور در چهار دسته کل  ینا یرفتار بتن سبک پرداخته شده است. برا یهر دو به بتن سبک، به بررس یا  یفلز یافال یا یلیسس

نشان داد که در    یجبا هم. نتا یلیسو نانوس افیبا ال ییهاو نمونه  یفلز یافالنمونه هایی با در صد های مختلف و نانوسیلیسمختلف  یبا درصدها یینمونه ها یلیس،و نانو س یافال

بالا بوده  یبتن در دماها یبآس یلو کاهش وزن نمونه ها بدل یرنگ، کاهش مقاومت فشار  ییروارد شده است. تغ  یبآس یفلز یافو ال یلیسبدون نانو س یهابالابه نمونه یدماها

از   یفلز یافبخشد و ال یساختار بتن را بهبود م یلیس،نانو س یواکنش پوزولان یرااست، ز یافتهمام دماها بهبود  خواص بتن را در ت   ی،فلز یافو ال یلیسس نانواست. با افزودن 

مقاومت نمونه  یشنشان دهنده افزا یجاست و نتا اختهپرد یمقاومت فشار یابعاد نمونه ها بر رو ییر تغ  یر تاث یبه بررس ینمطالعه همچن ینکند. ا یم یریترک در بتن جلوگ یجادا

 با اندازه کوچکتر است. یها
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A B S T R A C T  

 

 

Nowadays, various 3D-Printer technologies are commercially available. However, those printers could 
only be used for a certain material provided by the printer manufacturers. For new material, the 

commercial printer could not be employed directly and needs to be modified and its printing parameter 

has to be optimized to fit the property of the new material. This paper aimed to find the optimum 
parameters (print speed and layer height) based on printability material. The new material that would be 

developed was a composite of bioceramic powder (hydroxyapatite) and polymer (collagen) in the form 

of slurry with ratios of 99.84% (w/v) and 0.16% (w/v). While the printer was a commercial 3D-Printer 
machine with modification on its cartridge container and bracket. The printing parameters were layer 

height (0.65, 1.0, 1.35 mm) and print speed (14.4, 25, 35.6 mm/min). Optimization of the printing 

parameter used Response Surface Method (RSM)  with 13 sets of specimens. Test specimens for defining 
printable material were printed in the form of  line shape and a rectangular shape for case study. 

Printability as a responding of the optimum parameter setting was defined on the basis of 5%-maximum 

dimension error of the printed specimen compared to the 3D-CAD data. Data obtained was analyzed 
using ANOVA. The results show that the optimum setup printing parameter were 10.009 mm/min for 

print speed and 0.505 mm for layer height, respectively with the error dimension obtained from the 
experiment was 0.013 mm2 (0.59%) lower than that of the permitted error of 5% (0.125 mm2). 

doi: 10.5829/ije.2023.36.11b.02 
 

 

NOMENCLATURE 


𝑖 
  Natural Variable TL Target length (mm) 

Y First-order response surface model W Width (mm) 

 Intercept TW Target width (mm) 

x Independent variables  H Height (mm) 

 Error TH Target height (mm) 

L Length (mm)   

 
1. INTRODUCTION1 
 
Biomaterials have a major impact to improve the quality 

life of many patients through of functional restorations 

engineering of body tissues [1]. The requirement of 

biomaterials are non-carcinogenic nature, non-pyrogenic, 

non-toxic, absolutely blood compatible, and non-
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 (A. E. Tontowi) 

inflammatory [2]. One of the biomaterials purposes is 

used for biomedical applications and their condition can 

interact with live body tissues. Metals, ceramics, 

composites and polymers are classified as biomaterials 

[3]. Metals like stainless steel, titanium and magnesium 

alloys are used for biomaterials. However, they have 
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some drawbacks such as toxic ions, inflammatory, 

allergic reactions, and high modulus [4]. 

Hydroxyapatite (HA) is one such bioceramic that has 

bioactive properties [5]. It has, thromboresistance, 

chemical inertia, and physical characteristics similar to 

bone. HA has a similar composition to bone minerals and 

excellent biocompatibility; therefore, widely used as a 

bone substitute [6–8]. However, synthetic HA is brittle, 

rigid, has low solubility, and poor processability [9, 10]. 

Moreover, the biodegradation time of HA is 130 months 

after implantation [11]. Collagen is a natural polymer 

providing favorable biological conditions. It stimulates 

the generation and differentiation of cells as an 

extracellular matrix [12] but they have poor mechanical 

properties [13]. Combining bioceramic (HA) and 

polymer (collagen) will overcome the drawback of them. 

This composite improves mechanical and biological 

properties, such as resistance to failure [14–17]. Structure 

of collagen resembles a rope, triple helix, high strength, 

and tensile strength [18]. Research and commercial 

studies of composites HA/collagen began around the 

1980's [19].  

Additive manufacturing techniques allow the 

construction of objects point by point, line by line, or 

layer by layer [20, 21]. There are two basic steps of 3D 

printing. Firstly the object design via computer software 

and secondly, the object deposition/ formation via a 3D 

printer [22]. The International Organization for 

Standardization (ISO) and American Society for Testing 

and Materials (ASTM) classify 3D printing technologies 

into seven different categories, namely  binder jetting 

(BJ), direct energy deposition, material extrusion, 

Material Jetting, Powder Bed Fusion, Sheet Lamination, 

and Photopolymerization [4]. Three dimensional printing 

technology using slurry was explained by Lin et al. [23] 

and Putlyaev et al. [24]. Lin et al. [23] described using 

stereolithography and direct ink writing for slurry 

ceramic. Ceramic slurry for stereolithography should 

have long-term stability and suitable rheological 

behavior to enable a smooth flow for printing and 

homogeneity of the printed part. In terms of viscosity, the 

slurry has to be ideally comparable to the resin (<3000 

mP·s). In contrast, Direct Ink Writing (DIW) is more 

economical and faster, including fabrication, drying, and 

sintering. However, the challenge is after the extrusion 

process such as crack happens.  

Putlyaev et al.[24] produced bioceramic scaffolds 

using stereolithographic 3D printing of light-cured 

slurries containing a mixed calcium sodium phosphate 

Ca2.5Na(PO4)2 composition. Extrusion-based bioprinting 

is 3D printing that is widely used to print organs. This is 

related to rheological properties [25]. 

The science that studies the deformation and flow of 

materials is called rheology [26]. Material rheology is 

related to cell behavior. It correlates between particle 

mobility and cell speed across length scales [27]. 

Characterization of rheology is important to the design of 

concentrated dispersions of ceramic particles (also called 

slurries). Furthermore, the rheological properties of these 

viscoelastic fluids determine in which ways these 

formulations can be utilized or further processed. 

However, in the biomaterials research field, the rheology 

of ceramic formulations is often treated neglectfully 

thought of the complexities involved [28]. 

Design of experiment (DoE) as a collection of data is 

adopted by RSM [29]. RSM was introduced by Box and 

Wilson in 1951 [30, 31]. It is useful not only in the 

engineering sector but also in a variety of other fields 

[32]. It is the best combination of mathematical and 

statistical techniques for non-linear relationships among 

multi-objective inputs, their response, and to predict 

multivariant optimization. It is necessary because the 

sample point must be chosen to create a credible model 

with the fewest feasible tests [33, 34]. 

The main advantage of RSM is the decreased required 

number of experimental runs in predicting the optimum 

state compared to other optimizing techniques and avail 

a systematic, satisfactory result compared to the one-

factor model [32, 35–37]. It is principally based on the fit 

of practical equations on experimental data determined 

from the given design [38]. It employs linear and 

polynomial equations (quadratic, cubic, or higher-order 

functions). RSM offers a unique capability for 

developing an empirical link between factor variables 

and experimental design procedure responses [39]. 

The purpose of this research was to get the printability 

and optimum parameter process of 3D-printer machine 

using response surface method for printing 

(HA/collagen) composite slurry. 

 

 

2. METHODS 
 

2. 1. Materials         HA 04238 type (density 1.0 g/cm3, 

molecular weight 502.31 g/mol, density 1.0 g/cm3 at 20 

°C) was purchased from Sigma Aldrich and collagen 

which is synthesis from mackerel (Scomberomous SP) 

skin that was used as raw materials. Characterization of 

collagen with amino acid analysis using High 

Performance Liquid Chromatography (HPLC) with 

Thermo Dionex UltiMate 3000 in the Organic Chemistry 

Laboratory, Faculty of Mathematics and Natural 

Sciences, Universitas Gadjah Mada. The concentrations 

of the amino acids of the collagen (in ppm) are aspartic 

acid 41.68, glutamicacid 71.28, serine 22.47, glycine 

103.93, threonine 19.61, arginine 65.05, alanine 62.44, 

tyrosine 12.20, methionine 10.80, valine 18.44, 

phenylalan in 21.16, ileucine 13.60, leucine 21.83, and 

lysine 34.95. The solvents used acetic acid (glacial 

100%) to dissolve (HA/collagen) composite and Sodium 

Hydroxide to balance pH, which was purchased from 

Sigma Aldrich. 
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2. 2. Material Preparation          Preparation of 

(HA/collagen) composite slurry collagen was carried out 

by dissolving collagen in acetic acid solution (pH=2) at 

low concentration of 0.2% (w/v) and stirring for 30 

minutes. HA powder was mixed gradually into the 

collagen solution with ratio of 99.84% (w/v) and 0.16% 

(w/v). During mixing, stirring using magnetic stirrer was 

carried out for the first step from 250 rpm to 800 rpm and 

stirring was continued by hand stirring to form slurry 

composite. To adjust pH, Sodium Hydroxide 0.4 M 

(pH=14) was used. The slurry composite was kept at 

room temperature. 

 

2. 3. 3D-Bioprinter System         A modified 3D-

Bioprinter was used for printing specimens. This 3D 

printer machine was a commercial machine (Eazao Zero 

type, Qingdao Eazao Intelligent Technology Co., Ltd., 

China) (Figure 1). Modification has been carried out on 

the cartridge container and bracket in order to fit to the 

limited use of slurry composite materials. The nozzle was 

a hollow needle with diameter of 1.5 mm. 

 
2. 4. Specimen Preparation       Two types of printed 

specimens were used in this research. First was 

specimens in the form of a line shape for defining 

printable material and second was a rectangular shape for 

a case study. The dimensions of line were 20 mm long x 

1.5 mm wide x 1.5 mm height. While, the dimensions of 

rectangular shape were 20 mm long x 20 mm wide x 5 

mm height. The height of the rectangular specimen was 

composed by several layer of line. The dimensions of 

printing line and rectangular specimen are shown in 

Figure 2. All specimens were printed following the 

Design of Experiment. 

 

 

 
(a) 

 
(b) 

Figure 1. (a) and (b) 3D bioprinter based on slurry extrusion 

 
(a) 

 
(b) 

Figure 2. The dimensions of specimens (a) line (b) 

rectangular 

 

 

The printing process begins with leveling of the 

aluminium table plate of the machine. The gap between 

upper surface of the table and edge of nozzle/needle was 

set up of 0.1mm. Next, the slurry was transferred from 

the mixing container into the cartridge using a micro 

spatula and ready for printing. On the touch screen, select 

the back putter (out) menu. In this, piston within the 

cartridge will push the slurry material into the plastic air 

tubing, enter to the extruder and the material comes out 

through the needle. Select the file of specimen that has 

been prepared and press the print menu. The percentage 

of composite slurry material was 1% (in the range of 1%-

10%). Data of printed specimens was gathered by 

measuring dimension of specimen using a MiViewCap 

microscope. 

 

2. 5. Printability and Optimization Method        
Optimization of printing parameter process is important 

for obtaining printability. For the 3D bioprinter there are 

five printing parameter process including ambient 

temperature, nozzle diameter, flow rate, print speed, and 

layer height. The ambient temperature was set up  at room 

temperature and diameter nozzle is 1.5 mm. The flow rate 

of the slurry from the nozzle was 10 mm3/s. In this study 

only print speed and layer height were optimized as 

printing process parameters. While, the ambient 

temperature,  nozzle diameter and flow rate were set up 

as fixed value. To determine the optimum parameters, 

each parameter had to be set into three levels and two 

factors as described in Table 1. The two factors include 

A: Print Speed (mm/min) and B: layer height  (mm) with 

coded levels high (+1), low (−1), and center points (0). 

The actual values of  the print speed representing levels 

were 14.4, 25, and 35.6 mm/min. While, the layer height  
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TABLE 1. Factor and level used based on the standard in the 

Eazao Zero machine 

Factor 
Level 

-1 0 +1 

A: Print Speed (mm/min) 14.4 25 35.6 

B: Layer Height (mm) 0.65 1 1.35 

 

 

representing levels were 0.65, 1, 1.35 mm. These values 

were taken from the data sheet specification of Eazao 

Zero machine. The print speed was between 10 - 40 

mm/min. While the layer height was between 0.5 - 1.5 

mm. 

The range of each level was obtained through the 

Coded Value Equation [40]. The equation of coded value 

is as Equation (1): 

𝑥𝑖 =


𝑖 
−(

ℎ𝑖𝑔ℎ+𝑙𝑜𝑤

2
)

(
ℎ𝑖𝑔ℎ−𝑙𝑜𝑤

2
)

  (1) 

In this study, there are two factors so it uses the central 

composite design that is shown in Figure 3. 

Figure 3 shows 22 designs with four axial runs. The 

maximum and minimum values of the print speed are 

35.6 mm/s and 14.4 mm/s while the layer height are 1.35 

mm and 0.65 mm. 

Based on the Central Composite Design (2 levels), 13 

observations were obtained as shown in Table 2.  

 

 

 
Figure 3. Central Composite Design 

 

 
TABLE 2. Design of experiment (DoE) 

No 
Coded Variable Actual Variable 

Print Speed Layer Height A B 

1 0 0 25 1 

2 -1.414 0 10.009 1 

3 1.414 0 39.99 1 

4 0 0 25 1 

5 -1 1 14.4 1.35 

6 0 0 25 1 

7 0 0 25 1 

8 -1 -1 14.4 0.65 

9 0 -1.414 25 0.505 

10 0 0 25 1 

11 1 1 35.6 1.35 

12 1 -1 35.6 0.65 

13 0 1.414 25 1.494 

 

 

Printability is defined as the ability to form and 

preserve reproducible using 3D printing from bioink 

material [41]. The printability test is carried out by 

printing line with 3D bioprinter based on slurry 

extrusion. The DoE was used for the dimensional error 

test. Each printed product from each parameter will be 

separated into 5 areas in the X, Y and Z directions. Then 

these values were compared with the dimension on the 

CAD drawings. Dimensions measured were in the wet 

conditions of the specimen. The result was calculated by 

the sum of multiplication between different dimensions 

and the target in the form of width and height. 

Furthermore, the average and percentage of error 

dimensions were determined. It is printable when it has a 

dimensional error of no more than 5%.  

Optimization was obtained using RSM with Minitab 

18 software for getting optimum parameters of the print 

speed and layer height that are started by doing first-order 

tests. The RSM regression model is generally quadratic 

full equation or reduced form [42]. This test is calculated 

by the following mathematical Equation (2) (RSM 

equation): 

𝑌 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽11𝑥1
2 + 𝛽22𝑥2

2 +
𝛽12𝑥1𝑥2 + 𝜀  

(2) 

Moreover, a lack of fit test is carried out to identify the 

type of error that occurred. Data is valid and normally 

distributed when the p-value is greater than  otherwise 

data is not valid and not normally distributed when the p-

value is less than . The difference between the proposed 

model and the experimental data can be calculated using 

dimensional error and a mathematical model will be 

obtained. Furthermore, the results will be analyzed using 

the Analysis of Variance (ANOVA). Finally, the 

interaction between these parameters will be obtained 

which shows the optimum results for each interaction. 

Validation can be carried out by comparing the 

dimensional error result in RSM based on Equation (2) 

and the dimensional error from the experiment. 
 

 

3. RESULTS AND DISCUSSION 
 

Based on the design of the experiment HA/collagen 

composites were printed using 13 sets of specimens. 
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Specimens are illustrated in Figure 4. As Figure 4 shows 

the printability material composite HA/Collagen. 

Printability and dimensional error from the experiment 

are shown in Table 3 and Figure 5. 

Table 3 shows the error dimensions for 13 sets of 

specimens from 13 parameters. Parameters 8 and 9 have 

allowable error limits. Their respective values are 0.104 

mm2 (4.61%) and 0.085 mm2
 (3.76%). In this study, the 

maximum allowable limit value is 0.1125 mm2 (5%).  

Figure 5 shows the printability of material composite. 

Parameters 8 and 9 are printable. Parameter 9 is the most 

printable. Positive value indicates the average surface 

dimensional error of the five specimen points exceeds the 

surface dimension size of the CAD drawing. This means 

that there is deformation that occurs between one layer 

and the next layer in the wet condition. Conversely, a 

negative value indicates an error its surface dimension 

shrinks compared to the CAD drawing surface. 

The Analysis of Variance (ANOVA) is tested to 

determine whether the error occurs systematically or not. 

After the ANOVA test, the primary effect parameter 

analysis is carried out, which has the most significant 

influence. It shows in Table 4. 
 

 

TABLE 3. Dimensional error for 13 sets of specimens 

Actual 

Variable 

Dimensional 

Error (mm2) 
The mean of 

Dimensional 

error (mm2) 

Percentage 

of 

dimensional 

error (%) 

Actual 

Variable 
A B 

25 1 1.988 0.398 17.67 

10.009 1 1.852 0.370 16.46 

39.99 1 3.901 0.780 34.68 

25 1 3.845 0.769 34.18 

14.4 1.35 -3.262 -0.652 28.99 

25 1 4.275 0.855 38.00 

25 1 2.742 0.548 24.37 

14.4 0.65 -0.519 -0.104 4.61 

25 0.505 -0.423 -0.085 3.76 

25 1 2.430 0.486 21.60 

35.6 1.35 -3.187 -0.637 28.33 

35.6 0.65 2.788 0.558 24.79 

25 1.494 -1.769 -0.354 15.72 

 
 

TABLE 4. ANOVA for print speed and layer height 

Source DF Adj SS Adj MS F-Value P-Value 

Model 5 13.151 2.6301 4.18 0.044 

Linear 2 6.446 3.223 5.12 0.043 

A 1 3.249 3.249 5.16 0.057 

B 1 3.196 3.196 5.08 0.059 

Square 2 5.348 2.674 4.25 0.062 

A2 1 0.0039 0.0039 0.01 0.939 

B2 1 5.2168 5.2168 8.28 0.024 

2-way 

Interaction 
1 1.374 1.374 2.18 0.183 

A*B 1 1.374 1.374 2.18 0.183 

Error 7 4.408 0.629   

Lack-of-Fit 3 0.668 0.223 0.24 0.866 

Pure Error 4 3.739 0.935   

Total 12 17.558    

 

 

 
(a) 

 

 

1 

20.135 mm 

X 

Y 

X 

Z 

2 

18.834 mm 

X 

Y 

X 

Z 
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3 

20.3774 mm 
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Z 
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Y 

4 

21.053 mm 

X 

Z 

X 
Y 
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5 

X 

Z 

X 

Y 

6 
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X 

Z 

X 

Y 
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X 
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X 

Y 

8 
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X 

Z 
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9 
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X 

Z 

19.475 mm 
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(b) 

Figure 4. (a) 3D printing process. (b) printing for 13 sets of 

specimens 

 

 

 
Figure 5. Printability test for 13 sets of specimens 

Table 4 shows a lack of fit value of 0.866, which 

means that it is greater than the α value for the confidence 

interval 95% (α=5%) so that the model used (which is 

estimated based on data) is suitable for a relationship 

between variables. Moreover, the parameter that has a 

significant effect is the quadratic layer height because it 

has p-value smaller than the α value. Regarding these 

interactions, the regression model Equation (3) is 

obtained. 

𝑌𝑔 = −7.33 + 0.06𝐴 + 16.01𝐵 − 7.108𝐵2  (3) 

The effect parameters process on response can be 

presented in a Pareto chart as shown in Figure 6. 

Figure 6 shows the effect of layer height quadratically 

is the most influential dimensional error. The interaction 

of two same parameters also has an effect. This indicates 

that the relationship between the parameters and the 

dimensional error response follows a curved line or is not 

linear. 

Figure 7 shows the effect parameters machine versus 

error dimension. A linear curve was shown between print 

speed and dimensional error. It means that print speed 

increases when the dimensional error increases. 

Contrarily, the error dimension will decrease if the print 

speed is lowered. Furthermore, layer height and error 

dimension form a parabolic curve. Layer height increases 

then the dimensional error that occurs will increase until 

it reaches the maximum point (about 1.12 mm). It means 

that the dimensional error maximum for 13 parameters is 

1.12 mm. After that, the dimension error will decrease 

even though the layer height increased to 1.5 mm.  

It is necessary to obtain the optimum value of each of 

these parameters based on the interaction between them. 

The surface plot of the interactions between these 

parameters are illustrated in Figure 8. Moreover, 

optimum parameter results are shown in Figure 9.  

Figure 9 shows the results of the analysis optimum 

values for the process parameters (print speed and layer 

height) are 10.009 mm/min and 0.5050 mm, respectively. 

 

 

 

 
Figure 6. Pareto Chart between Print Speed and Layer Height 

versus Dimensional Error 
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Figure 7. The effect of 3D Printer parameters machine versus 

error dimension 

 

 

 
Figure 8. Surface Plot Print Speed and Layer Height versus 

Dimensional Error 

 

 

Dimensional error results using these optimum 

parameters from analysis with a value of -1.5994 mm2. 

Print composite materials using the optimum 

parameters is shown in Figure 10 in line. 

Figure 10a shows the print results in line product. 

Figure 10b shows five points with the same scale on the 

Y and Z axes. The mean dimensional error is 0.013 mm2 

(0.59%). Part product for the case study is shown in 

Figure 11. 
 

 

 
Figure 9. Optimum parameter results 

 
(a) 

 
(b) 

Figure 10. (a) Printing of line product dimension in the Y 

axis (b) dimension in the Z axis 

 

 

 
Figure 11. Product using optimum parameters 

 

 

4. CONCLUSION 
 
Optimum parameter process of 3D printer machine for 

printing (hydroxyapatite/collagen) composite slurry was 

successfully obtained. Composite slurry 

(hydroxyapatite/collagen) was prepared with ratios of 

99.84% (w/v) and 0.16% (w/v). The printing process was 

carried out using commercial machine (3D printer Eazao 

Zero) with modified cartridge and bracket because 

composite slurry is used in limited quantities. There are 

two parameters used in this study namely print speed and 

layer height with 13 set specimens. The optimum process 

parameter values for print speed and layer height were 

10.009 mm/min and 0.505 mm, respectively. 

Furthermore, the printability test shows a dimensional 

error of the optimum parameter of about 0.013 mm2 

(percentage of error dimension 0.59%). Regarding the 

result, it is printable because of the permissible error limit 

of 5% (0.013 mm2). 
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Y 
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Persian Abstract 

 چکیده 
چاپگر   دکنندگانیکه توسط تول یمواد خاص یبرا توانی چاپگرها را فقط م نیحال، ا  ن یدر دسترس هستند. با ا یبه صورت تجار یمختلف چاپگر سه بعد یها یامروزه فناور

 دیماده جد ی ژگیشود تا با و نهیبه د یچاپ آن با رامتراصلاح شود و پا دیبه کار گرفت و با ماًیتوان مستق  یرا نم  یچاپگر تجار د،یمواد جد یاستفاده کرد. برا شدی ارائه م

پودر  تیکه قرار بود ساخته شود کامپوز یدیاست. ماده جد( بر اساس مواد قابل چاپ هی)سرعت چاپ و ارتفاع لا نهیبه یپارامترها افتنیمقاله  نیمطابقت داشته باشد. هدف ا

 یدستگاه چاپگر سه بعد کیچاپگر  نی که ا یبود. در حال (w/v) %0.16و  (w/v) %99.84 یهابا نسبت  دوغاب )کلاژن( به شکل   مری( و پلتیآپات یدروکسی)ه کیوسرامیب

متر در   یلیم 35.6، 25، 14.4متر( و سرعت چاپ ) یلیم 1.35، 1.0، 0.65) هیچاپ ارتفاع لا یبود. پارامترهاشده  جادیا یرات ییو براکت آن تغ  جیبود که در ظرف کارتر یتجار

مواد قابل چاپ به شکل خط و به شکل   فیتعر یبرا یشیآزما یهامجموعه نمونه. نمونه 13با  (RSM) پارامتر چاپ با استفاده از روش سطح پاسخ یساز نهی( بود. بهقهیدق

-D  یبا داده ها سهینمونه چاپ شده در مقا ادابع  خطای حداکثر ٪5بر اساس  نهیپارامتر به مات یچاپ به عنوان پاسخ به تنظ تیچاپ شدند. قابل  یمطالعه مورد یبرا لیمستط

CAD 3 متریلیم 009/10 ب یبه ترت نهیبه یاندازکه پارامتر چاپ راه دهدی نشان م جیشد. نتا  لیو تحل هیتجز انسیوار ز یبه دست آمده با استفاده از آنال یشد. داده ها فیتعر  

درصد   5مجاز  یدرصد( کمتر از خطا 59/0مربع ) متریلیم 0/ 013 شیآمده از آزمادستبه یبود که بعد خطا هیارتفاع لا یبرا متریلیم 5050/0سرعت چاپ و  یبرا قهیدر دق

 .متر مربع( یلیم 0.125بود. )
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A B S T R A C T  
 

 

In this study, the overall performance of a heat exchanger shell-and-double-concentric-tube with simple 

and perforated helical baffles is investigated in the shell side of the heat exchanger using ANSYS 

FLUENT 19.2. A comparison between the shell-side with simple helical baffles of the heat exchanger 
(SHB-SDCTHEX) and the one with perforated helical baffles (PHB-SDCTHEX) using numerous mass 

flow rates is carried out. For the perforated helical baffles heat transfer rate 𝑄, thermo-hydraulic 

performance 𝑄/∆𝑃 and effectiveness 𝜀 are around 26.7%, 55.5% and 26.6% higher than the same 

parameters for the simple helical baffles of the heat exchanger, respectively. It is also observed that the 

flow and temperature distribution for the perforated helical baffles are more uniform with higher flow 

turbulence than the simple helical baffles of the heat exchanger. So, the perforated helical baffles could 
be a better choice for the designers and manufacturers with respect to the simple helical baffles of the 

heat exchanger. 

doi: 10.5829/ije.2023.36.11b.03 
 

 

NOMENCLATURE1 
A Heat transfer area (m2) 𝜎𝜀 Prandtl number of ɛ 

cp Specific heat (J/kg.K) Γ Generalized diffusion coefficient 

d2 Inside diameter of inner tube (mm) ɛ Dissipation rate of turbulence (m2/s3) 

d1 The outside diameter of inner tube (mm) ɛ effectiveness 

D2 Inside diameter of the outer tube (mm) Abbreviations 

D1 Outside diameter of the outer tube (mm) CFD Computational fluid dynamics 

h Heat transfer coefficient (W/m2.K) HE Heat exchanger 

L Length (m) STHEX Shell-and-tube HE 

𝑘  Turbulent kinetic energy (m2/s2) SDCTHEX Shell-and-double-concentric-tube HE 

𝑚  Mass flow rate (kg/s) SHB- SDCTHEX 
Shell-and-double-concentric-tube HE with simple 

helical baffle 

M mesh used S&T Shell and tube 

N Number PHB-SDCTHEX 
Shell-and-double-concentric-tube HE with perforated 

helical baffle 

Q Heat transfer rate (W) Subscripts 

Δp Pressure drop (pa) av Average 

T Temperature (K) a Annulus 
ΔTm Logarithmic temperature difference (K) h Hydraulic 

U Overall heat transfer coefficient (W/m2.K) inner Hydraulic 

V Velocity (m/s) i Inner 

Greek symbol in Inlet 

μ  Dynamic viscosity (kg/m.s) min Minimum 

𝑣  Kinematic viscosity (m2/s) max Maximum 

𝑣𝑡   Turbulent Kinematic viscosity (m2/s) out Outlet 

λ Thermal conductivity (W/m.K) s Shell-side 

𝜌 Density (kg/m3) t Tube-side 

σk Prandtl number of 𝑘 w Wall-side 
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1. INTRODUCTION 
 
HEs are one of the principal supplies utilized extensively 

in chemical industry, steam production, and oil refineries. 

Among all groups of heat exchangers  (HE), the shell and 

tube (S&T) one has had many applications in heat 

transfer technology [1-4] and is the most appropriate for 

higher pressure operations. Many investigations have 

been engaged to improve S&T HE efficiency and 

numerous approaches have been adopted for this 

purpose. One of the most important concerns of the 

industry has always been increasing heat transfer for 

various uses, and efforts have been made in this field. For 

example, the use of porous materials, Induced vibrations, 

nano-fluids, and nanoparticles in fluid have always been 

investigated to increase heat transfer in heat exchangers 

and energy storage systems [5-14]. One of these practical 

approaches is using various baffles on shell-side to 

change the flow direction and mix the fluid. So far, 

researchers have investigated several baffles with diverse 

formations such as segmental and double segmental 

baffles [15, 16], ring supports [17], helical baffles [18-

27] and rod baffles [28-30] using empirical, numerical 

and analytical approaches. Hosseinzade et al. [31] 

investigated the effect of two different fins (longitudinal-

tree like) on energy storage using the phase changer 

method. Using the analytical method can reveal the 

possible defects in S&T design, but it cannot identify 

where these faults are [15]. CFD (numerical approach) 

can conceive the distribution of temperature and fluid 

flow particularly on the shell-side, which can facilitate 

estimating the weak points, and so denoting the possible 

rectifications to be applied for efficiency improvement 

[15]. In addition, economic efficiency, flow field 

observation, and time expenditure are some privileges of 

the numerical approach concerning to the empirical 

approach [32]. As a result, several numerical 

investigations have been accomplished on S&T HE. 

Bougriou and Baadache [33] researched on SDCTHEX. 

Difference between the SDCTHEX and classical S&T 

HE is that the S&T HE tube has been replaced by the 

double concentric tube. As a result of adding the inner 

tube, the SDCTHEX has a larger heat transfer area than 

the S&T HE. Subsequently, increasing the area of heat 

transfer would make the HE more compact for a specific 

amount of heat transfer. This causes reducing the cost of 

manufacturing and the dimensions of the device. 

Shahril et al. [15] studied the SDCTHEX and S&T 

HE with segmental baffle and made a comprehensive 

comparison of both types of the HE. They revealed that a 

SDCTHEX is equivalent to a S&T HE if the S&T HE is 

used with two tube passes and one shell, where hot oil 

flows in the inner tube and shell. In contrast, water flows 

in the annulus they found that the average of 𝑄/∆𝑃 

parameter for SDCTHEX is around 343% higher than 

that of the S&T HE. They realized that apart from their 

advantages, using the segmental baffles has also some 

disadvantages as follows: (1) higher pressure drop in 

shell-side because of abrupt constriction and distension 

of flow and severity of flow contact with shell wall and 

baffles, (2) creation of dead spots in the junction of the 

segmental baffle and the shell resulting in low heat 

transfer coefficient, (3) They found that the average of 

𝑄/∆𝑃 parameter for SDCTHEX is around 343% higher 

than that of the S&T HE. In recent years, to crack these 

weaknesses, rod baffles, deflecting baffles, and disk-and-

doughnut baffles have been evolved [1]. But, none of 

these baffles could eliminate the defects listed above. 

Instead, baffles with helical shapes could be a suitable 

option to substitute segmental baffles by avoiding the 

cons cited above [34].  

Finding a suitable design in heat exchangers to 

increase thermal efficiency along with reducing pressure 

drop has always been the focus of the industry. 

Therefore, a lot of research has been done on the types of 

fins and even their arrangement and this research has 

always continued. Helical fins are one of the types of fins 

used in shell-tube heat exchangers in order to increase 

heat transfer. Nevertheless, helical baffles cannot 

thoroughly flow the fluid uniformly across the shell-side 

as this issue can cause a low heat transfer coefficient in 

some spots of the shell-side. In this study, the perforated 

helical baffle is provided to resolve this issue. It is made 

by creating orifices on the simple helical baffle to allow 

the flow to cross through these orifices. This new type of 

fin, by affecting the amount of fluid flow turbulence, 

makes the thermal efficiency and performance of 

perforated fins much higher than its simple state, and the 

pressure drop of the fluid flow is also lower. This issue 

can be very important for the construction of shell and 

tube heat exchangers. Due to the fact that higher 

efficiency and smaller dimensions with lower pressure 

drop will be the result of using this type of fin.  

 

 

2. DESCRIPTION OF THE SYSTEM 
 

The perspective views of the SHB-SDCTHEX and the 

PHB-SDCTHEX are depicted in Figure 1. The length of 

the HE for the shell and tubes is 1270 mm and 1286 mm, 

respectively. The internal shell diameter is 337 mm with 

55 concentric tubes placed inside the shell in a staggered 

arrangement. For the inner tubes of SHB-SDCTHEX and 

PHB-SDCTHEX the internal and external diameters are 

8 mm and 12 mm, and 20 mm and 24 mm for the outer 

tubes, respectively. Also, the diameter of the orifices in 

the perforated helical baffle is 8 mm. The AISI 1042-

annealed steel is adopted as the material for the baffles 

and tubes, by density = 7840 kg m3⁄ , specific heat 𝑐𝑝 =

460 J kg. K⁄  and thermal conductivity 𝜆 = 50 w m. K⁄   
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(a) SHB-SDCTHEX 

 
(b) PHB-SDCTHEX 

Figure 1. Perspective views of the SHB-SDCTHEX and 

PHB-SDCTHEX 

 

 

[20]. The thickness and the section angle for both baffles 

are 5 mm and 20°, respectively. Also, the working fluids 

are engine oil and water. Engine oil flows inside the shell 

and the inner tube as the hot fluid, while water flows 

inside the annulus as the cold fluid. The properties of the 

working fluids are described in ANSYS FLUENT 19.2 

using the piecewise-linear function of temperature and 

also can be obtained from literature [35]. 
 

 

3. NUMERICAL ANALYSIS: 
 
3. 1. Model Development            The equations of the 

momentum, continuity, energy, k  and ɛ are shown as 

below. The steady state, incompressible and turbulent 

flow assumptions are engaged [15]: 

Continuity equation: 

𝜕𝑢𝑖

𝜕𝑥𝑖
= 0  (1) 

Momentum equation: 

𝜕𝑢𝑖𝑢𝑗

𝜕𝑥𝑖
= −

1

𝜌

𝜕𝜌

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
((𝑣 + 𝑣𝑡)(

𝜕𝑢𝑗

𝜕𝑥𝑖
+

𝜕𝑢𝑖

𝜕𝑥𝑗
))  (2) 

Energy equation: 

𝜕𝑢𝑖𝑇

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑖
((

𝑣

𝑝𝑟
+

𝑣𝑡

𝑝𝑟𝑡
)

𝜕𝑇

𝜕𝑥𝑖
)  (3) 

Turbulent kinetic energy k equation: 

𝜕𝑢𝑖𝑘

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑖
((𝑣 +

𝑣𝑡

𝜎𝑘
)

𝜕𝑘

𝜕𝑥𝑖
) + Γ − 𝜀  (4) 

Turbulent energy dissipation ε equation: 

𝜕𝑢𝑖𝜀

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑖
((𝑣 +

𝑣𝑡

𝜎𝜀
)

𝜕𝜀

𝜕𝑥𝑖
) − 𝐶2

𝜀2

𝑘+√𝑣𝜀
  (5) 

where: 

Γ = −𝑢𝑖̅𝑢𝑗̅
𝜕𝑢𝑖

𝜕𝑥𝑗
= 𝑣𝑡(

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
)

𝜕𝑢𝑖

𝜕𝑢𝑖
  , 𝑣𝑡 = 𝐶𝜇

𝑘2

𝜀
  (6) 

The k − ɛ turbulence model practical constants are: 𝐶2 = 

1.2, 𝜎𝑘 = 1.0, 𝜎𝜀 = 1.2. Also, 𝐶𝜇 has a constant value for 

a high Reynolds number. However, 𝐶𝜇 was considered a 

function of the strain and rotation rate [36]. 

 

3. 2. Boundary Conditions and Numerical 
Approach             Numerical analysis is accomplished by 

applying CFD software ANSYS FLUENT 19.2. The 

working fluids for both samples of the HE SHB-

SDCTHEX and PHB-SDCTHEX are engine oil and 

water. The engine oil flows in the shell and the inner 

tubes with the same 𝑚𝑠 , and water is allocated as 

working fluid in the annulus. 

The boundary conditions are explained for the SHB-

SDCTHEX and the PHB-SDCTHEX as follows: 

(1) The shell-side inlet: 

 𝑚𝑠 = 20 (kg/s), 𝑇𝑠,𝑖𝑛 = 393 (°k), 𝑉𝑠,𝑖𝑛 = 68.26 (m/𝐬). 

(2) The inner tube side inlet: 

 𝑚𝑡 = 20 (kg/s), 𝑇𝑡,𝑖𝑛 = 393 (°k). 

(3) The annulus side inlet:  

𝑚𝑎 = 10.14 (kg/s), 𝑇𝑡,𝑖𝑛 = 293 (°k). 

(4) The outlet boundary condition: pressure outlet. 

(5) Wall boundary conditions: non-slip boundary, 

the coupled thermal boundary is applied for the wall of 

the tubes and baffles. Also, adiabatic condition is used 

for thermal boundary of the shell wall. 

Pressure-based and double-precision solver is used here. 

For the near wall zone, the realizable k − ɛ and scalable 

wall function is employed for all simulations. The 

SIMPLE and the second-order-upwind difference 

scheme are set in the simulations.  

Simulations are carried out under the following 

assumptions: 

(1) The fluid properties of the working are constant. 

(2) The gravity effect is ignored. 

(3) Thermal radiation is negligible. 

Data reduction: 

Heat transfer balance for the shell and the inner tube is 

gained: 

𝑄𝑎 =  𝑄𝑠 +  𝑄𝑖 (7) 

where: 

𝑄𝑎 =  𝑚𝑎𝑐𝑝𝑎(𝑇(𝑎,𝑜𝑢𝑡) − 𝑇(𝑎,𝑖𝑛)) 

𝑄𝑠  =  𝑚𝑠𝑐𝑝𝑠(𝑇(𝑠,𝑖𝑛) − 𝑇(𝑠,𝑜𝑢𝑡))  

 𝑄𝑖 =  𝑚𝑖𝑐𝑝𝑖(𝑇(𝑖,𝑖𝑛) − 𝑇(𝑖,𝑜𝑢𝑡)) 

(8) 

The mean heat transfer rate (𝑄𝑎𝑣) is defined by: 
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𝑄𝑎𝑣 = (𝑄𝑎 + 𝑄𝑠,𝑖)/2  

Where 𝑄𝑠,𝑖 =  𝑄𝑠 + 𝑄 𝑖 
 

Due to the counter flow of the water in the annulus side, 

the logarithmic average temperature difference between 

the shell and the annulus is obtained by: 

∆𝑇𝑚1,2
=

(𝑇𝑠,𝑖𝑛−𝑇𝑎,𝑜𝑢𝑡)−(𝑇𝑠,𝑜𝑢𝑡−𝑇𝑎,𝑖𝑛)

𝑙𝑛
(𝑇𝑠,𝑖𝑛−𝑇𝑎,𝑜𝑢𝑡)

(𝑇𝑠,𝑜𝑢𝑡−𝑇𝑎,𝑖𝑛)

  (9) 

The total heat transfer coefficient from the shell side to 

the annulus side is obtained by: 

𝑈1,2 =  
𝑄𝑠

𝑁𝑎
⁄ 𝜋𝐷1𝐿𝑎𝐹∆𝑇𝑚1,2

  (10) 

The convection heat transfer coefficient of the shell side 

is obtained from: 

ℎ𝑠 =
1

1

𝑈1,2
−

1

ℎ

𝐷1
𝐷 2

− 
𝐷1

2𝜆 𝑎
𝑙𝑛

𝐷1
𝐷 2

  (11) 

 

3. 3. Validation            3D geometry configurations of 

the HE were constructed using the Solid Works software. 

As shown in Figure 2, the computational mesh, by the 

workbench in ANSYS FLUENT, is generated with an 

unstructured grid. For grid study of the SHB-SDCTHEX  

model, five various meshes (M1: 6954315, M2: 

11753218, M3: 12853619, M4: 13998340, and M5: 

15697562 elements) were considered. In order to choose 

the best mesh that is favorable for the problem in terms 

of economy and accuracy of the results, by comparing the 

pressure drop and the heat transfer coefficient obtained 

for the meshes. The M4 was considered for further 

calculations (it should be noted that the residual squared 

errors for the flow field and pressure is considered 10-5 

for convergence). Comparing the results obtained in this 

research with the results of the Bell-Delaware approach 

described by Shahril et al. [15] is used for the heat 

transfer coefficient of shell side and the shell side 

pressure drop for the SHB-SDCTHEX and PHB-

SDCTHEX in Figures 3 and 4. The maximum difference 
 

 

 
(a) front view 

 
(b) side view 

Figure 2. Local Views of the grid system for SHB-

SDCTHEX and PHB-SDCTHEX. 
 

 

 

 
Figure 3. Comparison between the numerical calculations 

and the Bell-Delaware approach for the shell side of the 

SHB-SDCTHEX 

 

 

 
Figure 4. Comparison between the numerical calculations 

and the Bell-Delaware approach for the shell side of the 

PHB-SDCTHEX 
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between the shell side heat transfer coefficient in this 

study and the Bell-Delaware approach is around 8.6%, 

and, this difference is about 2.8% for the shell side 

pressure drop. Similarly, in Figure 4, the maximum 

deviation for the (PHB-SDCTHEX) is approximately 

8.9% and 2.5% for shell side heat transfer coefficient and 

the shell side pressure drop. With this comparison, it can 

be said that the results have acceptable accuracy. 

 

 

4. RESULTS AND DISCUSSION 
 

4. 1. Velocity and Pressure Distributions             
Velocity profiles of the shell side of the SHB-SDCTHEX 

and the PHB-SDCTHEX are illustrated in Figures 5 and 

6. Also, the so called active zones (A) and dead zones (D) 

are determined for both HE. Active zones have higher 

turbulent flow and velocity magnitude than the dead 

zones. Figure 5 shows that the helical flow has a higher 

velocity magnitude in the central zones of the shell side. 

This is due to the helical baffle and its section angle and 

dead zones, which are created far from central zones with 

low velocity magnitude and creates less turbulence and 

non-uniform flow across the shell in the SHB-

SDCTHEX. Figure 6 depicts that dead zones are 

eliminated in the PHB-SDCTHEX, and the flow is more 

uniform concerning to the SHB-SDCTHEX. When the 

flow crosses through the orifices, it becomes more 

turbulent. Velocity profiles at the inlet zones for the 

SHB-SDCTHEX and the PHB-SDCTHEX are depicted 

in Figures 5(b) and 6(b). It can be found that the flow 

distribution is more stable and uniform at the inlet of the 

PHB-SDCTHEX compared with the SHB-SDCTHEX. 

Similarly, velocity distributions at the outlet zones for 

both models are shown in Figures 5(c) and 6(c). The flow 

distributions are also stable at the outlet zones. Pressure 

distributions across the shell side for the SHB-

SDCTHEX and the PHB-SDCTHEX are illustrated in 

Figure 7. Because of the uniform distribution of flow 

across the shell side, the gradient of pressure for the PHB-

SDCTHEX is lower than the pressure gradient for the 

SHB-SDCTHEX. 

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 5. Velocity profiles for the SHB-SDCTHEX: (a) 3D 

profile (b) inlet zone (c) outlet zone with 𝒎𝒔 = 20 (𝐤𝐠/𝐬) 

 

 

  
(a) 

 
(b) 
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(c) 

Figure 6. Velocity profiles for the PHB-SDCTHEX: (a) 3D 

profile (b) inlet zone (c) outlet zone with 𝑚𝑠 = 20 (kg/s) 

 

 

 
(a) (SHB-SDCTHEX) 

 
(b) (PHB-SDCTHEX) 

Figure 7. Pressure distributions across the shell side: 

(a) for the SHB-SDCTHEX and (b) for the PHB-

SDCTHEX with 𝑚𝑠 = 20 (kg/s) 

 

 

4. 2. Temperature Distributions             For the SHB-

SDCTHEX and the PHB-SDCTHEX in the shell 

temperature distributions are depicted in Figures 8 and 9 

in four various zones. Due to a simple helical baffle, with 

the same 𝑚𝑠, the outlet and inlet temperature difference 

on the shell side is 9.9 K and 13 K for the SHB-

SDCTHEX and the PHB-SDCTHEX, respectively. As 

the contours illustrate, active zones (A) have a higher 

heat transfer coefficient than dead zones (D). The results 

also reveal that the local temperature in the dead zones 

(D) is higher than that for the active zones (A). As can be 

seen, the temperature distributions of the PHB-

SDCTHEX are more uniform with compare to the SHB-

SDCTHEX, and temperature drop happens ahead for the 

PHB-SDCTHEX with respect to the SHB-SDCTHEX. 

 

4. 3. Overall Performance Comparison              To make 

a comparison between the performance of the SHB-

SDCTHEX and the PHB-SDCTHEX, for various 𝑚𝑠 

parameters of the heat transfer rate (𝑄), pressure drop 

(∆𝑃), and thermo-hydraulic efficiency (𝑄/∆𝑃) are used. 

Figure 8 shows that the heat transfer rate is enhanced for 

both models with an increasing mass flow rate (𝑚𝑠). 

Increasing the value of 𝑚𝑠 increases the amount of the 

convective heat transfer coefficient (ℎ). Also, the heat 

transfer rate for PHB-SDCTHEX has increased by about 

14.9% compared to SHB-SDCTHEX. In PHB-

SDCTHEX the trend of increase of the heat transfer rate 

is more than that for the SHB-SDCTHEX. This is due to 

eliminating the dead zones by perforating the simple  

 

 

 
3d view 

  
Zone 2 Zone 1 

  
Zone 4 Zone 3 

Figure 8. Temperature distribution across the shell side for 

the (SHB-SDCTHEX) with 𝑚𝑠 = 20 (kg/s) in various zones 
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3D view 

  
Zone 2 Zone 1 

 
 

Zone 4 Zone 3 

Figure 3. Temperature distribution across the shell side for 

the (PHB-SDCTHEX) with 𝒎𝒔 = 20 (𝐤𝐠/𝐬) in various zones 
 

 

helical baffle. Variations of the pressure drop are 

depicted in Figure 9. Notably, the pressure drop is an 

essential parameter from the cost point of view when 

modeling a S&T HE. The reason is that less pressure drop 

results in less pumping power and operating costs. Figure 

9 indicates that pressure drop for the PHB-SDCTHEX is 

reduced by around 38.4% compared with the SHB-

SDCTHEX. Also, increasing the 𝑚𝑠 increases the 

pressure drop. 

According to Figure 9, the growth of pressure drop 

for the PHB-SDCTHEX is less than that for the SHB-

SDCTHEX. For evaluating the efficiency of a HE, the 

heat transfer rate and the pressure drop cannot be 

employed independently. Variations of The thermo-

hydraulic performance (𝑄/∆𝑃) for both models are 

demonstrated in Figure 10. 

It can be noticed from this figure that the (𝑄/∆𝑃) for 

the PHB-SDCTHEX is around 74% more than that of the 

SHB-SDCTHEX for the same 𝑚𝑠 (𝑚𝑠  = 20 kg/s). 

Likewise, the (𝑄/∆𝑃) decreases with the increasing 𝑚𝑠. 

The effectiveness (ɛ) of a HE is expressed as follows 

[15]: 

𝜀 =  
𝑄𝑎𝑣

𝑄𝑚𝑎𝑥
=

𝑄𝑎𝑣

(𝑚𝑐𝑝)
𝑚𝑖𝑛

(𝑇𝑠,𝑖𝑛−𝑇𝑎,𝑖𝑛)
  (12) 

In Figure 11, the pressure drop in both HEs are compared 

for different mass flow rates. It can be clearly seen that 

the pressure drop in both types of HEs increases with an 

increase in mass flow rate. In all flow rates, the pressure 

drop in SHB-SDCTHEX is always higher than PHB-

SDCTHEX, and with an increase in flow rate, this 

difference also increases.The thermo-hydraulic performance 

for different values of mass flow for both HEs is shown 

in Figure 12. It can be seen that the maximum 

performance is at lower flow rates, and this parameter 

will decrease with an increase in flow rate of mass. Also, 

considering mass flow rates, the thermo-hydraulic 

performance of PHB-SDCTHEX is always higher than 

SHB-SDCTHEX, for the same flow rate. Figure 13 

shows variation of the effectiveness as a function of 𝑚𝑠.  
 

 

 

 
Figure 4. Variations of the heat transfer rate contrast with 

𝒎𝒔 for SHB-SDCTHEX and PHB-SDCTHEX 

 

 

 
Figure 5. Variations of pressure drop contrast with 𝒎𝒔 for 

SHB-SDCTHEX and PHB-SDCTHEX 
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Figure 12. Variations of thermo-hydraulic performance 

contrast with 𝒎𝒔 for SHB-SDCTHEX and PHB-SDCTHEX 

 

 

 
Figure 13. Variations of effectiveness contrast 𝑚𝑠 for SHB-

SDCTHEX and PHB-SDCTHEX. 

 

 
Increasing 𝑚𝑠 increases the effectiveness. For the PHB-

SDCTHEX the effectiveness is around 25% more than 

that of the SHB-SDCTHEX. Therefore, based on the 

evaluation of the above parameters, the PHB-SDCTHEX 

is considered a convenient alternative to the SHB-

SDCTHEX. 

 

 
5. CONCLUSION 
 

In this research, a shell-and-double-concentric-tube HE 

with a perforated helical baffle PHB-SDCTHEX is 

compared with a shell-and-double-concentric-tube HE 

with a simple helical baffle SHB-SDCTHEX using CFD. 

The pressure drop of the fluid flow in the shell part of this 

type of heat exchanger will be reduced by using the new 

fin used, and the heat transfer in this exchanger will 

significantly increase. This can be considered for the 

design of new converters with smaller dimensions and 

higher efficiency. In the following, we can point out the 

advantages of the serious fin compared to the simple 

helical fin in this type of converter as follows: 

(1) Using perforated helical baffles makes the flow 

distribution further uniform and turbulent. Consequently, 

dead zones are eliminated across the shell side due to the 

orifices created on the simple helical baffle. It noted that 

the existence of the dead zones leads to a higher 

temperature than other zones on the shell side and less 𝑄 

happens within the dead zones due to higher temperature. 

(2) 𝑄 raises for the PHB-SDCTHEX around 14.9% 

compared with the SHB-SDCTHEX in the same 

conditions. It is noted that the 𝑄 increases with the 

increasing 𝑚𝑠. Also, the trend of growth of 𝑄 for the 

PHB-SDCTHEX is higher than that for the SHB-

SDCTHEX. 

(3) ∆𝑃 for the PHB-SDCTHEX decreases by about 

38.4% compared with the SHB-SDCTHEX for the same 

𝑚𝑠 (𝑚𝑠 = 20 kg/s). Also, ∆𝑃 increases by increasing the 

𝑚𝑠. Notably, the trend of growth of ∆𝑃 for the PHB-

SDCTHEX is lower than that of the SHB-SDCTHEX. 

(4) For comprehensive efficiency, the thermo-

hydraulic performance (𝑄/∆𝑃) and the effectiveness (ɛ) 

of the PHB-SDCTHEX are raised by about 74% and 

25%, respectively; compared with the SHB-SDCTHEX 

for the same 𝑚𝑠. Likewise, (𝑄/∆𝑃) is reduced by 

increasing the 𝑚𝑠. On the other hand, the effectiveness 

increases by increasing 𝑚𝑠. It should, however, be noted 

that most deviation of the (𝑄/∆𝑃) and the (ɛ) in both 

models occurs at the minimum and maximum 𝑚𝑠, 

respectively. 
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Persian Abstract 

 چکیده 
 ANSYS FLUENTلوله دوگانه با در نظر گرفتن فبین های ساده و مارپیچ نصب شده در قسمت پوسته، توسط نرم افزار  تجاری  -عملکرد کلی یک مبدل حرارتی پوسته

چ صورت گرفته است. در مبدل حرارتی با  مورد بررسی قرار گرفته است. برای مقادیر مختلف دبی ورودی سیال، مقایسه جامعی برای مبدل حرارتی با فین ساده و مارپی  19.2

بالاتر از این مقادیر برای مبدل حرارتی با فین ساده محاسبه    %26.6و    %55.5،  % 26.7هیدرولیکی مبدل و بازده مبدل به ترتیب -فین مارپیچ نرخ انتقال حرارت، عملکرد حرارتی

اخت تر با تلاطم بالاتر می باشد. بنابراین، مبدل با فین های مارپیچ میتواند انتخاب بهتری برای طراحان گردید. همچنین توزیع جریان و دما در مبدل با فین های مارپیچ یکئو

 مبدل حرارتی باشد.
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A B S T R A C T  
 

 

The dynamic probing test is effective for compaction control in road embankments and pavement layers. 
However, challenges exist to its use in dense soil types to obtain valid results. The main purpose of this 

research is to use light weight penetrometer in dense soils and obtain valid results. This study developed 

and tested three light dynamic penetrometers with different cone geometries in dense soils and compared 
their results with those of conventional dynamic penetrometers. Over 72 dynamic penetration tests were 

performed in the field in dense natural soil. The results showed a 50% reduction in the number of blows 

compared to the dynamic probing light penetrometer (DPL). The coefficients of variation of the results 
of 8.6% to 15.9% indicate desirable repeatability. To further evaluate the efficiency of these 

penetrometers, the correlations between their results and the soil characteristics of the dry unit weight in 
place, compaction percentage and peak shear strength were assessed by statistical residual analysis. This 

approach showed that these relationships were satisfactory. 

doi: 10.5829/ije.2023.36.11b.04 
 

 
1. INTRODUCTION1 
 
The dynamic penetration test is a method of identifying 

soil strength characteristics. In this method, the dynamic 

energy resulting from the fall of a hammer having a 

certain weight from a certain height will cause a rod with 

a conical tip to penetrate the ground. The number of 

blows required for the rod to penetrate into the soil is a 

criterion for measuring the hardness and density of 

materials. The penetration depth at each step is usually 

10 to 20 cm and the test result is denoted as 𝑁10 and 𝑁20. 

The dynamic penetration index (DPI), which  is measured 

as the number of millimetres per impact (mm/blow), also 

can be used. In general, an increase in the strength or 

hardness of the soil will cause the DPI to decrease [1, 2]. 

Various techniques can be used for soil improvement in 

road embankment and geotechnical engineering [3]. 

A conventional dynamic probe used in soil mechanics 

in Iran and other countries is the dynamic probing light 

(DPL). However, the large amount of energy required for 

penetration into hard and dense soil prevents the use 

penetrometers such as the DPL in this type of soil. In 
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current standards, including BS EN ISO 22476-2, ASTM 

D 6951 [4] and the national standard of Iran 12305-2 [1], 

the maximum number of blows allowed to penetrate 10 

cm of soil is limited to 50 blows. However, the results of 

penetration testing with light probes such as the DPL in 

hard and dense soil indicate that this limit can be quickly 

exceeded, which reduces its validity. The standards 

recommend that heavier dynamic penetrometers should 

be used in such situations, but field experiments show 

that the weight of equipment such as the heavier types of 

penetrometers strongly decreased the tendency to use this 

test.  

This study investigated the use of a light penetrometer 

in dense soil. To achieve this  purpose, the energy 

produced by the penetrometer must be increased 

adequately. There are two general solutions to increase 

energy. Increasing the hammer weight and height of the 

fall or changing in the geometry of the cone. 

The present study changed the geometry of the cone, 

including the diameter and angle of the cone tip, to allow 

penetration tests to be carried out in dense and hard soil. 

It will also be possible to investigate the effect of the 
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change in the cone tip angle on the penetration power . 

Twelve urban areas were selected to test the efficiency of 

the new penetrometer. It was evaluated and compared 

with other standard penetrometers and was found to be a 

suitable dynamic penetrometer as an alternative to the 

DPL penetrometer. By conducting penetrations tests in 

the specific soil with different penetrometers, the amount 

of changes in the results can be checked. In other words, 

the independence of results from the type of 

penetrometers can be evaluated. 

 

1. 1. Applications of Dynamic Penetration Test           
The method and equipment used in this test are basic, 

making them a fast and economical method of evaluating 

important in situ soil resistance parameters. Figure 1 

shows the schematic of cone penetration into the soil per 

hammer blow. 

Studies are being done on the applied components of 

this test, such as evaluation of the unit weight [5, 6] and 

relative density [7-9]. The relationships between DPI and 

other soil parameters from various laboratory and field 

studies are summarized in Table 1 . Other important 

parameters such as compaction percentage [10, 11] and 

shear strength [12-14] also stated in this table . 

 

1. 2. Dynamic Cone Resistance Parameter (𝐪𝐝)             

Another way to use the results of this test is to calculate 

the dynamic cone resistance parameter (𝑞𝑑). It is 

assumed that the penetration of a dynamic penetrometer 

cone into the soil corresponds to a pile. Pile foundations 

are used in civil structures to transfer the structural load 

to the depth of the soil or rock layers [15]. Pile-driving 

theory measures the soil resistance against the number of  

dynamic blows. The cone dynamic resistance parameter 

is presented as: 

 

 

 
Figure 1. Schematic of dynamic penetration steps 

 

 

 

TABLE 1. Correlations between dynamic penetrometer results and soil engineering properties 

Soil type Description Correlation Reference 

Granular and cohesive soils Laboratory tests Log (CBR) = 2.81 – 1.32 × log (DPI) Harison [16] 

Granular and cohesive soils Field and laboratory tests Log (CBR) = 2.46 – 1.12 × log (DPI) Livneh et al. [17] 

Silty sand Field tests 𝛾𝑑 = 2.67 (DPI)−0.131 Chennarapu et al. [5] 

Poorly graded sand Laboratory tests 𝛾𝑑 = 2.02 (DPI)−0.04 Hamid et al. [6] 

Poorly graded sand Laboratory tests Dr = 189.93 (DPI)−0.53 Mohammadi et al. [9] 

Sandy soils Laboratory tests Dr = 148 – 50 × log (DPI) MacRobert et al. [8] 

Granular soils Field and laboratory tests Dr = – 80.63 + 37.63 × log (𝐷50
−0.34𝐶𝑢

−0.17𝑞𝑑) L. Lin et al. [18] 

Granular soils Laboratory tests Log (Rc) = 2.148 – 0.337 × log (DPI) Ampadu and Arthur [11] 

Fine grained soils Field and laboratory tests Rc = 16.654 × 𝑞𝑑
0.193 Khodaparast et al. [10] 

Soft clay Field tests Cu = 2.5 M Fakher et al. [19] 

Silty sand soil Laboratory tests 𝜙 ° = 45.6 –  0.2 ×
DPI

D50
  Lee et al. [20] 

Poorly graded sand with low fines content Laboratory tests 𝜙 ° = 0.0116 × 𝑞𝑑.𝑛 + 47.8  Lee et al. [12] 

Silty sand soil Laboratory tests 𝜏𝑓 = 223.8 (DPI)−0.9  Kim and Lee [13] 

Note:  

CBR: California bearing ratio (%); DPI: dynamic penetration index (mm/blow); 𝛾𝑑: dry unit weight of soil (kN/m3); Dr: relative density (%); 𝐷50: 

Average particle diameter (mm); 𝐶𝑢: Uniformity coefficient; 𝑞𝑑: dynamic cone resistance (kPa); Rc: Compaction percentage (%) ; Cu: undrained shear 

strength (kPa); M: number of blows for 100 mm penetration; ϕ: friction angle of soil (degrees); 𝑞𝑑.𝑛: normalized dynamic cone resistance (kPa); 𝜏𝑓:  

Peak shear strength (kPa) 
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𝑀.𝑔.ℎ

𝐴.𝑥
  (1) 

where A is the cross-sectional area of the cone; x is the 

penetration length of the cone per blow, h is the height of 

the hammer fall, M is the hammer mass, m is the mass of 

the penetrometer  without a hammer and g is the gravity 

acceleration. The advantage of qd is that, due to the 

contribution of the penetrometer energy, the geometry of 

the cone and the mass of its attachments, the value of this 

parameter has little dependence on the type of 

penetrometer selected [21]. 

One factor affecting the results of the dynamic 

penetration test is the overburden stress in the soil mass. 

This stress increases as the depth increases. An increase 

in the overburden stress and the subsequent increase in 

lateral pressure on the penetration cone will affect the 

penetration results differently depending on the soil type. 

Some researchers believe that the results of penetration 

tests should be modified depending on the depth. In the 

standard penetration test (SPT), this correction is referred 

to as the overburden correction [22]. 
In dynamic penetration tests, vertical stress can also 

affect the results. Lee et al. [12] eliminated the effect of 

the confining pressure on the dynamic cone resistance by 

introducing the normalized dynamic cone resistance 

(𝑞𝑑.𝑛) as: 

q
d.n

=

(
q

d

p
a

)

(
σm

p
a

)
0.5

 (2) 

where 𝑞𝑑 is the dynamic cone resistance,  𝑃𝑎 is a 

reference value such as the atmospheric pressure (100 

kPa) and  𝜎𝑚 is the mean principal stress [12]. 

 

 

2. MATERIALS AND METHODS 
 
2. 1. Introducing the Three New Dynamic 
Penetrometer            The standards provide specific 

work criteria for each impact (𝐸𝑛) generated by a hammer 

falling on an anvil as the parameter that determines the 

amount of energy produced by the penetrometer. To 

increase the penetration power, it is possible to increase 

the potential energy of the hammer (m. g. h) or reduce 

the cross-sectional area of the penetration cone (A) as: 

𝐸𝑛=
𝑀∙𝑔∙ℎ

𝐴
  (3) 

Increasing the potential energy requires an increase in 

the mass of the hammer and height of the fall. This will 

increase the energy consumed by the operator and will 

reduce the acceptance of the penetrometer. Thus, an 

increase in the mass and height of the hammer should be 

avoided whenever possible. The use of motorized 

penetrometers is recommended to solve this problem, but 

transportation and other limitations of these 

penetrometers should be taken into consideration. 
After conducting initial field tests and reviewing the 

characteristics of dynamic penetrometers for different 

standards, three new dynamic penetration instruments 

(ADP25, ADP60 and ADP90) with the specifications 

presented in Table 2 and Figure 2 were developed. 

 

2. 2. Field and Laboratory Tests                A series of 

tests then were performed to evaluate the repeatability of  

 

 

 
Figure 2. Specifications and appearance of penetrometer 

cones showing dimensions 
 

 

 

TABLE 2. Characteristics of novel and standard penetrometers 

ADP90 ADP60 ADP25 DCP DPM DPL Penetrometer 

10 10 10 8 30 10 Hammer mass (kg) 

500 500 500 575 500 500 Height of fall (mm) 

27.5 27.5 27.5 20 43.7 35.7 Cone diameter (mm) 

90 60 25 60 90 90 Cone tip angle (deg) 

82.6 82.6 82.6 143 98 49 Specific work per blow (kJ /m2) 

Introduced in this study 
ASTM D 

6951 

BS EN ISO 

22476-2 
Standards  

- [4] [2] Reference 
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the results at four sites in accordance with the national 

standards of Iran 12305-2  and BS EN ISO 22476-2. The 

efficiency of the penetrometers was determined in hard 

and dense soils at 12 sites and, as a method of 

comparison, the results of the DPL and DPM types for 

BS EN ISO 22476 2 and type DCP for ASTM D 6951 [4] 

were determined. Figure 3 shows the research 

methodology in this article. 

Dynamic penetration tests were carried out using the 

six penetrometers (DPL- DPM- DCP- ADP25- ADP60- 

ADP90) in natural soil in 12 areas around the city of Qom 

that have high density hard soil. The penetration depths 

in these tests were from the ground surface to a depth of 

60 cm. The results were recorded in terms of the 

penetration number (𝑁10), which indicates the number of 

blows required for the penetration of the cone to a depth 

of 10 cm into the soil. Figure 4(b) shows the distance 

between the points of the penetration tests. Because of 

the possibility of soil surface tamping and proper 

establishment of the penetrometer in the soil, the initial 

10 cm results were omitted. 

The soil in these locations primarily comprised silt 

and sandy clay, which have high resistance and 

compaction due to low humidity. Table 3 shows the 

characteristics and classes of these soils according to 

ASTM D2487 (Unified Soil Classification System) [23]. 

The particle-size distribution curve of these materials is 

shown in Figure 5. Because of the low penetration depth, 

dryness of materials and the larger diameter of the cone 

on the penetration rod, the friction between the soil and 

the penetration rod were largely ineffective [15, 24, 25]. 

During in situ tests was observed that pulling out the 

penetration rod after performing test was easy.  There is 

no friction between penetration rod and soil almost and 

so that the penetration rod can be entered into the initial 

cavity without any force. 

According to what is mentioned in penetration test 

standards, the tip of the penetration cone should be 

checked and replaced in case of injury. The high density 

and hardness of the materials, likewise a low-angle cone, 

increase the injury of the cone tip. Hence, in this research, 

the cones were review before commencement of 

penetrations tests and were replaced if needed. 

 

 

 
Figure 3. The process of conducting penetration tests in this research 

 

 

 
Figure 4. Spacing of penetration test points: (a) repeatability tests; (b) tests using different penetrometers 
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TABLE 3. Soil properties of penetration sites 

  
Materials Percentage (%) 

Soil Type 
Site 

No Gravel Sand Fines 

2.5 1.76 1 13 86 CL 1 

3 1.76 5 44 51 ML 2 

3.6 1.81 1 35 64 ML 3 

6.5 1.76 2 18 80 CL-ML 4 

5.6 1.71 4 31 65 CL-ML 5 

7.8 1.92 6 37 57 ML 6 

9 1.75 0 14 86 CL-ML 7 

4.2 1.59 3 29 68 ML 8 

6.9 2.02 26 35 39 SC-SM 9 

12.3 1.64 18 30 52 ML 10 

8.2 1.9 21 42 37 SC-SM 11 

3.3 1.9 44 36 20 GC-GM 12 

Note: 

 : unit weight of soil (gr/cm3);  Moisture Content (%) 

 

 

 
Figure 5. Particle-size distribution curves of soils 

Researchers have effective factors such as the length 

of penetration rods (depth of penetration), the fall of the 

hammer without conflict with the guidance rod and the 

fixing of the connections, in the amount of energy 

dissipation [15, 26, 27]. In this study, due to the short 

length of the penetration rod and continuous examination 

of the connections. Energy dissipation are negligible and 

the amount of energy transferred to the cone is assumed 

to be equal to the value of the theory. 

Rebounding of cones and penetrating rods is an issue 

that can occur in very hard (often gravely) soils. In these 

soils, due to the extremely high density and hardness of 

the soil, the penetrometer is not able to penetrate in the 

soil. In this situation, the energy from the hammer falling 

is returned to the penetrometer and caused  interferes in 

measurement of penetration depth. In this study, such 

soils were not encountered and this problem was not 

observed. 

In order to further expand the application of the 

developed penetrometers, the correlation between the 

results of the most appropriate new penetrometer and the 

soil resistance parameters have been presented. For this 

purpose, in-situ unit weight tests (ASTM D 1556 [28]), 

compaction tests (ASTM D 1557 09 [29]) and direct 

shear tests (ASTM D 3080 [30]) were performed. 

 

 

3. RESULTS AND DISCUSSION 
 
3. 1. Efficiency of Developed Penetrometers      
Figure 6 shows the average penetration numbers  (𝑁10) 

for depths of 10 to 60 cm for all dynamic penetration tests 

performed at the 12 locations. The penetration number 

for cones ADP25, ADP60 and ADP90 decreased by 

50%, 46% and 40%, respectively, compared to the DPL 

penetrometer. Also, the N10 of the instrumented ADP25 

was equal to that of the DPM penetrometer, a semi-

heavypenetrometer (hammer weight of 30 kg), which 

indicates proper performance of the designed cones. In  

 
 

 
Figure 6. Average of  N10 at depths of 10 to 60 cm for all dynamic penetration tests 
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the specifications of the new penetrometers, the decrease 

in the number of blows was caused by a decrease in the 

cross-sectional area of the penetration cone and a change 

in the angle of the tip. The lowest value of the N10 

parameter is related to the DCP penetrometer, which has 

the highest amount of specific work for each impact (𝐸𝑛). 

It should be noted that the small diameter of the cone 

in this penetrometer (18 mm) compared to other 

penetrometers causes it to quickly become defective in 

the penetration tests in dense and hard soils. 

 

3. 2. Repeatability of Developed Penetrometer 
Test Results            The coefficient of variation (CoV) 

was used to evaluate the repeatability of the results of the 

in-situ penetration tests. The CoV of each random 

variable was obtained by dividing the standard deviation 

(S) by the mean of the data (X )̅ (Equation (4)) and is 

expressed as a percentage [1, 10]. In this study, the 

repeatability of the results of the penetration tests was 

determined by calculating the CoV of N10  obtained from 

48 penetration tests. 

CoV (%)=
S

x̅
×100  (4) 

Studies have shown that increasing of the soil 

compaction and stiffness will increase the CoV of the 

dynamic penetration test results [9]. Figure 7 also shows 

that an increase in the CoV was caused by an increase in 

the number of penetrations. The average CoV was 

calculated and is shown in Table 4. The instrumented 

ADP25 with a CoV of 8.56% had the most repeatable 

results of the developed penetrometers. 

 
3. 2. 1. Effect of Cone Tip Angle on CoV            Table 

4 shows that the lowest CoV was for the ADP25 

penetrometer, which could be attributed to the power the 

penetrometer. Although the specific work per impact 

(𝐸𝑛) was the same for all three penetrometers, the 

difference in the cone tip angle increased the penetration 

power of the ADP25 penetrometer. As a result, the CoV 
 

 

 
Figure 7. Variation in CoV(%) values due to the increase of 

𝑁10 mean 

TABLE 4. Mean of CoV (%) for N10 

CoV (%) 

ADP25 ADP60 ADP90 

8.56 15.86 11.39 

 

 

of the results was less than of other the two 

penetrometers. During the penetration tests, when the 

density and hardness of the soil increases significantly 

and the penetrometer is not able to penetrate into the soils 

(𝑁10 more than 30), the repeatability of the results 

decreased and the number of blows irregularly increased. 

Therefore, in most studies and standards, the acceptable 

number of blows for penetration of 10 cm into the soil 

was limited to 3 to 50 blows. 

 

3. 2. 2. CoV of Cone Dynamic Resistance Parameter 
(𝒒𝒅)              The cone dynamic resistance parameter is an 

intrinsic feature of the soil and should not change if the 

penetrometer is changed. But, in practice, because factors 

such as energy wasted and the cone tip angle are not 

included in Equation (1), there are differences between 

the values of this parameter as measured by different 

penetrometers. In this study, the effect of the cone tip 

angle on the cone dynamic resistance also was clearly 

observed. One challenge of dynamic probing test is the 

independence of the results from the type of penetration 

used. In this study, in order to evaluate these changes, the 

CoV that relates to repeatability was used. Table 5 shows 

the mean CoV (𝑞𝑑) of all six penetrometers and the states 

in which the developed penetrometers (ADP25, ADP60 

and ADP90) and the standard ones (DPL, DPM and 

DCP) differed. 

Table 5 indicates that the value of the dynamic cone 

resistance obtained from the six different penetrometers 

had a CoV of less than 20%, which indicates that 𝑞𝑑 was 

independent of the type of penetrometer. The calculation 

of the CoV of 𝑞𝑑 has not been done in previous research 

and a recommended value for it was not available. The 

recommended value of the CoV of the results of common 

penetration tests such as SPT was 30% and for the static 

cone penetration test (CPT) was 15 to 35% [31]. 

Therefore, the CoV obtained for the dynamic penetration 

test was considered acceptable. 

 

3. 3. Correlation of ADP25 Penetrometer Results 
and Soil Engineering Properties          Dynamic 

penetrometer tests were done using the three new 

penetrometers and their results were estimated in terms 

of penetration power in hard and dense soil and the 

repeatability of results. Based on these results, ADP25 

was selected as the penetrometer on which to further 

explore the abilities of this device. The correlation 

between the results for ADP25 and the dry unit weight, 
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compaction percentage and peak shear strength of the soil 

are presented below. 

 

3. 3. 1. Dry Unit Weight (𝜸𝒅)         To determine the 

correlation between the in-situ dry unit weight and 

ADP25 penetrometer results, the sand cone test was 

performed at the site of dynamic penetration tests. After 

measuring the moisture content of the samples, the dry 

unit weight was obtained. Figure 8 and Table 6 show the 

diagram and correlations for the dry unit weight. 

Figure 9 shows the comparison of dry unit weight 

versus DPI in the present study with data reported by 

Chennarapu et al. [5]. As can be seen the trend observed 

between DPI and dry unit weight in two research is 

similar. Though the dry density values in this study are 

lower than those from Chennarapu et al. [5]. The lower 

DPI values for a given Dry unit weight from the present 

study when compared to Chennarapu et al. [5] could be  

 

 

TABLE 5. Mean of CoV (%) for 𝑞𝑑  

CoV (%) 

All penetrometers ADP25-ADP60-ADP90 DPL-DPM-DCP 

18.3 11.93 17.9 

 

 

 
Figure 8. Correlation of γ

d
 and N10 

 

 
TABLE 6. Correlations of γ

d
 and dynamic penetration test 

results 
𝐑𝟐 Correlations 

0.79 γ
d
= − 0.084 DPI + 2.27 

0.80 γ
d

= 3.59 DPI  –0.396 

0.80 γ
d
= 0.047 𝑁10 + 0.98 

0.80 γ
d
= 0.087 𝑞𝑑 + 0.98 

γ
d
  in (gr cm3⁄ ) and 𝑞𝑑 in kPa. 

 
Figure 9. Comparison of Dry unit weight versus DPI in the 

present study with Chennarapu et al. [5] 
 

 

due to the different penetrometers and soil type used in 

the two studies. The specific work per blow (En) 

parameter of this research penetrometer is equal to 83 

(kJ/m2), while the specific work per blow used 

penetrometer in Chennarapu et al. [5] is equal to 143 and 

112 (kJ/m2), respectively. 

The correlation based on the DPI and N10 parameters 

are specific to the used penetrometer in the research, in 

other words, the values of these parameters will change 

by changing the penetrometer properties such as hammer 

weight, fall height and cone diameter. As mentioned 

earlier, due to the considering of physical and geometric 

characteristics of penetrometers in dynamic cone 

resistance equation (Equation (1)), this parameter is not 

dependent on the type of penetrometers and can use the 

correlations provided by it, in other penetrometers [21, 

31].  

Most statistical methods, such as regression, which 

are used to calculate the correlation between 

penetrometer results and other soil parameters, will 

exhibit adequate reliability when the data distribution is 

normal (or near normal). The standard residual analysis 

method can be used to evaluate the validity of a linear 

regression model and derive correlations [32]. In this 

method, the normality of the data distribution is 

investigated. Standard residuals are the differences 

between the actual observation values and those obtained 

from the correlation. Figure 10 shows the standard 

residuals versus the calculated γ
d
 and Figure 11 presents 

the normal probability plots. 

In a standard residual plot, values having a normal 

distribution show no obvious pattern or unusual 

structure. If about 95% of these values range from -2 to 

+2 on the vertical axes, the distribution of the residuals is 

considered to be normal and the correlation has adequate 

confidence. In a normal probability plot, when the data  
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Figure 10. Standard residuals vs. calculated dry unit weight 

 

 

 
Figure 11. Normal probability of  γ

d
 and N10 correlation 

 

 

distribution is normal, the points will be on a straight 

line.  The proximity of points to the straight line is 

representative a normal data distribution. The 

observation points that are some distance from the line 

indicate the existence of outliers [32, 33]. The results of 

residual analysis with the appropriate coefficient of 

determination (R2) indicate acceptable correlation 

between the dry unit weight and 𝑁10. 

 

3. 3. 2. Compaction Percentage (Rc)     The 

compaction percentage is an important index for 

assessing the quality of the road subgrade; thus, an easy 

and fast estimation of this index is desirable. 

Accordingly, the modified proctor compaction test was 

performed on the materials from the eight selected 

locations. Because of the effect of moisture content (ω) 

on the dry unit weight, this parameter also formed a 

component of the calculations. Figure 12 and Table 7 

show the diagram and correlations of the compaction 

percentage used to estimate the results of the penetration 

test. In the horizontal axis of Figure 12, the parameter 

N10/ω is used (N10 divided by ω) because ω is effective in 

calculating of RC. The results of the standard residual 

analysis confirm the accuracy and validity of the 

correlation. 

 
Figure 12. Compaction percentage vs. N10/ω 

 

 

TABLE 7. Compaction percentage vs. ADP25 device 

penetration results 

𝐑𝟐 Correlations 

0.85 RC (%)=1.85( N10 ω⁄ ) + 84.50 

0.73 RC (%)=113.43 (DPI × ω)
−0.063

 

0.85 RC (%)=3.39( q
d

ω⁄ ) + 84.50 

q
d
 in kPa.  

 

 

3. 3. 3. Peak Shear Strength (τf)          The direct shear 

test was performed on samples taken from the materials 

gathered from the eight locations and the soil shear 

strength was evaluated based on the results of dynamic 

penetration tests. In the direct shear tests, vertical stresses 

of 10, 30 and 50 kPa were used and their mean shear 

strength was applied as the peak shear strength. 

Previous studies have estimated the angle of internal 

friction using the results of the penetration test [4, 7-14, 

16-18]. The shear strength of fine-grained soil results 

from the internal friction angle and cohesion of the soil . 

The coarse grain fraction and the moisture content of 

such soil has a direct effect on its shear behaviour; 

therefore, the internal friction angle, which is only 

representative of the frictional resistance of the soil, 

cannot properly correlate with the results of the dynamic 

penetration test. It is apparent that the correlation 

between the results of the dynamic penetration test and 

soil shear strength in which the cohesion resistance also 

participates is more accurate than the internal friction 

angle. Figure 13 shows the correlation between the 

internal friction angle and the penetration index. It can be 

seen that the coefficient of determination of the proposed 

correlation was not appropriate. Figures 14 to 16 and 

Table 8 show the correlations between the peak shear 

strength and the penetration results. 

According to the results of the figures above, it is 

clear that in fine-grained soils, the correlation between 

the results of dynamic penetration tests and the peak 

shear strength of the soil had greater accuracy than the 

internal friction angle.  
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Figure 13. Correlation of internal friction angle and DPI 

 

 

 
Figure 14. Correlation of peak shear strength and 𝑁10 

 

 

 
Figure 15. Correlation of peak shear strength and DPI 

 

 

3. 3. 4. Correlation of Peak Shear Strength (𝝉𝒇) and 

Normalized Cone Dynamic Resistance (𝒒𝒅.𝒏 )            
In this study, the normalized cone dynamic resistance 

was calculated using Equation (2). Figure 17 shows the 

correlation between (𝑞𝑑.𝑛) and the peak shear strength. 
 

 
Figure 16. Correlation of peak shear strength and 𝑞𝑑(MPa) 

 

 
TABLE 8. Correlations of peak shear strength and penetration 

results of ADP25  

𝐑𝟐 Correlations 

0.91 τf (kPa)= 0.37 N10 + 30.78 

0.93 τf (kPa) = − 1.64 DPI + 47.25 

0.91 τf (kPa)= 0.67 q
d
 (Mpa) + 30.78 

 

 

 
Figure 17. Correlation of peak shear strength and 

normalized cone dynamic resistance 
 

 

This figure shows that an acceptable correlation was 

obtained between these parameters. Since overburden 

stress and lateral pressure can have a significant effect on 

the results of dynamic penetration test, using this 

correlation can get more accurate results. Therefore, this 

correlation is of higher importance and value than other 

provided relationships. 

 

 

4. CONCLUSION 
 
This study investigated the efficacy of light 

penetrometers for use in hard and dense soil. 
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consequently, three light dynamic penetrometers with 

different cone geometries were developed and then were 

practically evaluated in 12 urban locations with dense 

and hard sandy fine-grained soil. 

To further evaluate the efficiency of these 

penetrometers, the correlations between their results and 

the soil characteristics of the dry unit weight in place, 

compaction percentage and peak shear strength were 

assessed. Based on the field testing carried out in the 

present study, the following conclusions are drawn: 

1. The penetration numbers (N10) of the three 

penetrometers (ADP25, ADP60 and ADP90), which 

differ only in the cone tip angle, were shown to have 

decreased 50%, 46% and 40%, respectively, compared to 

those for the DPL penetrometer. According to the method 

of performing this test, which is usually carry out 

manually by the operator, reducing the number of blow 

with the proposed device (ADP25) was very profitable 

and would increase the accuracy of the test by the 

operator. Thus, it seems that the ADP25 penetrometer 

can be used as a suitable alternative for the DPL 

penetrometer, especially in relatively hard and dense 

soils . 

2. The coefficient of variation (CoV) of the three 

penetrometers results were  calculated 8.56%, 15.86% 

and 11.39%, respectively, which seems to be appropriate 

compared to other penetration tests. Based on the results 

of penetration tests performed in this study, the ADP25 

penetrometer showed the best penetrability in hard and 

dense soil and had the most repeatable results. Thus, this 

device can be a suitable alternative to the DPL 

penetrometer. In this way, the ADP25 penetration has a 

adequate performance in terms of repeatability of the 

results, and it can be used more reliably in practical soil 

mechanics studies instead of conventional dynamic 

penetrometers. 

3. The CoV of the cone dynamic resistance (𝑞𝑑) obtained 

by performing penetration tests with six different 

penetrometers at the 12 unit locations was calculated and 

was shown to be equal to 18.3%. It can be concluded that 

this parameter was independent of the type of 

penetrometer used. 

4. The correlations between the ADP25 penetrometer 

results and the dry unit weight, compaction percentage 

and peak shear strength have been presented. Standard 

residual analysis was used in addition to the coefficient 

of determination (𝑅2) to investigate the accuracy and 

validity of the proposed correlations. The results of both 

methods confirmed the acceptability of the presented 

relationships and were in satisfactory agreement. Also 

the normalized cone dynamic resistance, which corrects 

the effect of overburden pressure on penetration test 

results, was also investigated. The correlation between 

peak shear strength and this novel and valuable parameter 

showed high accuracy. 
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Persian Abstract 

 چکیده 
امکان   نیموثر در ا  یهااز چالش   یکیاما    رد،یمورد استفاده قرار گ  یراهساز  یها  هیو لا  زهایتواند به طور موثر در جهت کنترل تراکم خاکر  یم  ،یکینامید  ینفوذسنج  شیآزما

 نی. در اشودیمشاهده م یادیدر موارد ز یینفوذسنجها نی. خلاء وجود چنباشدیاز آن م حیصح جیمتراکم و کسب نتا یهارده سبک در خاک ی کینامید یاز نفوذسنجها استفاده

 72از    شیانجام ب  قیمتداول، از طر  یکی نامینفوذسنج د  عآنها با سه نو  جینتا  سهیرده سبک با هندسه مخروط متفاوت و مقا  دیجد  ی کینامیسه نفوذسنج د  یریپژوهش، با بکارگ

نتا  یهارده سبک در خاک  یهااز نفوذسنج  یریگامکان بهره  یمتراکم، به بررس  یع ی طب  یهان یدر زم   یکینامید  یآزمون نفوذسنج با   ینفوذسنج  جیمتراکم پرداخته شده است. 

 ،یدرصد  86/15تا    56/8  جینتا  رات ییتغ   بیمحدوده ضر  نی. همچندهدی را نشان م  DPLسبک نوع    نفوذسنجضربات نسبت به  تعداد    یدرصد  50شده، کاهش    یطراح  یابزارها

به    نی. همچنردیمورد توجه قرار گ  تواندیسبک متداول م  یهانفوذسنج یبرا  ینیگزیمذکور به عنوان جا  یاستفاده از کاوشگرها  جهی آنهاست. در نت  یریتکرارپذ تیمطلوب  انگریب

  ی مشخصات مهم خاک مانند وزن مخصوص خشک در محل، درصد تراکم و مقاومت برش یآنها و برخ جینتا  انیم  یکاوشگرها، روابط همبستگ نی ا ییکارا شتریب  یابیجهت ارز

 رفت.قرار گ تیها، مورد سنجش و رضا ماندهیباق ز یآنال یو به روش آمار دهیارائه گرد ،یینها
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A B S T R A C T  
 

 

In this research, polyvinyl alcohol (PVA)-chitosan composite films were produced using nanocellulose 
from coconut fibers (Cocos nucifera) in an Indonesian plantation in order to enhance mechanical 

properties and biodegradability. The process began by separating lignin and hemicellulose by 

delignification, bleaching, and then cellulose hydrolysis to produce nanocellulose. The PVA was mixed 
with chitosan with specific compositions and added the nanocellulose in 0%, 1%, 3%, and 5% 

concentrations, respectively. A tensile test was conducted to obtain tensile strength and elongation break. 

Biodegradability test was also carried out to determine the level of mass losses. Based on SEM 
observations, addition of nanocellulose appears to increase the reactivity of the formation of PVA-

chitosan composite films, which are characterized by a reduction in film thickness. Addition of 5% 

nanocellulose resulted in a high quality of nano-composite. The tensile strength, fracture elongation and 
biodegradability of the composite film were 31.50 MPa, 39.9% and 9.04%, respectively. 

doi: 10.5829/ije.2023.36.11b.05 
 

 

NOMENCLATURE 

W0 Initial mass of sample W1 Mass of sample after 30 days 

 
1. INTRODUCTION1 
 
In recent time, the community became very interested in 

fresh food of good quality and long shelf life. Plastic-

based packaging also became a public concern because 

of its quality and cleanliness [1]. In the meantime, plastic 

is a synthetic polymer of long-chain hydrocarbons 

derived from petroleum. It consists of a polymerization 

of a similar monomer in long chains [2]. The majority of 

monomers used in manufactured food packaging, such as 

ethylene and propylene, are fossil fuel-based compounds. 

They are widely used for their advantages, including 

strength, lightness and stability. However, it is difficult 

to decompose by microorganisms in the environment, 

caused serious environmental challenges [3, 4]. 

The development of biodegradable plastic is known 

as a composite, composed of several materials having 

 

*Corresponding Author Email: yusmaniar@unj.ac.id (Y. Yusmaniar) 

different superior properties [5, 6]. Research on 

composites for biodegradable plastics, such as polyvinyl 

alcohol (PVA)-chitosan, has received considerable 

attention due to its nature as an ecological polymer [7, 8]. 

Chitosan is one of the most suitable materials for coating 

and food packaging due to its good film-formation and 

high antimicrobial properties against pathogenic 

microorganisms and bacteria (both gram-positive/ 

negative) [9]. The films have disadvantage of poor 

resistance to humid air, which limits their use for food 

packaging [10]. The strength and thermal stability of 

chitosan films were improved by a number of 

biodegradable synthetic polymers, including polyvinyl 

alcohol (PVA), polycaprolactone, and polylactic acid 

[11, 12]. However, there are limitations to PVA-chitosan 

films, such as their poor mechanical properties [13]. As a 

result, addition of other materials to PVA-chitosan films, 
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such as nanometric fillers, is essential for improving the 

physical properties of the composite polymer [14]. 

Cellulose is among the lignocellulosic polymers, 

widely examined for its biodegradability, low density, 

and good mechanical properties [15-17]. Several types of 

research have also been carried out on cellulose to 

convert it into a material with many superior values, 

including conversion to nanocellulose [18-20]. 

Meanwhile, researchers have focused more on 

nanocellulose in the technology sector due to its high 

mechanical strength (high strength and modulus), large 

surface area, good aspect ratio, environmental friendly 

nature, and low-cost requirements [21-23].  

Agroindustrial waste, such as coconut fibers (Cocos 

nucifera), contains a large amount of cellulose with a 

percentage of 43.44%. This cellulose enhances the value 

of the fiber because waste is generally not reused [24]. 

Coconut fiber has a tensile strength of 7.9 MPa to 11.6 

MPa, which may improve the mechanical properties of 

composite films [25]. 

Previous research that isolated nanocellulose from 

coconut fibers discovered that it could be used as a 

reinforcing agent in composites [26]. Wu et al. [27] have 

blended PVA with nanocellulose from coconut coir fiber 

(China), increasing the composition of nanocelulose in 

composite films from 1% to 3 % increases tensile 

strength from 55 to 60 MPa. Arun et al. [24] added 2% of 

nanocellulose from a coconut shell (India) into PVA, a 

resulting tensile strength of 6.35±0.37 N/mm2. Wang et 

al. [28] prepared nanocellulose from waste coconut shell 

(Sri Langka) and mixed it with cement. Increasing 

nanocellulose content increases flexural strength and 

compressive strength. Li et al. [29] isolated nanocellulose 

from a coconut shell (China) and mixed it with PVA-

chitosan. Nanocellulose content increased from  0 to 3%, 

resulted in an increase in tensile strength from 25 MPa to 

34 MPa. Unfortunately, increasing nanocellulose content 

to 5% decreased tensile strength. Poornachandhra et al. 

[30] investigated the alkali-acid hydrolysis method and 

resulted in nanocellulose from coconut coir fiber (India) 

with a diameter < 40 nm under conditions of 45% acid, 

50 C for 60 minutes. Nurdiana et al. [31] isolated 

nanocellulose from coconut husk (Malaysia). Based on 

the regression equation, the optimum preparation 

condition of the nanocellulose (sulphuric acid is 64.61 

wt.%, the reaction temperature is 44.55 C, and the 

reaction time is 58.54 minutes), resulted in 44.84% of 

yield. 

Based on the mentioned above, no research has been 

conducted on composite film (nanocellulose from 

coconut husk) with the main objective of investigation on 

mechanical properties and biodegradability. Li et al. [29] 

isolated nanocellulose from coconut shell (China) and 

mixed with PVA-chitosan only to investigate the 

mechanical properties. For this reason, this research 

synthesized a biodegradable PVA-chitosan film with 

nanocellulose derived from coconut fiber (Cocos 

nucifera) in Indonesian plantation to improve mechanical 

properties and biodegradability. Nanocelluloses were 

characterized by FTIR, SEM and XRD. Moreover, PVA-

chitosan with nanocellulose was characterized with 

FTIR. A tensile and a biodegradable tests were also 

carried out.  

 

 

2. EXPERIMENTAL METHOD 
 
2. 1. Material       The coconut fiber was obtained from 

a local plantation. NaOH, NaClO, chitosan (66000 g/mol 

of molecular weight and 92% of deacylation degree), 

acetic acid, acetate buffer and sulphuric acid were 

purchased through Sigma-Aldrich and Merck. The PVA 

was purchased from Gohsenol (Molecullar weight: 

22000 g/mol). Deionized water was applied to all 

experiments. 

 

2. 2. Extraction and Purification of Nanocellulose       
The coconut husk was pre-washed and dried to separate 

fiber and bran. The fiber was cut and sieved into a 40 

mesh size [27], mixed with water for 2 hours at 50 °C and 

dried with oven for 24 hours at 50 °C. After drying, the 

fibers were heated to 80 °C with a 2% NaOH solution for 

2 hours for the delignification process with a repetition 

and then dried [32].  

Furthermore, the dried fibers were bleached using 

1.70% NaClO and acetate buffer at 60 - 70 °C with 2 

repetitions, which were also washed and dried [33]. The 

dried fibers were hydrolyzed using 55% sulphuric acid at 

45 °C for 45 minutes [34, 35]. The resulting 

nanocellulose was centrifuged with deionized water at 

5000 rpm until the pH was neutral [35]. Then, the 

precipitate was dialyzed to obtain a constant pH due to 

the removal of excess sulphate and dissolved sugar due 

to hydrolysis to sulphuric acid. A centrifuge tube was 

used to conduct the dialyzed process for 10 minutes at 

5000 rpm [36]. 

 

2. 3. Preparation of PVA-Chitosan Solution       The 

PVA 3% solution was prepared by dissolving it in 

deionized water (90 °C) and continuously stirring for 

approximately 2 hours [37]. A 1.5% chitosan solution 

was prepared by dissolving with 2 v/v% acetic acid at 100 

°C and continuously stirring for approximately 1.5 hours 

[38]. Both solutions were cooled at room temperature, 

mixed in a 7:3 ratio, then sonicated for 15 minutes [11]. 

 

2. 4. Preparation of Composite Films       The 

composite film was made by adding nanocellulose (0%, 

1%, 3%, and 5%) based on the percentage of the total 

mass [39]. Then the mixture was poured into a plastic 

mould. After 72 hours, the mixture was de-bubbled and 

transferred to an oven (60 C) for around 24 hours for 



Y. Yusmaniar et al. / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   1993-2003                                        1995 

 

drying. Afterwards, the mixed films were vacuumed at 

80 C for 24 hours to remove excess water [40]. 

Composite film samples were made by adding 0%, 

1%, 3% and 5% nanocellulose identified as 0-NC, 1-NC, 

3-NC and 5-NC, respectively. 

 

2. 5. Characterization       The nanocellulose was 

characterized by FTIR (SHIMADZU Prestige-21 FTIR), 

SEM (JSM-6510LA), and Panalytical EMPYREAN X-

ray diffractometer (XRD) using Cu Kα radiation with λ 

= 1.5406 Å at a 2 range from 10° - 90°. The mechanical 

properties of composite films were determined using a 

Strograph universal test machine. Each sample was tested 

under ASTM D1882. Triplicate measurement was 

conducted.  

The biodegradation test was performed using the soil 

burial method. The ground was collected at the 

Universitas Negeri Jakarta in Indonesia. The soil was 

dried at room temperature (three days) and 

complemented with urea for 6 g/kg to resulting an active 

microbial flora. The composite films were dehydrated 

under vacuum at 50 C to obtained constant mass (W0). 

The composite films were then coated with synthetic net 

and buried in the mixed soil-urea. The biodegradability 

test was conducted under aerobic conditions (25 C) at 

50% relative humidity for 30 days. After 30 days, the 

samples were washed and dehydrated under vacuum until 

they obtained a constant mass (W1). Triplicate 

biodegradation test measurement was conducted. 

Percentage mass loss was calculated by following 

equation [41, 42].  

% 𝑀𝑎𝑠𝑠 𝑙𝑜𝑠𝑠 = [
𝑊0−𝑊1

𝑊0
] 𝑥100  (1) 

 

 

3. RESULT AND DISCUSSION 
 
3. 1. FTIR Results of Nanocellulose       The FTIR 

characterization results on the delignified, bleached, and 

untreated coconut fibers are shown in Figure 1. A 

wavenumber 3296 cm-1 showed the stretching vibration 

of the O–H group [43], the wavenumber 2970 cm-1 did 

not show, but the peak at this wavenumber showed C-H 

stretching from the alkyl groups [11]. The wavenumber 

2898 cm-1 showed the vibration of the C–H group [44]. 

Meanwhile, a wavenumber 1736 cm-1 showed stretching 

vibrations in the C=O group owned by hemicellulose and 

lignin, where the peak was lost in the delignification and 

bleaching spectra due to this process [45]. Similar 

behaviour was also found in Julie Chandra's report due to 

chemical treatment [46]. 

At 1655 cm-1, there was a peak, which showed the 

bending of the O–H group in the H2O molecule [47]. 

While the wavenumbers 1606 cm-1 and 1512 cm-1 were 

absent, the peak at this wavenumber revealed vibrations 

of the C=O group on the aromatic framework of lignin 

[48, 49]. A wavenumber of 1425 cm-1 was a bending 

vibration of the C–H group discovered in lignin and 

cellulose [50]. The peak at 1371 cm-1 was the bending 

vibration of the C–H group in cellulose, lignin, and 

hemicellulose [51], while 1159 cm-1 was C–O–C 

asymmetric stretching vibration in cellulose, lignin, and 

hemicellulose [49]. The peak at 895 cm-1 was a stretch 

vibration in the glucose ring of the cellulose [52]. 

Results from characterization of hydrolyzed coconut 

fibers  are  presented  in  Figure  2.  A  wavenumber  3338 

cm-1 was the stretch vibration of the O–H group [53], 

while the C–H group was 2909 cm-1 [54]. The peak at 

1636 cm-1 showed the bending vibration of the O–H 

functional group on the H2O molecule [55]. Furthermore, 

a wavenumber at 1362 cm-1 was the bending vibration of 

the C–H functional group in cellulose [35], while the 

S=O group contained in the SO4
2- ion was 1200 cm-1. 

This ion was generated through the use of sulphuric acid 

in cellulose hydrolysis. Consequently, the sulphate ion 

forms hydrogen bonds to the hydroxyl groups in cellulose 

[56]. 

Chandra et al. [46] reported that the absence of a peak 

may occur as a result of chemical treatment. Based on 

Figures 1 and 2, chemical treatment could disappear a 

wave number of 1736 cm-1. This condition means 

hemicellulose and lignin have been removed. In addition, 

after bleaching, a wavenumber  1655 cm-1 which showed 

the bending of the O–H group in the H2O molecule, also 

disappeared.  

 

3. 2. SEM Image of Nanocellulose       Figure 3 shows 

the morphology of the nanocellulose. It shows the 

cylindrical rods, which tend to form agglomerations. The 

nanocellulose's diameter ranged from 66.97 nm – 144.70 

nm, with a length of 1046 nm – 1267 nm. Those sizes 

were resulting when treated with 55% sulphuric acid at 

45°C for 45 minutes.  
 

 

 
Figure 1. FTIR spectrum of coconut fibers 



1996                                      Y. Yusmaniar et al. / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   1993-2003 

 

 
Figure 2. FTIR spectrum of nanocellulose 

 

 

Lu et al. [57] treated sweet potato residue in 65 wt.% 

sulfuric acid (120 minutes and 55 C), resulting in 

nanocellulose with a diameter of 20-40 nm. Pereira et al. 

[58] treated bleached banana pseudostem fiber in 62 

wt.% sulfuric acid (70 minutes and 45 C), resulting in 

nanocellulose with a diameter of 7.2±1.9 nm and length 

135±12 nm. Ogundare et al. [59] treated discarded 

cigarette filters in 55 wt.% sulfuric acid (45 minutes and 

45 C), resulting in nanocellulose with a diameter of 8 

nm and length 143 nm. Gan et al. [60] treated empty fruit 

bunch in 62 wt.% sulfuric acid (60 minutes and 45 C), 

resulting in nanocellulose with a diameter less than 50 

nm. Yang et al. [61] treated corn husk in 55 wt.% sulfuric 

acid (1.5 hour and 45 C), resulting in nanocellulose with 

a diameter 26.9±3.35 nm. Chen et al. [62] treated alpha 

cellulose in 0.8 M sulfuric acid (1 hour and 82.2 C), 

resulting in nanocellulose with a diameter of 18.36±7.34 

nm. Wulandari et al. [35] treated sugarcane bagasse in 50 

wt.% sulfuric acid (10 minutes and 40 C), resulting in 

nanocellulose with a diameter 95.9 nm. Kouadri and 

Satha [63] treated Citrullus colocynthis in 40 wt.% 

sulfuric acid (4 hours and room temperature), resulting in 

nanocellulose with a diameter less than 100 nm. Sampath 

et al. [64] treated microcrystalline cellulose in 64 wt% 

sulfuric acid (60 minutes and 45 C), resulting in 

nanocellulose with a diameter of 40 nm to 50 nm and 

length 200 nm to 300 nm. 

Based on metioned above, the source of the cellulose, 

sulfate concentration, time,  and temperature are factors 

which affect the size of the nanocellulose [65].  

 

3. 3. XRD Result of Nanocellulose       Figure 4 shows 

the nanocellulose diffraction pattern. Most of the 

cellulose phase is found to be semi-crystalline or 

amorphous, according to the diffraction pattern. 

Although the peak of the cellulose phase at the indexed 

plane (200) appears at an angle of 2θ = 22.64°, the peak 

intensity is quite low and broad [66–68]. Through intra-

molecular and inter-molecular hydrogen bonding, 

cellulose molecules combine to form the semi-crystalline 

peak in this plane [68]. This is depicted in the insert in 

Figure 4, which shows the magnified diffraction pattern 

over the angle range of 2θ = 15–40°. Kamal et al. [69] 

also stated that X-ray diffraction investigations revealed 

the existence of the amorphous cellullose phase. 

 
3. 4. Results of Nanocomposite Films       FTIR 

analysis was used to detect changes in functional groups 

or the formation of new bonds due to the addition of 

nanocellulose as a filler in the PVA-chitosan matrix. The 

results of FTIR characterization of composite films with 

various concentrations of nanocellulose are shown in 

Figure 5.  

Peaks are widening at wavenumbers from 3100 cm-1 

to 3550 cm-1 in the four PVA-chitosan film spectra due 

to the vibrations of 2 different functional groups, namely 

the stretching vibration of the O–H group together with 

PVA and the N–H group in chitosan [70]. Furthermore, 

wavenumber 1648 cm-1 was a stretching vibration of 

C=O from acetate [71]. The wavenumber 1564 cm-1 was 

the vibration of the N–H group in chitosan, which shifted 

from literature [72], indicating the presence of 

intermolecular bonds of chitosan with the SO4
2- group on 

 

 

 
Figure 3. SEM image from nanocellulose 

 

 

 
Figure 4. XRD spectrum of nanocellulose. Inset image 

shows the magnification at 2θ = 15 - 40° 
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nanocellulose surface. Meanwhile, peak at wavenumber 

1433 cm-1 was the bending vibration of the C–H group 

on CH2 in the nanocellulose [73]. The wavenumber of 

1126 cm-1 was a stretching vibration of the asymmetric 

C–O group in PVA during the peak at 924 cm-1 for the 

C–C structure of the saccharides in chitosan and cellulose 

[74, 75]. Furthermore, the wavenumber of 851 cm-1 was 

a bending vibration of the C–O group on the 

monosaccharide ring in chitosan [76]. 

The characteristic spectral peaks of PVA-chitosan are 

due to the presence of good miscibility and chemical 

interaction between amino-hydroxyl group in PVA and 

the hydroxyl group in chitosan [11]. Furthermore, the 

presence of nanocellulose in composite films results in 

the disappearance or reduction of a certain intensity of 

FTIR peaks [77]. Wavenumber at 3500-2750 cm-1 

reduced with a presence nanocellulose indicating the 

formation of intermolecular hydrogen bond between 

PVA-chitosan-nanocellulose in composite films [75]. 

Presenting nanocellulose in the composite films exhibit 

wave numbers 1648 cm-1, 1564 cm-1, 1433 cm-1, 1126 

cm-1, 924 cm-1, and 851 cm-1. With increasing 

nanocellulose content, the vibration of the N–H group in 

chitosan wave number at approximately 1564 cm-1 and 

the stretching vibration of the asymmetric C–O group in 

PVA wave number at approximately 1126 cm-1 are 

decreased. 

 

3. 5. Results of SEM Cross-section of 
Nanocomposite Films         The results of the SEM 

cross-section of nanocellulose added PVA-chitosan films 

showed that the mixture of PVA and chitosan produced 

homogeneous films. This showed a good interaction 

between PVA, chitosan, and the addition of 

nanocellulose as a filler. The results for SEM films are 

presented in Figure 6. Adding 1% nanocellulose, the 

thickness was reduced from 38.9 µm to 17 µm. In 

contrast, adding 3% nanocellulose, the thickness 

 

 

 
Figure 5. FTIR spectrum of composite films containing 

different percentages 0%, 1%, 3% and 5% of nanocellulose 

increases from 17 µm to 24.6 µm. This behaviour needs 

further investigation. Moreover, by adding 5% 

nanocellulose, the thickness was reduced from 24.6 µm 

to 12.1 µm. Generally, the addition of nanocellulose can 

reduce the thickness compared to the absence of the 

nanocellulose. Smaller thickness is found on addition of 

nanocellulose to 5%. 

Hajji et al. [11] found pure chitosan and PVA 

thicknesses of 80 µm and 30 µm. Due to the increased 

solubility, exhibiting PVA in the blended films would 

decrease the thickness. PVA-chitosan with a ratio of 

70:30 resulting thickness 30 µm. This result is slightly 

different from the present study, probably because of 

different preparation. In the present study, the PVA 

solution was stirred at 90 °C for 2 hours. The chitosan 

solution was also stirred in the meantime for 1.5 hours at 

100 °C. Both solutions were naturally cooled to room 

temperature. PVA-chitosan was mixed in a 7:3 ratio, and 

then subjected to a 15-minute sonication process. 

Whereas Hajji et al. [11] conducted a stirring of the 

solution for 6 hours at 80 °C (PVA) and stirred the 

solution for 24 hours at 25 C (chitosan). Based on 

chitosan weight, glycerol was added to the chitosan 

solution at 10% (w/w). Both solutions were mixed in a 

7:3 ratio [11].   

 

3. 6. Results of Tensile Analysis of Nanocomposite 
Film         The tensile strength results obtained from the 

films tested are presented in Figure 7. PVA-chitosan films 

demonstrate a tensile strength of 22.43 MPa, which 

increased to 24.78 MPa when nanocellulose was added at 

1%. Tensile strength was 28.05 MPa by adding 3% 

nanocellulose and 31.50 MPa by 5%. As a result, the 

increase in nanocellulose concentration increases tensile 

strength due to had a high surface area. This led to the 

formation of intermolecular interactions through 

hydrogen or ionic bonds in the PVA-chitosan polymer 
matrix at nanocellulose fillers [77]. Hydrogen bonds are 
 

 

  
(a) (b) 

  
(c) (d) 

Figure 6. SEM images of nanocomposite film containing 

different percentages (a) 0%, (b) 1%, (c) 3% and (d) 5% of 

nanocellulose 
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Figure 7. Effect of nanocellulose addition on the tensile 

strength 

 

 

formed in order to increase the strength of the polymer 

[78]. Yudhanto et al. [79] has found that increasing 

nanocellulose composition from 2 to 5% lead to an 

increase in tensile strength. Moreover, Perumal et al. [80] 

blended PVA-chitosan-nanocellulose and resulting 

tensile strength increase with an increase in 

nanocellulose composition (1, 3 and 5%). 

The present research has less tensile strength than 

another report due to acetic acid at PVA-chitosan 

synthesis. Abdolrahimi et al. [81] reported that an 

increase in acetic acid concentration in the composite 

promoted decreased tensile strength. Compared with Wu 

et al. [27], this research resulting less tensile strength due 

to the presence of chitosan (30%) in the composite films. 

Hajii et al. [11] found the tensile strength of pure PVA 

and chitosan to be 53.4 and 3.75 MPa, respectively. An 

increase in chitosan composition results in a reduction in 

tensile strength. Yu et al. [13] mixed PVA with chitosan 

in a 3:2 ratio. The PVA-chitosan mixture reportedly has 

a tensile strength of 27 MPa. 

Another factor influence tensile stregth is size of the 

nanocellulose. Modified celulose to nanometer size 

induce the mechanical properties as regard to common 

cellulosose fiber due to surface area and active interface 

[82]. In the present research, nanocellulose's diameter 

ranged from 66.97 nm – 144.70 nm, with a length of 1046 

nm – 1267 nm which is higher than other research (Figure 

3) [65]. Wu et al. [27] have blended PVA with 

nanocellulose with size 5.6±1.5 nm, increasing the 

composition of nanocelulose in composite films from 1% 

to 3 % increased the tensile strength from 55 to 60 MPa. 

Compared with synthetic packaging, the present 

research has more or similar tensile strength. Su and 

Zhang [83] reported tensile strength of high-density 

polyethylene is 29.3 MPa. Rhim et al. [84] found 

polypropylene is 31 -38 MPa. Boldt et al. [85] and 

AlMaadeed et al. [86] found low-density polyethylene is 

20 MPa.  

Figure 8 shows that adding nanocellulose as a filler 

increased the elongation at the break of the PVA-chitosan 

films, which is similar to other report [79]. Hajii et al. 

[11] found elongation at break pure PVA and chitosan are 

38.4 and 454 %. Yudhanto et al. [79] have found that 

increasing nanocellulose composition from 2 to 5% lead 

to an increase in elongation at break from 51 % to 110 %. 

Zhou et al. [87] found that exhibit 10% nanocellulose 

would increase elongation at break from 6 to 11 %. 

Moreover, Mandal and Chakrabarty [82] also found 

similar behaviour, by increasing nanocellulose content 

from 2.5 to 5 wt.% would increase elongation at break 

from 160  to 190 %. It seems that tensile strength and 

elongation at break have a linear relationship, which 

perfectly agrees with another result [29]. 

 

3. 7. Result of Biodegradable Test of 
Nanocomposite Films          The biodegradation test 

was carried out using the soil burial method. When 

buried, this is a direct contact test between the films and 

the soil. This condition could degradate the films by 

action of migroorganism, fungi, bactria, or other in soil 

[88]. The mass loss (%) amount results of the 

biodegradation test were calculated by Equation (1) is 

presented in Figure 9. Based on Figure 9, the 

nanocellulose filler addition affected the composite films 

mass degraded during soil burial. In nanocellulose-free 

PVA-chitosan films, the degradation mass during the 

biodegradation process was 2.11%. Furthermore, at the 

1% nanocellulose addition, the degraded mass was 

4.80%, and it was 8.62% at 3% of nanocellulose. In 

addition to 5%, the highest percentage of mass 

degradation was 9.04%. This behavior could due to 

denser structure of the PVA-chitosan restricted the 

destructive enzymatic activity, therefore, by increasing 

nanocellulose content, would increase mass loss. 

 

 

 
Figure 8. Effect of nanocellulose addition on the elongation 

at break 
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Figure 9. Effect of nanocellulose addition on biodegradation 

tests 

 

 

Perumnal et al. [80] have found by adding 5% in 

PVA-chitosan lead to increase mass loss from 4 to 5% 

(investigated in 30 days). Van Nquyen and Lee [89] have 

found, by adding 0.75 g nanocellulose in 3.325 g PVA 

would enhance degradation rate from 10 % to 19 %. 

Moreover, Luzi et al. [90] has found the presence 

nanocellulose increases microbial attack to the surface 

leading to roughness and formation of crevice.  

 

 

4. CONCLUSIONS 
 
The PVA-chitosan films with nanocellulose filler from 

coconut fibers have been successfully fabricated. The 

morphology of nanocellulose is obtained as cylindrical 

rods, which tend to form agglomerations. The 

nanocellulose's diameter ranged from 66.97 nm – 144.70 

nm, with a length of 1.046 µm – 1.267 µm. With an 

increase in nanocellulose content, the vibration of the N–

H group in chitosan wave number at approximately 1564 

cm-1 and the stretching vibration of the asymmetric C–O 

group in PVA wave number at approximately 1126 cm-1 

were decreased. Increasing the nanocellulose 

concentration, increases the tensile strength, elongation 

at break and biodegradability. Higher the tensile strength, 

elongation at break and biodegradability is found in the 

5-NC sample. Due to its tensile strength and 

biodegradability, PVA-chitosan-nanocellulose, a product 

of synthesis, offers a potential replacement for synthetic 

packaging.  
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Persian Abstract 

 چکیده 
  ش ی به منظور افزا  یاندونز  یادر مزرعه    (Cocos nucifera)  لی نارگ  افیبا استفاده از نانوسلولز از ال  توزانی ک   - (PVA)الکل    لینیوی پل   یتیکامپوز  یهالم یف  ق،یتحق  نیدر ا

نانوسلولز آغاز  دیتول یسلولز برا زیدرولی کردن و سپس ه دیسف ،ی بردار هیسلولز با لا یو هم نیگنیل یبا جداساز ندیفرآ نیشد. ا د یتول یستیز یریپذهیو تجز یکیخواص مکان

به دست آوردن استحکام    یبرا  یکشش  ش یآزما  کیدرصد اضافه شد.    5و    3،  1،  0  ی هادر غلظت   بیخاص مخلوط شد و نانوسلولز به ترت  بات یبا ترک  توزانیبا ک  PVAشد.  

  رسد ی ، افزودن نانوسلولز به نظر مSEMانجام شد. بر اساس مشاهدات    یسطح تلفات جرم  نیی تع   یبرا  ز ین  یریپذ  بیتخر  ستیطول انجام شد. تست ز  ادیو شکست ازد  یکشش

  یبالا  تیفیدرصد نانوسلولز منجر به ک  5. افزودن  شود یمشخص م  هیکه با کاهش ضخامت لا  دهدیم  شیرا افزا  توسانیک  -PVA  تیکامپوز  یهاهیلا  لیتشک  یریپذکه واکنش

 درصد بود.  04/9درصد و  9/39مگاپاسکال،  50/31 بیبه ترت  تیکامپوز لمیف یریپذ ب یتخر ستیطول شکست و ز ادیازد ،یکشش استحکامشد.  تینانوکامپوز
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A B S T R A C T  
 

 

Trimming the scrap portion of ultra-high strength steel (UHSS) components poses a significant challenge 

due to the inherent high strength and hardness characteristics of the material. For UHSS components 
with a higher geometric complexity such consisting of inclined and curved sections, sharp tilt, and small 

bend radius, the large trimming load results in poor sheared quality and shape defects, which commonly 

happen in these areas. This research investigated the effects of applying a small inclination angle to the 
punch in the trimming of the UHSS parts having an inclined and curved shape. The inclined punch was 

modified to four sets of different degrees of inclination i.e., 1°, 3°, 5°, and 10°. A comparative analysis 

of the trimming load, trimming energy, sheared edge quality and shape defects was conducted between 
these modified punches and the normal punch for their effectiveness in the trimming operation. Results 

showed that the application of inclination angle significantly decreased the trimming load, reduced the 

trimming energy, and improved the sheared edge surface quality, as well as prevented the shape defects 
at the inclined and curved zones as compared to the outcomes produced when trimming using the normal 

punch. The study suggested that the change to the punch geometry is an effective option to improve the 

performance of the process as well as the quality of the part, particularly in trimming the high-strength 

components having complex shapes. 

doi: 10.5829/ije.2023.36.11b.06 
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• All surfaces of the punch are in contact and conform the 

work piece. 

• A significant force is generated to trim the scrap at once. 

• Only small and certain surface area of the punch is in 

contact with the work piece. 

• Small force is generated to trim the scrap only at the 

contacted area.  

• The rest area of the scrap is gradually trimmed as the 

punch move further downward. 

 

1. INTRODUCTION 
 
The concern for climate change caused by green gas 

emissions is spreading over the world, and all nations are 

beginning to determine the minimum amount of green 

gas allowed to be emitted for all industries. Considering 

that CO2 gas emissions are the primary cause of global 

warming, the need for remedial action by the 

transportation sector, especially the automotive 

manufacturers, to reduce the total weight of vehicles is 

irrefutable [1]. In conjunction with the green policies set 

by the environmental agency (EA), lightweight material 

became a pivotal point of improvement for car 

manufacturers, as the less-weight vehicles will indirectly 

release less hazardous gases from engine combustion [2, 

3]. The use of lightweight steel reduces the overall weight 

of a car, which indirectly improves fuel efficiency, 

whereas high-strength enhances the safety aspects for the 

passengers [4]. Various studies were conducted in the 

transportation sector to assess the relationship between 

mass reduction, crash safety, and cost-effectiveness, as 

well as greenhouse gas emission, in order to optimize the 

design and the related manufacturing process [5]. Caffrey 

et al. [6] investigated the critical factors affecting life 

cycle assessments of material choice for vehicle weight 

reduction. 

Although steel, which is both lightweight and high 

strength, is essential for achieving these objectives, this 

type of material often has reduced formability, which 

limits the range of uses in many car parts manufacturing 

processes such as stamping, rolling, punching, and 

flanging. As a result, to produce steel grades by focusing 

on both lightweight and high strength, significant effort 

has been expended in research over the last decades to 

enhance ductility and formability with appropriate 

toughness and fatigue resistance concurrently [7, 8]. 

Among the applicable and cost-effective steels that 

belong to this category is ultra-high strength steel 

(UHSS) sheet, which has a strength of up to and above 

1000 MPa [9, 10]. The application of UHSS sheets has 

become essential in modern car manufacturing, mainly 

for the chassis and the body-in-white (BIW) parts of a 

car, as the structure made of this material can uphold high 

impact force in case of any collision occurs [11, 12]. The 

BIW of vehicle parts, such as the front pillar, center 

pillar, and cross member, are stamped in a mold, 

followed by secondary processing, such as bending and 

flanging, before being moved to the finishing process 

[13-15]. Since the formability of the UHSS is low and the 

strength is high, performing the sheet metal working 

process, such as punching and trimming on the UHSS, is 

challenging [16-18]. 

The performance, quality, and characteristics at the 

sheared edge of the cutting process including blanking, 

punching, and trimming are determined by the process 

parameters, such as cutting speed, clearance, and corner 

radius of the punch and die [19-21]. The shape of punch 

and die is another critical factor in determining the part 

quality and shearing force. Optimizing the shapes result 

in a significant reduction of force, especially when 

trimming or cutting a high strength or thick stock [22-

24]. Kolleck et al. [25] investigated the effects of 

increasing the die chamfer angles on the punching and 

stripping forces, and spring back in tight geometrical 

tolerances blanking of conically formed holes. Kutuniva 

et al. [26] proved that the cutting force of the ultra-high-

strength DQ960 was reduced by the shearing angle 

(convex angle) of the punch. The punch force reduces by 

57 % compared to a flat punch force when a shear angle 

of 14° is used. To get a high-quality sheared surface with 

a low punch force, a shear angle of 7° was used. 

Kurniawan et al. [27] similarly investigated the effect of 

punch geometry (flat shape, single shear angle (SSA), 

and double shear angle (DSA)) by an experiment. The 

results showed that using SSA and DSA punch geometry 

successfully reduces punch force by 18% and 13%, 

respectively, compared to that of flat punch geometry. 

FEM simulation has been performed by Bao et al. [28] to 

investigate the effects of the inclined edge of the punch 

on the blanking force and surface quality. According to 

the result obtained, the blanking force will decrease as the 

inclined edge of punch is increased in comparison to flat 

edge punching, and the double convex inclined edge 

could produce the greatest quality of the blanked surface.  

Some researchers conducted experiments to the 

energy consumption, fatigue crack behaviour edge 

quality and its effect on formability during the cutting and 

machining processes. Shih et al. [29] used an adjustable 

computer-controlled shearing device to cut DP600 and 

the DP980 high-strength steel sheets, where it was 

discovered that this technique can provide a comparable 

outcome as compared to cutting process by high-energy 

laser cutting and water jet cutting procedures but with 

less energy consumption. Balogun et al. [30] and Zainal 

et al. [31] reduced the energy consumption in milling of 

AISI1045 steel alloy and aluminum alloy 7075, 

respectively, by  optimizing the swept angle. Since a 

fatigue crack typically appears on a shear-cut edge in 
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automotive components, Paetzold et al. [32] looked into 

the relationship between the shear-cutting process (die 

clearance and cutting edge radius) and the fatigue 

behaviour in cutting of DP800 high strength steel, where 

the result showed that the shearing technique used has a 

significant impact on fatigue resistance. Feistle et al. [33] 

reported that different cutting parameters and strategies, 

including single and multi-stage shear cutting, open and 

closed cutting lines, die clearance, and cutting-edge 

geometry, have a significant effect on the edge crack 

sensitivity. Gläsner et al. [34] created a novel two-stage 

shear-cutting technique (pre-cutting, trimming) that 

exhibits minimal dimensional tolerance and clean edges 

in order to minimize the sensitivity of edge cracks. 

Yasutomi et al. [35] discovered that the tensile residual 

stress on the sheared surface, which is the source for the 

edge crack, is significantly decreased by shearing scrap 

material on the sheared edge. 

While previous studies have examined the effects of 

shear and slant angle in the cutting and trimming 

processes of high-strength steel sheets, the focus has 

primarily been on flat-shaped parts. However, there 

remains a knowledge gap concerning the impact of 

inclined angles in the trimming process of parts with 

intricate geometric complexities, such as those featuring 

inclined and curved sections. In this study, the effects of 

changing the inclined angles on the trimming load, 

trimming energy, and quality of the sheared edge in the 

trimming process of ultra-high strength steel (UHSS) 

parts having an inclined and curved shape were compared 

to those of trimming with the normal flat punch and 

investigated. 

 

 

2. EXPERIMENTAL DETAILS 
 

2. 1. Experimental Setup             The experiment setup 

for trimming the UHSS sheet having a curved shape is 

shown in Figure 1. The experiments were carried out 

using a trimming die set which assembled at the 250 kN 

SHIMADZU Universal Testing Machine (UTM) as 

shown in Figure 2. The punch, lower die and sheet holder 

are made of SKH11 tool steel having a hardness of 

HRC50 after the heat treatment process. The 

JSC1180YN UHSS sheet, with dimensions of 1.22 mm x 

50 mm x 40 mm in thickness, length and width, 

respectively, was selected as the workpiece to be 

trimmed. The mechanical properties of the UHSS sheet 

(workpiece) are given in Table 1 and were obtained from 

the uniaxial tensile tests, which are conducted according 

to the ASTM E8/E8M standard. 

The top and front view of the trimming die is shown 

in Figure 2 (a) and (b), respectively. 

The workpiece is first formed into a curved and 

inclined shape by a separate bending process so that a 

bend angle and bend radius of 60° and 5 mm are formed. 

Two types of punches, i.e., the normal and inclined 

punches were used for the experiment. The normal punch 

conforms to the shape of the workpiece, whereas the 

inclined punch has a slight inclination of the punch edges, 

particularly at the inclined and straight zones. Four 

punches with four different inclination angles, θ, i.e., 1°, 

3°, 5°, and 10°, respectively, were fabricated for the 

experiment and h, is the highest inclination point of the 

inclined punch (Figure 2(c)). The 10 mm out of 40 mm 

in width of the workpiece, was trimmed as scrap. The 

workpiece before and after trimming is shown in Figure 

2 (d). The inclined, curved, and straight zones at the 

workpiece are divided as in Figure 2 (e) for sheared edge 

observation. The trimming conditions were set as in 

 

 

 
Figure 1. Setup of trimming die set and main components at 

the 250 kN SHIMADZU Universal Testing Machine 

 

 
TABLE 1. Mechanical properties of the curved blank 

Blank type 
Thickness 

(mm) 

Tensile strength 

(MPa) 

Elongation 

(%) 

JSC1180YN 1.22 1242 8.1 
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Figure 2. Experimental setup: (a) Top view (b) Front view 

(c) Inclined punch (d) Workpiece before and after trimming, 

and (e) Inclined, curved and straight zones of the work piece 

 

 

Table 2 and the clearance between the punch and the 

lower die was set to 0.12 mm (10% of thickness). The  
 

TABLE 2. Trimming conditions 

Parameter Set value 

Inclination angle, θ 1, 3, 5, 10° 

Clearance ratio to workpiece thickness, c 10 % (0.12 mm) 

Trimming speed, v 4 mm/s 

Bend angle 60° 

Bend radius, R 5 mm 

 
 
blank holder firmly held the workpiece during the 

trimming process until the scrap was separated from the 

part. For every set of inclinations, 10 pieces of blank were 

trimmed, and the average results were analyzed. The low-

powered XOPTRON, model XST60 digital microscope 

with 45 times magnification is used for sheared edge 

observation. 

 
 
3. RESULT AND DISCUSSION 
 

3. 1. Trimming Load and Trimming Energy       The 

relation between the trimming load and punch stroke for 

trimming the JSC1180YN (UHHS) sheet metal with the 

normal punch and inclined punch with different 

inclination angles is given in Figure 3. The maximum 

trimming load for trimming with the normal punch is 

about 55 kN, whereas a significant reduction at the 

maximum trimming load was observed when the inclined 

punch is used. The trimming load was large when using 

the normal punch because the whole area of the punch is 

simultaneously in contact with the blank as the trimming 

punch moves downward, indenting the workpiece. Due 

to the large contact area between the trimming punch and 

the part, a huge trimming load is required to 

simultaneously break the total bonding force in a single 

cutting action. A high spike of trimming load was 

observed within less than 1 mm of the punch stroke. In 

contrast, by applying an inclination angle at the punch, 

even for just a slight increment of θ= 1° at the punch, the 

maximum trimming load was reduced by almost half. A 

further trend of reduction in maximum trimming load 

was observed as the angle of inclination was increased. 

The inclined surface of the punch causes the contact 

between the punch and the workpiece to be concentrated 

in a specific area (localized). As a result of this localized 

contact, the force exerted by the punch on the contact area 

of the workpiece is minimized. Kutuniva et al. [26] and 

Kurniawan et al. [27] validated the same pattern of 

cutting force behaviour during the indentation stage for 

punching the high-strength steel and titanium, 

respectively, when changing the punch shape. As the 

inclined angle is increased, a noticeable distinction is 

observed in the behaviour of the maximum trimming load 

is observed, particularly for the inclined punch θ=10°. 
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Unlike other inclined punches (θ=1°, 3°, and 5°) that 

exhibit a sharp peak at the maximum trimming load, the 

inclined punch θ=10° displays a flattened profile. When 

the inclined angle is too large, less area of the workpiece 

are indented by the punch at the beginning of the 

trimming process. Although the maximum trimming load 

is significantly reduced, the punch requires a longer 

stroke to complete the separation of the scrap. This can 

be seen from the interval of change of the trimming load 

from increasing to maximum and going back down 

(indicating initiation of fracture in the workpiece), where 

the change of interval is longer for the inclined punch 

θ=10°, compared to the others that exhibit a short change 

and sharp peak. 

Although trimming with the normal punch results in 

the highest maximum trimming load, however, the punch 

stroke is the shortest. By changing to an inclined punch, 

the punch stroke to separate the part and scrap were found 

to become longer with an increase in inclination angle. 

For instance, the total trimming stroke for trimming using 

an inclined punch with θ= 10° is about 9 mm, which is 

more than three times that of trimming with an inclined 

punch with θ= 1°. The higher angle of inclination makes 

it longer for the highest inclination point, h, at the punch 

to reach and cut the blank. Bao et al. [28] thru finite 

element simulation found that a slant punch takes a 

longer time to cut the workpiece. The comparison of the 

percentage change in the maximum trimming load and 

punch stroke for trimming with the inclined punch is 

given in Figure 4. The application of an inclination angle 

θ= 3°, 5°, and 10° gave the most significant reduction in 

maximum trimming load, ranging from approximately 

70% to 79%. Conversely, for the punch stroke, a huge 

increase in the percentage of up to more than 400% was 

observed when trimming with the same inclined punch 

θ= 3°, 5°, and 10°. Therefore, it is essential to optimize 

the inclination angle to achieve a balance between 
 

 

 
Figure 3. Comparison of load-stroke curves for trimming 

with normal and inclined punches 

 
Figure 4. Percentage change in maximum trimming load 

and punch stroke for trimming with an inclined punch with 

respect to the normal punch 

 

 

reducing the maximum trimming load and minimizing 

the increase in the punch stroke. 
The energy used for trimming the JSC1180YN 

(UHSS) sheet using the normal and inclined punches is 

shown in Figure 5. The trimming energy is calculated 

based on the integration of the total trimming load used 

over the travel distance of the punch downwards until the 

separation of the scrap occurs, which is given by 

following equation:  

𝑊 = ∫ 𝐹𝑡. 𝑑𝑠
𝑠

0
  (1) 

where W is the trimming energy used measured in Joule, 

Ft, is the trimming load, and s is the punch stroke. From 

the graph, the trimming energy for trimming with the 

normal punch is relatively higher than that of trimming 

with the inclined punch, except for the inclined punch θ= 

10°. When trimming with the normal punch, despite the 

short total punch stroke to separate the scrap from the 

workpiece, i.e., less than 2.5 mm, the high load generated 

at the beginning of the trimming process result in a high 

trimming energy used. When trimming with the inclined 

punch, by applying the inclination angle, an expressive 

reduction trend in trimming energy used is obtained. The 

inclined punch with inclination angle θ= 3° and 5° 

consumed the lowest energy of about 18 Joule. As the 

energy consumption depends on the travel distance of the 

punch stroke, the energy used for trimming with the 

inclined punch θ= 10° is the highest as it requires the 

longest punch stroke to cut out the scrap. The calculation 

shows that the punch stroke has a high impact on energy 

consumption, even if the trimming load is low. The 

selection of proper inclination angle and other parameters 

is important to optimize between lowering the maximum 

trimming load and minimizing the trimming energy [35].  

The change of energy used by the inclined punches in 

percentage with respect to trimming with the normal  
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Figure 5. Trimming energy used for trimming normal punch 

and inclined punch 
 

 

punch was compared in the same figure. The energy used 

by inclined punch θ= 1°, 3°, and 5° was managed to be 

reduced by 13%, 22% and 19%, respectively, compared 

with the normal punch. However, the percentage of 

trimming energy was found to increase by 17% for the 

inclined punch θ= 10°, indicating too much inclination 

will not optimize the process even though the trimming 

load is reduced. 

 

3. 2. Sheared-edge Quality      The quality of the four 

cutting zones at the sheared edge, which are the rollover, 

burnished, fracture and burr, based on the height 

produced after trimming as is shown in Figure 6. In 

general, the height for rollover, fracture, and burr was 

decreased when trimming using the inclined punch, 

compared to that of trimming with the normal punch.  On 

the contrary, the height of the burnished surface was 

found to increase. The decrease in heights of rollover, 

fracture, and burr, as well as an increase in burnished 

surface, indicated a successful improvement in the 

quality of the sheared edge. However, the detailed 

analysis of the heights of a rollover, burnish, fracture, and 

burr for different angles of inclination of the inclined 

punch does not exhibit a direct proportionality. The 

rollover height (Figure 6 (a)) was found gradually 

decreased with an increase in the inclination angle, 

except for the inclined punch θ= 10°. For the burnished 

surface (Figure 6 (b)), the height was proportionally 

increased with an increase in inclination angle, only for 

the inclined punch θ= 1° and 3°. Both inclined punch θ= 

5° and 10° were measured to have the same burnished 

height.  

For the fracture and burr height (Figure 6 (c) and (d)), 

an decrease in height was only found in the directly 

proportional relationship for the inclined punch θ= 1° and 

3°. For the inclined punch θ= 5° and 10°, both the fracture 

and burr were higher. These irregular patterns of the 

relationship are attributed to the growth of the bending 

moment at the cutting area of both the inclined and 

straight zones (Figure 2 (c)), as a result of an increases in 

inclination angle. 

The localized contact occurs when the inclined punch 

indents the workpiece at the start of the trimming stage, 

causing the material at the sheared plane to reach its limit 

of strain and force tolerance [32]. Thus, the higher 
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Figure 6. Height of sheared surface with different inclined 

punch shapes; (a) rollover, (b) burnished, (c) fracture and (d) 

burr 

 

 

inclination angle results in greater strain and localized 

force, ultimately causing the workpiece to bend. 

Particularly, the shape of the punch used for trimming 

will impact the quality of the fracture surface [36]. 

The depth percentage of the rollover, burnished, 

fracture and burr at the sheared edge for trimming with 

normal and inclined punches are shown in Figure 7. The 

depth of the fracture and burnished surfaces are the most 

important in determining the quality of the sheared edge, 

where the larger the depth of the burnished and the lower 

the fracture surface, the better the quality of the sheared 

edge. For trimming with the normal punch, a large 

fracture but small burnished surfaces were observed at 

the sheared edge. In contrast, larger burnished and 

smaller fracture surfaces were obtained by trimming with 

the inclined punch. The large trimming load produced by 

the normal punch, compounded by the simultaneous 

cutting action by the flat shape of the punch on the 

workpiece, creates an early point of crack at the cutting 

area. Therefore, large fractures are created at all zones. 

Contrarily, the inclined shape of the punch makes the 

cutting action gradually occur, thus, reducing the force. 

As the cutting force is gradually exerted, the point of 

crack at the cutting area is delayed. This created a larger 

burnished surface at the sheared edge. 

The overall percentage of the sheared edge observed 

in 50 mm length is shown in Figure 8. The sheared edge 

from the workpiece cut by the inclined punch θ= 3º was 

chosen as it produced the largest burnished and smallest 

fracture surfaces at the sheared edge, compared to the 

other inclined punches. The sheared edge of the 

workpiece cut by the normal punch is shown for 

comparison. When the workpiece is trimmed by the 

normal punch, the percentage of the rollover, fracture, 

burnished and burr were found at the same level, 

throughout the length, observed from 0 to 50 mm. It is a 

 

 
Figure 7. Depth percentage of the rollover, burnished, 

fracture and burr at the sheared edge for trimming with 

normal and inclined punches 

 

 

 
Figure 8. Percentage of the sheared edge of (a) normal 

punch and (b) inclined punch θ= 3° 

 
 

clear indication that all zones of the workpiece (inclined, 

curved, and straight) were simultaneously cut in a single 

action and at the same time. On the other hand, when the 

inclined punch is used, the percentage level of the 

rollover, fracture, burnished, and burr were gradually 

changed, obviously seen at the burnished and fracture 

surface, whereas for the burnished surface, the 

percentage level was found gradually increase from 0 to 

50 mm. The fracture surface, on the other hand was 
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gradually decreased. This phenomenon is due to the 

gradual cutting action created by the inclined shape of the 

punch, which locally cuts the workpiece as the punch 

travel downward. As the bond between the part and scrap 

became weakest at the end of the length, the trimming 

process became easier and smoother, and thus created 

large burnished with small fracture surfaces.  
 

3. 3. Shape defect        The shape of the trimmed part 
and scrap were observed under the microscope for the 
shape defects analysis and compared as in Figure 9. The 
inclined and curved zones were chosen for the 
observation as these zones exhibited clear shape defects. 
The workpieces observed were from those were cut by 
the normal punch and inclined punch θ= 3º. The bent at 
the inclined and curved zones was found to be significant 
at both the part and the scrap portions when trimming 
with the normal punch. The high trimming force exerted 
by the punch on all contact areas at once, induced high 
stress. As the crack initiation begins, this high capacity 
of stress is abruptly released in a short stroke and time 
interval, resulting in the inclined and curved zones failing 
to absorb the sudden change in stress over the small area. 
Thus, the inclined and curved zones bent during the final 
stage of the separation. Choi et.al. [37] reported that the 
crack started near the flank edge of the punch and die and 
then propagated into the scrap side. For the inclined 
punch θ= 3°, the punch gradually indented and cut the 
inclined and curved zones. This prevents the stress 
concentration on a single area. A smooth distribution of 
shear stress is provided during the cutting after the  
 

 

 
Figure 9. Shape of trimmed part and scrap after trimming 

process for trimming with (a) normal punch and (b) inclined 

punch θ=3° 

initiation of the crack. As a result, the shape of the 
inclined and curved zones for both the part and scrap 
portions remained straight without any shape defects. 

At higher magnification of observation (Figure 10), 
an uneven cut and bending shape was observed at the end 
tip of the workpiece at both the trimmed part and scrap, 
trimmed by the normal punch. However, with the 
inclined punch, the defect was prevented, and a straight 
cut was produced. The defect at the trimming line was 
observed and compared in Figure 11 for trimming with 
the normal and inclined punches. The high trimming 
force exerted by the normal punch induced high stress 
and resulted in an abrupt and sudden release of stress at 
the trimming line during the separation of the scrap. 

At certain points of the trimming line, due to this 
sudden release of stress, a large and deep fracture has 
occurred (Figure 11(a)). Whereas no fracture was 
observed at the trimming line for trimming with the 
inclined punch θ= 3° (Figure 11(b)). The inclined surface 
of the punch prevented high-stress concentration at a 
single area of contact and therefore allowed a smooth 
transition of stress as the scrap was separated.  

 
 

 
Figure 10. The shape of the end tip at trimmed part and 

scrap; (a) normal punch and (b) inclined punch θ= 3º 

 
 

 
Figure 11. Trimming line at the zone with (a) normal punch 

and (b) inclined punch θ=3° 
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4. CONCLUSION 
 

From this study, the trimming process of ultra-high 

strength steel, JSC1180YN, using both the normal and 

inclined punches was investigated. The high load 

produced during the indentation of the punch onto the 

workpiece is the significant factor for the sheared edge 

quality and shape defect. The results of the experiment 

showed that a significant reduction of the trimming load 

could be achieved by applying a small angle of 

inclination at the punch edge; however, the longer punch 

stroke is the drawback. The inclined punches (θ= 1°, 3°, 

5°, 10°) successfully decreased the trimming load by 

more than half as compared to that of trimming with the 

normal punch. The sheared edge quality was improved, 

where a larger burnished surface and a smaller fracture 

were obtained by the inclined punch. The inclined punch 

θ= 3°, shows the most optimal results in terms of 

trimming load reduction, punch stroke distance, and 

improvement of sheared edge quality as compared to 

other inclination angles. The shape of the part also 

remained intact without any defects and fractures when 

trimming with the inclined punch. 
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Persian Abstract 

 چکیده 
  UHSS  یاجزا  یکند. برا  یم  جادیرا ا  یبالا، چالش مهم   یاستحکام و سخت  یذات  یها  یژگیو  لیبه دل (UHSS)با استحکام فوق العاده بالا    یقطعات فولاد عات یبرش بخش ضا

شود که    یم  فیبرش و نقص شکل ضع   تی فیک  هبزرگ منجر ب  یشیرایو شعاع خمش کوچک، بار پ  زی ت  ب یش  ،یو منحن  بدار یبالاتر از جمله شامل مقاطع ش  یهندس  یدگیچیبا پ

به    لی کرد. پانچ ما  یبررس  یو منحن  لیشکل ما  یدارا  UHSSکوچک به پانچ را در برش قطعات    بیش  هیزاو  کیاثرات اعمال    قی تحق   نیافتد. ا  یمناطق اتفاق م  نیمعمولاً در ا

و    یلبه برش  تیفیک  ش،یرایپ  یانرژ  ش،یرایاز بار پ   یا  سهیمقا  لیو تحل  هی. تجزافتی  رییتغ   جهدر  10درجه و    5درجه،    3درجه،    1  یعنیمتفاوت    بیچهار مجموعه با درجات ش

  شیرای بار پ  یبه طور قابل توجه  ب یش  هی نشان داد که اعمال زاو  جیانجام شد. نتا  شیرای پ   ات یآنها در عمل  یاثربخش  یبرا  یاصلاح شده و پانچ معمول  یپانچ ها  ن یا  ن ی نقص شکل ب

حاصل   جیبا نتا  سهیدر مقا ی و منحن بداری شنقص شکل در مناطق  جادیاز ا نیو همچن دیسطح لبه برش خورده را بهبود بخش تیفیرا کاهش داد و ک شیرای پ ینرژرا کاهش داد، ا

قطعه    تیفیک  نیو همچن  ندیعملکرد فرآ  بهبود   یموثر برا  نهیگز  کیدر هندسه پانچ    ریی مطالعه نشان داد که تغ   نیا  یکرد. مشت معمول  یریبا استفاده از دستگاه جلوگ  شیرایاز پ

 هستند. دهیچیاشکال پ یبا استحکام بالا که دارا یدر اصلاح اجزا ژهیواست، به
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A B S T R A C T  
 

 

Zinc plant filter cake contains valuable metals that can be reused as a source for obtaining these metals. 

This study  describes an experimental two stage study on the extraction of zinc and nickel from waste 
zinc filter cake which includes acid leaching of zinc filter cake followed by organic phase aided 

extraction of metals from the leaching solution. To determine the optimum leaching condition a 

comprehensive study of the recovery of chemical elements from spent plant residues was 
experimentally studied at different levels of acid concentrations at different temperatures while 

measuring chemical elements concentration with respect to time. Experimental results showed that 

99% recovery of Ni2+, Zn2+ and 89% recovery of Pb2+ can be achieved at following optimum 
conditions: 2M nitric acid, T= 358.15 K after 1.5 h of acid leaching at S/L=1/10. Then, the extraction 

of Zn2+, Ni2+, and Pb2+ was carried out by di-(2-ethylhexyl) phosphoric acid (D2EHPA) that was 

diluted with kerosene in equal phase ratio and the effect of extractant concentration and pH was studied 
at T = 298.15 K. Results showed that an increase in pH and extractant concentration can greatly 

increase zinc and nickel extraction to a maximum achievable amount of 95% and 90 % for Zn2+ and 

Ni2+, respectively by 25 (v/v%) D2EHPA at pH = 5.5 and organic to aqueous phase ratio (O/A) = 1/1. 

For modeling of equilibrium concentrations in organic and aqueous phases and activity coefficients 

calculation, Electrolyte-UNIQUAC-NRF, UNIQUAC-NRF, NRTL and NRTL-based local 

composition models were used. After that, adjusted parameters were successfully used for calculation 
of the equilibrium constant of the unknown parameters and the extraction reaction. The obtained 

results of thermodynamic modeling were in well agreement with the experimental data. 

doi: 10.5829/ije.2023.36.11b.07 
 

 
1. INTRODUCTION1 
 
In recent years, because of increasing the consumption 

of metals along with the simultaneous depletion of 

primary resources, more attention has been drawn to the  

recovery of metals from secondary resources, including 

waste residues from zinc plants. Recovering the 

valuable content of these resources can have both 

economic and ecological advantages. Some industrial 

wastes are classified as the main resources of different 

metals [1, 2]. Metals or minerals production from ores 

through pyro/hydro-metallurgical processes usually 
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causes enormous amount of residues [3, 4]. For 

example, zinc industrial residue, which is produced in 

zinc ores processing contains some valuable metals, 

e.g., Ni, Pb as well as Zn that can be beneficially 

recovered for further processing. Thus, recovering these 

metals from the secondary resources as well as natural 

minerals for the high value products, is necessary and 

important for effective use of these resources [5]. 

Nowadays, several techniques such as electrolysis, 

cementation, liquid-liquid extraction, precipitation, and 

ion exchange have been applied to separate and recover 

metals from zinc plant residue [6, 7]. The 

hydrometallurgical route is one of the most widely used 

approaches for recovering valuable metals from zinc 

plant residue which mainly involves leaching with an 

acid solution followed by the extraction of metal ions 
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from leaching solution [8]. Solvent extraction, as an 

efficient separation and purification technology, can 

achieve the selective extraction of target elements and 

has been widely used in metal hydrometallurgy, heavy 

metal wastewater treatment, and other fields [8, 9]. 

Solvent extraction process of Ni, Zn, and Pb from 

aqueous solution by several commercial extractants 

have been studied by researchers. They were trying to 

understand the role and effect of influencing parameters 

like pH of solution and type and concentration of 

extractant [10, 11]. For example, acidic extractants 

(Cyanex 302 [12], D2EHPA [13], and Cyanex 272 [14]) 

and chelating extractants (LIX 984N [15], LIX 63 [16], 

and LIX 84 [17]) have been used for this purpose. Di-2-

ethyl hexyl phosphoric acid (D2EHPA) as a classical 

extractant, has been widely used in extraction and 

separation of the divalent transition metals such as zinc, 

manganese, nickel, cobalt and copper [18-20]. 

According to the previous researches, for enhanced 

separation of Zn from acid solution by D2EHPA, 

another extractant along with D2EHPA must be used 

[21, 22]. For instance, Hosseini et al. [23] found the 

desired extraction of manganese and zinc was obtained 

using a mixture of Cya-nex 302 and D2EHPA. Alike 

results were presented by Babakhani et al. [24] for 

separation of Ni2+ and Cd2+. Another report by 

Innocenzi and Veglio [25], revealed combination 

D2EHPA and Cya-nex 272 was more effective for 

separation of Mn2+and Zn2+ than Cya-nex 272. 

Mathematical modeling is a key step in a solvent 

extraction process and it is necessary for designing, 

controlling and optimization of the process [26-29]. 

Thus, an appropriate model is necessary for prediction a 

solute distribution coefficient and thermodynamic 

equilibrium constant of the extraction reaction [30]. 

Electrolyte solutions are very important in several 

chemical industries and biological processes. Since they 

are known non-ideal  solutions even at low 

concentrations, or in some processes like gas 

sweetening, which electrolyte solutions have high 

concentration, accurate thermodynamic models are 

needed. Therefore, modeling and predicting the 

thermodynamic properties of electrolyte solutions is of 

great importance to predict an accurate model for a wide 

range of concentrations [31-40]. Some models such as 

Bromley model, Scatchard-Hildebrand model, Pitzer 

virial expansion equations and Guggenheim quasi-

lattice model have been used for  activity 

coefficient (𝛾𝑖) calculation of electrolyte and non-

electrolyte solutions [37-50]. Although in the mentioned 

studies, 𝛾𝑖 was not calculated, or the non-ideality of a 

phase was ignored due to the complexity of the liquid-

liquid extraction process, several of these models might 

not be accurate enough to correlate the activity 

coefficients of high concentration of aqueous electrolyte 

solutions. Some significant researches have been carried 

out by Thomsen et al. [45], Pitzer [41, 42], Cruz and 

Renon [43], Zhao et al. [44], Chen et al. [46], Haghtalab 

and Vera [47] and Sadeghi [48] that the excess Gibbs 

energy functions based on the concept of local 

composition has been developed and are among the 

most successful electrolyte models. Haghtalab and 

Peyvandi [51] developed Electrolyte-UNIQUAC-NRF 

model for description the behavior of binary electrolyte 

and multi-component solution in a concentration range 

and at high temperature. This model is based on local-

composition approach. Furthermore, Chen et al. [49] 

extended the e-NRTL model for single electrolyte 

solution and single solvent systems. Chen et al. [49] 

used Pitzer-Debye-Hückel equation [50] and local 

composition model based on NRTL for characterization 

of long and short range interactions, respectively. 

In this work, we planned to examine the extraction 

of Zn2+, Ni2+, and Pb2+ from zinc plant filter cake 

(ZPFC) combined with various metal ions. First, the 

influences of different processes factors on the 

extraction of metal ions were experimentally calculated. 

Next, the equilibrium extraction of Ni2+ and Zn2+ ions 

from HNO₃ solution were model based on a 

thermodynamic model. Hence the Electrolyte-

UNIQUAC-NRF and UNIQUAC-NRF equations were 

used for  𝛾𝑖 calculation for aqueous solution and organic 

phase, respectively. Finally, the result of both equations 

were compared with NRTL and a new NRTL-based 

local composition models. 
 

 

2. EXPERIMENT METHOD 

 
2. 1. Chemicals and Equipment       The ZPFC 

employed in the experiments was supplied from the zinc 

manufacturing plant in Zanjan (Iran) and was 

determined by the X-ray fluorescence (XRF) technique 

(ARL ADVANTX+, Switzerland). Nitric acid (purity of 

65%) and the organic extractant, D2EHPA (purity of 

97%) were prepared from Merck and kerosene was 

purchased from Esfahan Oil Refinery Co. (purity of 

97%). Sodium hydroxide pellets (purity of 99%, Merck) 

were used to adjust pH values. The aqueous and organic 

phases were mixed using a mechanical stirrer. The 

operating temperature and pH values were monitored 

using a thermometer and pH meter, respectively. 

Moreover, metal ions concentrations in the aqueous and 

organic solutions were analyzed by AAS (Absorption 

Spectrophotometer) and mass balance, respectively. 

 

2. 2. Experimental Procedure         The  experimental 

procedure that was used in this communication is 

illustrated in Figure 1. The method included two main 

operating units: 1. leaching process of zinc filter cake 

and 2. solvent extraction process; the leach solution of 

step 1 is utilized for the separation, according to step 1, 
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an aqueous phase was supplied by dissolving of 

appropriate values of zinc filter cake and HNO3 in 

distilled water. During the leaching process, the 

influence of acid concentration, time and operating 

temperature were investigated. In all experiments, 30 g 

of zinc plant filter cake (ZPFC) was mixed with 300 mL 

of HNO3 (0.25-2 M), S/L=1/10, and after that stirred in 

the bottom three-necked flask at a speed equal to 600 

rpm with a mechanical stirrer. The leaching process of 

all elements was investigated at time range of 30-120 

min and temperature in the range of 298.15-358.15 K. 

The concentration of each ion in the leaching solution 

was obtained by absorption spectrophotometer and in 

the second step, in all solvent extraction tests, O/A=1/1. 

After that, 25 mL of each phase was blended on the 

mechanical stirrer and the pH value was continuously 

controlled during the experiment. Nitric acid (2 M) and 

sodium hydroxide (4 M) were applied to modify the pH. 

The organic and aqueous phases were separated at 

desired pH value by a separation funnel and after 10 

min the equilibrium achieved. Then, the aqueous phase 

was sampled for analysis of the extracted ions. The 

percentage of extraction of metal ions were calculated 

using Equation (1) and the distribution ratio Zn2+ and 

Ni2+ from other metal ions. The ZPFC was oven-dried 

for 24 h at 303.15 K and then milled into particles of 

less than 0.1 mm for further analysis. The XRF analysis 

of the ZPFC presented in Figure 2. The percentage of 

extraction  

was determined by using Equation (2): 

𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝑖𝑜𝑛 (%) =
𝐶𝑖−𝐶𝑎𝑞

𝐶𝑖
× 100   (1) 

𝐷 =
[𝐶]𝑜𝑟𝑔

[𝐶]𝑎𝑞
  (2) 

where, 𝐶𝑖 is the initial metal ions concentration in the 

aqueous phase and 𝐶𝑎𝑞 is the metal ions concentration in 

the aqueous phase after extraction and 𝐶𝑜𝑟𝑔 is the metal 

ions concentration in the organic phase after extraction. 

 
 

 
Figure1. The schematic of the experimental process 

 
Figure 2. The chemical composition of the ZPFC using XRF 

analysis 

*loss on ignition – the filter cake weight reduction after being 

ignited 

 

 

3. RESULTS AND DISCUSSION 
 
3. 1. Leaching  
3. 1. 1. Result of Acid Concentration             The 

influence of some important factors, containing 

temperature, operation time and acid concentration are 

studied on the leaching process. ZPFC is leached with 

nitric acid solution followed by dissolution and solvent 

extraction of objective ions from the leached solutions 

[52]. Nevertheless, hydrometallurgical behavior creates 

a vast acidic wastes value that if disposed in 

environment reasons dangerous health problems and 

ecological imbalance. Among a huge number of acids, 

HNO3 is most accomplished leaching agent as high 

oxidation potential of HNO3 and less non-soluble 

residue evolution. Despite high value of HNO3, it can be 

recovered again with hydrometallurgical behavior. 

HNO3 can be easily recycled via external NOx oxidation 

[53-56]. Generally, concentration of acid has 

pronounced influence on the extraction of metal and it is 

one of the main factors to be investigated for 

optimization condition for dissolution of metal ions, 

range of which was studied with conducting a number 

of experiments at various acid concentration using 

ZPFC. Figure 3(a) illustrates dissolution of metal ions 

from ZPFC by changing HNO3 concentration in the 

range of 0.25-2 M,1:10 L/S, temperature (358.15 K) and 

contact time (1.5 h). Ni2+ (100%) and Zn2+ (99%) ions 

were recovered in 2 M HNO3. But for 0.25 M HNO3 the 

extraction of Ni2+ (33%) and Zn2+ (23%) was low. Also, 

Pb2+ ion was quite leached from the ZPFC (almost 

89%). 

 

3. 1. 2. Result of Temperature and Time      Figure 

3 (b-d) illustrates the influence of both time reaction and 

operating temperature on dissolution of metal ions with 

2 M HNO3. As can be seen, both temperature and  
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Figure 3. Factors affecting metal ions dissolution from ZPFC, 

S/L=1/10, (a) Influence of amount of acid on Zn2+, Ni2+, and 

Pb2+ dissolution at T = 358.15 K, and t = 1.5 h, Effect of 

temperature and time on (b) Ni2+, (c) Zn2+, and (d) Pb2+ 

dissolution in concentration of 2 M acid, S/L=1/10, speed of 

agitation: 600 rpm 

reaction time had a significant influence on Zn2+, Ni2+, 

and Pb2+ leaching. For instance, at 298.15 K only 22.5% 

Ni2+ and 21.8% Zn2+ was recovered and recovery was 

finalized at 358.15 K. 

 

3. 2. Solvent Extraction             After investigating 

leaching process, the extraction of Zn2+, Ni2+, and Pb2+ 

were studied. All experimental tests were performed at 

the pH range 2-6, O/A=1/1, and T = 298.15 K. 

Referring to Figure 4(a), complete extraction of Ni2+ 

and Zn2+ ions, was occurred at higher value of pH.  

According to Equation (4) di-(2-ethylhexyl) phosphoric 

acid release hydrogen ion (H+) during extraction 

process. Thus, increasing pH leads to increase 

extraction of metal from aqueous media. The extraction 

of Ni2+ and Zn2+ is remarkably being depending on an 

acidic extractant like D2EHPA and pH. There is 

significant difference in the treatment of each metal. 

The roughly a half of Zn2+ and almost all of Ni2+ ions 

were extracted by D2EHPA whereas Pb2+ remained in 

the aqueous solution. Furthermore, the percentage of the 

extraction of Pb2+ was 12.8 % and the pH variations had 

negligible effect on it.  

The influence of concentration of D2EHPA on the 

Zn2+, Ni2+ and Pb2+ extraction using 2-25 percent 

volume/volume of D2EHPA in kerosene at pH = 5.5, 

and T = 298.15 K was studied. Referring to Figure 4(b), 

increasing D2EHPA concentration have no remarkable 

effect on Pb2+ extraction, while the extraction 

percentage of Zn2+ and Ni2+ had different behavior. The 

obtained experimental results showed rising in 

D2EHPA concentration leads to remarkable extraction 

of Ni2+ (95.5%) and Zn2+ (96.1%). Consequently, the 

high values of D2EHPA concentration had effective 

influence on Zn2+ and Ni2+ extraction. 

Aghazadeh et al. [56] studied zinc extraction from 

synthetic sulfate solution using D2EHPA diluted with 

kerosene. In their study tributyl-phosphate (TBP) 

showed positive synergism at concentration of 5% (v/v) 

and negative synergism effect at concentrations of 2% 

and 10%. Zinc extraction efficiency increased from 90 

to 98% for experiments with 5%, 15%, and 20% 

D2EHPA concentrations when TBP concentration was 

5%. However, their study was limited to zinc extraction 

from synthetic sulfate solution.  Aghdam et al. [57] also, 

studied the possibility of separation of Zn2+ and Cd2+ 

metal ions from chloride solutions by (D2EHPA) in 

kerosene as a diluent. In fact, the aqueous phase was 

obtained by brine leaching of zinc leaching filter cakes. 

They concluded D2EHPA is capable of extracting and 

separating zinc from cadmium in chloride solutions at 

pH = 3 with approximately 99% yield a  negligible co-

extraction of cadmium.  

 

3. 3. Thermodynamic Modeling                 The 𝛾𝑖 in 

organic and aqueous phases are needed for calculation 
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Figure 4. Factors affecting Zn2+, Ni2+, and Pb2+ extraction 

from ZPFC, 2 M HNO3 solution ([Zn2+] = 49.51 g/L, [Ni2+] = 

4.42 g/L and [Pb2+] = 14.06 g/L), (a) Effect of pH on Zn2+, 

Ni2+, and Pb2+ extraction at T = 298.15 K, 5 percent v/v 

solution of D2EHPA in kerosene, and O/A=1/1, (b) Effect of 

concentration of D2EHPA in kerosene on Zn2+, Ni2+, and Pb2+ 

ions extraction at pH = 5.5, T = 298.15 K, and O/A=1/1 
 

 

Kex parameter (equilibrium constant), which can be 

utilized to predict the concentration equilibrium of ion 

in the organic phase. In this study, Electrolyte-

UNIQUAC-NRF (for aqueous phase) and UNIQUAC-

NRF (for organic phase) models were used for 𝛾𝑖 

calculation. These models also were compared with 

NRTL and a new NRTL-based local composition model 

[58-66]. The more details of used models are given in 

Appendix A. The Genetic Algorithm (GA) was used to 

calculate the factors of the models and Kex by a 

regression analysis of the extraction equilibrium data. 

The objective function (OF) for GA is as following 

(Equation (3)):  

𝑂𝐹 =  
100

𝑁
  (∑ |

[𝑍𝑛]̅̅ ̅̅ ̅̅ 𝐶𝑎𝑙. − [𝑍𝑛]̅̅ ̅̅ ̅̅ 𝑒𝑥𝑝.

[𝑍𝑛]̅̅ ̅̅ ̅̅ 𝑒𝑥𝑝 | +  |
[𝑁𝑖]̅̅ ̅̅ ̅̅ 𝐶𝑎𝑙. − [𝑁𝑖]̅̅ ̅̅ ̅̅ 𝑒𝑥𝑝.

[𝑁𝑖]̅̅ ̅̅ ̅̅ 𝑒𝑥𝑝 |)      (3) 

The superscripts “cal”of and “exp” are the calculated 

and the experimental values, respectively and N is the 

number of experimental points. The thermodynamic 

modeling will be performed based on following 

algorithm: 
 

Algorithm 1: Proposed method 

1: Input Initial 
concentration and 

experimental equilibria 

date for pH and [Ni2+] 

and [Zn2+] 

5: Calculate the concentration of each 

species [i]/ from the equation system 

2: Initial assumption for 

parameters of models 

and Kex 

6: Calculation F parameter 

𝑂𝐹 =  
100

𝑁𝑝
 ∑ (|

[𝑍𝑛̅̅ ̅̅ ]−[𝑍𝑛̅̅ ̅̅ ]′

[𝑍𝑛̅̅ ̅̅ ]
|  +  |

[𝑁𝑖̅̅̅̅ ]−[𝑁𝑖̅̅̅̅ ]′

[𝑁𝑖̅̅̅̅ ]
|)  

3: Calculate the 

concentration of each 
species [i] from the 

equation system at γi =1 

7: If OF ˃ ε 

[i]=[i]/ and return to step 4 

If OF ˂ ε 

𝑂𝐹 =  
100

𝑁𝑝
  ( ∑ |

[𝑍𝑛]̅̅ ̅̅ ̅̅ 𝐶𝑎𝑙 − [𝑍𝑛]̅̅ ̅̅ ̅̅ 𝑒𝑥𝑝

[𝑍𝑛]̅̅ ̅̅ ̅̅ 𝑒𝑥𝑝
|  +

 |
[𝑁𝑖]̅̅ ̅̅ ̅̅ 𝐶𝑎𝑙 − [𝑁𝑖]̅̅ ̅̅ ̅̅ 𝑒𝑥𝑝

[𝑁𝑖]̅̅ ̅̅ ̅̅ 𝑒𝑥𝑝
|  )  

4: Calculate γi from 

models using [i] 

8: If OF ˃ ε 

Calculate the concentration of each 
species [i]/ from the equation system and 

return to step 3 

If OF ˂ ε 

Print parameters of models and Kx 

 

 

3. 3. 1. Extraction Mechanism of Ni and Zn by 
D2EHPA           In this study, D2EHPA was used as a 

solvent extraction, which extracts Zn2+ and Ni2+ions. 

The divalent extraction metals such as Ni2+ and Zn2+ 

using di-(2-ethylhexyl) phosphoric acid is shown using 

the equilibrium reaction (Equation (4)): 

 𝑀(𝑎𝑞)
2+  + 𝑛(𝐻2𝐴2)

(𝑜𝑟𝑔)
↔ (𝑀𝐴2(𝐻𝐴)2𝑛−2)(𝑜𝑟𝑔)  +

2𝐻(𝑎𝑞)
+  

(4) 

H2A2 is the extractant in dimeric form and the 

stoichiometric coefficient of H2A2 displayed by n. The 

D2EHPA molecules is well known being generally as 

dimers in the non-polar organic diluents. H2A2 shows 

the dimer of di-(2-ethylhexyl) phosphoric acid and the 

over -bar symbol illustrates the substances in the 

organic phase. Kex parameter of the extraction reaction 

of Ni2+, Zn2+ and D2EHPA can be given as Equation 

(5): 

𝐾𝑒𝑥 =  
[(𝑀𝐴2(𝐻𝐴)2𝑛−2) ][𝐻+]2

[𝑀2+][𝐻2𝐴2]
𝑛  

𝛾((𝑀𝐴2(𝐻𝐴)2𝑛−2)) .𝛾
𝐻+
2  

𝛾𝑀2+ .𝛾(𝐻2𝐴2)
𝑛

 
  (5) 

and the distribution coefficient, D, can be expressed as 

Equation (6): 

𝐷 =
[(𝑀𝐴2(𝐻𝐴)2𝑛−2) ]

[𝑀2+]
  (6) 

By taking the logarithm of Equation (5) and by 

Equation (7): 

𝑙𝑜𝑔 𝐷 − 2𝑝𝐻 = 𝑛𝑙𝑜𝑔 [(𝐻2𝐴2)] + 𝑙𝑜𝑔 𝐾𝑒𝑥 −

𝑙𝑜𝑔
𝛾(𝑀𝐴2(𝐻𝐴)2𝑛−2) .𝛾

𝐻+  
2

𝛾𝑀2+ .𝛾(𝐻2𝐴2)
𝑛

 
  

(7) 
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The equilibrium concentration of H2A2 in Equation (4) 

was considered by following (Equation (8)): 

[(𝐻2𝐴2)]  =  [(𝐻2𝐴2)]
0

− 𝑛 [(𝑀𝐴2(𝐻𝐴)2𝑛−2)]     (8) 

The plot of 𝑙𝑜𝑔 𝐷 − 𝑝𝐻 vs. 𝑙𝑜𝑔 [(𝐻2𝐴2)] is linear  if the 

ideality is assumed for the system, i.e. 𝛾𝑖 = 1. The line 

slope (n) characterizes H2A2 stoichiometric coefficient 

whereas its intercept denotes Kex without considering 

the non-ideality of the substances. 

In ionic strength calculation, it is required to 

consider H+, Na+, NO-3, Zn2+, and Ni2+ ions in the 

aqueous solution. According to Equation (4), the metal 

ions during the extraction reaction are substituted with 

H+. The organic solution contains of three components:  

Zn2+ and Ni2+, free extractant dimers (H2A2), and 

kerosene as diluent. Therefore, the system contains five 

unknown concentrations and five equations were 

needed. The equations were obtained by charge  and 

mass balances in the  aqueous solution as following 

Equations (9-14): 

[𝐾𝑒𝑟𝑜𝑠𝑒𝑛𝑒 ]  =  [𝐾𝑒𝑟𝑜𝑠𝑒𝑛𝑒]0  (9) 

[(𝐻2𝐴2)]  =  [(𝐻2𝐴2)]0 − 𝑛 [𝑀2+ ]  (10) 

[𝑁𝑎+]  =   [𝑀 2+]0  (11) 

[𝐻+]  =  [𝐻+]°  +  [𝑀 2+]0   (12) 

[𝑁𝑖 2+]  =  [𝑁𝑖2+]° − [Ni2+]̅̅ ̅̅ ̅̅ ̅̅   (13) 

[𝑍𝑛 2+]  =  [𝑍𝑛 2+]°  −   [Zn2+]̅̅ ̅̅ ̅̅ ̅̅ ̅  (14) 

 

3. 3. 2. Determination of Stoichiometric 
Coefficient           The obtained experimental data that 

are used to obtained stoichiometric coefficient are 

shown in Table 1. The experimental tests were 

performed by D2EHPA (2-25 (v/v%)), at 298.15 K, 3.8 

˂ pH ˂ 4.5. In Equation (2), the slope analysis 

procedure is applied to calculate the organic complex of 

Zn2+ and Ni2+ and unknown n (stoichiometric 

coefficient) of D2EHPA dimer. Thus, the behavior of 

𝑙𝑜𝑔 𝐷 − 𝑝𝐻 vs. log((𝐻2𝐴2)) must be plotted. Figure 5 

demonstrates this behavior. Based on Figure 5, accuracy  
 

 
 

TABLE 1. The extraction experimental data of zinc and nickel (O/A=1/1 and T = 298.15 K) 

[Kerosene] (mol/L) [H2A2]
0 (mol/L) [Ni]0 (mol/L) [Zn]0 (mol/L) [𝐍𝐢]̅̅ ̅̅ ̅ (mol/L) [𝐙𝐧]̅̅ ̅̅ ̅̅  (mol/L) pH 

4.175 0.025 0.0037 0.067 0.0002 0.0028 4.10 

4.175 0.025 0.0037 0.067 0.0003 0.0028 4.15 

4.067 0.050 0.0037 0.067 0.0005 0.0027 4.26 

4.067 0.050 0.0037 0.067 0.0006 0.0039 4.10 

4.019 0.075 0.0037 0.067 0.0007 0.0049 4.16 

4.019 0.075 0.0037 0.067 0.0008 0.0073 4.20 

4.067 0.050 0.0079 0.138 0.0017 0.0318 4.30 

4.067 0.050 0.0079 0.138 0.0021 0.0987 4.10 

4.067 0.050 0.0079 0.138 0.0018 0.1101 4.10 

4.019 0.075 0.0079 0.138 0.0053 0.1269 3.99 

4.019 0.075 0.0079 0.138 0.0093 0.1449 3.97 

3.895 0.143 0.0079 0.138 0.0131 0.1591 4.10 

3.895 0.143 0.0185 0.271 0.0154 0.1749 4.30 

3.895 0.143 0.0185 0.271 0.0182 0.1914 4.32 

3.690 0.287 0.0185 0.271 0.0252 0.2109 4.50 

3.690 0.287 0.0185 0.271 0.0298 0.2564 4.31 

3.690 0.287 0.0185 0.271 0.0356 0.3116 4.26 

3.280 0.574 0.0438 0.469 0.0393 0.3378 4.18 

3.280 0.574 0.0438 0.469 0.0397 0.3869 4.22 

3.280 0.574 0.0438 0.469 0.0399 0.4125 4.13 

3.280 0.574 0.0438 0.469 0.0432 0.4310 4.10 

3.280 0.574 0.0438 0.469 0.0443 0.4364 4.11 
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Figure 5. The log (D-2pH) behavior vs. log([H2A2]) 

 
 

of both correlations are satisfactory (R2 ≥ 0.98, R2 is R-

squared). According to curve fitting results, extraction 

reaction between D2EHPA, Zn2+ and Ni2+ dimers is as 

following Equation (15): 

𝑀2+  +  1.5(𝐻2𝐴2)  ↔   (𝑀𝐴2(𝐻𝐴)   + 2𝐻+  (15) 

Using UNIQUAC-NRF, Electrolyte-UNIQUAC-NRF, 

NRTL and a new NRTL-based local composition 

model, the constant of Equation (15) was measured. All 

unknown parameters of four thermodynamic models are 

obtained based on experimental data. The obtained 

results were tabulated in Table 2.  The unknown 

parameters were 17 and the details of them are as 

following: 12 unknown parameters of UNIQUAC-NRF 

and NRTL model and five unknown parameters of Kex 

and Electrolyte-UNIQUAC-NRF and new NRTL-based 

local composition model. Furthermore, the values of qi 

(surface parameter) and ri (volume parameter), as 

structural parameters, of ionic and any molecular 

species were required in order to calculate 𝛾𝑖 

coefficients. These  coefficients are presented in 

literature [61]. 

To investigate the thermodynamic consistency of 

modeling of Zn2+ and Ni2+ extraction and to validate Kex 

value and for calculation of the model factors, the 

obtained equilibrium concentration in the both phases 

were correlated with the experimental data. 

Consequently, the data that is given in Table 1 was 

classified in two parts. The first part of experimental 

data was related to find correctness of Kex and factors of 

model, though the another part was compared to values 

predicted by these factors. Correctness of the 

calculations, in addition, was verified for both 

experimental data parts. According to Equation (4), the 

calculated values were achieved with adjusted 

correctness of Kex values. 𝛾𝑖 were computed NRF by 

adjusted interaction factors and according to NRTL, 

new NRTL-based local composition model, 
 

TABLE 2. The adjustable parameters based on all used 

models for zinc and nickel 

Parameter  UNIQUAC-NRF NRTL 

I j αij αij 

Zn Ni 5.64 4.90 

Zn HA -6.43 -5.49 

Zn Kerosene -2.02 -2.52 

Ni Zn -4.51 -3.24 

Ni HA 6.16 5.12 

Ni Kerosene 1.15 1.58 

HA Zn 1.67 1.84 

HA Ni -3.35 -3.56 

HA Kerosene -0.27 -0.39 

Kerosene Zn 1.82 1.79 

Kerosene Ni 4.74 4.60 

Kerosene HA -4.11 -4.28 

  Electrolyte- UNIQUAC-NRF New NRTL 

  λij λij 

Zn2+ NO3
- 1.27 1.72 

Ni2+ NO3
- -4.65 -3.95 

H+ NO3
- -4.65 -4.28 

Na+ NO3
- 3.10 3.67 

Ion Water 1.28 1.91 

 

 

UNIQUAC-NRF and Electrolyte-UNIQUAC. Next, the 

values of equilibrium concentration were calculated by 

using the trust region dogleg iteration method. As can 

be shown in Figure 6, all obtained and calculated 

experimental data of Ni2+ and Zn2+ in the aqueous 

solution and organic media the at equilibrium condition. 
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Figure 6. The Ni2+ and Zn2+ concentration in organic phase at 

298.15 K: The experimental results vs. thermodynamic 

modeling. 

 

 

4. CONCLUSIONS 
 

This work was devoted to a comprehensive study of the 

extraction of Zn and Ni from zinc plant residue. The 

leaching behavior of metals in HNO3 solution was 

investigated and the effect of some important parameter 

such as acid concentration, time, and temperature was 

studied. The result showed that increasing all these 

factors contributed to increase the leaching efficiency. 

About 100% of metal ions at the optimum extraction 

conditions: acid concentration of 2 M, temperature 

358.15 K, S/L= 1/10, and 1.5 h was leached. The 

solvent extraction of Ni2+, Zn2+, and Pb2+ were examined 

from the leaching solution with D2EHPA.  In one stage, 

the separation of Ni2+ and Zn2+ from Pb2+ was performed 

and about 99.8% of Ni2+and Zn2+ were extracted (25 

(v/v%) D2EHPA, pH = 5.5, (O/A) =1/1, and T = 

298.15). Afterward, using various thermodynamic 

models, the concentration of organic and aqueous 

phases was simulated. The stoichiometry of the solvent 

extraction reaction was investigated by the slope 

analysis method, subsequently it was found that 1.5 

D2EHPA molecules were required for the extraction of 

Ni2+ and Zn2+. Therefore, the reaction was defined as 

𝑀2+  +  1.5 (𝐻2𝐴2)  ↔   (𝑀𝐴2(𝐻𝐴)  + 2𝐻+. Ni2+ and 

Zn2+ equilibrium concentrations were computed using a 

thermodynamic modeling. The 𝛾𝑖 for both organic and 

aqueous solutions were determined by UNIQUAC-NRF 

model, Electrolyte-UNIQUAC-NRF model, NRTL 

model and a new NRTL-based local composition model 

for electrolyte and non-electrolyte solution. The 

prediction of the equilibrium data of Ni2+ and Zn2+ by 

the calculated adjustable parameters demonstrated the 

accuracy of used thermodynamic models. As a result, 

Electrolyte-UNIQUAC-NRF and UNIQUAC-NRF 

equations in comparison the NRTL and a new local 

based NRTL had more accuracy to calculate the 

extraction of Ni2+ and Zn2+ extraction by D2EHPA 

extractant from nitric solution and statistical processing 

of the results showed good consistency of experimental 

and calculated values. 
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6. Appendix A 
 

6. 1. UNIQUAC-NRF Model                     In order to 

correlate the activity coefficient for aqueous 

nonelectrolyte systems the UNIQUAC-NRF model is 

investigated [32, 51]. This model consists of two terms 

as a combinatorial for entropic contribution, and a 

residual for enthalpy contribution. Therefore, the 

activity coefficient equations for each component in a 

multicomponent mixture are given as following: 

𝐿𝑛 𝛾𝑖  =  𝐿𝑛 𝛾𝑖
𝑐  −  𝐿𝑛 𝛾𝑖

𝑟  (A.1) 

𝐿𝑛 𝛾𝑖
𝑐  = 𝐿𝑛 (

Ф𝑖

𝑥𝑖
)  + 1 −  (

Ф𝑖

𝑥𝑖
)  −  

𝑍

2
𝑞𝑖  [𝐿𝑛 (

Ф𝑖

𝜃𝑖
)  +

1 − (
Ф𝑖

𝜃𝑖
)]  

(A.2) 

𝐿𝑛 𝛾𝑖
𝑟  =  𝑞𝑖  [1 +  𝐿𝑛 𝛤𝑖𝑖   ∑ (𝜃𝑗  𝛤𝑖𝑗) 𝑛

𝑗=1  +

 (1 − 𝜃𝑖) ∑ (𝜃𝑗  𝐿𝑛 
𝛤𝑖𝑗𝛤𝑗𝑖

𝛤𝑖𝑖𝛤𝑗𝑗
)𝑛

𝑗=1
𝑗≠𝑖

 −

1

2
 ∑ ∑ (𝜃𝑘𝜃𝑙 𝐿𝑛  

𝛤𝑘𝑙𝛤𝑙𝑘

𝛤𝑘𝑘𝛤𝑙𝑙
)𝑛

𝑙=1
𝑙≠𝑖ˎ 𝑘

𝑛
𝑘=1
𝑘≠𝑖

 ]  

(A.3) 

where Z is the coordination number, xi denotes mole 

fraction of each component. The volume fraction (ϕi) 

and area fraction (θi) of each species are defined as 

following: 

𝜃𝑖  =  
𝑥𝑖𝑞𝑖

∑ 𝑥𝑗𝑞𝑗𝑗
  (A.4) 

Ф𝑖  =  
𝑥𝑖𝑟𝑖

∑ 𝑥𝑗𝑟𝑗𝑗
  (A.5) 

The nonrandom factor, Γij, is defined as following: 

𝛤𝑖𝑗  =  
𝜏𝑖𝑗

∑ 𝜃𝑘𝜏𝑘𝑗𝑘
  (A.6) 

where τij and τji are the interaction parameters of 

UNIQUAC-NRF model for i and j components that are 

related to the interaction energies (uij) as following: 

𝜏𝑖𝑗  = 𝑒𝑥𝑝 (− 
(𝑢𝑖𝑗 −𝑢𝑗𝑗)

𝑅𝑇
)  = 𝑒𝑥𝑝(− 𝛼𝑖𝑗)  (A.7) 

𝛼𝑖𝑗  =  (𝛼𝑖𝑗)
0

 +  (𝛼𝑖𝑗)
0

 (
1

𝑇
−

1

298.15
)  +

 (𝛼𝑖𝑗)
2

 (
298.15 −𝑇

𝑇
 + 𝐿𝑛 

𝑇

298.15
)    

(A.8) 

where xi is mole fraction, Z is coordination number, τij 

and τji are the interaction factors. 

 

6. 2. Electrolyte-UNIQUAC-NRF Model          The 

Electrolyte-UNIQUAC-NRF model is based on the 

local composition approach for the calculation of 

activity coefficients in electrolyte solutions. Here the 

main equations of the model were provided. This 

activity coefficient model consists of a long range 

interaction contribution represented by the Pitzer-

Debye-Hückel equation, and a short range interaction 

contribution which itself is stated as the sum of a 

combinatorial term and a residual term as following 

[62]: 

𝐿𝑛 𝛾𝑖 = (𝐿𝑛 𝛾𝑖
∗)𝑃𝐷𝐻 + (𝐿𝑛 𝛾𝑖

∗)𝑐 + (𝐿𝑛 𝛾𝑖
∗)𝑟  (A.9) 

where star superscript stands for unsymmetrical 

normalization. 

(𝐿𝑛 𝛾𝑖
∗)𝑃𝐷𝐻  =  −𝐴∅  (

1000

𝑀𝑆
)

0.5
 [(

2𝑧𝑒
2

𝜌
)  𝐿𝑛 (1 +

𝜌𝐼𝑥
0.5) + 

𝑧𝑒
2𝐼𝑥

0.5 −2𝐼𝑥
1.5

1+ 𝜌𝐼𝑥
0.5 ]  

(A.10) 

where MS is the molecular weight of solvent, z is the 

charge number of each ion, 𝜌 is closest approach 

parameter, Aϕ is the Debye-Hückel constant, and Ix 

stands for the ionic strength on a mole fraction basis. 

(𝐿𝑛 𝛾𝑖
∗)𝑐  =  (𝐿𝑛 𝛾𝑖)𝑐  −  (𝐿𝑛 𝛾𝑖

∞)𝑐  (A.11) 

(𝐿𝑛 𝛾𝑖)𝑐  = 𝐿𝑛 (
Ф𝑖

′

𝑋𝑖
) + 1 −  (

Ф𝑖
′

𝑋𝑖
)  −

 
𝑍

2
𝑞𝑖 [𝐿𝑛 (

Ф𝑖
′

𝜃𝑖
′ )  + 1 − (

Ф𝑖
′

𝜃𝑖
′)]  

(A.12) 

(𝐿𝑛 𝛾𝑖
∞)𝑐  =  𝐿𝑛 (

𝑟𝑖

𝑟𝑠
) −  

𝑍

2
𝑞𝑖  [𝐿𝑛 (

𝑟𝑖𝑞𝑠

𝑟𝑠𝑞𝑖
) − (

𝑟𝑖𝑞𝑠

𝑟𝑠𝑞𝑖
)  +

1] − (
𝑟𝑖

𝑟𝑠
)  + 1  

(A.13) 

where Z is coordination number, and ri and qi denote the 

volume and surface parameters of ion i or solvent 

molecules. The effective volume and area fractions of 

each species are expressed as following: 

Ф𝑖
′  =

𝑋𝑖𝑟𝑖

∑ 𝑋𝑗𝑟𝑗𝑗
  (A.14) 

𝜃𝑖
′  =  

𝑋𝑖𝑞𝑖

∑ 𝑋𝑗𝑞𝑗𝑗
  (A.15) 

where X stands for the effective mole fraction that is 

expressed by the bulk mole fraction as Xi = Cixi, in 

which Ci = zi for ions and Ci = 1 for solvent molecules. 

Finally, the residual term of activity coefficient as 

following: 

(𝐿𝑛 𝛾𝑖
∗)𝑟  =  (𝐿𝑛 𝛾𝑖)𝑟  −  (𝐿𝑛 𝛾𝑖

∞)𝑟  (A.16) 

1

𝑞𝑎𝑧𝑎
 (𝐿𝑛 𝛾𝑎)𝑟  =  ∑

𝜃′
𝑎′

𝑧𝑎′
𝑎′  (1 −

 ∑ 𝜃′
𝑐′𝑐′  𝐿𝑛 (𝜏𝑐′𝑎′))  +  ∑

𝜃′
𝑐′

𝑧𝑐′
𝑐′  (1 − 𝛤𝑎𝑐′  +

𝐿𝑛 (𝜏𝑎𝑐′)  −  ∑ 𝜃𝑎′
′

𝑎′  𝐿𝑛  (𝜏𝑐′𝑎′))  + 𝜃𝑚
′  (1 −

 𝛤𝑎𝑚  + 𝐿𝑛 (𝜏𝑎𝑚)  − ∑ 𝜃𝑖
′

𝑖  𝐿𝑛 (𝜏𝑖𝑚))  −

 
1

𝑧𝑎
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′
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′

𝑐′  𝐿𝑛 (𝜏𝑐′𝑎))  

(A.17) 

1
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𝜃′
𝑐′

𝑧𝑐′
𝑐′  (1 −
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′
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′

𝑖  𝐿𝑛 (𝜏𝑖𝑚))  −

 
1
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′
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(A.18) 
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(𝐿𝑛 𝛾𝑖
∞)𝑟  =  𝑞𝑖𝑧𝑖  (1 −  𝜏𝑖𝑚  + 𝐿𝑛 𝜏𝑖𝑚)  (A.19) 

where c, a, and m subscripts show the cations, anions, 

and solvent molecules, respectively. The ion-molecule 

and ion-ion interaction energy parameters are 

represented by τ. The interaction energy parameters of 

the model are written as following: 

𝜏𝑎𝑚  =  𝜏𝑎𝑚  = 𝑒𝑥𝑝(−𝜆𝑖𝑜𝑛ˎ𝑚)  (A.20) 

𝜏𝑎𝑐  =  𝜏𝑎𝑐  = 𝑒𝑥𝑝(−𝜆𝑐ˎ 𝑎)  (A.21) 

𝜆𝑖𝑗  =  (𝜆𝑖𝑗)
0

 +  (𝜆𝑖𝑗)
0

 (
1

𝑇
 =

1

298.15
)  +

 (𝜆𝑖𝑗)
2

 (
298.15−𝑇

𝑇
 + 𝐿𝑛 

𝑇

298.15
)    

(A.22) 

where λion,m and λc,a are the adjustable parameters of the 

model. 

 

6. 3. NRTL Model        The NRTL model is following 

[59]:  

𝑔𝑀

𝑅𝑇
=  ∑ 𝑥𝑖  𝐿𝑛(𝑥𝑖

𝑛
𝑖=1 ) + 

𝑔𝐸

𝑅𝑇
  (A.23) 

𝑔𝐸

𝑅𝑇
=  ∑ 𝑥𝑖  

∑ 𝜏𝑗𝑖 𝐺𝑗𝑖 𝑥𝑗
𝑛
𝑖=1

∑ 𝐺𝐾𝑖  𝑥𝑘
𝑛
𝑖=1

𝑛
𝑖=1   (A.24) 

𝐺𝑖𝑗 = exp (−𝛼𝑖𝑗 𝜏𝑖𝑗)  (A.25) 

𝜏𝑖𝑗 =  
𝑔𝑖𝑗−𝑔𝑗𝑗

𝑅𝑇
=  

∆𝑔𝑖𝑗

𝑅𝑇
  (A.26) 

Here, gij is an energy factor that illustrates the 

interaction of species i and j, and the factor Rij, Rji is 

correlated to the non-randomness in the mixture (Rij) 

corresponds to complete randomness, or an ideal 

solution. 

 

6. 4. New NRTL-based Local Composition Model 
The new NRTL model is given as following [61]: 

𝑔𝑐 = 𝑍𝑐(∑ 𝑋𝑎′𝑐𝑎′ 𝑔𝑎′𝑐  +  ∑ 𝑋𝑚′𝑐𝑚′ 𝑔𝑚′𝑐)  (A.27) 

𝑔𝑎 = 𝑍𝑎(∑ 𝑋𝑐′𝑎𝑐′ 𝑔𝑐′𝑎  +  ∑ 𝑋𝑚′𝑎𝑚′ 𝑔𝑚′𝑎)  (A.28) 

𝑔𝑚 = ∑ 𝑋𝑖𝑚𝑖 𝑔𝑖𝑚  (A.29) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

where the gc (cation Gibbs energy), ga (anion Gibbs 

energy) and gm (solvent Gibbs energy) are as following 

[59, 61]: 

𝑔𝑐
𝑟𝑒𝑓=     𝑍𝑐  (

∑ 𝑋𝑎′𝑎′ 𝑔𝑎′𝑐 + ∑ 𝑋𝑚′𝑚′ 𝑔𝑚′𝑐

∑ 𝑋𝑎′𝑎′ + ∑ 𝑋𝑚′𝑚′
)  (A.30) 

𝑔𝑎
𝑟𝑒𝑓= 𝑍𝑎  (

∑ 𝑋𝑐′𝑐′ 𝑔𝑐′𝑎+ ∑ 𝑋𝑚′𝑚′ 𝑔𝑚′𝑎

∑ 𝑋𝑐′𝑐′ + ∑ 𝑋𝑚′𝑚′
) (A.31) 

𝑔𝑚
𝑟𝑒𝑓

=
∑ 𝑋𝑖𝑚𝑖 𝑔𝑖𝑚

∑ 𝑋𝑖𝑖
   (A.32) 

The excess molar Gibbs energy function is obtained as 

following [61]: 

(𝑔𝐸)
𝑆𝑅

 

𝑅𝑇
=

 ∑ 𝑋𝑎,𝑎, [∑
𝑋𝑖

∑ 𝑋𝑗𝑗≠𝑎
 (

∑ 𝑋𝑘𝐺𝑘𝑎′,𝑖𝑎′𝜏𝑘𝑎′,𝑖𝑎′𝑘≠𝑎

∑ 𝑋𝑘𝐺𝑘𝑎′,𝑖𝑎′𝑘≠𝑎
)𝑗≠𝑎 ]  +

∑ 𝑋𝑐 ,𝑐 ,  [∑
𝑋𝑖

∑ 𝑋𝑗𝑖≠𝑐
 (

∑ 𝑋𝑘𝐺𝑘𝑐′,𝑖𝑐′𝜏𝑘𝑐′,𝑖𝑐′𝑖≠𝑐

∑ 𝑋𝑘𝐺𝑘𝑐′,𝑖𝑐′𝑘≠𝑐
)𝑖≠𝑐 ]  +

 ∑ 𝑋𝑚,𝑚,  [(
∑ 𝑋𝑘𝐺𝑘𝑚′,𝑚′𝑚′𝜏𝑘𝑚′,𝑚′𝑚′𝑘

∑ 𝑋𝑘𝐺𝑘𝑚′,𝑚′𝑚′𝑘
) −

(∑ 𝑋𝑘𝑘 𝜏𝑘𝑚′,𝑚′𝑚′)]    

(A.33) 

And activity coefficients are given as following [61]: 

𝐿𝑛𝛾𝑖 =  
𝜕(𝑛𝑡 

𝑔𝐸

𝑅𝑇
)

𝜕𝑛𝑖

  (A.34) 

 𝐿𝑛𝛾𝑖 =  (𝐿𝑛𝛾𝑖
∗)𝐿𝑅  + (𝐿𝑛𝛾𝑖

∗)𝑆𝑅  (A.35) 

(𝐿𝑛𝛾𝑖
∗)𝐿𝑅   =  −𝐴∅  (

1000

𝑀𝑆
)

0.5
 [(

2𝑧𝑒
2

𝜌
)  𝐿𝑛 (1 +

𝜌𝐼𝑥
0.5) + 

𝑧𝑒
2𝐼𝑥

0.5 −2𝐼𝑥
1.5

1+ 𝜌𝐼𝑥
0.5 ]  

(A.36) 

(𝐿𝑛𝛾𝑖
∗)𝐿𝑅   =  −𝐴∅  (

1000

𝑀𝑆
)

0.5
  

2𝐼𝑥
1.5

1+ 𝜌𝐼𝑥
0.5

  (A.37) 

(𝐿𝑛𝛾𝑖
∗)𝑆𝑅  =  (𝐿𝑛𝛾𝑖)𝑆𝑅  + (𝐿𝑛𝛾𝑖

∞)𝑆𝑅  (A.38) 

(𝐿𝑛𝛾𝑖
∞)𝑆𝑅 = 𝑍𝑖(𝐺𝑖𝑚,𝑚𝑚  − 1) 𝜏𝑖𝑚,𝑚𝑚  (A.39) 

𝜏𝑖𝑗,𝑘𝑗  =  (𝜆𝑖𝑗)
0

 +  (𝜆𝑖𝑗)
0

 (
1

𝑇
 =

1

298.15
)  +

 (𝜆𝑖𝑗)
2

 (
298.15−𝑇

𝑇
 + 𝐿𝑛 

𝑇

298.15
)  

(A.40) 
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Persian Abstract 

 چکیده 
دو    یمطالعه تجرب  کیمطالعه    نیفلزات استفاده مجدد کرد. ا  نیبه دست آوردن ا  یبرا  یتوان از آنها به عنوان منبع  یاست که م  یفلزات ارزشمند  یحاو  یرو  کیلترکیف  پسماند

 یاست. برا  نگ یچیاز محلول ل یو سپس استخراج فلزات به کمک فاز آل یرو کیلترکیف  نگ یچیکه شامل ل کندی م فیرا  توص یرو کی لترکیف از  کلیو ن یاستخراج رو ای مرحله

 یمختلف در حال یدر  دماها دیدر سطوح مختلف غلظت اس یشده به صورت تجرب مصرف  کیک لتریاز ف  ییایمیعناصر ش  یابیمطالعه جامع از باز کی نگ،یچیل نهیبه طی شرا نییتع 

نتا  یریگبا زمان اندازه   ییایمیکه غلظت عناصر ش دومولار   نهیبه  ط یدر شرا  درصد از سرب   ۸۹ازنیکل و روی و  درصد   ۹۹نشان داد که  یتجرب   جیشد، مورد مطالعه قرار گرفت. 

-2)-یدسپس استخراج نیکل،روی و سرب توسط استخراج کننده      ی هستند. ابیقابل دستS/L=1. / 10، نسبت فاز و T= 358.15 K،  دمای    t=1.5hنیتریک اسید، زمان   

. و غلظت استخراج کننده به عنوان متغیرهای موثر بر استخراج در نظر گرفته شدندpH( به همراه رقیق کننده  کروزن بررسی گردید.  D2EHPA)دیاس  ک ی( فسفرلی هگز  لیات

 = (O/A)و  pH = 5.5،(v/v%) D2EHPA  25و غلظت استخراج کننده تاثیر چشم گیری در استخراج نیکل و روی دارد و در شرایط بهینه  pHنتایج نشان داد افزایش  

بر    ی مبتن  یموضع   ب یترک  یهااز مدل   ت،یفعال  ب یو محاسبه ضرا  یو آب  یآل  ی تعادل در فازها  یهاغلظت   یسازمدل  ی برادرصد از روی و نیکل استخراج شدند.     ۹0و    1/1،۹5

Electrolyte-UNIQUAC-NRF  ،UNIQUAC-NRF  ،NRTL    وNRTL-based local composition models شده با   میتنظ  یاستفاده شد. پس از آن، پارامترها

 داشت. یمطابقت خوب یتجرب یهابا داده یکینامیترمود یسازآمده از مدلدستبه جی. نتااستفاده شد ستخراجمجهول و واکنش ا ی محاسبه ثابت تعادل پارامترها یبرا تیموفق
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A B S T R A C T  
 

 

Genomic data is used in various fields of medicine including diagnosis, prediction, and treatment of 

diseases. Stage detection of cancer progression is crucial for treating patients because the mortality rate 
of cancer is higher when it is diagnosed in the late stages. Furthermore, the type of treatment varies 

depending on the cancer stage. This paper presents a Multiple Kernel Learning based algorithm to predict 

the stage of cancer using genomic data. Because of the high dimension of genomic data, the curse of 
dimensionality may degrade the stage prediction. To reduce the dimension, features are clustered first in 

the proposed algorithm. Then, the original data samples are clustered into smaller subsets with reduced 

dimensions based on the computed feature clusters. Afterward, for each subset, a kernel matrix is 
calculated. The kernel matrices are weighted and then combined linearly. Finally, a cancer stage 

prediction model is trained using the combined kernel matrix and Support Vector Machine. The proposed 

algorithm is compared with the baseline methods. The classification accuracy of the proposed method 
outperforms the other methods in 13 cancer groups of 15  from the cancer genome atlas program (TCGA) 

dataset. 

doi: 10.5829/ije.2023.36.11b.08 
 

 
1. INTRODUCTION1 
 
The increasing generation of genomic data and the need 

to store, retrieve, and properly analyze them led to the 

emergence of bioinformatics. Bioinformatics deals with 

mathematical and computational aspects to understand 

and process biological data. In other words, the aim of 

bioinformatics is to increase understanding of biological 

processes through the use of computational techniques 

[1]. 

With the significant growth of biological data 

generation, they play important role in analyzing and 

resolving problems in medicine such as cancer diagnosis 

and treatment [2]. Before the advent of machine learning 

methods, bioinformatics algorithms were written 

manually, which made them difficult to be used in 

applications such as protein structure prediction [3]. 

Today, machine learning tools and methods are widely 

used in bioinformatics applications [4]. 

 

*Corresponding Author Institutional Email: zamani@nit.ac.ir 
  (F. Zamani) 

This paper proposes a machine learning based 

algorithm to predict the stage of cancer using genomic 

data. Diagnosing the stage of cancer progression is 

critical because the mortality rate of cancer is high in its 

late stages. Furthermore, the type of treatment is different 

at different stages.  

Different types of genomic data are available. The 

genomic data used in this paper is gene expression, which 

is commonly used in bioinformatics applications such as 

cancer diagnosis, treatment, survival, and stage detection. 

In this paper, the problem of detecting the stage of 

cancer progress is considered as a classification problem. 

The results of machine learning algorithms such as 

support vector machine, Random Forest, and Multiple 

Kernel Learning in genomic data classification problems 

are satisfying. In this paper, we proposed a Feature 

Clustering Multiple Kernel Learning (FCMKL) 

algorithm to detect the cancer stage of patients. 
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The dimension of gene expression data is very high, 

such that may influence the performance of classification 

algorithms due to the curse of dimensionality. Curse of 

dimensionality problem is addressed by dimension 

reduction. Principle Component Analysis is a widely 

used method to reduce the dimension of data. 

To reduce the gene expression dimension, a novel 

method is employed in this paper. To this end, the 

features are clustered first, then data is divided into 

groups such that in each group, data is represented by the 

corresponding feature cluster. It is worth noting that the 

number of clusters and the number of data groups is 

equal. Finally, in their new representation, data are 

combined with a Multiple Kernel Learning classifier in 

order to determine the stage of cancer progression. 

The key contributions of the proposed algorithm, 

Feature Clustering Multiple Kernel Learning (FCMKL), 

are as follows: 

• The genomic data using for cancer stage detection, 

which is the main focus of this paper, is gene 

expression. The dimension of gene expression data 

is high. To avoid the curse of the dimensionality 

problem, the features are clustered into smaller 

groups. By grouping features, the classifier does not 

suffer from the curse of the dimensionality problem 

because of the reduced dimension of data. Also, this 

method does not change or remove features. 

• For each data group, a kernel matrix is calculated. 

Then a weighted linear combination of kernel 

matrices is computed in a Multiple Kernel Learning 

framework which is used to detect the cancer stage 

of the patient. 

• This paper combines clustering and classification 

algorithms together to predict the cancer stage of 

patients. 

A block diagram of the proposed method is depicted 

in Figure 1. 

This paper is organized as follows. In the second 

section, related works are reviewed. The third section 

explains the proposed algorithm in detail. In section four, 

the experiment results of the proposed algorithm are 

demonstrated and discussed. The last section concludes 

the paper. 

 

 

2. RELATED WORKS 
 

This section reviews some works related to machine 

learning based cancer diagnosis and treatment including 

cancer stage detection. 

An integrated model based on logistic regression and 

support vector machine for the classification of 

Colorectal Cancer (CRC) into cancerous and normal 

samples was proposed by Zhao er al. [5]. 
The method proposed by Bhalla et al. [6]identifies 

genes to detect the progress of renal cell cancer. For this 

 
Figure 1. The block diagram of the proposed method 

 
 
purpose, gene expression data from the KIRC cancer 

group of TCGA dataset is used. This method is based on 

the fact that there are only a few genes that are important 

to determine the stage of cancer.  In this method, a 

threshold value is selected for each gene such that 

determines whether the desired sample is in an early stage 

or a late one according to the expression of that gene. 

Finally, the selected genes were fed to the support vector 

machine. 

Huo et al. [7] used the gene expression data for tumor 

classification based on the sparsity characteristics of 

genes. To this end, related genes are selected via the 

sparse group lasso method. Then, tumors are classified 

by a support vector machine. Ranjani Rani and 

Ramyachitra [8] proposed a similar framework for cancer 

classification. They employed the Spider Monkey 

Optimization algorithm to select related genes.  

After detecting differentially expressed genes, in the 

framework proposed by Xu etal. [9], a Protein Preotein 

Interaction (PPI) network based neighborhood scoring 

technique was used in combination with Support Vector 

Machine for colon cancer diagnosis and recurrence 

prediction.  

Medjahed et al. [10] employed Support Vector 

Machine in two phases to select the best gene set of DNA 

microarray for cancer diagnosis task. A two-stage feature 

selection method based on Multiple Kernel Learning 

method was  proposed by Du  et al. [11] to predict cancer. 

In the first step of the proposed method, relevant features 

are identified by Multiple Kernel Learning. In the second 

step, a subset of features from the set of candidate 

features obtained in the first step is specified. 

Feature clustering 

Split the original dataset into smaller subsets using 

feature clusters 

Construct a separate kernel matrix for each data subset 

Weighted linear combination of kernels 

Train the classifier using the combined kernel 

https://pubmed.ncbi.nlm.nih.gov/?term=Xu+G&cauthor_id=27998790
https://scholar.google.com/citations?user=CVXGm6EAAAAJ&hl=en&oi=sra
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Data fusion based on Multiple Kernel Learning is 

proposed by Speicher and Pfeifer [12] to identify cancer 

subtypes. In order to reduce the dimension of gene data, 

the proposed method was combined with a graph 

embedding framework . 

A model based on the combination of clustering and 

Multiple Kernel Learning framework was proposed by 

Speicher and Pfeifer [13] to identify cancer subtypes. In 

the proposed model, the features are clustered based on 

the combination of several kernels, then the effect of each 

feature cluster on a patient cluster is measured. 

The proposed method by Tao et al. [14] deals with the 

classification of five subtypes of breast cancer based on 

Multiple Kernel Learning. The data used in this research 

are gene expression, DNA methylation, and copy number 

variation from the TCGA dataset. Some genes may have 

little or no effect on the classification of breast cancer 

subtypes, which should be identified. For this purpose, 

the p-values of genes were calculated using the Wilcoxon 

rank sum. The Benjamini-Hochberg false discovery rate 

is then determined to adjust the computed p-values. 

Genes with p-value less than 0.05 are selected as 

significant genes.  

Four types of genomic data in addition to pathological 

images were used by Sun et al. [15] to predict the survival 

of breast cancer patients. In the proposed method, 

Multiple Kernel Learning is employed to integrate 

different data types . 

To predict the survival of patients with squamous cell 

lung cancer who underwent surgery, a new method based 

on Multiple Kernel Learning is proposed by Zhang et al. 

[16]. Due to the small number of samples, to deal with 

the problem of the curse of dimensionality, a linear 

correlation algorithm is employed to select the optimal 

features. 

Multiple Kernel Learning was used by Wilson et al. 

[17] to determine the best kernels calculated from two 

types of data, including clinical data and microRNA from 

the TCGA dataset. The goal is to predict whether a 

patient with ovarian cancer would live more than three 

years after diagnosis or not.  

A method to determine the cancer stage using 

Multiple Kernel Learning was proposed by Rahimi and 

Gönen [18]. In this paper, instead of identifying clusters 

of gene expression features and computing kernel 

matrices, it was proposed to combine these two steps into 

a single model using prior knowledge about pathways 

and sets of genes. For this purpose, they create a separate 

kernel matrix for each gene set, then combine them using 

a Multiple Kernel Learning algorithm. 

A set of pathways/genes along with gene data were 

used by Rahimi and Gönen [19] to detect the cancer 

stage. Different types of cancers with distinct biological 

mechanisms, have similarities. In this paper, each cancer 

group is considered as a specific task. A multi-task 

learning formula is used in which different tasks are 

being trained simultaneously. In fact, the goal is to 

identify similarities between cancer groups (i.e., tasks) in 

terms of their basic mechanisms. Joint clustering is used 

for this purpose . 

Deep learning based methods generally have very 

high accuracy in data classification. Zohrevand et al. [20] 

introduced Convolutional Neural Network, which is a 

powerful deep learning approach, that was employed to 

Finger-Knuckle-Print recognition. A Fully 

Convolutional Network in combination with the graph’s 

shortest layer path has been used for fluid segmentation 

in retina images [21]. Also, a fully automated model was 

trained by Azimi et al. [22] for fluid segmentation. In this 

two-path method, the first and last layers of the retina are 

segmented in the Neutrosophic domain. Then, a Fully 

Convolutional Network is used for fluid segmentation. 

Assigning appropriate values for parameters is very 

important in machine learning based methods. Chegeni 

et al. [23] proposed a mathematical model to compute the 

Convolutional Neural Network model parameters 

automatically. Deep learning based methods suffer from 

high computational complexity in the training phase and 

a large number of parameters including weights. To 

address the mentioned problems a compact version of the 

Convolutional Neural Network which is called 

SqueezeNet is employed for document classification 

while its classification results were comparable to 

Convolutional Neural Network [24]. 

Salimy et al. [25] proposed a deep learning 

framework to predict the survival of colon cancer 

patients. This method integrates three types of genomic 

data including gene expression, DNA methylation, and 

clinical data by autoencoder. Slimene et al. [26] used 

microRNA for cancer classification. After converting the 

microRNA data into images, ResNet, which is a 

pretrained Deep Neural Network is employed to classify 

data.  

 

 

3. PROPOSED FCMKL 
 
This paper focuses on diagnosing the early and late 

cancer stages by using a gene expression data set. Cancer 

stage detection is considered as a binary classification 

problem. In the problems like cancer stage detection in 

which data samples are usually not separable, the use of 

the kernel function, which implicitly maps data to a high 

dimension space, improves the classification accuracy 

(Figure 2a) . 

The dimension of data samples in the gene expression 

dataset is very high, which degrades the performance of 

cancer stage classification due to the curse of 

dimensionality. To address this problem, it is necessary 

to reduce the data dimension (Figure 2b) . 

In order to reduce the data dimension, features are 

clustered in the first step of the proposed method. The 

https://scholar.google.com/citations?user=gO2Nl68AAAAJ&hl=en&oi=sra
https://ieeexplore.ieee.org/author/37088869638
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idea is to compute a separate kernel for each cluster of 

features. After reducing the feature dimension, a Multiple 

Kernel Learning classifier is trained to classify cancer 

stages by using the computed kernels (Figure 2c). 

Figure 2 illustrates three different ways to compute 

kernel matrix for high dimension Gene Expression data. 

(a) In this case, a kernel function is used to compute 

kernel matrix simply. Since the dimension of Gene 

Expression Data is high, cure of dimensionality problem 

will reduce classification accuracy in this method. (b) To 

address the curse of dimensionality problem, it is 

recommanded to reduce the dimension of data by 

employing dimension reduction algorithms like PCA 

before computing kernel. (c) Another approch to reduce 

the dimension of Gene Expression Data, is to cluster 

features. This method, which is used in this paper, does 

not change or remove features. 

Suppose the dataset contains 𝑁 data samples and the 

feature dimension of each data sample is d.  The features 

are clustered into c clusters. Therefore, each cluster 

contains 𝑁 data samples which are d/c dimensional. For 

each d/c-dimensional cluster, a separate 𝑁 × 𝑁 kernel is 

computed.  

The ratio of the number of features to the number of 

samples is determinanat in the classification 

performance. It should be noted that for a fixed sample 

size, if the number of features grows, the classification 

error will decrease first and then will increase [27]. In the 

case that the features are independent, its enough that the 

number of features does not exceed N-1. As the feature 

correlation increases, this number decreases such that if 

the correlation is very high, this number decreases to √𝑁 

which is used as the number of clusters in the proposed 

method [27]. 

 

 

 
Figure 2. Kernel matrix for high dimension Gene Expression 

data  

The architecture of FCMKL is illustrated in Figure 3. 

In the following sections, the training and testing phases 

are explained in detail. 

Figure 3 illustrates the architecture of  FCMKL. First, 

the dataset is divided into training and testing sets. In the 

training phase, the features of the training data are 

clustered. Then, a kernel matrix is computed for each 

feature cluster. A single kernel is obtained by weighted 

linear combination of computed  kernels. Then, the 

kernel based Support Vector Machine is trained. In the 

testing phase, after calculating the kernel corresponding 

to the testing data based on the feature clusters detected 

in the training phase, the testing data are classified by the 

trained support vector machine. 

 

3. 1. Training Phase           Following are the main steps 

of the FCMKL algorithm. 
Step 1: Feature clustering 

As described before, to address the curse of 

dimensionality problem in the proposed algorithm, the 

original data set is divided into smaller ones. To this end, 

the features are clustered by the k-means clustering 

algorithm. More precisely, the rows (samples) and 

columns (features) of the data set are interchanged and 

given as input to the kmeans algorithm. Kmeans 

algorithm clusters features based on samples, the output 

of which is feature clusters. 

Step 2: Split the dataset into smaller datasets based on 

feature clusters 

 

 

 
Figure 3. FCMKL architecture 
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By using the feature clusters obtained in the previous 

step, the dataset is divided into smaller subsets such that 

each subset uses one feature cluster. In each small subset, 

the rows are samples of the original dataset and the 

columns are the features in the corresponding cluster. In 

this way,  there will be data subsets that have N samples 

wit different features. 
Step 3: Computing the kernel matrix for each data subset 

Each data subset is implicitly mapped to a high-

dimensional feature space by using a separate kernel 

function. Eventually, for each data subset, an N×N kernel 

matrix is computed based on the corresponding kernel 

function. 

Step 4: Kernel weighting 

Before combining kernels calculated in the previous step, 

we should weight them. To this end, the AUC  

classification accuracy of each kernel based on Support 

Vector Machine is computed. Then, weights are assigned 

to the each kernel by using Equation (1). 

𝜂𝑖 =
(𝐴𝑈𝐶𝑖)2

∑ (𝐴𝑈𝐶𝑗)
2𝑃

𝑗=1

          (1) 

where 𝜂𝑖  is the weight of the ith kernel, P is the number 

of kernels and 𝐴𝑈𝐶𝑖 is the result of predicting the cancer 

stage by using ith kernel. 

Step 5: Weighted linear combination of kernel matrices  

In this step, the kernels are linearly combined based on 

the weights calculated in the previous step. Then the 

kernel matrices are combined according to Equation (2) 

and a single kernel matrix is created . 

(2) 𝑘𝑠(𝑥𝑖 , 𝑥𝑗) = ∑ 𝜂𝑙𝑘𝑙(𝑥𝑖 , 𝑥𝑗)
𝑝
𝑙=1   

where 𝑘𝑙(𝑥𝑖 , 𝑥𝑗) is the lth kernel matrix and 𝑘𝑠(𝑥𝑖 , 𝑥𝑗) is 

the combined kernel matrix. 

Step 6: Training kernel-based support vector machine 

Finally, by using the combined kernel matrix, a kernel 

based Support Vector Machine is trained. 

 

3. 2. Testing Phase         The proposed method is 

evaluated by measuring the testing data classification 

accuracy. The main steps of the testing phase are as 

follows: 

Step 1: Split the testing dataset into smaller datasets 

based on feature clusters 

In first step, using the feature clusters obtained in the 

training phase, the testing set is divided into smaller 

subsets . 
Step 2: Constructing training-testing kernel matrices 

The kernel matrices of training-testing data are calculated 

in this step using training and testing subsets. 
Step 3: Weighted linear combination of training-testing 

kernel matrices  

The training-testing kernels computed in the previous 

step are combined using the weights calculated in the 

training phase by Equation (2). 

Step 4: Classification of testing data using kernel-based 

Support Vector Machine  

Finally, by using the combined training-testing kernel 

matrix, testing data are classified by trained Support 

Vector Machine. 

 

 

4. EXPERIMENTAL RESULTS 
 
In this section, some experiments have been conducted to 

evaluate the performance of the proposed algorithm 

using the TCGA dataset. Then, the proposed method is 

compared with some baseline methods. 
 

4. 1. TCGA Dataset            In the experiments, several 

groups of cancers available in the TCGA dataset were 

used to detect the cancer stage. In this dataset, gene 

expression values of cancer patients, which includes 

more than 10,000 tumors, are available. In the 

experiments, HTSeq-FPKM records including primary 

tumors have been downloaded and used for each disease 

group. 
The TCGA database includes clinical annotations 

for cancer patients. One of the annotated items, is the 

degree of cancer progression, which is a number between 

1 and 4 for each patient. 
Due to the fact that it is clinically significant to 

distinguish between early and late stages of cancer, in this 

paper, primary tumors annotated with stage 1 are 

considered as early stage and the remaining tumors 

annotated with stages 2, 3, and 4 are considered as late. 

Disease group information used in this paper is 

summarized in Table 1. 

 
4. 2. Experiment Settings              For each cancer group, 

80% of tumors were selected as training data and the 

remaining 20% as testing data. The data was divided in 

such a way that the proportion of positive and negative 

classes in the training and testing sets is almost equal.  

The rane of gene expression value is large. After 

adding a fixed value, the gene expression values have 

been converted to a  more limited range using log 2. The 

training set was normalized to have zero mean and 

standard deviation of one, and then the testing set was as 

well. 

The effiiency of the proposed algorithm is compared 

with upport Vector Machine, Random Forest, 

combination of PCA and Support Vector Machine, Deep 

Neural Network and also Multiple Kernel Learning using 

Halmark gene dataset which includes 50 gene sets [18]. 

It was extracted from some molecular databases. Each 

gene set contains information about a specific biological 

state or a biological process. Rahimi and Gönen [19] 

divided the gene expression dataset into 50 smaller ones 

based on the features available in the Hallmark gene set . 
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TABLE 1. Summary of 15 cancer groups in the TCGA dataset 

Cancer Group RF SVM PCA+SVM DNN MKL[H] FCMKL 

BRCA 0.55 0.62 0.64 0.64 0.63 0.65 

COAD 0.58 0.65 0.66 0.67 0.68 0.71 

ESCA 0.74 0.67 0.69 0.67 0.71 0.81 

HNSC 0.53 0.67 0.67 0.67 0.69 0.79 

KICH 0.69 0.66 0.69 0.69 0.65 0.86 

KIRC 0.76 0.75 0.75 0.78 0.75 0.77 

KIRP 0.79 0.78 0.79 0.77 0.80 0.81 

LIHC 0.67 0.65 0.65 0.65 0.65 0.68 

LUAD 0.63 0.62 0.62 0.58 0.62 0.64 

LUSC 0.63 0.62 0.62 0.64 0.62 0.65 

PAAD 0.67 0.69 0.71 0.68 0.74 0.80 

READ 0.64 0.55 0.61 0.53 0.63 0.72 

STAD 0.71 0.72 0.70 0.67 0.69 0.76 

TGCT 0.73 0.76 0.75 0.68 0.72 0.82 

THCA 0.68 0.67 0.68 0.72 0.68 0.70 

MEAN 0.67 0.67 0.68 0.67 0.68 0.74 

 

 

To implement random forest, the randomForestSRC 

package was used [28]. The number of trees for this 

algorithm was selected from the set {500, 1000, 1500, 

2000, 2500} using 4-fold cross validation.  

The code shared by Ma et al. [29] was also used to 

implement the deep neural network . 

To implement Support Vector Machine and Multiple 

Kernel Learning using Hallmark gene set, code shared by 

Rahimi and Gönen [18] was used and the MOSEK 

package is used to solve the quadratic optimization 

problems1.  

To compute kernel matrices, Gaussian kernel 

function was used: 

(3) 𝑘(𝑥𝑖 , 𝑥𝑗) = exp (−
(𝑥𝑖−𝑥𝑗)

𝑇
(𝑥𝑖−𝑥𝑗)

2𝜎2 )   

such that 𝜎, the kernel width parameter, was set to the 

average euclidean distance between all pairs of training 

data.  

In the proposed algorithm, the regularization 

parameter C was set to 1. Moreover, as discussed in 

section 3, since genomic data have a very high correlation 

[18, 19], the number of clusters should be equal to the 

ratio of the number of features in the dataset to the square 

root of the number of training data samples [27]. In this 

way, the features are clustered in such a way that the 

average number of  features in each feature cluster is 

equal to the square root of the number of training data 

samples as proposed by Zhang et al. [16]. 

 
1 https://www.mosek.com/ 

To compare classification performance of the 

mentioned algorithms, the evaluation measurement AUC 

(area under the ROC curve) has been calculated.   

To achieve more reliable results, all the experiments 

were repeated 100 times, and the average of the AUC 

values were reported (Table 2).  

Also, the results of the experiments are illustrated and 

compared in Figure 4. As Figure 4 shows, the average 

performance of the algorithms in all datasets is better than 

random case (in which AUC equal to 0.5). Therefore, the 

gene expression dataset has significant information about 

the stages of cancers. 

By comparing the classification accuracy of 

PCA+SVM algorithm with SVM, it is observed that 

PCA+SVM achieved better results in 8 of 15 cancer 

groups, while SVM was better in only two groups. The 

greatest performance improvement of PCA+SVM was in 

READ cancer group (6%), and the greatest performance 

reduction was in STAD cancer group (2%). 
By comparing the classification accuracy of 

FCMKL algorithm with RF, it is observed that FCMKL 

achieved better results in all 15 cancer groups. 

Performance improvement was significantly better in all 

groups. For example, compared to RF, FCMKL has 

improved the classification performance of BRCA by 

10%, HNSC by 26%, KICH by 17%, PAAD and COAD 

by 13%, READ by 8%, STAD by 5%, and TGCT by 9%. 
By comparing the classification accuracy of FCMKL 

algorithm with SVM, it is observed that FCMKL has  
 

https://www.mosek.com/
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TABLE 2. Average of AUC values of Random Forest (RF), 

Support Vector Machine (SVM), Multiple Kernel Learning 

using Hallmark dataset (MKL[H]), combination of PCA and 

SVM (PCA+SVM), Deep Neural Network (DNN) and 

proposed algorithm (FCMKL) on 15 cancer groups from the 

TCGA dataset 

Total 
Late 

Stage 

Early 

Stage 
Cancer Name 

Cancer 

Group 

1197 995 202 Adrenocortical carcinoma BRCA 

507 422 85 Colon adenocarcinoma COAD 

151 130 21 Esophageal carcinoma ESCA 

477 450 27 
Head and neck squamous 

carcinoma 
HNSC 

89 60 29 Kidney chromophobe KICH 

608 311 297 
Kidney renal clear cell 

carcinoma 
KIRC 

292 105 187 
Kidney renal papillary cell 

carcinoma 
KIRP 

392 201 191 Liver hepatocellular carcinoma LIHC 

585 261 324 Lung adenocarcinoma LUAD 

547 276 271 Lung squamous cell carcinoma LUSC 

179 158 21 Pancreatic adenocarcinoma PAAD 

166 132 34 Rectum adenocarcinoma READ 

383 324 59 Stomach adenocarcinoma STAD 

82 26 56 Testicular germ cell tumors TGCT 

566 245 321 Thyroid carcinoma THCA 

 

 

obtained better results in all 15 cancer groups. 

Performance improvements in some groups have been 

remarkable. Compared to SVM, FCMKL has improved 

the classification performance of ESCA by 14%, HNSC 

by 12%, KICH by 20%, PAAD by 11%, READ by 17%, 

COAD and TGCT by 6%. 

By comparing the classification accuracy of FCMKL 

algorithm with PCA+SVM, it is observed that FCMKL 

has obtained better results in all 15 groups. Compared to 

PCA+SVM, FCMKL has improved the classification 

performance of ESCA and HNSC by 12%, KICH by 

17%, PAAD by 9%, READ by 11%, TGCT by 7%, and 

STAD by 6%. 

By comparing the classification accuracy of FCMKL 

algorithm with DNN, it is observed that FCMKL has 

obtained better results in 13 of 15 data sets, while DNN 

was better in only two data sets. The greatest 

performance improvement of FCMKL was 19%, in 

READ cancer group and the greatest performance 

reduction was 2% in THCA cancer group. 

By comparing the classification performance of 

FCMKL algorithm with Multiple Kernel Learning using 

Hallmark dataset [18], it is observed that FCMKL has 

obtained better results in all 15 groups. The performance  

 
Figure 4. Performance comparison of Random Forest (RF), 

Support Vector Machine (SVM), Multiple Kernel Learning 

using Hallmark dataset (MKL[H]), combination of PCA and 

SVM (PCA+SVM), Deep Neural Network (DNN) and 

proposed algorithm (FCMKL) on 15 cancer groups from 

TCGA dataset. The box and dot plots compare the averages 

AUC values. Orange dashed lines indicate baseline 

performance level (AUC = 0.5) 
 

 

improvement on some datasets has been significantly 

better. Compared to Rahimi and Gönen’s work [18], 

FCMKL improved the classification performance of 

HNSC and ESCA by 10%, KICH by 21%, READ by 9% 

and STAD by 7%, TGCT by 10% and PAAD by 6%. 

Table 3 shows the number of clusters computed in the 

FCMKL algorithm for each cancer group . 

Figure 5 shows the number of cluster members in the 

proposed algorithm for 15 cancer groups. The dot chart 

and the violin chart display the range, mean and 

distribution of the number of cluster members. Each 

black dot represents a cluster. The red dot indicates the 

average number of cluster members for each cancer 

group. The largest cluster has 234 members and the 

smallest one has one member. Considering that the total 

number of features is more than 19,000, the distribution 

of features in the clusters seems to be appropriate. 

The computed weights for each kernel in the FCMKL 

algorithm for 15 cancer groups are shown in Figure 6. 

Violin and box plots represent the range, mean, and 

weight distribution of kernels. Since the maximum 

weight assigned to the kernels is equal to 0.0026, we can  
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TABLE 3. The number of clusters computed in the FCMKL 

algorit0hm for each cancer group 

Cancer Group Cluster Number 

THCA 921 

TGCT 2393 

STAD 1120 

READ 1680 

PAAD 1624 

LUSC 937 

LUAD 906 

LIHC 1104 

KIRP 1281 

KIRC 890 

KICH 2286 

HNSC 1004 

ESCA 1785 

COAD 973 

BRCA 635 

 

 

 
Figure 5. The number of cluster members in the FCMKL 

algorithm for each cancer group is shown in this figure. The 

black dots represent the clusters and the red  dots represent 

the average number of cluster members in each group. The 

violin diagram shows the range and distribution of the 

clusters in terms of the number of their members 

 

 

 
Figure 6. Computed weights for each kernel in the FCMKL 

algorithm for each cancer group are shown in this figure. 

Violin diagram and box diagram show the range, mean and 

weight distribution of kernels 

conclude the majority of kernels are effective in 

classification. The maximum number of zero kernel 

weights in a cancer group is 20. 

The proposed algorithm is implemented by R 

language. The experiments are conducted on a Windows 

10 system, which contains a core i7 CPU with 8 cores and 

16GB RAM. The training time of the proposed algorithm 

varies between 15 minutes to one hour and 10 minutes 

for different cancer groups. 

 

 

5. CONCLUSION 
 

Genomic data are useful in many medical applications 

including disease diagnosis, prevention and treatment. 

Cancer is one of the most dangerous and life-threatening 

diseases in the world and is considered as one of the most 

important causes of death. It is  vital to detect the stage 

of cancer in a patient because if the disease is detected at 

an early stage, it will be curable. Also, the type of 

treatment is different in different stages of the disease. 

In this paper, an algorithm, FCMKL, is proposed to 

improve cancer stage detection using feature clustering 

based Multiple Kernel Learning. Due to the fact that 

genomic data have a very high dimension, we are facing 

the problem of the curse of dimensionality. To address 

this problem, the features of the original dataset are first 

clustered based on samples. Then, using feature clusters, 

the original dataset which has a high dimension is divided 

into smaller datasets in terms of the number of features. 

For each of these smaller data sets, a kernel matrix is 

computed. The kernel matrices are weighted and linearly 

combined. Finally, using the resulting kernel matrix, the 

Support Vector Machine is trained to determine the 

cancer stage. The experiments indicate promising 

performance of the proposed algorithm . 

Employing another clustering algorithms may result 

in reducing the number of clusters. By reducing the 

number of clusters, the computation time will decrease. 

Also, there are another genomic data type like microRNA 

and DNA methylation which we did not used in our 

proposed method. By using multimodal data, the 

classification accuracy will increase. 

 

 
6. REFERENCES 

 

1. Chicco, D., "Ten quick tips for machine learning in computational 

biology", BioData Mining,  Vol. 10, No. 1, (2017), 35. doi: 

10.1186/s13040-017-0155-3.  

2. Yang, Y., Gao, J., Wang, J., Heffernan, R., Hanson, J., Paliwal, 

K. and Zhou, Y., "Sixty-five years of the long march in protein 

secondary structure prediction: The final stretch?", Briefings in 

Bioinformatics,  Vol. 19, No. 3, (2018), 482-494. doi: 

10.1093/bib/bbw129.  

3. Larranaga, P., Calvo, B., Santana, R., Bielza, C., Galdiano, J., 
Inza, I., Lozano, J.A., Armananzas, R., Santafé, G. and Pérez, A., 



2036                 A. Mohammadjani and F. Zamani / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   2028-2037 

 

"Machine learning in bioinformatics", Briefings in 

Bioinformatics,  Vol. 7, No. 1, (2006), 86-112. doi: 

10.1093/bib/bbk007.  

4. Wang, J.T., Zaki, M.J., Toivonen, H.T. and Shasha, D., 
Introduction to data mining in bioinformatics, in Data mining in 

bioinformatics. 2005, Springer.3-8. 

5. Zhao, D., Liu, H., Zheng, Y., He, Y., Lu, D. and Lyu, C., "A 
reliable method for colorectal cancer prediction based on feature 

selection and support vector machine", Medical & Biological 

Engineering & Computing,  Vol. 57, (2019), 901-912. doi: 

10.1007/s11517-018-1930-0.  

6. Bhalla, S., Chaudhary, K., Kumar, R., Sehgal, M., Kaur, H., 
Sharma, S. and Raghava, G.P., "Gene expression-based 

biomarkers for discriminating early and late stage of clear cell 

renal cancer", Scientific Reports,  Vol. 7, No. 1, (2017), 44997. 

doi: 10.1038/srep44997.  

7. Huo, Y., Xin, L., Kang, C., Wang, M., Ma, Q. and Yu, B., "Sgl-

svm: A novel method for tumor classification via support vector 
machine with sparse group lasso", Journal of Theoretical 

Biology,  Vol. 486, (2020), 110098. doi: j.jtbi.2019.110098.  

8. Rani, R.R. and Ramyachitra, D., "Microarray cancer gene feature 
selection using spider monkey optimization algorithm and cancer 

classification using svm", Procedia Computer Science,  Vol. 143, 

(2018), 108-116. doi: 10.1016/j.procs.2018.10.358.  

9. Xu, G., Zhang, M., Zhu, H. and Xu, J., "A 15-gene signature for 

prediction of colon cancer recurrence and prognosis based on 

svm", Gene,  Vol. 604, (2017), 33-40. doi: 

10.1016/j.gene.2016.12.016.  

10. Medjahed, S.A., Saadi, T.A., Benyettou, A. and Ouali, M., 

"Kernel-based learning and feature selection analysis for cancer 
diagnosis", Applied Soft Computing,  Vol. 51, (2017), 39-48. doi: 

10.1016/j.asoc.2016.12.010.  

11. Du, W., Cao, Z., Song, T., Li, Y. and Liang, Y., "A feature 
selection method based on multiple kernel learning with 

expression profiles of different types", BioData mining,  Vol. 10, 

No. 1, (2017), 1-16. doi: 10.1186/s13040-017-0124-x.  

12. Speicher, N.K. and Pfeifer, N., "Integrating different data types 

by regularized unsupervised multiple kernel learning with 

application to cancer subtype discovery", Bioinformatics,  Vol. 
31, No. 12, (2015), i268-i275. doi: 

10.1093/bioinformatics/btv244.  

13. Speicher, N.K. and Pfeifer, N., "An interpretable multiple kernel 
learning approach for the discovery of integrative cancer 

subtypes", arXiv preprint arXiv:1811.08102,  (2018). doi: 

10.48550/arXiv.1811.08102.  

14. Tao, M., Song, T., Du, W., Han, S., Zuo, C., Li, Y., Wang, Y. and 

Yang, Z., "Classifying breast cancer subtypes using multiple 

kernel learning based on omics data", Genes,  Vol. 10, No. 3, 

(2019), 200. doi: 10.3390/genes10030200.  

15. Sun, D., Li, A., Tang, B. and Wang, M., "Integrating genomic 

data and pathological images to effectively predict breast cancer 
clinical outcome", Computer Methods and Programs in 

Biomedicine,  Vol. 161, (2018), 45-53. doi: 

10.1016/j.cmpb.2018.04.008.  

16. Zhang, A., Li, A., He, J. and Wang, M., "Lscdfs-mkl: A multiple 

kernel based method for lung squamous cell carcinomas disease-

free survival prediction with pathological and genomic data", 
Journal of Biomedical Informatics,  Vol. 94, (2019), 103194. 

doi: 10.1016/j.jbi.2019.1031.  

 

 

 

 

17. Wilson, C.M., Li, K., Yu, X., Kuan, P.-F. and Wang, X., 
"Multiple-kernel learning for genomic data mining and 

prediction", BMC bioinformatics,  Vol. 20, (2019), 1-7. doi: 

10.1186/s12859-019-2992-1.  

18. Rahimi, A. and Gönen, M., "Discriminating early-and late-stage 

cancers using multiple kernel learning on gene sets", 

Bioinformatics,  Vol. 34, No. 13, (2018), i412-i421. doi: 

10.1093/bioinformatics/bty239.  

19. Rahimi, A. and Gönen, M., "A multitask multiple kernel learning 

formulation for discriminating early-and late-stage cancers", 
Bioinformatics,  Vol. 36, No. 12, (2020), 3766-3772. doi: 

10.1093/bioinformatics/btaa168.  

20. Zohrevand, A., Imani, Z. and Ezoji, M., "Deep convolutional 

neural network for finger-knuckle-print recognition", 

International Journal of Engineering, Transactions A:Bascs,  
Vol. 34, No. 7, (2021), 1684-1693. doi: 

10.5829/ije.2021.34.07a.12.  

21. Azimi, B., Rashno, A. and Fadaei, S., "Fully convolutional 
networks for fluid segmentation in retina images", in 2020 

International Conference on Machine Vision and Image 

Processing (MVIP), IEEE. (2020), 1-7. 

22. Azimi, B., Rashno, A. and Fadaei, S., "Two-path neutrosophic 

fully convolutional networks for fluid segmentation in retina 

images", AUT Journal of Modeling and Simulation,  Vol. 54, 

No. 1, (2022), 85-104. doi: 10.22060/miscj.2022.21258.5277.  

23. Chegeni, M.K., Rashno, A. and Fadaei, S., "Convolution-layer 

parameters optimization in convolutional neural networks", 
Knowledge-Based Systems,  Vol. 261, (2023), 110210. doi: 

10.1016/j.knosys.2022.110210.  

24. Hassanpour, M. and Malek, H., "Learning document image 
features with squeezenet convolutional neural network", 

International Journal of Engineering, Transactions A:Bascs,  

Vol. 33, No. 7, (2020), 1201-1207. doi: 

10.5829/ije.2020.33.07a.05.  

25. Salimy, S., Lanjanian, H., Abbasi, K., Salimi, M., Najafi, A., 

Tapak, L. and Masoudi-Nejad, A., "A deep learning-based 
framework for predicting survival-associated groups in colon 

cancer by integrating multi-omics and clinical data", Heliyon,  

Vol. 9, No. 7, (2023). doi: 10.1016/j.heliyon.2023.e17653.  

26. Slimene, I., Messaoudi, I., Oueslati, A.E. and Lachiri, Z., "Deep 

learning-based cancer disease classification through microrna 

expression", in 2022 IEEE Information Technologies & Smart 

Industrial Systems (ITSIS), IEEE. (2022), 1-6. 

27. Hua, J., Xiong, Z., Lowey, J., Suh, E. and Dougherty, E.R., 

"Optimal number of features as a function of sample size for 
various classification rules", Bioinformatics,  Vol. 21, No. 8, 

(2005), 1509-1515. doi: 10.1093/bioinformatics/bti171.  

28. Ishwaran, H. and Kogalur, U.B., "Fast unified random forests for 
survival, regression, and classification (rf-src)", R Package 

Version,  Vol. 2, No. 1, (2019).  

29. Ma, B., Meng, F., Yan, G., Yan, H., Chai, B. and Song, F., 
"Diagnostic classification of cancers using extreme gradient 

boosting algorithm and multi-omics data", Computers in Biology 

and Medicine,  Vol. 121, (2020), 103761. doi: 

10.1016/j.compbiomed.2020.103761.  

 

 

 

 

 

 

 

 



A. Mohammadjani and F. Zamani / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   2028-2037                   2037 

 

  

 

COPYRIGHTS 

©2023  The author(s). This is an open access article distributed under the terms of the Creative Commons 

Attribution (CC BY 4.0), which permits unrestricted use, distribution, and reproduction in any medium, as 

long as the original authors and source are cited. No permission is required from the authors or the publishers . 

 

 

 

 

Persian Abstract 

 چکیده 
مهم    اریبس  مارانیدرمان ب  یسرطان برا  شرفتیپ   زانیم   صیشود. تشخ  یها استفاده م  یماریو درمان ب  ین یب  شیپ  ص،یاز جمله تشخ  یمختلف پزشک   یها  نهی در زم  یژنوم  یداده ها

متفاوت است.    ی ماریب  ن یا  شرفتیپ   زانیبا توجه به م   درمان نوع    ن، یاست. علاوه بر ا  شتریشود، ب  ی داده م  صیتشخ  ی انیکه در مراحل پا  ی سرطان زمان  ری مرگ و م  زان یم  را یاست ز

 ،یژنوم  ی داده ها  یابعاد بالا  لی. به دلکندیم  شنهادیپ  یژنوم  یهاسرطان با استفاده از داده  شرفتیپ  زانیم  ینیبشیپ  یبرا  یاچند هسته  یریادگیبر   یمبتن  تمیالگور  کیمقاله    نیا

داده   یها. سپس، نمونهشوندیم  یبندابتدا خوشه  های ژگ یو  یشنهادیپ  تمیکاهش ابعاد، در الگور  یسرطان را کاهش دهد. برا  شرفتیپ  ینیب   شیابعاد ممکن است دقت پ  ن ینفر

س هسته یماتر  کیمجموعه،    ریهر ز  ی. پس از آن، برا شوندیم  یبندشده خوشهمحاسبه  یژگیو  یهابر اساس خوشه  افتهیتر با ابعاد کاهشکوچک  یهامجموعه  ریبه ز  یاصل

سرطان با استفاده از   شرفت یپ زان یم ینیبشی مدل پ ک ی ت،یشوند. در نها ی م بیترک  یدار به صورت خط وزن یهاس ی. سپس ماترشودی ساخته شده به آنها وزن اختصاص داده م

 گرید یهااز روش یشنهادیروش پ یبندسه شده است. دقت طبقهیمقا هیپا یبا روش ها یشنهادیپ تمی. الگورشودیآموزش داده م  بانیبردار پشت  نیو ماش یبیهسته ترک سیماتر

 بهتر است. TCGAگروه مجموعه داده  ۱۵از  یگروه سرطان ۱۳در 
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A B S T R A C T  

 

The importance of employing appropriate pricing strategies for perishable products within the supply 

chain cannot be overstated. Pricing is a cross-functional driver of each supply chain, playing an 
irrefutable role in the success and profitability of the supply chain alongside other factors such as 

inventory and production policies which has been investigated in this research. The research emphasizes 

the significant role of pricing in profitability, along with the interplay of production policies and 
inventory control, highlighting their collective influence on financial outcomes, the subject of dynamic 

pricing within a multi-product, multi-period problem in a three-level supply chain with perishable 

products has garnered relatively limited attention. The study focuses on optimizing an integrated 
production-distribution system with multiple producers and distribution centers serving specific 

customer groups. Direct shipments between production centers, distribution centers, and retailers are 

optimized using a vehicle routing problem approach. A mixed-integer programming model is 
formulated, and a genetic algorithm-based metaheuristic approach is proposed. The BARON solver was 

initially used to solve two simplified test problems, with results compared to a self-designed genetic 

algorithm implemented in C#. After confirming the efficiency and effectiveness of our genetic algorithm 
(GA), the investigation is further extended to encompass five distinct problems, each comprising nine 

sub-problems. The GA demonstrates its power and adaptability by providing high-quality solutions 

efficiently within a reasonable computational time. 

doi: 10.5829/ije.2023.36.11b.09
 

 
1. INTRODUCTION 

1 
Effective pricing strategies play a pivotal role in the 

supply chain management of perishable items, including 

food and pharmaceuticals. Given the perishable nature of 

these goods, pricing decisions significantly impact 

various aspects of the supply chain. The right pricing 

approach helps optimize revenue generation while 

minimizing losses due to spoilage or expiration. By 

strategically setting prices, businesses can balance supply 

and demand, ensure product availability, and enhance 

profitability. Dynamic pricing mechanisms, tailored to 

factors like demand fluctuations, product freshness, 

market conditions, and inventory levels, enable 

businesses to stay competitive and maximize revenue. 

Moreover, pricing decisions in the supply chain of 

perishable items necessitate careful consideration of cost 
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factors, market dynamics, consumer behavior, product 

quality, and regulatory requirements. By implementing 

effective pricing strategies, businesses can mitigate risks 

associated with perishable items, improve waste 

reduction efforts, optimize inventory management, and 

meet consumer expectations for both quality and 

affordability. 

The delay in product delivery to customers can lead 

to dissatisfaction and long-term damage to a producer's 

credibility, resulting in reduced supply chain 

competitiveness. Various factors, starting from the 

lowest level of the supply chain with customer needs 

identification, influence the rapid delivery of products. It 

is crucial to plan and schedule operations effectively to 

meet these needs. Additionally, effective inventory 

management plays a significant role in meeting a portion 

of customer demands. Moreover, an abundance of 
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inventory intensifies supply chain reliance and heightens 

the vulnerability of fashion products, such as clothes, 

bags, and shoes, to becoming outdated. Furthermore, 

industries dealing with perishable items like food, drugs, 

or oil and gas products face the risk of inventory 

reduction due to product decay when increasing 

inventory levels. The importance of perishable items has 

significantly heightened in recent years, notably due to 

the COVID-19 pandemic, resulting in profound 

alterations in the supply chain policies of retail chains 

and restaurants [1]. 

Apart from having appropriate plans for efficient 

production of goods, adopting appropriate policies to 

control inventory in a way that keeps holding cost and 

decay rate at an acceptable level and also meets customer 

needs are essential. Furthermore, if there are no efficient 

transportation systems providing customers with 

products promptly then efforts and plans aimed at 

production and inventory control will not be effective. 

Thus, integration is inevitable in every supply chain for 

determination of production, inventory and distribution 

policies to achieve strategic alignment. Achieving these 

goals requires the utilization of appropriate and relevant 

technologies associated with the industry 4.0 (I4.0). I4.0 

proposes an industrialization model in which humans, 

machines, learning algorithms, and products 

communicate with each other via both physical and 

cybernetic means [2]. The supply chain studied in this 

research is a forward or traditional supply chain (SC). 

The forward SC, also known as the traditional SC or the 

linear economy of take‐make‐ waste, is a one‐directional 

material flow beginning with raw material extraction, 

continuing with the process of manufacturing a product, 

and ending with customers disposing of the same product 

after use. In the opposite direction of the forward SC, 

products move through the reverse SC. The reverse SC 

includes acquisition of the used products from customers, 

recovering the products’ residual value, and remarketing 

the products [3]. The forward and reverse activities of a 

supply chain are combined by the Closed-Loop supply 

chain (CLSC) network into an integrated system with the 

aim of improving the economic, environmental, and 

social criteria; In the CLSC, a manufacturer may decide 

to handle the return process separately [4]. For obtaining 

more information about the structures of traditional and 

closed-loop supply chains, it is advised to refer to 

literature [5].  

Given the importance of pricing policies used as a 

control lever for coordination in the supply chain [6]; this 

study investigates a multi-product multi-period mixed-

integer programming mathematical model for a three-

echelon supply chain to maximize profit. In this model, 

product demand is dependents on price and is determined 

for each period. The supply chain consists of 

manufacturers, distribution centers, and retailers. 

Manufacturers have the capability to produce all 

products, and a distribution center may be supplied by 

one or more manufacturers. Products are directly 

delivered from production centers to the distribution 

centers; while customer deliveries are managed using a 

vehicle routing problem. Since it is probable for customer 

demand for a product to exceed a vehicle’s capacity, each 

customer may be served by multiple vehicles in this 

study. 

The reminder of the paper is organized as follows. In 

section 2, the related works are reviewed in order to 

examine the different aspects of the research problem in 

terms of structure and solution methods. Then, the 

assumptions, notations and mathematical model are 

presented in section 3. Section 4 describes the framework 

of the genetic algorithm used to solve the problem. 

Computational results are provided in section 5; and 

finally, section 6 presents the conclusion and future 

research directions. 

 

 

2. LITERATURE REVIEW 
 

Modeling and solving integration problems in 

production, inventory, and distribution have garnered 

attention from researchers in recent years. This is because 

the integration of production and distribution not only 

significantly impacts the profitability of the supply chain 

but also enhances responsiveness to market needs. 

Several researchers have conducted reviews of related 

studies and categorized them based on different 

perspectives. For instance, Farahani et al. [7] have 

provided a comprehensive classification of integrated 

production-distribution models. The majority of previous 

studies addressing this research problem have considered 

the following issues: 

1. Determining the quantity of regular-time and 

overtime production, as well as identifying the 

production that needs to be outsourced during each 

period. The inventory number of manufacturers; 

2. The quantity of products delivered from manufacturer 

to warehouses or distribution centers; 

3. The inventory of warehouses or distribution centers; 

4. The quantity of backlog or lost sales on different 

products in each period. 

Considering the complex nature of the integrated 

production-distribution problem and the large number of 

decision variables involved, researchers have often 

turned to heuristic or metaheuristic approaches in order 

to obtain efficient and effective solutions. In the 

following sections, we will delve into a selection of 

notable studies from reputable journals that have tackled 

this problem. 

Bilgen and Günther [8], introduce a block planning 

approach that establishes cyclical production patterns 

based on setup families. The study examines two 

transportation modes, full truckload and less than 

truckload, for delivering final goods from plants to 

distribution centers. The proposed approach employs a 
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mixed-integer linear optimization model to minimize 

overall production and transportation costs. They utilized 

two distribution methods, Full Truckload (FTL) and Less 

than Truckload (LTL), in the distribution process and 

finally the results of their work were evaluated through a 

case study conducted in a fruit juice production factory.  

A mixed-integer linear model was proposed by Cóccola 

et al.[9] to integrate production and distribution policies 

into a supply chain with a number of manufacturers in 

multi_site network. The model addresses the problem of 

managing single-stage parallel-line multiproduct batch 

plants together with multi-echelon distribution networks 

transporting multiple products from factories to 

customers through direct shipping and/or via 

intermediate depots using warehousing and cross 

docking strategies. The supply chain of chemical 

materials in several European countries has been used as 

a case study in the article. Nasiri et al. [10] studied the 

integrated production-distribution problem by 

considering stochastic demands. They considered a 

three-echelon supply chain including a number of 

suppliers, production centers, and distribution centers. 

They employed a hierarchical approach to determine the 

production-distribution plans for a one-year time 

horizon. Marchetti et al. [11] investigated an integrated 

production-distribution problem to determine the optimal 

polices in a gas supply chain. The problem was regarded 

as a multi-period mixed-integer linear programming 

model to minimize production and distribution costs. Sy 

[12] investigated the production-distribution problem in 

a hybrid system in which products are transferred from 

top level to bottom level and vice versa to reduce the 

bullwhip effect in the supply chain. Devapriya et al. [13] 

considered perishable items to investigate the integration 

of production and distribution scheduling. Given 

different features of perishable products in previous 

studies, the lifetime of items was regarded as a criterion 

for making decisions. 

Li and Wang [14] examine a centralized 

production/distribution system. The objective is to 

develop an integrated policy that mitigates the negative 

effects of inventory inaccuracy. Roostaie and Nakhai 

Kamal Abadi [15] focused on the integrated decision-

making process for production, routing, and inventory in 

a two-echelon supply chain. They addressed the 

inventory routing problem, where the supplier manages 

inventory replenishment, delivery timing, quantity, and 

customer sequence and a heuristic method to overcome 

the complexity of the problem is considered by them. 

Izadi et al. [16] studied an integrated production 

scheduling, vehicle routing, inventory, and outsourcing 

problem. They developed a model using Mixed Integer 

Linear Programming (MILP) to minimize total costs. 

They combined dominance properties with a Genetic 

Algorithm (GA) to solve the problem. The proposed 

hybrid algorithm was evaluated through a computational 

study using randomly generated instances. Azami and 

Saidi-Mehrabad [17] developed a new multi-period 

production-distribution planning (PDP) model for 

perishable products in a three-level supply chain 

including the factories, distribution centers, and retailers. 

The objective was to maximize the seller's profit while 

ensuring the optimality of the buyer. In this paper, factors 

such as price, discounts, and credit terms have been 

utilized to enhance competitiveness and incentivize 

customers.  Due to the high complexity of the problem, 

both genetic algorithms and a hierarchical 

decomposition-based approach have been utilized to 

solve the problem. Haghshenas et al. [18] proposed a new 

mathematical model in a three level supply chain 

considering location, inventory and pricing of products. 

They consider a new separate and autonomous channel in 

this model for the sale of Reman products, with the aim 

of increasing the manufacturer's profitability. Their 

developed model has been solved in small dimensions 

using the LINGO software and in larger dimensions with 

the assistance of genetic algorithm and particle swarm 

optimization algorithm. Ghomi-Avili et al. [19] presents 

an integrated production and distribution model that 

combines Stackelberg competition and Make-to-Order 

production system, investigating the impact of discounts 

on chain profits. They used blockchain technology for 

enhancing transparency in supply chains. A modified 

algorithm based on smart contract prices is used to solve 

the model, demonstrating improved performance and 

increased network efficiency. Simultaneous decision-

making of pricing policies and inventory control for 

perishable items has been examined by Edalatpour et al 

[20]; two interrelated price-sensitive linear demand 

functions to consider the possibility of shortage with both 

budget and warehouse capacity constraints is considered 

in their study; Furthermore, they incorporate an upper 

bound for environmental pollution and a lower bound for 

job opportunities as additional constraints to their 

proposed mathematical model. 

The research literature has extensively investigated 

the integration of pricing policies and inventory control 

in various studies. However, there has been a lack of 

attention or omission of the pricing aspect when 

considering production-related decisions in conjunction 

with inventory control. This discrepancy arises due to the 

inherent differences in decision-making nature between 

pricing and production/inventory, resulting in increased 

complexity when integrating multiple decision levels. 

Thus, this study aims to address this gap by examining 

the simultaneous decision-making of pricing, production, 

and inventory control, along with products distribution 

decisions, is the novelty of this research. Considering 

these policies for perishable items constitutes another 

notable feature of this research. 

The importance and contributions of this research can 

be summarized as follows: 

a. This study makes a significant contribution to the 

field of supply chain management by delving into the 
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intricate realm of dynamic pricing strategies in a 

multi-level supply chain context. 

b. One of the main contributions of this research is the 

development of a novel pricing approach within a 

multi-product, multi-period problem, which has been 

relatively overlooked in the existing literature. 

c. By introducing this unique pricing model, our 

research fills a critical research gap and presents a 

new perspective on dynamic pricing strategies in the 

context of perishable goods. 

d. The findings of this study offer valuable insights into 

the dynamic pricing practices that can be adopted in a 

complex three-level supply chain, contributing to the 

advancement of pricing strategies in the field. 

e. Moreover, this research provides practical 

implications for businesses operating in industries 

dealing with perishable products, such as food and 

pharmaceuticals, by offering an optimized approach 

to pricing decisions and inventory management. 

 

 

3. MATHEMATICAL MODEL 
 

As mentioned in the preceding section, this study focuses 

on a multi-period and multi-product production-

distribution system with demand that is dependent on 

price. The assumptions and notations are explained as 

follows: 

1. All of the parameters in the problem are deterministic 

and pre-determined. 

2. The production-distribution problem is investigated 

in a multi-period multi-product mode with price-

dependent demands to maximize profit in a three-

echelon supply chain including several 

manufacturers, distribution centers and retailers. 

3. Demand of Each retailer (customer) in each period is 

represented by  𝑑𝑒𝑚𝑎𝑛𝑑𝑗𝑤
= 𝑎𝑡𝑖𝑝𝑗𝑤

− 𝑏𝑡𝑖𝑝𝑗𝑤
𝑝𝑡𝑝, 

where 𝑝𝑡𝑝 indicates the price of product 𝑝 in the 

period 𝑡. 

4. The products are perishable and they are 

instantaneously deteriorated in a constant rate 𝛼. 

5. Each manufacturer has a number of production lines 

and each of them is able to produce all the products. 

6. The goods are shipped directly from the manufacturer 

to the distribution centers. 

7. The production capacity of each manufacturer is 

definite and deterministic. 

8. Each customer is only supplied by one distribution 

center. 

9. Each distribution center has a number of 

heterogeneous fleet of vehicles which are different in 

transportation cost and capacity. 

10. The goods are shipped from the distribution centers 

to the customers based on vehicle routing problem. 

11. Split delivery of products is permitted. 

12. Backlog is not permitted. 

3. 1. Problem Formulation              In this section, we 

first provide the notations and definitions used in the 

current formulation, followed by the introduction of the 

mathematical formulation. 
 

Sets and indices 

𝑡 
Index that represents time periods 𝑡 ∈
{1,2, … , 𝑇} 

𝑖 
Index that represents manufacturers 𝑖 ∈
{1,2, … , 𝐼} 

𝑤 
Index that represents warehouses 𝑤 ∈
{1,2, … , 𝑊} 

𝑗𝑤 
Index that represents Set of customers of 

warehouse 𝑤;  𝑗𝑤 ∈ {1,2, … , 𝐽𝑊} 

𝑁𝑤 Total number of customers of warehouse 𝑤 

𝑝 Index that represents products 𝑝 ∈ {1,2, … , 𝑃} 

𝑙 
Index that represents production lines for each 

manufacturer 𝑙 ∈ {1,2, … , 𝐿} 

𝑣𝑖 
Index that represents Sets vehicles of 

manufacturer 𝑖 ; 𝑣𝑖 ∈ {1,2, … , 𝑉𝐼} 

𝑣𝑤𝑤 
Index that represents vehicles of warehouse 𝑤;  

𝑣𝑤𝑤 ∈ {1,2, … , 𝑉𝑊𝑊} 

Parameters 

𝐹 Fixed cost of production 

𝑎𝑡𝑖𝑝𝑗𝑤
 

Intercept value of demand function of 

customer 𝑗𝑤 in period 𝑡 

𝑏𝑡𝑖𝑝𝑗𝑤
 

Slope of the demand function of customer 𝑗𝑤 

in period 𝑡 

𝑐𝑣,𝑖 
Unit transportation cost of vehicle v of 

manufacturer i 

𝐻1𝑖 
Unit holding cost of products at manufacturer 

𝑖 

𝑐𝑎𝑝𝑚𝑎𝑥
𝑙,𝑝,𝑖

 
Maximum production capacity of line 𝑙 at 

manufacturer 𝑖 for product 𝑝 

𝑠𝑒𝑡𝑢𝑝𝑝,𝑝′ 
Sequence dependent setup time between 

product 𝑝  and 𝑝′ 

𝑆𝑐𝑝,𝑝′ 
Sequence dependent setup cost between 

product 𝑝  and 𝑝′ 

𝑝𝑟𝑜𝑐𝑝,𝑙,𝑖 
Processing time of product 𝑝 in line 𝑙 of 

manufacturer 𝑖 

𝑃𝐶𝑝,𝑙,𝑖 
Unit cost of product 𝑝 in line 𝑙 of manufacturer 

𝑖 

𝜆𝑝 Unit volume of product 𝑝 

𝑤𝑝 Unit weight of product 𝑝 

𝑣𝑜𝑙𝑣𝑖
 

Volume Capacity of vehicle 𝑣 of manufacturer 

𝑖 

𝑤𝑒𝑖𝑣𝑖
 

Weight capacity of vehicle 𝑣 of manufacturer 

𝑖 

𝐼𝑛𝑣𝑚𝑖𝑛 
Minimum inventory level for manufacturer 

and warehouses 

𝑐𝑣(𝑣𝑤𝑤) 
Unit transportation cost of vehicle 𝑣𝑤 of 

warehouse 𝑤 

𝐻2𝑤 Unit holding cost of products at warehouse 𝑤 

𝑣𝑜𝑙𝑣𝑤 
Volume Capacity of vehicle 𝑣𝑤 of warehouse 

𝑤 
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𝑤𝑒𝑖𝑣𝑤 
Weight capacity of vehicle 𝑣𝑤 of warehouse 

𝑤 

𝑐𝑝𝑒𝑟𝑖𝑠ℎ Perishable unit cost  

𝛼 Deterioration rate  

Decision Variables 

𝑝𝑡𝑝 Price of product 𝑝 at period 𝑡 

𝑝𝑟𝑡,𝑝,𝑙,𝑖 
Amount of product 𝑝 which assigned to line 𝑙 
of manufacturer 𝑖 at period t 

𝐼𝑛𝑣𝑡,𝑝,𝑖 
Inventory level of product 𝑝 at manufacturer 𝑖 
at time 𝑡 

𝐼𝑤𝑡,𝑝,𝑤 
Inventory level of product 𝑝 at warehouse 𝑤 at 

time 𝑡 

𝑧𝑡(𝑣𝑤𝑤)𝑚,𝑛 
Binary variable denoting that if vehicle 𝑣𝑤 of 

warehouse 𝑤 exactly visit node 𝑚 after node 

𝑛 

𝑞𝑣𝑤𝑤,𝑚,𝑡 
Total number of visiting nodes 𝑚 by vehicle 

𝑣𝑤 of warehouse 𝑤 at time 𝑡 

𝑥𝑡,𝑝,𝑤,𝑙,𝑖 
Binary variable denoting that product 𝑝  

produced by line 𝑙 for warehouse 𝑤 at time 𝑡 

 𝑦𝑝,𝑝′,𝑙,𝑖 
Binary variable denoting that product 𝑝 is 

processed before 𝑝′ in line 𝑙 of manufacturer 𝑖 

𝑠𝑒𝑞𝑝,𝑝′,𝑙,𝑖 
Variable determining that product 𝑝 is 

processed right before 𝑝′ in line 𝑙 of 

manufacturer 𝑖 

𝑉𝑈𝑡,𝑝,𝑣𝑖,𝑖,𝑤 
Amount of product 𝑝 shipped from 

manufacturer 𝑖 to warehouse 𝑤 at time 𝑡 by 

vehicle 𝑣𝑖 

𝑉𝐿𝑡,𝑗𝑤,𝑝,𝑣𝑤𝑤
 

Amount of product 𝑝 shipped from warehouse 

𝑤 to customer 𝑗𝑤 at time 𝑡 by vehicle 𝑣𝑤𝑤 

The mathematical model of the integrated 

production-distribution problem is presented as follows: 

𝑀𝑖𝑛 ∑ (𝑎𝑡𝑖𝑝𝑗𝑤
𝑝𝑡𝑖𝑝 − 𝑏𝑡𝑖𝑝𝑗𝑤

𝑝𝑡𝑖𝑝
2 )𝑡,𝑖,𝑗𝑤

 −[𝐹 +

∑ 𝑝𝑟𝑡,𝑝,𝑙,𝑖 . 𝑃𝐶𝑝,𝑙,𝑖𝑡,𝑝,𝑝′,𝑙,𝑖 +

∑ 𝑠𝑒𝑞𝑡,𝑝,𝑝′,𝑙,𝑖 . 𝑆𝑐𝑝,𝑝′𝑡,𝑝,𝑝′,𝑙,𝑖  

+ ∑ 𝑐𝑣,𝑖 . 𝑑𝑖𝑤 . 𝑧𝑧𝑡𝑣𝑖𝑖𝑤𝑣,𝑖,𝑤 + ∑ 𝐻1𝑖 . 𝐼𝑛𝑣𝑡,𝑝,𝑖𝑡,𝑝,𝑖 +

∑ 𝐻2𝑤. 𝐼𝑤𝑡,𝑝,𝑤𝑡,𝑝,𝑤  

+ ∑ 𝑑𝑤𝑗𝑤
. 𝑐𝑣(𝑣𝑤𝑤).𝑡,𝑤,𝑗𝑤,(𝑣𝑤𝑤),𝑚,𝑛 𝑧𝑡(𝑣𝑤𝑤)𝑚,𝑛 + 

∑ 𝜋𝑡,𝑝,(𝑣𝑤𝑤),𝑗𝑤
𝐵𝑡,𝑝,𝑣𝑤𝑤,𝑗𝑤𝑡,𝑤,𝑝,(𝑣𝑤),𝑗𝑤

+

+ ∑ 𝑐𝑝𝑒𝑟𝑖𝑠ℎ . 𝛼. (𝐼𝑛𝑣𝑡,𝑝,𝑖 + 𝐼𝑤𝑡,𝑝,𝑤)𝑡,𝑝  

𝑠. 𝑡. 

(1) 

∑ 𝑥𝑡,𝑝,𝑤,𝑙,𝑖 = 1𝑙,𝑖  ∀𝑡, 𝑝, 𝑤  (2) 

∑ 𝑝𝑟𝑡,𝑝,𝑙,𝑖 ≤ 𝑐𝑎𝑝𝑚𝑎𝑥
𝑙,𝑝

. 𝑥𝑡,𝑝,𝑤,𝑙,𝑖𝑙,𝑖  ∀𝑡, 𝑝, 𝑤  (3) 

𝑠𝑡𝑎𝑟𝑡𝑡,𝑝′,𝑙,𝑖 ≥ 𝑓𝑖𝑛𝑖𝑠ℎ𝑡,𝑝,𝑙,𝑖 +

𝑠𝑒𝑡𝑢𝑝𝑝,𝑝′ . 𝑠𝑒𝑞𝑡,𝑝,𝑝′,𝑙,𝑖 − 𝑀. (1 −

𝑦𝑝,𝑝′,𝑙,𝑖)  ∀𝑡, 𝑝, 𝑝′, 𝑙, 𝑖  

(4) 

𝑓𝑖𝑛𝑖𝑠ℎ𝑡,𝑝,𝑙,𝑖 ≥ 𝑠𝑡𝑎𝑟𝑡𝑡,𝑝,𝑙,𝑖 +

𝑝𝑟𝑡,𝑝,𝑙,𝑖 . 𝑝𝑟𝑜𝑐𝑝,𝑙,𝑖       ∀𝑡, 𝑝, 𝑝′, 𝑙, 𝑖  
(5) 

𝑦𝑡,𝑝,𝑝′,𝑙,𝑖 + 𝑦𝑡,𝑝′,𝑝,𝑙,𝑖 ≥ 𝑥𝑡,𝑝,𝑤,𝑙,𝑖 + 𝑥𝑡,𝑝′,𝑤,𝑙,𝑖 −

1    ∀𝑡, 𝑝, 𝑝′, 𝑙, 𝑖, 𝑤  
(6) 

𝑦𝑡,𝑝,𝑝′,𝑙,𝑖 ≤ 𝑥𝑡,𝑝,𝑤,𝑙,𝑖    ∀𝑡, 𝑝, 𝑝′, 𝑙, 𝑖, 𝑤 (7) 

𝑦𝑡,𝑝′,𝑝,𝑙,𝑖 ≤ 𝑥𝑡,𝑝′,𝑤,𝑙,𝑖   ∀𝑡, 𝑝, 𝑝′, 𝑙, 𝑖, 𝑤 (8) 

𝑝𝑜𝑠𝑡,𝑝,𝑝′,𝑙,𝑖 = ∑ (𝑦𝑡,𝑝,𝑝",𝑙,𝑖 − 𝑦𝑡,𝑝,𝑝′,𝑙,𝑖)(𝑝,𝑝′)≠𝑝" +

𝑀. (1 − 𝑦𝑡,𝑝,𝑝′,𝑙,𝑖) ∀𝑡, 𝑝, 𝑝′, 𝑝′′, 𝑙, 𝑖  
(9) 

𝑝𝑜𝑠𝑡,𝑝,𝑝′,𝑙,𝑖 + 𝑠𝑒𝑞𝑡,𝑝,𝑝′,𝑙,𝑖 ≥ 1    ∀𝑡, 𝑝, 𝑝′, 𝑙, 𝑖 (10) 

∑ 𝑧𝑧𝑡𝑣𝑖𝑖𝑤𝑡,𝑤 ≤ 1    ∀𝑖, 𝑣𝑖  (11) 

∑ 𝜆𝑝𝑉𝑈𝑡,𝑝,𝑣𝑖,𝑖,𝑤 ≤ 𝑧𝑧𝑡𝑣𝑖𝑖𝑤 . 𝑣𝑜𝑙𝑣𝑖𝑝    ∀𝑡, 𝑣𝑖 , 𝑖  (12) 

∑ 𝑤𝑝𝑉𝑈𝑡,𝑝,𝑣𝑖,𝑖,𝑤 ≤ 𝑧𝑧𝑡𝑣𝑖𝑖𝑤 . 𝑤𝑒𝑖𝑣𝑖𝑝    ∀𝑡, 𝑣𝑖 , 𝑖  (13) 

∑ 𝜆𝑝𝑉𝑈𝑡,𝑝,𝑣𝑖,𝑖,𝑤 ≤ 𝑣𝑜𝑙𝑣𝑖𝑝    ∀𝑡, 𝑣𝑖 , 𝑖  (14) 

∑ 𝑤𝑝𝑉𝑈𝑡,𝑝,𝑣𝑖,𝑖,𝑤 ≤ 𝑤𝑒𝑖𝑣𝑖𝑝             ∀𝑡, 𝑣𝑖 , 𝑖  (15) 

𝐼𝑛𝑣𝑡,𝑝,𝑖 = 𝐼𝑛𝑣𝑡−1,𝑝,𝑖(1 − 𝛼) + ∑ 𝑝𝑟𝑡,𝑝,𝑙,𝑖𝑙 −
∑ 𝑧𝑧𝑡𝑣𝑖𝑖𝑤 . 𝑉𝑈𝑡,𝑝,𝑣𝑖,𝑖,𝑤𝑣𝑖,𝑤   ∀𝑡, 𝑝, 𝑖  

(16) 

𝐼𝑛𝑣𝑡,𝑝,𝑖 ≥ 𝐼𝑛𝑣𝑚𝑖𝑛    ∀𝑡, 𝑝, 𝑖 (17) 

𝐼𝑤𝑡,𝑝,𝑤 ≥ 𝐼𝑤𝑚𝑖𝑛 (18) 

𝐼𝑤𝑡,𝑝,𝑤 = 𝐼𝑤𝑡−1,𝑝,𝑤(1 − 𝛼) + ∑ 𝑉𝑈𝑡,𝑝,𝑣𝑖,𝑖,𝑤𝑣𝑖,𝑖 −

∑ 𝑉𝐿𝑡,𝑗𝑤,𝑝,𝑣𝑤𝑤𝑣𝑤𝑤,𝑗𝑤
∀𝑡, 𝑝, 𝑤  

(19) 

∑ 𝑉𝑈𝑡,𝑝,𝑣𝑖,𝑖,𝑤𝑣𝑖,𝑖 ≥ ∑ 𝑉𝐿𝑡,𝑗𝑤,𝑝,𝑣𝑤𝑤𝑣𝑤𝑤,𝑗𝑤
  ∀𝑡, 𝑝, 𝑤  (20) 

∑ 𝑧𝑡(𝑣𝑤𝑤)𝑚,𝑛𝑣𝑤𝑤
≥ 1  ∀𝑡, 𝑤, 𝑚, 𝑛  (21) 

∑ 𝑧𝑡(𝑣𝑤𝑤)𝑚,𝑛𝑚 = ∑ 𝑧𝑡(𝑣𝑤𝑤)𝑛,𝑚𝑛     ∀𝑡, 𝑤  (22) 

𝑞𝑣𝑤𝑤,𝑚,𝑡 − 𝑞𝑣𝑤𝑤,𝑛,𝑡 + (𝑁𝑤 + 1). 𝑧𝑡(𝑣𝑤𝑤)𝑚,𝑛 ≤

𝑁𝑤   ∀𝑡, 𝑤  
(23) 

∑ 𝑉𝐿𝑡,𝑗𝑤,𝑝,𝑣𝑤𝑤
.𝑣𝑤𝑤
𝑧𝑡(𝑣𝑤𝑤)𝑚,𝑛 = 𝑎𝑡𝑖𝑝𝑗𝑤

−

𝑏𝑡𝑖𝑝𝑗𝑤
𝑝𝑡𝑝      ∀𝑡, 𝑤, 𝑝, 𝑗𝑤  

(24) 

∑ 𝜆𝑝𝑉𝐿𝑡,𝑗𝑤,𝑝,𝑣𝑤𝑤
≤ 𝑣𝑜𝑙𝑣𝑤𝑝,𝑗𝑤

    ∀𝑡, 𝑤  (25) 

∑ 𝑤𝑝𝑉𝐿𝑡,𝑗𝑤,𝑝,𝑣𝑤𝑤
≤ 𝑤𝑒𝑖𝑣𝑤𝑝,𝑗𝑤

   ∀𝑡, 𝑤  (26) 

𝑥𝑡,𝑝,𝑤,𝑙,𝑖 ∈ {0,1};𝑦𝑝,𝑝′,𝑙,𝑖 ∈ {0,1};𝑠𝑒𝑞𝑝,𝑝′,𝑙,𝑖 ∈

{0,1}; 

 𝑧𝑡(𝑣𝑤𝑤)𝑚,𝑛 ∈ {0,1} 

𝐵𝐶𝑡,𝑗𝑤
∈ {0,1};𝑝𝑡𝑝 ≥ 0;𝑝𝑟𝑡,𝑝,𝑙,𝑖 ≥ 0;𝐼𝑛𝑣𝑡,𝑝,𝑖 ≥

0;𝐼𝑤𝑡,𝑝,𝑤 ≥ 0; 

 𝑉𝑈𝑡,𝑝,𝑣𝑖,𝑖,𝑤 ≥ 0; 𝑉𝐿𝑡,𝑗𝑤,𝑝,𝑣𝑤𝑤
≥ 0 

(27-37) 

Equation (1) represents the maximization of the 

manufacturer's net profit, calculated as the total revenue 
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minus the sum of the total cost. Equation (2) states that a 

warehouse-related product known as a product order, can 

only be allocated to one production line in each period. 

Constraint (3) ensures that the amount of production on a 

production line within a production center does not 

exceed its capacity. Constraints (4) and (5) determine the 

start and finish times of different production batches. The 

production sequence of two batches is determined by 

Constraints (6-10).  For each period, each vehicle is 

assigned to transport goods from one production center 

to one warehouse; These constraints are expressed in 

Equations (11) to (13). Constraints (14) and (15) impose 

limitations on the total products shipped from each 

manufacturer to each warehouse, ensuring that they do 

not exceed the maximum weight and volume capacity of 

the vehicles. Equations (16-19) specify the inventory 

levels of different products in the manufacturing 

warehouses and distribution centers. In equation (16), the 

term 𝐼𝑤𝑡−1,𝑝,𝑤(1 − 𝛼) shows that the items which are 

non-deteriorated will be received from previous period. 

The quantity of products received from each warehouse 

should be greater than or equal to that of products sent by 

the warehouse which is ensured by Constraint (20). 

Equation (21) states the condition under which each 

customer can be visited by the vehicles more than once. 

Consecutive movements of vehicles are stated by 

Constraint (22); this means that every vehicle should exit 

a node after entering it. Equation (23) is a subtour 

elimination constraint. Equation (24) guarantees that 

total number of delivered products to each customer 

should be equal to its demand. Constraints (25) and (26) 

are similar to Constraints (14) and (15) but they relate to 

distribution centers. The domains of the decision 

variables are set by Constraints (27) to (37). 

 

 

4. PROPOSED GENETIC ALGORITHM 
 
Evolutionary algorithms (EAs) depict the simulation of 

nature process to invent the metaheuristic algorithm [21]. 

Genetic algorithm is one of the most effective search 

methods which have been successfully applied to many 

combinatorial optimization problems in which the 

regeneration process of living beings is simulated for 

solving complicated problems in different areas of 

science and engineering. It is a type of evolutionary 

algorithm that utilizes biological processes like 

inheritance, biology mutation, and Darwin’s selection 

principles to find the optimal solution [21].  GAs are the 

special type of EAs and include so many methods in this 

classification. Chromosomes are the structure of cells in 

animals, plants and humans. In GA, we define an array 

of variables which is called chromosome. Chromosomes 

are altered by two operators: mutation and crossover; The 

types of two mentioned operators are addressed by 

several recent studies [22]. The framework proposed in 

this research for implementation of the genetic algorithm 

will be described in the following subsection. Each step 

of implementing the algorithm will be outlined below: 

1. Generating the initial population randomly; 

2. Calculating the fitness functions of the chromosomes; 

3. Selecting parents for creation of the next generation; 

4. Applying the crossover and mutation operators; 

5. Updating the population; 

6. Iterating Steps 2-6 until the termination condition is 

met (determining the number of iterations); 
 

4. 1. Representation               The solution vector 

representation in every EA should be as compact as 

possible but should contain enough information to 

represent any solution of the problem. The way of 

representing solutions significantly affect the choice of 

searching operators. Accordingly, efficient 

representation of the solutions helps to use well-known 

operators in the literature that their high performance has 

been proved [23]. In this paper, a hybrid chromosome 

representation is utilized to represent the chromosomes 

in each generation. Considering that each customer’s 

demand in each period is price-dependent, initially the 

price of each product in each period is generated 

randomly in range [𝑝𝑡𝑝
𝑈 , 𝑝𝑡𝑝

𝐿  ] where 𝑝𝑡𝑝
𝑈  and 𝑝𝑡𝑝

𝐿  are the 

upper and lower bound for the price of product 𝑝 in 

period 𝑡 and it will be determined as follows. As 

mentioned in previous section, demand of each customer 

is price-dependent and considered as: 
𝑑𝑒𝑚𝑎𝑛𝑑𝑗𝑤

= 𝑎𝑡𝑖𝑝𝑗𝑤
− 𝑏𝑡𝑖𝑝𝑗𝑤

𝑝𝑡𝑝 which is simply a linear 

function. We assume that the price of a product is the 

same for all customers but may change during different 

periods. The primary condition to determine the 

acceptable range of the price for each product will be 

determined by solving the following inequality:  

𝑎𝑡𝑝𝑗𝑤
− 𝑏𝑡𝑝𝑗𝑤

𝑝𝑡𝑝 ≥ 𝑑𝑡𝑝𝑗𝑤

𝑚𝑖𝑛  (38) 

Consequently, for each customer we have: 

𝑝𝑡𝑝 ≤
𝑎𝑡𝑖𝑝𝑗𝑤−𝑑𝑡𝑝𝑗𝑤

𝑚𝑖𝑛

𝑏𝑡𝑖𝑝𝑗𝑤

                 ∀𝑤, 𝑗       (39) 

Thus, considering above results will determine the upper 

bound for price of each product in each period as follows: 

𝑝𝑡𝑝
𝑢 = 𝑀𝑖𝑛{𝑝𝑡𝑝} = 𝑀𝑖𝑛

𝑤,𝑗
{

𝑎𝑡𝑝𝑗𝑤−𝑑𝑡𝑝𝑗𝑤
𝑚𝑖𝑛

𝑏𝑡𝑝𝑗𝑤

}  (40) 

Now, suppose that maximum demand of each customer 

is represented by 𝑑𝑡𝑝𝑗𝑤

𝑚𝑎𝑥 ; therefore, we have:  

𝑎𝑡𝑝𝑗𝑤
− 𝑏𝑡𝑝𝑗𝑤

𝑝𝑡𝑝 ≤ 𝑑𝑡𝑝𝑗𝑤

𝑚𝑎𝑥  (41) 

And thus:  

𝑝𝑡𝑝 ≥
𝑎𝑡𝑖𝑝𝑗𝑤−𝑑𝑡𝑝𝑗𝑤

𝑚𝑎𝑥

𝑏𝑡𝑖𝑝𝑗𝑤

                 ∀𝑤, 𝑗  (42) 

Based on the aforementioned results, the lower bound for 

the price of each product in each period can be 

determined as follows: 

𝑝𝑡𝑝
𝑙 = 𝑀𝑎𝑥{𝑝𝑡𝑝} = 𝑀𝑎𝑥

𝑤,𝑗
{

𝑎𝑡𝑖𝑝𝑗𝑤−𝑑𝑡𝑝𝑗𝑤
𝑚𝑎𝑥

𝑏𝑡𝑝𝑗𝑤

}  (43) 
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Now, we can present the proposed chromosome structure 

of the problem. In this study, to describe a solution to the 

problem, a mixed representation is utilized in which each 

chromosome includes four sections. 

For example, assume that the production-distribution 

problem is to be designed for the bi-product mode with 

four time periods. Figure 1(a) indicates the first section 

of the hybrid chromosome structure namely pricing sub-

chromosome. 

The demand of each customer for each product is 

determined based on the specified price structure. For 

example, the demand for the first product from all 

customers is set at a price of 35 in the first period, while 

for the second product it is set at a price of 28 in the 

second period. This process is repeated for each period 

and customer, ensuring that the demand is aligned with 

the corresponding price. Each customer’s demand for 

each product in each period will be determined by having 

the price specification. Therefore, it is necessary to 

specify the number of products shipped to each customer 

by each vehicle. Furthermore, visiting different 

customers should be arranged for every vehicle. Assume 

that there are two warehouses, the first one with five 

customers and the second one with three customers. It 

means that there are 8 customers among which customers 

6-8 represent those of the second warehouse and if there 

are more customers then they will be numbered in the 

same way. In each period, one vehicle is selected 

randomly for each warehouse. Then, the order of 

customers’ visits is randomly generated (it should be 

noted that each vehicle starts at and ends in a warehouse; 

however, it is not represented in the chromosome 

structure). Figure 1(b) shows the order of visits of the 

different customers in four time periods. 

Now, the selected vehicle can ship all the customer 

demand. After each gene is filled, a part of the weight and 

size capacity of the vehicle is occupied which should be 

considered when the next genes are in action. If the 

weight or volume capacity of the vehicle is reached, any 

remaining customers will be assigned to another vehicle 

(the order of remaining customers can be considered in 

the same way as the order of vehicles, or a new order can 

be established). Figure 1(c) shows the quantity of 

products shipments to customers in each period. For 

example, 45, 20, and 30 units of the first, second, and 

third product respectively are sent to customer 2 in the 

first period. 

Based on the quantity of goods transported by the 

vehicles from each warehouse to the customers, and 

taking into account the minimum inventory requirements 

for each product, the total demand for each product is 

calculated. Now, the production of these products needs 

to be scheduled in the production lines of the 

manufacturer. For example, let's consider two production 

centers, each equipped with two production lines, where 

each line has a maximum production capacity. Figure 

1(d) shows the structure used to determine the production 

order of a product in the production centers. The first 

number indicates the product, the second represents the 

warehouse, the third refers to the production line, and the 

fourth indicates the manufacturer. 

Now, a population of chromosomes is generated 

according to the described structure and based on the size 

of the population.  

 

4. 2. Determining the Fitness Function               The 

fitness function of each chromosome is calculated once 

the initial population is generated. In this study, only 

feasible chromosomes are generated, and therefore the 

objective function is used directly as the fitness function. 

 

4. 3. Selection                The process of parent selection 

is carried out to generate a new generation within the 

current population. The genetic operators (crossover and 

mutation) are then applied to produce the new generation; 

Since the population size is fixed, a certain number of 

chromosomes are removed from the current population 

based on the fitness function. Although there are various 

methods available for selection of parents from the 

population to produce the generation, some methods may 

decrease the likelihood of producing high-quality 

offspring from parents with unfavorable fitness values by 

favoring the best fitness functions and selecting the best 

parents. Among different selection methods, the roulette 

wheel technique is a method in which each chromosome 

has the chance of being selected. Therefore, the roulette 

wheel method was used according to the rules described 

below: 
1. 𝐹′(𝑐ℎ) = 𝐹𝑚𝑎𝑥 − 𝐹(𝑐ℎ) 

 

 
 

 

Pricing sub-chromosome 

a 31 28 24 35 

18 30 28 26.4 

Vehicle Routing Sub-chromosome       

b 

2 4 1 3 5 8 6 7 

1 3 2 4 5 6 7 8 

4 2 5 1 3 6 7 8 

3 4 5 2 1 7 6 8 

Sub-chromosome of distribution quantity of products for 
customers 

c 

45-

20-

30 

30-

20-

15 

50-

45-

20 

15-

25-

20 

60-

30-

20 

25-

40-

18 

30-

20-

40 

30-
25-15 

25-
20-

30 

10-
40-

20 

30-
35-

25 

20-
45-

30 

25-
25-

25 

30-
20-

15 

40-
25-

30 

15-

20-40 

35-

28-
50 

25-

22-
48 

35-

20-
45 

20-

30-
50 

15-

10-
30 

25-

30-
45 

22-

38-
40 

24-

10-5 

15-

25-

20 

20-

15-

35 

30-

42-

24 

18-

32-

16 

30-

19-

45 

18-

25-

20 

35-

30-

22 

24-
15-20 

Assignment of demand of warehouses to production lines of 
manufacturer 

 

1211 1111 3122 2121 3221 2211 d 
 

Figure 1. An example of chromosome encoding 
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2. 𝑅𝑊(𝑐ℎ) =
∑ 𝐹(𝑖)𝑖=𝑐ℎ

𝑖=1

∑ 𝐹′(𝑗)
𝑝𝑜𝑝_𝑠𝑖𝑧𝑒
𝑗=1

 

3. 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 0 𝑎𝑛𝑑 1:  
4. 𝐼𝑓 𝑅𝑊(𝑐ℎ − 1) < 𝑟𝑎𝑛𝑑 ≤ 𝑅𝑊(𝑐ℎ)  𝑎𝑛𝑑 𝑅𝑊(0) =

0  𝑡ℎ𝑒𝑛  𝑠𝑒𝑙𝑒𝑐𝑡 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 𝑐ℎ 

 
4. 4. Crossover                   Crossover operator is used to 

diversify the search process. In this study, the crossover 

operator will be applied to two selected chromosomes 

from the population. The process will be described in the 

following section. 

I. Generate a random number 𝑅1 between 0 and 1, if 

𝑅1 ≤  𝜂 go to step II and go to step III otherwise; 

II. Apply crossover operator to vehicle routing sub-

chromosome; 

III. Apply crossover operator to production sub-

chromosome; 

𝜂 is the probability that shows whether the crossover 

operator should be applied to vehicle routing sub-

chromosome or production sub-chromosome. 

An example of crossover operator is as follows. In each 

period, a number of genes are randomly selected from the 

first parent and transferred to the first offspring. Then, the 

genes of the second parent are compared with the genes 

transferred to the first child from left to right, and are 

transferred to the first empty gene in the case of absence. 

In the first period of the first offspring, for instance, the 

second parent is considered after genes 4-1-3 of the first 

parent are transferred. The value of the first gene is 3 

which belongs to the first child and accordingly skipped 

to the next gene. The value of the second gene is 2 which 

is put into the first empty gene because 2 is not involved 

with the first child. The next value is 5 which is put into 

the next empty gene that will be in the first child and 

finally, 4 is inserted. The procedure is repeated for the 

second period. The genes selected from the first parent 

are shown in yellow which are seen in the same order and 

color in the first child. The same procedure is repeated 

with regard to the second child; however, the genes are 

selected from the second parent. Figure 2 shows the 

proposed crossover operator for vehicle routing sub-

chromosome. The crossover operator can be utilized to 

allocate lots to the production lines. In this case, for the 

first offspring, certain genes are randomly selected from 

the first parent and transferred to the first offspring. Then, 

the genes of the second parent are compared with the 

genes transferred to the first child, and any remaining 

empty genes are filled with the corresponding genes from 

the second parent. This crossover process follows the 

same principles as the crossover operator used in 

previous sub-chromosomes. This process is shown in 

Figure 3. 

For the second child, a number of genes are selected 

from the second parent. It should be noted that only the 

first two numbers, representing the product and 

warehouse, are considered in comparison with the genes 

of a parent with the filled genes of each offspring. 

3. 5. Mutation             After the crossover operator, the 

mutation operator is applied to explore portions of the 

solution space that may not be accessible through the 

crossover operation alone. Typically, the mutation 

operator is applied to individual chromosomes. In this 

study, the mutation operator is defined as follows: 
I. Generate a random number 𝑅2 between 0 and 1, if 

𝑅1 ≤  𝜆 go to step II and go to step III otherwise; 

II. Apply mutation operator to vehicle routing sub-

chromosome; 

III. Apply mutation operator to production sub-

chromosome; 

𝜆 is the probability that shows whether the mutation 

operator should be applied to vehicle routing sub-

chromosome or production sub-chromosome. 

Two genes are selected in each period which are then 

replaced with each other. Figure 4 shows the mutation 

operator used for the current study. 

 

 

4. COMPUTATIONAL RESULTS 
 

In this section, computational results of the proposed 

genetic algorithm are presented. The generation of 

instances is described in section 5.1 while the parameters 

of proposed genetic algorithm are presented in section 

5.2; This section is dedicated to discussing the numerical 

results. 

Due to the high complexity of the research problem 

and the difficulty in obtaining optimal solutions, even in 

small-sized problems is difficult therefore 2 simple test 

problems, each of them consists of 9 sub-problems, are 

first solved by BARON solver of GAMS software. The 

results are then compared with those obtained from the 

GA, which has been implemented in C#. After 

confirming the efficiency of the designed genetic 

 

 

First parent 

2 4 1 3 5 8 6 7 

1 3 2 4 5 6 7 8 

4 2 5 1 3 6 7 8 

3 4 5 2 1 7 6 8 

Second 

parent 

3 2 5 1 4 7 6 8 

5 1 2 3 4 6 7 8 

1 2 3 4 5 8 6 7 

2 3 1 5 4 8 6 7 

First 

offspring 

2 4 1 3 5 8 6 7 

1 3 5 2 4 6 7 8 

2 4 5 1 3 6 7 8 

3 1 5 2 4 6 7 8 
 

Figure 2. An example of crossover operator for Vehicle 

Routing Sub-chromosome 

 

 
1211 1111 3122 2121 3221 2211 

3112 1221 3211 2222 2112 1121 

1221 2222 3122 2121 3221 1121 
 

Figure 3. Crossover operator for two warehouses and three 

products 
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algorithm, five problems, each with nine sub-problems, 

are solved using the genetic algorithm. 

 
5. 2. Generation of Instances               Problem instances 

have been generated and divided into two groups: test 

and main problems where there are 9 instances in each 

group as shown in Table 1.   

The values of the parameters are shown in Table 2. 

Given the fact that the parameters of metaheuristic 

algorithms have great impact on the convergence and 

good performance of the algorithm, therefore a variety of 

combination of parameter values have been tested in 

order to set the GA parameters. Experimental results 

have shown that the following values can obtain 

satisfactory results and therefore are used for all 

examples: population size=100, crossover 

probability=0.8, 𝜂 = 0.7, mutation Probability=0.3, 𝜆 =
0.45 and Maximum number of iterations=1500. 

 

5. 2. Results                  In this section, numerical results 

on the performance of the proposed genetic algorithm are 

presented. All of the sample problems were coded in 

GAMS24.7.4 and C# executed on a computer operating 

system with a Core i5 processor and 8 GB of RAM. The 

genetic algorithm was executed 10 times on each sample 

problem; Numerical reports were generated for the 

average, best, and worst solutions obtained, along with 

the standard deviation of the objective function across the  
 

 

parent 

2 4 1 3 5 8 6 7 

1 3 2 4 5 6 7 8 

4 2 5 1 3 6 7 8 

3 4 5 2 1 7 6 8 

offspring 

2 5 1 3 4 6 8 7 

3 1 2 4 5 7 6 8 

3 2 5 1 4 6 8 7 

2 4 5 3 1 8 6 7 
 

Figure 4. Mutation operator 
 

 

TABLE 1. Problem instances 

 A B C D E F 
G H 

1 2 1 2 

Test 

problems 

1 1 1 5 3 3 2 4 2 4 

2 1 2 5 3 3 2 4 2 4 

Main 

problems 

1 2 2 4 3 3 2 4 2 4 

2 2 3 6 5 4 2 4 2 4 

3 2 4 8 7 5 2 4 2 4 

4 2 5 15 10 6 2 4 2 4 

5 2 6 20 10 7 2 4 2 4 

A: Problem No. B: No. of manufacturer; C: No. of Distribution 

Centers; D: No. of customers of each DCs; E: No. of Vehicles of 

manufacturer; F: No. of Vehicles of each DC; G: No. of Products; 
H: Time periods;   

1: Min and 2: Max 

TABLE 2. The values of parameters 

Parameter Value Parameter Value 

𝑎𝑡𝑖𝑝𝑗𝑤
  𝑈[50,100] 𝑏𝑡𝑖𝑝𝑗𝑤

 𝑈[1,1.5] 

𝐹, 𝑐𝑣,𝑖 , 𝑐𝑣(𝑣𝑤𝑤), 

𝜋𝑡,𝑝,(𝑣𝑤𝑤),𝑗𝑤
,  

𝑐𝑝𝑒𝑟𝑖𝑠ℎ  

1 𝛼, 𝛽 0.1 

𝑐𝑎𝑝𝑚𝑎𝑥
𝑙,𝑝,𝑖

  
3.5𝑁 ∑ (𝑎𝑡𝑖𝑝𝑗𝑤

−𝑡,𝑖,𝑗𝑤

𝑏𝑡𝑖𝑝𝑗𝑤
𝑝𝑡𝑖𝑝)  

𝑠𝑒𝑡𝑢𝑝𝑝,𝑝′ 𝑈[0.1,0.5] 

𝑆𝑐𝑝,𝑝′  𝑈[0.1,0.5] 𝑝𝑟𝑜𝑐𝑝,𝑙,𝑖 0.1 

𝑃𝐶𝑝,𝑙,𝑖  𝑈[4,6] 𝜆𝑝 𝑈[0.1,1] 

𝑤𝑝  𝑈[2,5] 𝑣𝑜𝑙𝑣𝑖
 𝑈[300,400] 

𝑤𝑒𝑖𝑣𝑖
  𝑈[1000,1500] 𝐼𝑛𝑣𝑚𝑖𝑛 𝑈[20,30] 

 

 
10 runs and the obtained results were reported in the table 

of results. Tables 3-5 show the computational results of 

solving different sample problems. According to Tables 

3-5, it is obvious that the proposed genetic algorithm is 

efficient as the average gap between the solutions 

provided by the genetic algorithm and the optimal ones 

is 1.6% for the first test problem and 3.3% for the second 

test problem which demonstrates that the solutions to the 

medium and large sample problems can be trusted. 

Comparison of the performance of the genetic algorithm 

with the optimal solution of the problem for two cases, as 

shown in Figures 5 and 6, respectively. Table 6 shows the 

computational results for Main problems which have 

been solved by genetic algorithm. 

Considering the importance of the price parameter 

and its significant impact on management policies, Table 

5 reports the obtained price values solely for the first test 

problem at different periods. As observed, the obtained 

prices have very minor differences compared to the 

values reported by the BARON algorithm, indicating the 

effectiveness of the proposed algorithm in solving the 

problems. 

The outcomes achieved by applying the Genetic 

Algorithm to two experimental problems validate the 

robustness of the algorithm's evolutionary framework. 

Thus, we can exclusively employ the proposed Genetic 

Algorithm to solve the primary problems and confidently 

utilize the obtained solutions. Table 6 provides the 

solution outcomes for 5 main problems, each comprising 

9 subproblems, encompassing the objective function 

values and the corresponding solution times. 

The development of the multi-objective formulation 

and the utilization of hybrid multi-objective evolutionary 

algorithms (HMOEAs), the incorporation of novel 

approaches in genetic algorithms or using state-of-the-art 

algorithms such as NGO or SEO algorithms and 

integration of deep learning and machine learning 

techniques for future research are suggested as highly 

intriguing topics[24-29]. 
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TABLE 3. Objective function of first test problem and CPU time 

BARON Genetic algorithm 

Prob. 

No. 
Constraints Variables 

Objective 

function 
Time (s) (Best) (Average) (Worst) Time (s) 

Standard 

Deviation 

1 409 353 51689.41 205.2 52018.21 52083.73 52102.72 1.86 36.20 

2 613 525 83032.27 398.12 85921.287 86482.19 87157.62 2.1 505.45 

3 817 697 111817.65 221.5 113501.67 113968.02 114727.21 2.43 505.06 

4 555 459 80258.12 119.1 81981.34 82476.98 83022.54 2.99 425.23 

5 832 679 146867.34 276.4 148156.18 149002.42 150202.77 4.76 839.67 

6 1109 899 167429.57 548.23 169218.561 169460.33 169813.49 11.21 244.29 

7 757 585 115712.27 432.8 118721.16 119276.44 120019.27 4.01 531.79 

8 1135 861 172046.19 542.1 174281.786 174822.36 175113.52 6.89 344.60 

9 1513 1137 264293.38 845.8 266716.187 267392.01 268347.31 26.91 669.15 

 

 
TABLE 4. Objective function of second test problem and CPU time 

BARON Genetic algorithm 

Prob. No. Constraints Variables Objective function Time (s) (Best) (Average) (Worst) Time (s) Standard Deviation 

1 601 417 88382.16 867.2 89219.432 89967.296 91056.06 11.3 781.23 

2 901 621 115371.07 971.3 117376.19 118257.86 119714.26 21.7 943.35 

3 1201 825 166815.34 826.1 171572.189 171874.34 172113.60 38.87 248.02 

4 817 529 114107.56 1421.3 118671.102 119965.32 121258.74 49.16 1081.12 

5 1225 784 173317.86 602.1 182098.17 182098.17 182625.82 80.9 253.24 

6 1633 1039 230168.25 1034.4 236715.74 236715.74 239101.23 121.54 1113.21 

7 1113 661 166749.43 897.3 172786.17 172786.17 173429.94 76.91 321.78 

8 1669 975 205753.12 926.12 208761.65 208761.65 212495.47 110.17 1746.17 

9 2225 1289 325720.388 5892.1 351023.512 351023.512 355372.72 132.78 2081.62 

 

 
TABLE 5. Obtained price for sub-problems of the first sample problem 

Problem 

No. 

Time 

Period 

Product 1 Product 2 Product 3 Product 4 

BARON GA BARON GA BARON GA BARON GA 

1 
1 64 63.03 77 76.82 

 

2 61 62.17 61 59.43 

2 

1 80 80.24 78 79.32 

2 84 83.96 72 71.43 

3 63 63 72 72.23 

3 

1 76 75.42 69 69.94 

2 64 64.7 70 69.63 

3 61 60.67 61 62.01 

4 62 61.9 61 61 

4 
1 66 65 61 61.1 63 61.76 

 
2 64 64.85 97 97.67 67 67.39 
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5 

1 84 84.06 79 78.3 79 78.12 

2 66 67.57 73 73.16 70 69.12 

3 66 67.9 64 63.9 64 64.16 

6 

1 65 64.38 64 62.89 65 65.19 

2 67 67.11 70 71.01 63 63.12 

3 61 59.81 65 64.38 66 66.15 

4 60 59.19 56 55.61 56 55.81 

7 
1 55 54.1 61 60.14 55 54.9 56 55.71 

2 66 66.09 67 67.09 66 67.01 66 67.1 

8 

1 68 67.21 69 69.18 67 68.19 67 66.64 

2 59 58.32 60 60.21 59 58.41 59 59.7 

3 64 63.01 62 61.67 62 61.78 62 61.1 

9 

1 98 99.78 90 92 82 83 81 79.12 

2 79 81 66 66.12 74 74.3 73 72.67 

3 64 63.9 85 85.62 85 86.01 85 84.18 

4 68 68.14 70 70.15 70 70.91 70 70.1 

 

 

  
Figure 5. Optimal solution VS best reported value by the genetic algorithm for the first test problems 

 

 

  
Figure 6. Optimal solution VS best reported value by the genetic algorithm for the second test problems 
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TABLE 6. Objective function of main problems with CPU time 

Sub-

proble

m 

1-1 1-2 1-3 1-4 1-5 1-6 1-7 1-8 1-9 

Obj. 

Fun. 
97326.172 136098.016 194738.648 122254.19 188097.143 217943.92 177218.176 220715.81 257876.12 

Time (s) 15.2 22.1 24.7 36.5 42.7 78.9 72.2 93.6 105.4 

Sub-

problem 
2-1 2-2 2-3 2-4 2-5 2-6 2-7 2-8 2-9 

Obj. 

Fun. 
632.118745 308.140392 619.200593 678.131056 191267.7 63.232645 190678.732 228765.32 156.265328 

Time (s) 6.17 2.23 56.39 5.52 3.84 3.126 4.86 7.117 1.138 

Sub-

problem 
3-1 3-2 3-3 3-4 3-5 3-6 3-7 3-8 3-9 

Obj. 

Fun. 
316.142089 217.175456 18.237651 278.162345 76.209867 26.269017 86.193796 278.254871 112.304768 

Time (s) 2.23 9.28 4.46 3.61 3.89 2.134 7.96 22.126 3.148 

Sub-

problem 
4-1 4-2 4-3 4-4 4-5 4-6 4-7 4-8 4-9 

Obj. 

Fun. 
027.194219 706.227691 064.271237 786.222612 723.285675 717.316234 2.269432 367.300492 212.364765 

Time (s) 1.28 6.34 32.52 9.83 4.102 45.156 32.116 4.138 2.167 

Sub-

problem 
5-1 5-2 5-3 5-4 5-5 5-6 5-7 5-8 5-9 

Obj. 

Fun. 
067.238543 167.291324 634.338178 154.28821 475.323423 098.37232 965.319869 991.363567 675.410025 

Time (s) 3.41 8.58 3.72 6.116 2.141 9.175 2.132 3.163 8.193 

 
 
6. CONCLUSION, FINDINGS, LIMITATION AND 
FUTURE DIRECTIONS 
 

This paper investigates an integrated multi-product and 

multi-period production-distribution system involving 

multiple manufacturers, distribution centers, and 

customers. The system considers split delivery and 

focuses on delivering perishable goods without allowing 

shortages. Since limited research has focused on pricing 

in production-distribution systems, this study proposes a 

mathematical formulation to maximize profit by 

incorporating dynamic pricing policies, which serves as 

a significant contribution of the study. Due to the high 

complexity of the developed mathematical model, a 

genetic algorithm is employed as an appropriate tool for 

solving the problem instances. Additionally, a set of test 

problems is initially solved to achieve optimality, and the 

efficiency of the proposed genetic algorithm is evaluated 

by comparing its results with the optimal solutions. 

Considering the effective performance of the genetic 

algorithm on the test problems, the main problems are 

also solved using the genetic algorithm, resulting in near-

optimal or optimal solutions.  Advanced optimization 

algorithms have proven their effectiveness in multiple 

domains, including online learning, scheduling, multi-

objective optimization, transportation, medicine, and 

data classification. Their success in these areas 

demonstrates their potential for various decision-making 

problems, extending beyond the specific focus of this 

study. These algorithms offer valuable tools for decision-

making across different contexts and present 

opportunities for enhancing problem-solving 

capabilities. 

In the following, the most significant findings of the 

research and the limitations associated with conducting 

this study will be described.  

In this research, all the parameters of the problem 

have been assumed to be deterministic, while in the case 

of parameters such as demand, it is not easy to assume 

certainty, as we always expect fluctuations in product 

demand. On the other hand, the price of a product is 

influenced by numerous factors, many of which have not 

been considered in this study. All of these factors are 

simply disregarded to prevent increasing the complexity 

of the mathematical model.  

The solution of an integrated model that addresses 

production planning and scheduling, inventory control, 

routing and distribution, and ultimately pricing of 

products over multiple periods is the most significant 

finding of the research. Future researchers can propose 

better and stronger approaches to solving the problem 

and dealing with its inherent complexities by taking a 



2050                                       B. Y. Yegane / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   2038-2051 

 

closer look at this issue. Another limitation inherent in 

this study is the failure to empirically implement the 

findings derived from the mathematical model within a 

practical context; It is imperative that future research 

endeavors involve the application of the developed 

model to a real-world problem, thereby facilitating a 

comprehensive analysis of the results. 

The research contributes to the advancement of 

vehicle scheduling in warehouses and cross-docking 

operations. In addition, it would be interesting to consider 

reverse logistics in the mathematical model. Given that 

the genetic algorithm was only used for the problems, 

appropriate approaches to determine upper and lower 

bounds to control and navigate the genetic algorithm may 

improve the solutions. Considering the complexity of the 

problem examined in this research, it appears that 

employing simulation approaches as an attractive method 

can be highly effective in achieving high-quality 

solutions. Furthermore, it presents an intriguing research 

area for the further development of recent studies  
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Persian Abstract 

 چکیده 
گذاری به عنوان یک راننده عملکردی مشترک  گذاری مناسب برای محصولات فاسدشدنی در زنجیره تأمین بیانگر نیاز اساسی است. قیمت های قیمتهمیت استفاده از استراتژی ا

کند که در این پژوهش مورد بررسی  های موجودی و تولید ایفا میدر هر زنجیره تأمین نقشی قاطع در موفقیت و سودآوری زنجیره تأمین را در کنار عوامل دیگری نظیر سیاست 

های تولید و کنترل موجودی، و تأثیر مشترک آنها بر نتایج مالی تمرکز دارد.  گذاری در سودآوری، همراه با تداخل سیاست اند. این پژوهش بر تأکید بر نقش مهم قیمتقرار گرفته 

ای در یک زنجیره تأمین سه سطحی با محصولات فاسدشدنی تاکنون به طور محدود مورد توجه قرار گرفته چنددورهگذاری پویا در یک مسئله چندمحصوله و  موضوع قیمت

بر نقش مهم قیمت در    با تاکید  فسادپذیرسطحی با محصولات  ای در یک زنجیره تأمین سه گذاری پویا در یک مسئله چند محصولی و چند دوره استاین مطالعه به بررسی قیمت 

ها به یک گروه خاص از مشتریان خدمات ارائه  شامل تولیدکنندگان و مراکز توزیع متعدد است و هر یک از آن  مورد مطالعهتوزیع  -. سیستم یکپارچه تولیدپردازدمیسودآوری  

. به منظور  وسیله نقلیه استمسئله مسیریابی    ساسبرافروشان  و همچنین بین مراکز توزیع و خرده   بصورت مستقیم  محصولات بین مراکز تولید و مراکز توزیع  ارسالدهند.  می

های با کیفیت ارائه شده برای دستیابی به جواب    بر مبنای الگوریتم ژنتیک  روشی فراابتکاریو    توسعه یافتهریزی عددصحیح مختلط  سازی تابع هدف، یک مدل برنامهبیشینه

هر کدام  که آزمایشی ساده دسته مسایل 2در ابتدا  به همین دلیل، حل بهینه مساله به سادگی امکانپذیر نیست کوچک()حتی در ابعاد . به دلیل پیچیدگی بالای مسئله تحقیق است

سازی شده است، مقایسه پیاده  شارپ سی که با زبان  نتایج الگوریتم ژنتیک باحاصل  شوند و نتایج  حل می  GAMS افزارنرم BARON کنندهزیرمسئله هستند، توسط حل   هنُشامل  

 اند. شدهزیرمسئله برای هرکدام، توسط الگوریتم ژنتیک حل  هنُبا  اصلی مسئله جپنشوند. پس از تأیید کارآیی الگوریتم ژنتیک طراحی شده، می
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A B S T R A C T  
 

 

Today, with the proliferation of complex networks and their large amounts of data, researchers have 
great concerns about the accurate community detection methods. The difficulty in analyzing these 

networks stems from their enormous size and the complex relationships among the members of the 

networks. It is difficult to analyze the deep relationships and mechanisms by just looking at the whole. 
Traditional methods have some problems and limitations when analyzing these networks such as feature 

extraction, high reliance on the initial phase settings, computational complexity, neglect of network 

relationships and content. From the perspective of relationships and interactions between individuals, 
the environment of complex networks can be compared to a game in which nodes acting as players or 

agents may join or leave a community based on similar structural or semantic characteristics. 

Consequently, there is a strong tendency to use cooperative and non-cooperative games to detect 
communities. Moreover, the amalgamation of deep learning techniques and game theory has recently 

been proven to be highly effective in extracting communities. Deep learning techniques have 

demonstrated enhanced capability in feature engineering and automate the process. In this study, the 
authors make effort to detect rational and accurate communities based on structural and content features 

with the help of traditional approaches, deep learning, as well as cooperative and non-cooperative games. 
The efficiency of this study is demonstrated by experimental findings on real datasets, and confirming 

that it is able enough to identify those communities that are more meaningful. 

doi: 10.5829/ije.2023.36.11b.10 
 

 
1. INTRODUCTION1 
 

One of the most crucial research area of study in complex 

networks is community detection. This has motivated 

many researchers over the years to find node groups 

based on modular patterns  . 

The ability to detect communities gives us further 

intuition into how groups function and how they form. 

Nodes within a community share similar characteristics 

and interests with one another and are more closely 

connected than other nodes within the network. 

Various studies have provided different perspectives 

on communities extraction, such as partitioning 

approaches, hierarchical methods, edge removal 

 

methods, as well as factorization-based and modularity-

based approaches [1-3]. However, these scenarios may 

work well in some situations, as the issue of detecting 

community is inherently challenging and involves 

multiple  factors, it is better to look at this issue from a 

different aspect.    

In citation networks, communities are formed solely 

based on individuals self-interest. It is only in the interest 

of individuals to decide on their membership [4]. In one 

hand, we can conceive about a cooperative environment 

in which individuals connect with each other, form 

communities, and seek to promote the utility of the group, 

so there is also a kind of coordination between them. 
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On the other hand, we can also imagine a competitive 

environment where agents compete to join or leave their 

communities and increase their profits. 

Arguably, understanding these relationships requires 

rationality. By applying the theoretical economic 

principles of game theory, makes it easy to analyze these 

relationships. 

In order to produce logical and ideal answers in 

challenging circumstances, game theory is a highly 

helpful mathematical instrument for analyzing strategic 

conditions and modelling the competition and 

collaboration between decision-makers [5]. Game theory 

is generally divided into cooperative and non-cooperative 

types. Games in which emphasize member cooperation is 

referred to cooperative game [6], in which each player 

attempts to increase the utility of the coalition [7]. In 

contrast, in non-cooperative games, players ignore the 

gains of the group and focus on increasing their 

individual utility. 

Therefore, we address the idea of using cooperative 

and non-cooperative games to obtain more satisfying and 

trustworthy communities.  

Recently, deep learning techniques along with game 

theory have proven to be extremely useful in extracting 

communities. Deep learning can provide features that are 

more informative and open up new perspectives in 

solving the community detection problems in large-scale 

networks. 

In this respect, we utilized three well-known deep 

learning algorithms to obtain instructive characteristics. 

First, we learnt the embedding vectors from the network 

structure through the DeepWalk method [8]. Then, to 

extract the content features, we used LSTM [9] and 

Doc2vec [10] algorithms. After preparing the features, to 

identify the primary clusters, we applied a popular 

partitioning technique such as K-means to divide the 

network and provide the initial clusters. This helps 

reduce computational complexity. Rather than trying to 

initiate clustering through an agglomerative hierarchical 

approach. 

Then, to stabilize the initial clusters and decrease 

them, we utilized the advantages of cooperative games. 

Meanwhile, we need to make sure that the nodes are 

properly assigned to the communities. So, we considered 

the privileges of non-cooperative games (Figure 1).  

As the cooperative game is applied based on k-means 

clustering results instead of singleton clustering, the 

complexity is reduced.  Additionally, since the non-

cooperative game applied on the stabilized clusters 

extracted by cooperative game, so nodes as selfish 

players can only be compared with the significant and 

important nodes who have a high degree in their 

communities. As a result, there are fewer comparisons 

conducted as well as fewer nodes planning to leave their 

community due to improving their utilities. 

Totally, the suggested method is more efficient and 

the computing cost noticeably reduced. 

The main contributions of this paper are as follows. 

▪ In this research, we used three well-known deep 

learning algorithms to obtain instructive features. 

Both structural and content features have been 

extracted through deep learning to help identify 

more meaningful communities. The proposed model 

can deal with long-term dependencies and solve the 

vanishing gradient problem. 

▪  In order to reduce the computational complexity, 

rather than trying to initiate clustering by using an 

agglomerative hierarchical approach, we used a 

traditional clustering method, k-means, to divide 

the network and provide the initial clusters. 

▪ Use of traditional clustering methods such as K-

means does not guarantee the clusters obtained and 

may generate more clusters than the actual ones, so 

by using cooperative game theory we can reduced 

and stabilized the extracted communities. 

▪ In some cases, there may be a limited number of 

nodes belonging to different communities, or there 

may be single nodes that do not belong to a proper 

community. In such cases, we utilized the benefits 

of non-cooperative game which helps rationally 
 

 
 

 
Figure 1. The proposed framework 



2054                               A. Torkaman et al. / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   2052-2062 

 

 

allocate these nodes to well-established 

communities. 

▪ Individual nodes which have no connections with 

the rest of the network can also be assigned to 

communities according to their content. 

The following sections of this essay are structured as 

follows: Section 2 reviews the literature on several 

approaches to the challenge of community detection. In 

section 3, the suggested model is mentioned. Section 4 

discusses the analysis of the experimental findings, and 

section 5 presents concluding remarks and further 

research. 
 

 

2. RELATED WORK 
 

A community consists of multiple components that are in 

close proximity to each other only within their respective 

groups, in contrast to the rest of the network. Individuals 

that reside in the same community share similar 

characteristics, such as interests, social links, locations, 

occupations, etc. [11, 12]. 

The nodes belonging to the same community 

typically have similar responsibilities and/or functions 

[13]. 

Community detection is one of the most exciting 

research areas, which has caught the interest of numerous 

researchers in a variety of fields of study, including 

biology, statistics, and computer science [14]. 

Community detection is typically an NP-complete issue 

[13, 14].  

Several studies published in the literature attempt to 

extract high-quality communities. Some of them used the 

graph partitioning techniques such as K-means to detect 

communities [15-19].  

However, these methods have significant drawbacks 

like weak cluster descriptors and high sensitivity to 

initialization. Hierarchical clustering based on 

agglomerative or divisive methods is another aspect 

widely used in literatures [20-23]. Some researchers 

focused on improving quality metrics such as modularity 

for obtaining a high-quality community structure [24].  

In recent years, methods based on network 

representations by using deep learning have become 

popular for community detection. Some of them 

respected the structure perspective [8, 25-27]. Salehi and 

Pouyan [11] proposed a model for detecting communities 

within social networks based on deep learning. In this 

method, a nonlinear embedding of the original graph is 

fed to stacked auto-encoders to train. Then a clustering 

algorithm is employed to extract communities. However, 

These methods work well, but they only consider the 

structural information and ignore node content 

information. 

Other methods, incorporate the node content 

information into network representation [28-30].   

These approaches work logically. However, it is 

beneficial to use methods that are based on both structural 

and content information to detect communities. 

Over the past two decades, various studies have 

proposed game-theoretic approaches to identify 

communities.  

In fact, community detection can be likened to a game 

in which each node makes rational decisions about which 

community to join in order to maximize its score. 

Additionally, community members try to increase the 

utility of group.  

Many researches addressed the challenge of 

community detection by using the non-cooperative game, 

while others use cooperative one. In line with the 

cooperative game, Mcsweeney et al. [31] treated each 

node as a player in a hedonic game, which aims to create 

an stable community structure. 

The Shapley value was recommended by Zhou et al. 

[32] to identify communities within a specific social 

network. They also suggested a coalitional game for 

detecting communities based on the node structure in 

2015.  

Each node was envisioned by Hajibagheri et al. [33] 

as a logical being attempting to maximize the Shapley 

value. Avrachenkov and his colleagues [34] suggested 

two cooperative game theory methods based on hedonic 

and Myerson value games for detecting communities. 

Both methods extract communities with varying 

resolutions. 

Nodes were taken into account by Zhou et al. [35] as 

players attempted to increase the utility of their coalitions 

by taking part in a cooperative games. In this study, an 

edge weight computation was proposed to determine the 

Shapley value for coalitions and nodes. 

According to Chen et al. [36], on the non-cooperative 

side, agent's utility is computed as a gain and loss 

function based on modularity and community 

membership, respectively. Therefore, the game's local 

equilibrium reveals community organization at the end. 

Furthermore, Narayanam and Narahari [37] believed that 

the utility of each vertex is a linear function, imagining 

each node as an agent wanting to join a community. In 

this study, community stability is ensured via Nash 

stability.  

A methodology based on the iterative game have been 

considered by Alvari et al. [38] for detecting 

communities in complex networks. They considered 

nodes as logical players who enter the game to increase 

their utility. 

A weighted potential game was developed by 

Havvaei and Deo [39] to demonstrate community 

structure. When a community reaches the Nash 

equilibrium point, it stabilizes. Co-game is a game-

theoretical method for identifying communities in real-

world  networks,  as  described  by  Zhao  et  al.  [40]. 

This technique combines individual games and 
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equilibrium to create finer-grained partitions in the 

detection process.  

A game-theoretical algorithm for detecting 

communities in online complex networks was developed 

by Vincenzo et al. [41]. They modeled the process of 

community formation as a game, in which each node as 

a player aiming to maximize its goals. They used a game 

theory approach to simulate how communities form. 

Each node is regarded as a player trying to maximize its 

utility. 

SIMGT [42] is a useful method for identifying 

communities, which assumes nodes as self-interested 

players participating in a non-cooperative game. To 

update players identities, they used a stochastic gradient 

ascent.  

Zhou et val. [43] proposed a novel method for 

detecting communities based on both cooperative and 

non-cooperative games. This method imagined nodes as 

players in coalitional form games who want to increase 

the utility of the group, meanwhile playing non-

cooperative games to increase their own utility.  

Similar to the hierarchical agglomerative method, this 

approach considers a cooperative game in the initial 

phase, where nodes or agents are clustered as singletons, 

and coalitions with the highest utility value are combined 

into larger coalitions until high-quality coalitions are 

attained. This method, like other agglomeration 

approaches typically has considerable computational cost 

for large data sets. Therefore, it is recommended to 

integrate the first phase with other clustering techniques. 

In this regard, Torkaman et al. [44] proposed a Four-

Stage Algorithm (FSA), which find the important central 

nodes, propagate labels, and identify initial communities 

to solve this problem. However, this method focuses only 

on structural information and omits content information. 

Therefore, in this study, we proposed a new 

community detection model based on both structural and 

content features, using a traditional clustering method to 

reduce the initial computational cost, and integrate 

cooperative and non-cooperative games to provide 

reliable and stable communities. 

 

 

3. PROPOSED METHOD 
 
3. 1. Preliminary           A citation network is a type of 

complex network that may include various papers, books, 

linked by co-citation relationships. A key issue in 

network analysis is how to represent these networks. 

Assume a network G=(V,E,D) and a set of vertices 

 V={v1, v2 , v3, …,vn}, n is the number of vertices. 𝐸 =
{𝑒𝑖𝑗}𝑖,𝑗=1

𝑛  the set of edges, and the edge among 𝑣𝑖 and 𝑣𝑗 

is encoded as 𝒆𝒊𝒋 . D is the set of textual data which relates 

to each node of 𝑣𝑖.  

The goal of the network-embedding problem is to 

develop the mapping function: 𝑓: 𝑉 → ℝ𝑑 which maps 

each node into a low-dimensional space and extracts the 

network's structural and content characteristics. Nodes in 

this representation space that have similar structure or 

content are located close to one another. 

 

3. 1. 1. Community Detection          Community 

detection is an operation to detect M communities; C= 

{C1, C2,…, CM} ,  so M ≪N and ∪𝑚=1
𝑀  𝐶𝑚 = 𝑉. 

if 𝐶𝑖  ≠ 𝐶𝑗  for any subset of V, then nodes can only join 

one community and are referred to as non-overlapping 

communities. If it can join more than one community, it 

entitled as overlapping communities [45]. 
 

3. 1. 2. Game Theory Background            Game theory 

is a mathematical tool that focuses on decision-making 

problems between two or more entities engaged in 

strategic scenarios where one player’s decisions affect 

the other players’ payoffs [46].  

The interaction between vertices in a complex 

network may be compared to a game in which a node acts 

like a player and seeks to join or leave the community 

depending on its utility in a target community. 

Let 𝑢𝑖 be the utility of vertex 𝑖 ∈ 𝑉. For every𝐶𝑖, 

𝑢𝑖 (𝐶𝑖) is the utility function of i by existing in a 

community 𝐶𝑖. Every vertex seeks to become a member 

of a community and increase its own utility. It should be 

emphasized any node’s utility is depends on the 

community to which is it belongs.  

 
3. 2. Our Proposed Model              This study utilizes 

deep learning approaches and game theory to find 

established and accurate communities, as previously 

described. 

Figure 1 shows our suggested framework. First, 

according to our previous work [44], we extract 

informative features by using three popular deep learning 

approaches. 

The architecture of the proposed representation is 

shown in Figure 2. It projects each node into a low 

dimensional region to capture the network’s structural 

and content properties [44]. 

As shown in Figure 2, we learn embedding vectors 

from network structure by DeepWalk [8] method, to 

provide deep structural features to the K-means 

clustering algorithm. Then, to extract the content 

features, we used the concatenated vectors of both Long 

Short-Term Memory (LSTM) [9] and Doc2vec [10] 

algorithms, to enhance each other to extract the context 

sequence from the paper’s titles or abstracts more 

accurately. Therefore, in this paper, we applied the same 

loss function used by Torkaman et al. [44] to extract the 

structural and content properties of the nodes: 

ℒ = ℒ𝐷𝑜𝑐2𝑉𝑒𝑐 + ℒ𝐿𝑆𝑇𝑀 + ℒ𝐷𝑒𝑒𝑝𝑤𝑎𝑙𝑘   (1) 

Afterward, in order to partition the network and find 

initial communities, we applied a common partitioning  
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Figure 2. Architecture of our network representation 

 

 

technique such as the k-means algorithm [47]. This helps 

reduce computational complexity rather than trying to 

initiate clustering by using an agglomerative hierarchical 

approach. 

The elbow approach is used to find the optimum value 

of K [48], which is one of the most popular methods for 

choosing the ideal value of K. 

Therefore, the initial clusters B={𝐵1, 𝐵2, … , 𝐵𝑘} , or 

coalition structure is prepared. In many instances, the 

number of initially extracted communities is numerous or 

located far from the actual desired communities that they 

become unsustainable. Thus, we used the advantages of 

cooperative (coalitional form) and non-cooperative 

games to decrease the number of these communities, 

make them similar to the actual ones and precisely map 

nodes to communities. 

Implementing Cooperative Game: Nodes in a citation 

network are assumed to act as rational agents striving to 

form communities (coalitions) and increase the utility of 

groups. Fewer nodes communities are merged with 

bigger ones until the merge operation no longer improves 

the utility of the merged coalitions. In this case, neither 

coalition intends to cooperate with the other because the 

game has reached equilibrium. The game starts with an 

initial cluster from the K-Means algorithm.   

Given 𝐵𝑖  is a coalition of G= <V, E>, which is 

achieved by k-means method.  

Definition 1: The utility function of coalition, 𝑢(𝐵𝑖) 

of B, is based on the function was described in our 

previous work [43]: 

|E| is the total number of edges in G, e (𝐵𝑖) is the number 

of edges connecting vertices within𝐵𝑖 , and D(𝐵𝑖) is the 

sum of the degree of the vertices in 𝐵𝑖 . In fact, 𝑢(𝐵𝑖) 

comes from Newman’s modularity metric Q [49]. 

In general, if  ∆𝑢( 𝐵𝑖 , 𝐵𝑖𝑗) > 0 and  ∆𝑢( 𝐵𝑗 , 𝐵𝑖𝑗) > 0 

then two coalitions are merged [43]. Communities that 

recently joined are added to a new list Γ =
{𝐶1, 𝐶2, … , 𝐶𝑛}. 

The final extracted coalitions are stable if there are no 

coalition intends to participate in merge operation to 

increse its utility.  That is, if 𝑢(𝐵𝑖) > 𝑢(𝐵𝑖 +  𝐵𝑗) ∀ 𝐵𝑗 ≠

𝐵𝑖  , 𝐵𝑖  does not want to join 𝐵𝑗 and it favors to remain 

within the past situation. In this way, an equilibrium state 

of the coalition is achieved.  

Implementing Non-Cooperative Games: After 

reaching a set of stable communities, non-cooperative 

games are played. Single nodes with connections that 

might not satisfy with their utilities may not be in their 

correct coalition. 

Each node in this game is viewed as a selfish agent 

who seeks to join or leave a community 

from Γ depending on its utility measure. It would leave 

its existing alliance and join a new one, if joining a 

coalition would increase its utility.  

Since nodes in a citation network have structure and 

content information, the utility function should be the 

combination of them, especially in the case of single 

nodes, which can only be determined based on their 

content similarity.  

Definition 2: The utility function of an individual (node):  

Let 𝑣 ∈ 𝑉 , 𝐶𝑖 ∈ Γ , the utility function is as follows: 

uv(Ci) =  α W + β
e(v,Ci) 

d(v)
  (3) 

𝑒(𝑣, 𝐶𝑖); the number of edges among v and coalition Ci . 

𝑑(𝑣) is the degree of 𝑣 and W is the informative feature 

vector.  𝛼, 𝛽 are binary value 𝛼 = 0, which means the 

network only consist of structural value. 𝛽 = 0 means v 

is a singleton node and just the similarity determines the 

closeness between node v an 𝐶𝑖d. 𝑢𝑣(𝐶𝑖) measures the 

similarity between 𝒗 and the targeted community 𝐶𝑖. The 

greater value of 𝑢𝑣(𝐶𝑖), indicates more similarity 

between 𝒗 and 𝐶𝑖 .  

Definition 3: (Join & Leave): node v join the 

community 𝐶𝑖 : 

𝐶𝑖  ←  𝐶𝑖 + {𝑣}  

If 𝑣 ∉ 𝐶𝑖 and 𝑢𝑣(𝐶𝑖) is the maximum value that v can 

achieve through joining communities.  

Node v leave its community 𝐶𝑛 and join community 𝐶𝑖:  

𝐶𝑛  ←  𝐶𝑛 − {𝑣}  

if 𝑣 ∈ 𝐶𝑛 and 𝑢𝑣(𝐶𝑛)  < 𝑢𝑣(𝐶𝑖).  

Finally, when agents have no incentive to leave their 

own community and join others, a kind of equilibrium 

has prevailed and communities have reached a stable 

state.  

Cooperative and non-cooperative algorithms 

described in Algorithms 1 and 2.  

𝑢(𝐵𝑖)  =  ∑ (
𝑒(𝐵𝑖)

|𝐸|
− (

𝐷(𝐵𝑖)

2.|𝐸|
)

2

𝐵𝑖∈𝐵 )  (2) 

 

 
Algorithm 1 Cooperative Game 

1: Input: the initial coalitions achieved by k-means algorithm                        

               B={𝐵1, 𝐵2, … , 𝐵𝑘}  
2: Output: Community reduction and stabilization Γ =
{𝐶1, 𝐶2, … , 𝐶𝑛} 
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3: 𝛤 = {} 

4:  for all (𝐵𝑖 , 𝐵𝑗 ∈ 𝐵  𝑎𝑛𝑑 𝐵𝑗 ≠ 𝐵𝑖  ) do  

5:     if  Δ𝑢( 𝐵𝑖𝑗) > Δ𝑢(𝐵𝑗) & Δ𝑢( 𝐵𝑗) > 0 then  

6:          𝛤 =  {𝐵𝑖𝑗} − {𝐵𝑖} − {𝐵𝑗} 

7:     else  

8:         return Γ   
9:     end if  
10:  end for  

 (Continue until no coalition is willing to join the other in order to 

enhance its utility) 

 

 

As already mentioned, the initial set of communities 

(B) is provided by the K-means algorithm. Then, the 

game initials are between these communities. Given 

𝐵𝑖 , 𝐵𝑗  two communities in B, If the union of these two 

communities (𝐵𝑖𝑗) has more benefits than either 

community alone, a join operation takes place and 𝐵𝑖𝑗 is 

added to the new list Γ. The algorithm may terminate 

when no coalition intends to use the join mechanism and 

improve its utility.  

 

 
Algorithm 2 non-Cooperative game 

  1: Input: the cooperative game's reduced and stabilized communities 

     Γ = {𝐶1, 𝐶2, … , 𝐶𝑛} 

   2: Output: Node allocation assurance and ultimate stable community     

       structure C = {𝐶1, 𝐶2, … , 𝐶𝑛} 

   3: 𝛿 {} 

   3: for all (𝑣 ∈  𝐶𝑖   ) do  

   4:      𝛿 = 𝐶 − 𝐶𝑖  

   5:      for all (𝐶𝑗 ∈  𝛿) do  

   6:           if  (Δ𝑢𝑣(𝐶𝑗)) >  (Δ𝑢𝑣(𝐶𝑗)) 

    7:           𝐶𝑗 =  𝐶𝑗 + {𝑣} 

    8:           𝐶𝑖 =  𝐶𝑖 − {𝑣} 

    9:       end if  

  10:         return 𝐶𝑖, 𝐶𝑗 

  11:      end for  

  12: end for 

  (Continue until nodes are not eager to leave their current communities 
and join new ones.) 

 

 

All nodes are initially placed in their own 

community provided by Algorithm 1. Each vertex 

assesses other communities and determines how useful it 

is to join them. If the value exceeds the utility, it quits its 

current coalition and joins the new one. The algorithm 

will stop when the agents chooses to remain in their 

current situation rather than join other communities to 

increase their utility values. 

 

 

4. EXPERIMENTS 
 

In this section, extensive experiments are conducted to 

validate the effectiveness of our proposed method. two 

widely used real-world datasets and six state-of-the-art 

baselines are adopted for the experiment. 

 

4. 1. Datasets             We use actual networks to 

demonstrate the potential and efficiency of the suggested 

approach, and observe the experimental results. In this 

regard, we run the proposed approach on two real citation 

networks (DBLP [50], Citeseer [51]). 

Dblp: Dblp is a well-known citation network 

containing bibliography data in computer science. In 

total, it includes 60,744 papers and 52,890 edges and four 

research areas consist of data mining, database, the 

artificial intelligent, and computer vision. 

Citeseer [51]: This data set is a citation network of 

computer science publications. It contains 3312 

publications and 4,732 edges, each of the papers is 

labeled as one of six categories, artificial intelligence, 

agents, database, human–computer interaction, 

information retrieval, and machine learning.  

 

4. 2. Baseline Learning Algorithms         For a 

comprehensive evaluation, we compare our proposed 

algorithm with a number of methods from different 

categories. 

K-means [47]: A popular classical shallow 

partitioning algorithm for clustering, alternately updates 

the location of the cluster center and the distance of the 

sample from the cluster center. 

Spectral [52]: A classical shallow clustering method 

based on graph theory, using the node adjacency matrix 

as the similarity matrix. 

Louvain [53]: The Louvain Method is a widely used 

greedy algorithm for community detection by network 

modularity maximization.  

ARGAE [54]: The Adversarial Regularized Graph 

Autoencoder (ARGAE) method is a graph clustering 

method, where a discriminator is utilized to ensure the 

deep representation calculated by encoder matching a 

prior distribution.  

DAEGC [55]: deep attentional embedded graph 

clustering (DAEGC), is a graph clustering method 

utilizing a self- optimizing module to learn a clustering-

oriented deep representation. 

MGCCN [56]: Multilayer Graph Contrastive 

Clustering Network (MGCCN), a generic and effective 

autoencoder framework for multilayer graph clustering.  

 

4. 3. Analysis of Experimental Results         We 

calculated the accuracy(ACC) [57], the Normalized 

mutual information (NMI) [32], the purity measure [13] 

and between the extracted community structures, taking 

into account the ground truth of the datasets as an 

evaluation metric.  
We evaluate the effectiveness of the suggested 

algorithm based on the above metrics, Table 1 and Figure 

3 show the accuracy, purity and NMI values of only k-

means after applying the cooperative game and 

eventually running the non-cooperative game.  
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All the algorithms were run in Python on  a desktop 

PC with an Intel Core i7 CPU (3.4 GHz) and 8 GB RAM.  

According to the results (Table 1), after executing the 

cooperative game with k-means results, ACC, NMI and 

purity scores improved due to the cluster merging process 

and a stable point was reached. K-means method does not 

work well in this situation due to its restrictions such as 

weak cluster descriptors and its high degree of sensitivity 

to initial parameters such as determination of the K 

values.  

As is shown in Figure 3, promising results were 

obtained by running the non-cooperative game on the 

results of the cooperative strategy. 

This is because each node tries to join a community 

or leave the current community based on its semantic and 

structural features. In particular, individual nodes that are 

not connected to a community can easily increase their 

utility by joining a community based on semantic 

features. This situation is obvious because the dblp 

dataset contains a significant amount of single nodes. 

Once the equilibrium point is reached, all nodes and 

communities are in stable state.  

For a comprehensive evaluation, we compared our 

proposed model with different methods in different 

categories.  

As shown in Table 2 and Figure 4, it can be observed 

that our proposed method achieves competitive 

performance compared with all the baseline methods 

according to two clustering metrics, which demonstrates 

 

 

TABLE 1. Accuracy (ACC), Normalized mutual information (NMI) and Purity evaluation metrics after running each method on the 

Dblp, Citeseer dataset with ground truth 

Metric Purity NMI ACC 

Datasets 

Methods Citeseer Dblp Citeseer Dblp Citeseer Dblp 

K_Means 0.618 0.735 0.312 0.431 0.544 0.604 

Cooperative Game 0.678 0.739 0.345 0.433 0.612 0.709 

Non- Cooperative Game 0.853 0.886 0.597 0.762 0.788 0.907 

 

 

 
Figure 3. Accuracy (ACC), Normalized mutual information (NMI) and Purity evaluation metrics after running each method on the 

dblp dataset with ground truth 
 
 

TABLE 2. Clustering results on Citeseer and Dblp datasets 

Metric 

Methods 

NMI ACC 

Datasets 

Citeseer Dblp Citeseer Dblp 

K-means 0.312 0.431 0.544 0.604 

Spectral 0.056 0.223 0.239 0.402 

Louvain 0.409 0.504 0.437 0.513 

ARGAE 0.350 0.495 0.573 0.605 

DAEGC 0.397 0.561 0.672 0.869 

MGCCN 0.455 0.615 0.715 0.830 

Ours 0.512 0.762 0.788 0.907 

 
Figure 4. ACC and NMI comparison results on different 

datasets and methods 

 

 

the effectiveness of our method. Specifically, we can 

make the following interesting observations: 
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▪ The proposed method and other Graph Convolutional 

Network (GCN) based methods (DAEGC, MGCCN) 

show superiority over K-Means, Louvain and Spectral 

methods, which demonstrates that methods based on 

both structural and information characteristics, 

performs better than only using one of them.  

▪ According to the results, our proposed algorithm 

outperformed other methods in Dblp and Citeseer. In 

fact, this algorithm yielded higher values of accuracy 

and NMI than the other existing methods. This is due 

to utilizing the combination of deep learning and game 

theory to find established and accurate communities.   

▪ Our method yields a relative increase in NMI values of 

35.03% for ARGAE and 26.3% for DAEGC for the 

Dblp dataset, and the increase is even greater for the 

Citeseer dataset. These GCN-based approaches use 

adjacency matrices to represent topological features, 

but have limitations on large datasets.  

▪  MGCCN is a close competitor to our method,  but as 

we can see, our method has better performance. 

MGCCN is a generic framework which designed for 

multi-view graph clustering. MGCCN employs a self-

supervised component that iteratively updates the node 

embedding and clustering, so, there is no guarantee that 

samples will be assigned to the correct clusters. 

Therefore, in some cases, “highly confident” nodes are 

used that act as a soft label to supervise the clustering 

process. While our method uses both cooperative and 

non-cooperative methods to solve this problem, and the 

resulting clusters are reliable and stable.  

 

4. 4. Parameter Sensitivity            We have used the 

same parameter settings that are reported by Torkaman et 

al. [44] for deep learning part.  We set window size b=8, 

The embedding size is set to k =300 (100 for each 

proposed deep learning methods), the learning rate= 

0.001 and Adam [58] as the optimizer.   

Game theory has been used as a tool to achieve more 

reliable and stable communities. The game parameters 

are generic and we do not interfere in its settings. 

 

 

 
Figure 5. The effect of embedding size on the NMI result 

One of the important parameters in the proposed 

model is the embedding size. the proper size for this 

vector is 100 for each structural and content vectors. If 

the size of the vector exceeds this value, the efficiency of 

the proposed algorithm does not change significantly, 

only the dimensionality of the problem increases (Figure 

5).  

 

4. 5. Network Visualization          Finally, we leverage 

2D t-SNE projection [59, 60] to visualize the results of 

the community detection method applied to the dblp 

dataset. 

As shown in Figure 6(a), in the visualization of 

K_Means, the clusters are not so clear. In Figure 6(b), the 

cooperative game method outperforms K_Means, but for 

some classes do not have a clear resolution. In Figure 

6(c), after using the non-cooperative approach, the 

clusters become clearer and almost have a meaningful 

layout for each community. 

 

 

5. CONCLUDING REMARKS 
 

In this paper, we proposed a robust and efficient 

community detection approach that integrates both the 

topological and content information for community 

detection. To find the initial clusters, we first used a 

traditional clustering technique, K-means. Then, to 

decrease the obtained clusters and fix them, we used a 

cooperative game, and finally play a non-cooperative 

game on each node to guarantee a fair and rational 

allocation of nodes to the established communities. 

Experimental findings support the effectiveness of 

our method, showing how cooperative and non-

cooperative game techniques complement each other to 

identify safer and more stable communities, thereby 

improving K-means results. 

The proposed algorithm shows high performance on 

medium-sized datasets. However, there are limitations 

for very large networks with many extracted 

communities, it takes time to identify the right 

communities. 

Future work may use a different splitting method to 

split the network and provide initial communities instead 

of using K-means. 

 

 

 
Figure 6. Visualization on the dblp dataset. Colors 

demonstrate the ground-truth communities 
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Additionally, various deep learning techniques can 

be used to extract more advantageous features. The utility 

functions of the game components, are supposed to be 

replaced by the other deep learning methods. Finally, this 

framework can be extended not only to weighted 

networks, but also to overlapping networks with semantic 

content. 

 

 

6. REFERENCES 
 

1. Fortunato, S., "Community detection in graphs", Physics Reports,  
Vol. 486, No. 3-5, (2010), 75-174. 

https://doi.org/10.1016/j.physrep.2009.11.002 

2. Coscia, M., Giannotti, F. and Pedreschi, D., "A classification for 
community discovery methods in complex networks", Statistical 

Analysis and Data Mining: The ASA Data Science Journal,  
Vol. 4, No. 5, (2011), 512-546. 

https://doi.org/10.1002/sam.10133 

3. Krishna Prasad, M. and Rao Chintalapudi, S., "Mining 
overlapping communities in real-world networks based on 

extended modularity gain", International Journal of 

Engineering, Transactions A: Basics,  Vol. 30, No. 4, (2017), 

486-492. doi: 10.5829/idosi.ije.2017.30.04a.05.  

4. Jonnalagadda, A. and Kuppusamy, L., "A survey on game 

theoretic models for community detection in social networks", 
Social Network Analysis and Mining,  Vol. 6, (2016), 1-24. doi: 

10.1007/s13278-016-0386-1.  

5. Nash, J., "Non-cooperative games. The annals of mathematics, 

second series, volume 54, issue 2",  (1951).  

6. Zlotkin, G. and Rosenschein, J.S., "Coalition, cryptography, and 

stability: Mechanisms for coalition formation in task oriented 

domains, Alfred P. Sloan School of Management, Massachusetts 

Institute of Technology,  (1994). 

7. Fadaei, M., Tavakkoli-Moghaddam, R., Taleizadeh, A. and 
Mohammaditabar, D., "Cooperative benefit and cost games under 

fairness concerns", International Journal of Engineering, 

Transactions B: Applications,  Vol. 31, No. 8, (2018), 1250-

1257. doi: 10.5829/ije.2018.31.08b.09.  

8. Perozzi, B., Al-Rfou, R. and Skiena, S., "Deepwalk: Online 

learning of social representations", in Proceedings of the 20th 
ACM SIGKDD international conference on Knowledge 

discovery and data mining. (2014), 701-710. 

9. Taheri, A., Gimpel, K. and Berger-Wolf, T., "Sequence-to-
sequence modeling for graph representation learning", Applied 

Network Science,  Vol. 4, (2019), 1-26. 

https://doi.org/10.1007/s41109-019-0174-8 

10. Mikolov, T., Sutskever, I., Chen, K., Corrado, G.S. and Dean, J., 

"Distributed representations of words and phrases and their 

compositionality", Advances in Neural Information Processing 

Systems,  Vol. 26, No., (2013). doi: 10.48550/arXiv.1310.4546.  

11. Salehi, S. and Pouyan, A., "Detecting overlapping communities 

in social networks using deep learning", International Journal of 

Engineering, Transactions C: Aspects,  Vol. 33, No. 3, (2020), 

366-376. doi: 10.5829/ije.2020.33.03c.01.  

12. Indrawan, G., Setiawan, H. and Gunadi, A., "Multi-class svm 
classification comparison for health service satisfaction survey 

data in bahasa", HighTech and Innovation Journal,  Vol. 3, No. 

4, (2022), 425-442. doi: 10.28991/HIJ-2022-03-04-05.  

13. Chakraborty, T., Dalmia, A., Mukherjee, A. and Ganguly, N., 

"Metrics for community analysis: A survey", ACM Computing 

Surveys (CSUR),  Vol. 50, No. 4, (2017), 1-37. doi: 

10.1145/3091106.  

14. Cavallari, S., Zheng, V.W., Cai, H., Chang, K.C.-C. and Cambria, 
E., "Learning community embedding with community detection 

and node embedding on graphs", in Proceedings of the 2017 ACM 

on Conference on Information and Knowledge Management. 

(2017), 377-386. 

15. Van Laarhoven, T. and Marchiori, E., "Local network community 

detection with continuous optimization of conductance and 
weighted kernel k-means", The Journal of Machine Learning 

Research,  Vol. 17, No. 1, (2016), 5148-5175.  

16. Liu, J., "Comparative analysis for k-means algorithms in network 
community detection", in Advances in Computation and 

Intelligence: 5th International Symposium, ISICA 2010, Wuhan, 
China, October 22-24, 2010. Proceedings 5, Springer. (2010), 

158-169. 

17. Ferreira, L.N., Pinto, A. and Zhao, L., "Qk-means: A clustering 
technique based on community detection and k-means for 

deployment of cluster head nodes", in The 2012 International 

Joint Conference on Neural Networks (IJCNN), IEEE. (2012), 1-

7. 

18. Niu, Y., Kong, D., Liu, L., Wen, R. and Xiao, J., "Overlapping 

community detection with adaptive density peaks clustering and 
iterative partition strategy", Expert Systems with Applications,  

Vol. 213, (2023), 119213. 

https://doi.org/10.1016/j.eswa.2022.119213 

19. Wu, Y., Fu, Y., Xu, J., Yin, H., Zhou, Q. and Liu, D., 

"Heterogeneous question answering community detection based 

on graph neural network", Information Sciences,  Vol. 621, 

(2023), 652-671. https://doi.org/10.1016/j.ins.2022.10.126 

20. Chen, J., Li, Y., Yang, X., Zhao, S. and Zhang, Y., "Vghc: A 

variable granularity hierarchical clustering for community 
detection", Granular Computing,  Vol. 6, (2021), 37-46. 

https://doi.org/10.1007/s41066-019-00195-1 

21. Yin, C., Zhu, S., Chen, H., Zhang, B. and David, B., "A method 
for community detection of complex networks based on 

hierarchical clustering", International Journal of Distributed 

Sensor Networks,  Vol. 11, No. 6, (2015), 849140. 

https://doi.org/10.1155/2015/849140 

22. Zhou, L., Lü, K., Yang, P., Wang, L. and Kong, B., "An approach 

for overlapping and hierarchical community detection in social 
networks based on coalition formation game theory", Expert 

Systems with Applications,  Vol. 42, No. 24, (2015), 9634-9646. 

https://doi.org/10.1016/j.eswa.2015.07.023 

23. Li, C., Bai, J., Wenjun, Z. and Xihao, Y., "Community detection 

using hierarchical clustering based on edge-weighted similarity in 

cloud environment", Information Processing & Management,  
Vol. 56, No. 1, (2019), 91-109. 

https://doi.org/10.1016/j.ipm.2018.10.004 

24. Newman, M.E., "Modularity and community structure in 
networks", Proceedings of the National Academy of Sciences,  

Vol. 103, No. 23, (2006), 8577-8582. 

https://doi.org/10.1073/pnas.0601602103 

25. Grover, A. and Leskovec, J., "Node2vec: Scalable feature 

learning for networks", in Proceedings of the 22nd ACM 

SIGKDD international conference on Knowledge discovery and 

data mining. (2016), 855-864. 

26. Wang, D., Cui, P. and Zhu, W., "Structural deep network 

embedding", in Proceedings of the 22nd ACM SIGKDD 
international conference on Knowledge discovery and data 

mining. (2016), 1225-1234. 

27. Tang, J., Qu, M., Wang, M., Zhang, M., Yan, J. and Mei, Q., 
"Line: Large-scale information network embedding", in 

Proceedings of the 24th international conference on world wide 

web. (2015), 1067-1077. 

28. Yang, C., Liu, Z., Zhao, D., Sun, M. and Chang, E.Y., "Network 

representation learning with rich text information", in IJCAI. Vol. 

2015, (2015), 2111-2117. 

https://doi.org/10.1016/j.physrep.2009.11.002
https://doi.org/10.1002/sam.10133
https://doi.org/10.1007/s41109-019-0174-8
https://doi.org/10.1016/j.eswa.2022.119213
https://doi.org/10.1016/j.ins.2022.10.126
https://doi.org/10.1007/s41066-019-00195-1
https://doi.org/10.1155/2015/849140
https://doi.org/10.1016/j.eswa.2015.07.023
https://doi.org/10.1016/j.ipm.2018.10.004
https://doi.org/10.1073/pnas.0601602103


A. Torkaman et al. / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   2052-2062                                 2061 

 

29. Pan, S., Wu, J., Zhu, X., Zhang, C. and Wang, Y., "Tri-party deep 

network representation", Network,  Vol. 11, No. 9, (2016), 12.  

30. Chang, J. and Blei, D., "Relational topic models for document 

networks", in Artificial intelligence and statistics, PMLR. (2009), 

81-88. 

31. McSweeney, P.J., Mehrotra, K. and Oh, J.C., "A game theoretic 

framework for community detection", in 2012 IEEE/ACM 
International Conference on Advances in Social Networks 

Analysis and Mining, IEEE. (2012), 227-234. 

32. Zhou, L., Lü, K., Cheng, C. and Chen, H., "A game theory based 
approach for community detection in social networks", in Big 

Data: 29th British National Conference on Databases, BNCOD 
2013, Oxford, UK, July 8-10, 2013. Proceedings 29, Springer. 

(2013), 268-281. 

33. Hajibagheri, A., Alvari, H., Hamzeh, A. and Hashemi, S., "Social 
networks community detection using the shapley value", in The 

16th CSI International Symposium on Artificial Intelligence and 

Signal Processing (AISP 2012), IEEE. (2012), 222-227. 

34. Avrachenkov, K.E., Kondratev, A.Y., Mazalov, V.V. and 

Rubanov, D.G., "Network partitioning algorithms as cooperative 

games", Computational Social Networks,  Vol. 5, No. 1, (2018), 

1-28. doi: 10.1186/s40649-018-0059-5.  

35. Zhou, X., Cheng, S. and Liu, Y., "A cooperative game theory-

based algorithm for overlapping community detection", IEEE 

Access,  Vol. 8, (2020), 68417-68425. doi: 

10.1109/ACCESS.2020.2985397.  

36. Chen, W., Liu, Z., Sun, X. and Wang, Y., "A game-theoretic 
framework to identify overlapping communities in social 

networks", Data Mining and Knowledge Discovery,  Vol. 21, 

(2010), 224-240. https://doi.org/10.1007/s10618-010-0186-6 

37. Narayanam, R. and Narahari, Y., "A game theory inspired, 

decentralized, local information based algorithm for community 

detection in social graphs", in Proceedings of the 21st 
International Conference on Pattern Recognition (ICPR2012), 

IEEE. (2012), 1072-1075. 

38. Alvari, H., Hashemi, S. and Hamzeh, A., "Detecting overlapping 
communities in social networks by game theory and structural 

equivalence concept", in Artificial Intelligence and 

Computational Intelligence: Third International Conference, 
AICI 2011, Taiyuan, China, September 24-25, 2011, Proceedings, 

Part II 3, Springer. (2011), 620-630. 

39. Havvaei, E. and Deo, N., "A game-theoretic approach for 
detection of overlapping communities in dynamic complex 

networks", International Journal of Computational Methods,  

Vol. 1, (2016), 313-324. https: 

//doi.org/10.48550/arXiv.1603.00509 

40. Zhao, X., Wu, Y., Yan, C. and Huang, Y., "An algorithm based 

on game theory for detecting overlapping communities in social 
networks", in 2016 International Conference on Advanced Cloud 

and Big Data (CBD), IEEE. (2016), 150-157. 

41. Moscato, V., Picariello, A. and Sperli, G., "Community detection 
based on game theory", Engineering Applications of Artificial 

Intelligence,  Vol. 85, (2019), 773-782. 

https://doi.org/10.1016/j.engappai.2019.08.003 

42. Wang, Y., Bu, Z., Yang, H., Li, H.-J. and Cao, J., "An effective 

and scalable overlapping community detection approach: 

Integrating social identity model and game theory", Applied 

Mathematics and Computation,  Vol. 390, (2021), 125601. 

https://doi.org/10.1016/j.amc.2020.125601 

43. Zhou, L., Yang, P., Lü, K., Wang, L. and Chen, H., "A fast 
approach for detecting overlapping communities in social 

networks based on game theory", in Data Science: 30th British 

International Conference on Databases, BICOD 2015, Edinburgh, 

UK, July 6-8, 2015, Proceedings 30, Springer. (2015), 62-73. 

44. Torkaman, A., Badie, K., Salajegheh, A., Bokaei, M.H. and 
Ardestani, S.F.F., "A four-stage algorithm for community 

detection based on label propagation and game theory in social 

networks", AI,  Vol. 4, No. 1, (2023), 255-269. 

https://doi.org/10.3390/ai4010011 

45. Torkaman, A., Badie, K., Salajegheh, A., Bokaei, M.H. and 

Fatemi, S.F., "A hybrid deep network representation model for 
detecting researchers’ communities", Journal of AI and Data 

Mining,  Vol. 10, No. 2, (2022), 233-243. 

https://doi.org/10.22044/jadm.2022.11243.2277 

46. Myerson, R., "Game theory: Analysis of conflict harvard univ", 

Press, Cambridge,  Vol. 3, (1991). 

https://doi.org/10.2307/j.ctvjsf522 

47. MacQueen, J., "Some methods for classification and analysis of 

multivariate observations", in Proceedings of the fifth Berkeley 
symposium on mathematical statistics and probability, Oakland, 

CA, USA. Vol. 1, (1967), 281-297. 

48. Bholowalia, P. and Kumar, A., "Ebk-means: A clustering 
technique based on elbow method and k-means in wsn", 

International Journal of Computer Applications,  Vol. 105, No. 

9, (2014). doi: 10.5120/18405-9674.  

49. Newman, M.E. and Girvan, M., Mixing patterns and community 

structure in networks, in Statistical mechanics of complex 

networks. 2003, Springer.66-87. 

50. Lusseau, D., "The emergent properties of a dolphin social 

network", Proceedings of the Royal Society of London. Series B: 

Biological Sciences,  Vol. 270, No. suppl_2, (2003), S186-S188. 

doi: 10.1098/rsbl.2003.0057.  

51. Giles, C.L., Bollacker, K.D. and Lawrence, S., "Citeseer: An 

automatic citation indexing system", in Proceedings of the third 

ACM conference on Digital libraries. (1998), 89-98. 

52. Ng, A., Jordan, M. and Weiss, Y., "On spectral clustering: 

Analysis and an algorithm", Advances in Neural Information 

Processing Systems,  Vol. 14, (2001).  

53. Blondel, V.D., Guillaume, J.-L., Lambiotte, R. and Lefebvre, E., 

"Fast unfolding of communities in large networks", Journal of 

Statistical Mechanics: Theory and Experiment,  Vol. 2008, No. 

10, (2008), P10008. doi: 10.1088/1742-5468/2008/10/P10008.  

54. Pan, S., Hu, R., Long, G., Jiang, J., Yao, L. and Zhang, C., 
"Adversarially regularized graph autoencoder for graph 

embedding", arXiv preprint arXiv:1802.04407,  (2018). 

https://doi.org/10.48550/arXiv.1802.04407 

55. Wang, C., Pan, S., Hu, R., Long, G., Jiang, J. and Zhang, C., 

"Attributed graph clustering: A deep attentional embedding 

approach", arXiv preprint arXiv:1906.06532,  (2019). 

https://doi.org/10.48550/arXiv.1802.04407 

56. Liu, L., Kang, Z., Ruan, J. and He, X., "Multilayer graph 

contrastive clustering network", Information Sciences,  Vol. 613, 

(2022), 256-267. https://doi.org/10.1016/j.ins.2022.09.042 

57. Qin, M., Jin, D., He, D., Gabrys, B. and Musial, K., "Adaptive 

community detection incorporating topology and content in social 
networks", in Proceedings of the 2017 IEEE/ACM International 

Conference on Advances in Social Networks Analysis and 

Mining 2017. (2017), 675-682. 

58. Kingma, D.P. and Ba, J., "Adam: A method for stochastic 

optimization", arXiv preprint arXiv:1412.6980,  (2014). 

dhttps://doi.org/10.48550/arXiv.1412.6980 

59. Yang, H., Kong, Q. and Mao, W., "A deep latent space model for 

graph representation learning", arXiv preprint arXiv:2106.11721,  

(2021). https://doi.org/10.48550/arXiv.2106.11721 

60. Tatarkanov, A., Alexandrov, I., Muranov, A. and Lampezhev, A., 

"Development of a technique for the spectral description of curves 

of complex shape for problems of object classification", 
Emerging Science Journal,  Vol. 6, No. 6, (2022), 1455-1475. 

doi: 10.28991/ESJ-2022-06-06-015.  

https://doi.org/10.1007/s10618-010-0186-6
https://doi.org/10.1016/j.engappai.2019.08.003
https://doi.org/10.1016/j.amc.2020.125601
https://doi.org/10.3390/ai4010011
https://doi.org/10.22044/jadm.2022.11243.2277
https://doi.org/10.2307/j.ctvjsf522
https://doi.org/10.48550/arXiv.1802.04407
https://doi.org/10.48550/arXiv.1802.04407
https://doi.org/10.1016/j.ins.2022.09.042
https://doi.org/10.48550/arXiv.1412.6980
https://doi.org/10.48550/arXiv.2106.11721


2062                               A. Torkaman et al. / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   2052-2062 

 

 

 

COPYRIGHTS 

©2023  The author(s). This is an open access article distributed under the terms of the Creative Commons 

Attribution (CC BY 4.0), which permits unrestricted use, distribution, and reproduction in any medium, as 

long as the original authors and source are cited. No permission is required from the authors or the publishers . 

 

 

 

 

Persian Abstract 

 چکیده 
.  ها از اهمیت بالایی برخوردارستدر این نوع شبکه  ها )جوامع(پویههم  یقدق  آشکارسازی  یهاروشیافتن  ها،  آن  یهاداده  یو حجم بالا  یچیدهپ  یهاامروزه با گسترش شبکه 

، آن  یتکل  فتنتنها با در نظر گربین اعضا،    یقروابط و سازوکار عم  یلشود. تحل  یم  یشبکه ناش  یاعضا  ینب  یچیدهو روابط پحجم بالا  ها از  شبکه ین  ا  یلو تحل  یهتجز  یدشوار

  یده و ناد  بالا  یمحاسبات  یچیدگیپ  یه،اول  یمات به تنظ  یادز  یوابستگ  یژگی،استخراج و  نظیر  هایییتمحدود  وها مشکلات  شبکه   ینا  یلتحل   یبرا  ی،سنت  یهادشوار است. روش

عامل،    یا  یکنها، به عنوان بازکرد که در آن گره  یهتشب  اییبه باز  توانیه را میچیدپ  یهاشبکه  یطافراد، مح  ینشبکه دارند. از نظر روابط و تعاملات ب  یات گرفتن روابط و محتو

  همکاری  هاییباز  از  هاپویههم  آشکارسازی  یبرا  توانمی  یجه،از آن خارج شوند. در نت  یا  یوندندبپ  پویههم  یکمشابه به    ییمعنا  یا  یساختار  هاییژگیتا بر اساس و  کنندی تلاش م

 های یتقابل  ژرف  یادگیری  هاییک مؤثر بوده است. تکن  یاربس  هاپویههماستخراج    جهتها  یباز  یهو نظر  ژرف  یادگیری  یهایکادغام تکن  یراً. اخبهره ببریم  همکاری-یرو غ

  یادگیری   ی،سنت  یکردهایتا با کمک رو  کنندی تلاش م  یسندگانپژوهش، نو  یندر ابنابریان،  .  نموده استرا خودکار    یندفرآاین  اند و  نشان داده  هایژگی و  یرا در مهندس  تری یشرفتهپ

 یهایافتهمطالعه با    ینا  ییکنند. کارا  آشکارسازی  ییو محتوا  یساختار  هاییژگی را بر اساس و  یقیو دق  یمنطق  هایپویههم  همکاری،-یرو غ  همکاری  هایی باز  ینو همچن  ژرف

 دارترند. یاست که معن هاییپویهآشکارسازی همقادر به  یکاف قدربه  روش پیشنهادی، کند کهی م ییدو تأ شده استنشان داده  یواقع  یهامجموعه داده یبر رو یتجرب
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A B S T R A C T  
 

 

The continuous growth of the economy and population around the world has led to an increase in 

transportation demand. Consequently, the number of vehicles keeps increasing to satisfy the continued 

demand for transportation. Traffic congestion and delay, as a result, is becoming the norm in many big 
cities. The first step to alleviate the traffic congestion and delay is to gain a better understanding of the 

traffic operations at the city’s road network. This study tries to investigate and report about the traffic 

operations at urban roadways in Basra City, Southern of Iraq. With the focus of studying some of the 
main traffic parameters such as traffic flow, speed, travel time and delay at some selected sites with 

interrupted traffic flow within Basra City. Field traffic data from 30 roadways sites has been collected 

by using two techniques, camcorders and floating car technique. Data analysis showed that most of the 
selected sites are running under their capacity with an average speed close to the posted speed limit. 

However, the analysis of data also showed that for the majority of times on these selected sites long 

travel time and traffic delays were experienced, with an average delay of around 3.0 minutes for each 
1.0 km road length. This could be attributed to deficiencies in the operation of traffic signals at 

intersections, presence of illegal on-street curb parking (with double parking sometimes) and the absence 

of traffic enforcement controls (with associated penalties).  

doi: 10.5829/ije.2023.36.11b.11 

 
1. INTRODUCTION1 
 
With the rapid growth and development of the economy 

and population, transportation demand for both 

passenger and freight is also increasing. According to 

SLOCAT the global gross domestic product (GDP) grew 

by 27% between 2010 and 2019 whereas the global 

population increased 12% and the urban population grew 

by nearly 20% between 2010 and 2020. The continuous 

growing of populations and a denser concentration of 

people in urban areas around the world has led to increase 

the transportation demand which affects traffic flow 

conditions negatively in urban roads [1-3]. In addition, 

Lukina et al. [4] reported that the city center could create 

up to 40% of job opportunities which increases the 

transportation demand for accessing work and other 

attraction points in the city center. Consequently, the 

number of vehicles is increasing. The number of private 

sector vehicles in Iraq has increased nearly fivefolds 
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between 2010 and 2020. The number of vehicles for 

private sector only in Iraq has reached 7 million vehicles 

by the end of 2020 and continued increasingly. However, 

the corresponding road capacity has not been 

significantly improved. Lengths of paved highways grew 

only by 7% between 2015 and 2020 [6]. This situation 

may have exacerbated the situation with serious traffic 

congestion in some locations leading to higher delays and 

higher rate of traffic accidents. In 2020, the number of 

fatalities involving traffic accidents was 2016 accidents 

whereas the non-fatality traffic accidents were 6170 

accidents. Traffic congestion and unsafe driving behavior 

are the main motivations of the higher rate of traffic 

accidents [5-7]. Even though, a comprehensive solution 

of the traffic issues in Basra City’s urban roads might not 

be achieved. European Conference of Ministers of 

Transport [8] stated that “dynamic, affordable, livable 

and attractive urban regions will never be free of 

congestion”. However, a good understanding of traffic 
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operations at Basra urban roads might help to alleviate 

traffic congestion and delay and to enhance safety. The 

present study tries to investigate and report about the 

traffic operations at urban roadways in Basra City, 

Southern of Iraq (in Basra Governorate).  To inform 

Basra City’s traffic engineers, urban planners, and 

policymakers about the existing traffic issues.   

 
 
2. LITRETURE REVIEW    
 

Several previous studies have been found in the literature 

that deal with traffic performance of roads in urban areas. 

Liao et al. [9] stated that traffic congestion is commonly 

occurred in urban areas, especially during peak hours. 

They reported that analysis and estimation of traffic flow 

in urban areas is required to understand the causes of 

traffic congestion. Zang et al. [10] reported that for 

alleviating traffic congestion, scientific and quantitative 

evaluation of the traffic congestion should be carried out. 

Alkaissi and Hussain [11] estimated traffic volumes, 

vehicle compositions and travel time for some selected 

interrupted streets in Baghdad City to understand the 

causes of traffic congestion. Falih [12] studied the causes 

and remedies of traffic congestion in Samawa city. He 

reported that the illegal parking of vehicles, lack of 

vehicles parking, physical constraints of some roads and 

mismanagements of roads intersections are main reasons 

for traffic congestion. AlGhanim et al. [13] studied the 

traffic performance for some selected streets in Al-Najaf 

City. The researchers estimated traffic volume, travel 

time, average travel speeds and level of  service (LOS). 

Abbas et al. [14] studied the negative impact of freight 

transportation on Hilla City roads. The researchers 

proposed adding new roads to enhance the road network 

in the city. Hafram et al. [15] evaluating the traffic 

performance by using simulation model. The researchers 

used traffic volume, speed, road geometry and roadside 

parking as input data for modeling process. Yigitcanlar et 

al. [16] suggested adopting intelligent transport  systems 

(such as traffic control applications and big data 

analytics) and smart mobility services to optimize traffic 

conditions. Reddy and Srivastava [17] reported that 

traffic operations are considered as one of the important 

factors for dealing with and managing traffic congestion 

in urban areas. Alkaissi [18]reported that travel time and 

delay can be considered as one of the important factors 

that can be used in evaluating traffic performance in an 

urban road network. Ahmed et al. [19] reported that 

estimating travel time and average speed are  very 

important to enhance the efficiency and safety of roads. 

Garber and Hoel [20] reported that the travel time and 

delay data can be used to identify the traffic problem 

locations. Skovajsa et al. [21] stated that traffic delay is 

one of the principal factors that can be used to evaluate 

the quality of traffic management. Noor et al. [22] studied 

the traffic congestion in urban areas by measuring traffic 

volume and speed. Abed et al. [23] studied the effects of 

traffic operations (such as traffic volume, traffic speed 

and traffic composition) and characteristics of roads 

geometry on noise pollution. It can be concluded from 

the abovementioned studies that the most important 

factors of traffic operations that affect traffic 

performance are traffic flow, average speed, average 

travel time and delay which will be taken into 

consideration into the present study. 

Rashid [24] studied the causes of traffic congestion 

in Basra. He found that the growing population and 

number of vehicles in Basra are the most significant 

factors for the traffic congestion. He reported that the 

number of vehicles in Basra has increased by threefolds 

for the period from 2004 to 2009. Rashid [24] studied the 

impacts of traffic accidents on the city of Basra. He 

reported that traffic accidents in Basra have resulted in 19 

fatalities for every 100 injuries. However, traffic 

operations have not been taken into consideration in both 

studies, by Rashid [24].     

Although many previous researchers studied the 

traffic performance in urban areas, very limited studies 

have been found in the literature for Basra city. 

Therefore, this study will try to furnish investigations 

about traffic operations at urban roadways in Basra City. 

With the focus of studying traffic flow, average speed, 

average travel time and delay (as suggested by previous 

studies) at some selected interrupted traffic flow 

roadways in Basra City.  
 

 

3. DATA COLLECTION   
 

One of the challenges in this study was selecting the sites 

in the crowded urban center of Basra City to collect field 

traffic data. However, most of the main roads in Basra 

City center have been selected. The field traffic data have 

been collected from 30 roadway sites by using two 

techniques, these are camcorders and floating car 

technique, as will be discussed in the following sections.  

The approach of this study involves understanding 

traffic flow conditions by measuring traffic operations 

(such as flow, speed, travel time and delay as described 

in the previous studies). Figure 1 shows the research 

flowchart. 

 
3. 1. Data Collected by Camcorders     Field traffic 

data has been collected by using camcorders from 22 sites 

dual carriageways roads with 4, 3 and 2 lanes in each 

direction. The collected data by camcorders were then 

used to compute traffic flow and average speed. 

 
3. 1. 1. Four Lanes Dual Carriageway Roads      Six 

sites’ roadways (with 4-lane) have been selected. The 

four lanes dual carriageway roads is characterized by 
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traffic travelling in opposite directions separated by a 

central median with four lanes in each direction and 

different posted speed limits for each lane. The posted 

speed limit for the four lanes dual carriageway roads in 

Basra City is 40 km/h for lane 1 (inside lane), 40 km/h 

for lane 2, 60 km/h for lane 3 and 80 km/h for lane 4 

(offside lane). Figure 2 shows lanes notations used in this 

study. These sites have been surveyed during 2021 and 

2022. Table 1 summarizes the details of the selected sites, 

whereas Figure 3 shows locations of these sites. 

 
3. 1. 2. Three Lanes Dual Carriageway Roads      
Eight sites’ roadways (with 3-lane) have been selected. 

The selected sites for the three lanes dual carriageway 

roads is also characterized by traffic travelling in 

opposite directions separated by a central median with 

three lanes in each direction. The posted speed limit is 40 

km/h for all lanes in each direction. These sites have been 

surveyed during 2021 and 2022. Table 2 summarizes the 

details of the selected sites, whereas Figure 4 shows the 

locations of these sites. 

 

3. 1. 3. Two Lanes Dual Carriageway Roads      Eight 

sites’ roadways (with 2-lane) have been selected and 

surveyed as summarized in Table 3 and the location map  

 

 

 
Figure 1. Illustration of research flowchart  

 

 

 
Figure 2. Illustration of four lanes dual carriageway roads 

TABLE 1. Sites’ location and details for selected 4-lane roads  

Site 

No. 

Site 

location 

Traffic 

direction 
Date 

Time and 

duration 

1 
Lebanon 

Street 
Eastbound 

Tuesday 

30/11/2021 

10:00-13:00 

3 hours 

2 
Lebanon 

Street 
Westbound 

Tuesday 

30/11/2021 

10:00-13:00 

3 hours 

3 
Azzubair 

street 
Eastbound  

Wednesday 

12/01/2022 

07:40-10:40 

3 hours 

4 
Azzubair 

street 
Westbound 

Wednesday 

12/01/2022 

07:40-10:40 

3 hours 

5 
Baghdad 

street 
Northbound 

Sunday 

21/11/2021 

07:40-10:10 

2.5 hours 

6 
Baghdad 

street 
Southbound 

Sunday 

21/11/2021 

07:40-10:10 

2.5 hours 

 

 

 
Figure 3. Sites’ locations map (camcorders, 4 Lanes roads) 

(Source of map: Google Maps, 2023) 
 

 

TABLE 2. Sites’ location and details for selected 3-lane roads 

Site 

No. 

Site’s 

location 

Traffic 

direction 
Date 

Time and 

duration 

7 
Al-Basra 

street 
Eastbound 

Sunday 

28/11/2021 

07:00-10:00 

3 hours 

8 
Al-Basra 

street 
Westbound 

Sunday 

28/11/2021 

07:00-10:00 

3 hours 

9 
AlJomhoria 

street 
Eastbound 

Sunday 

09/01/2022 

08:00-11:00 

3 hours 

10 
AlJomhoria 

street 
Westbound 

Sunday 

09/01/2022 

08:00-11:00 

3 hours 

11 
Ashar 

Street 
Eastbound 

Sunday 

16/01/2022 

08:00-11:00 

3 hours 

12 
Ashar 

Street 
Westbound 

Sunday 

16/01/2022 

08:00-11:00 

3 hours 

13 
Trade 

Street 
Eastbound 

Wednesday  

05/01/2022 

11:05-14:05 

3 hours 

14 
Trade 

Street 
Westbound 

Wednesday  

05/01/2022 

11:05-14:05 

3 hours 

 

 

shown in Figure 5. Likewise, the traffic is travelling in 

opposite directions separated by a central median with 

two lanes in each direction. The posted speed limit is 40 

km/h for all lanes. 

Problem Definition and 

Identifying the important 

traffic operations.  

Data Collection and 

Analysis 

Results Discussion 

Conclusions and 

Recommendations 

Sites Selection 

Traffic Flow 

Average Speed 

Delay 

Travel Time 

Hard shoulder 

Lane 1 (inside lane) Traffic 

direction  

Lane 2 

Lane 3 

Lane 4 (offside lane) 

Central median 
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Figure 4. Sites’ locations map (camcorders, 3 Lanes streets) 

 

 
TABLE 3. Sites’ location and details for selected 2-lane roads 

Site 

No. 

Site 

location 

Traffic 

direction 
Date 

Time and 

duration 

15 
Dinar 

Street 
Northbound 

Wednesday  

12/01/2022 

11:00-13:30 

2.5 hours 

16 
Dinar 

Street 
Southbound 

Wednesday  

12/01/2022 

11:00-13:30 

2.5 hours 

17 
14 July 

Street 
Eastbound 

Tuesday 

09/11/2021 

07:00-10:00 3 

hours 

18 
14 July 

Street 
Westbound 

Tuesday 

09/11/2021 

07:00-10:00 3 

hours 

19 
Al-Saadi 

Street 
Northbound 

Sunday  

02/01/2022 

11:30-14:30 3 

hours 

20 
Al-Saadi 

Street 
Southbound 

Sunday  

02/01/2022 

11:30-14:30 3 

hours 

21 
Al-Jaza’ar 

Street 
Northbound 

Sunday  

23/01/2022 

11:00-14:00 3 

hours 

22 
Al-Jaza’ar 

Street 
Southbound 

Sunday  

23/01/2022 

11:00-14:00 3 

hours 

 

 

 
Figure 5. Sites locations map (camcorders, 2 Lanes streets) 

 

 

3. 2. Data Collected by Floating Car Technique     

Field traffic data have been collected by using floating 

car technique from 8 sites dual carriageways roads with 

4, 3 and 2 lanes in each direction. The collected data by 

floating car technique were then used to compute average 

travel time and delay. Likewise, these 8 roadways sites 

have been surveyed during 2021 and 2022. Table 4 

summarizes the details of the selected sites, whereas 

Figure 6 shows locations of these sites. 

TABLE 4. Sites’ locations and details for the data collected by 

floating car technique  

Site 

No. 

Site 

location 

Traffic 

direction 

Date and 

Time  

Street length 

covered (m) 

23 

Baghdad 

Street 

Northbound Sunday  

15/05/2022 

07:30-

09:20  

4200 

24 Southbound 4200 

25 

Al-Basra 

Street 

Eastbound Monday  

14/03/2022 

07:30-

09:00  

2200 

26 Westbound 2200 

27 

14 July 

Street 

Eastbound Thursday  

19/05/2022 

19:00-

21:32  

1800 

28 Westbound 1800 

29 
Dinar 

Street 

Northbound Wednesday  
02/03/2022 

07:30-

09:20  

2300 

30 Southbound 2300 

 

 

 
Figure 6. Sites’ locations map (floating car technique) 

 
 

4. DATA ANALYSIS 

 

4. 1. Traffic Flow     Field data from 22 sites with 4 

lanes, 3 lanes and 2 lanes dual carriageways roads have 

been collected and analyzed to calculate the traffic flow 

parameter. The traffic flow data has been measured 

manually by displaying the video recording on the screen 

of a computer and drawing a thin line across the computer 

screen by using a marker pen to help in counting the 

vehicles. The collected flow data were then grouped into 

five-minute intervals and converted to hourly flows for 

each five-minute interval, as recommended by many 

previous researchers such as [25]. Figures 7, 8 and 9 

show traffic flow for 4 lanes dual carriageways sites, 3 

lanes dual carriageways sites and 2 lanes dual 

carriageways sites, respectively. 

It can be seen from Figure 7 that the traffic flow 

conditions for Lebanon Street (Site no. 1 and Site no. 2) 

can be considered as a moderate traffic flow conditions 

and it is ranging from around 2000 to 3000 pcu/h. The 

data taken from Sites no. 1 and 2 was collected at off peak 

hours from 10:00 am to 13:00 pm. Where, the traffic flow 
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conditions for Azzubair Street (Site no. 3 and Site no. 4) 

and Baghdad Street (Site no. 5 and Site no. 6) can be 

considered as a heavy traffic flow conditions and it is 

ranging from around 4000 to 6000 pcu/h. The data for 

both sites was collected at peak hours, as mentioned in 

Table 1. Also. It is worth mentioning here that the heavy 

vehicles percentages for Site no. 1 are 5% and 4% for Site 

no. 2, 5% for Site no. 3, 8% for Site no. 4, and 16% for 

both Sites no. 5 and 6. 

Figure 8 showed that the traffic flow conditions for 

all the observed sites range from 1000 to 3000 pcu/h. 

Also, it can be seen from Figure 8 – A that there are some 

fluctuations in flow rates for Site no. 7 and it reached zero 

at 08:35 am. This could be attributed to the influence of 

the nearby intersection. The heavy vehicles percentages 

for all observed 3-lanes dual carriageways streets is 

around 5%. 

Figure 9 shows that the traffic flow conditions for all 

the observed two lanes dual carriageways roads is 

 

 

 
(A) Site 1 & 2 [Lebanon Street] 

 
(B) Site 3 & 4 [Azzubair Street] 

 
(C) Site 5 & 6 [Baghdad Street] 

Figure 7. Traffic flow for 4-lanes streets (A) Lebanon, (B) 

Azzubair and (C) Baghdad Street 

ranging from 1000 to 2000 pcu/h and can be considered. 

Likewise, the heavy vehicles percentages for all observed 

two lanes dual carriageways streets is around 5%. 

In general, it can be concluded from Figures 7, 8 and 

9 that the traffic flow conditions for sites with 4 lanes can 

be considered as heavy traffic flow conditions. Where, 

for sites with 3 lanes and 2 lanes the traffic flow 

conditions can be considered as moderate traffic. 

 
 

 
(A) Site 7 & 8 [Al-Basra Street] 

 
(B) Site 9 &10 [Al-Jomhoria Street] 

 
(C) Site 11 &12 [Ashar Street] 

 
(D) Site 13 &14 [Trade Street] 

Figure 8. Traffic flow for 3-lanes streets (A) Al-Basra, (B) 

Al-Jomhoria, (C) Ashar and (D) Trade Street 

0

1000

2000

3000

4000

5000

6000

0 20 40 60 80 100 120 140 160 180

T
r
a

ff
ic

 F
lo

w
 (

p
c
u

/h
)

Time slice (minutes)

Site No. 1

Site No. 2

0

1000

2000

3000

4000

5000

6000

0 20 40 60 80 100 120 140 160 180

T
r
a

ff
ic

 F
lo

w
 (

p
c
u

/h
)

Time slice (minutes)

Site No. 3

Site No. 4

0

1000

2000

3000

4000

5000

6000

0 20 40 60 80 100 120 140

T
r
a

ff
ic

 F
lo

w
 (

p
c
u

/h
)

Time slice (minutes)

Site No. 5

Site No. 6

0

1000

2000

3000

4000

0 20 40 60 80 100 120 140 160 180

T
r
a

ff
ic

 F
lo

w
 (

p
c
u

/h
)

Time slice (minutes)

Site No. 7

Site No. 8

0

1000

2000

3000

4000

0 20 40 60 80 100 120 140 160 180

T
r
a

ff
ic

 F
lo

w
 (

p
c
u

/h
)

Time slice (minutes)

Site No. 9

Site No. 10

0

1000

2000

3000

4000

0 20 40 60 80 100 120 140 160 180

T
r
a

ff
ic

 F
lo

w
 (

p
c
u

/h
)

Time slice (minutes)

Site No. 11

Site No. 12

0

1000

2000

3000

4000

0 20 40 60 80 100 120 140 160 180

T
r
a

ff
ic

 F
lo

w
 (

p
c
u

/h
)

Time slice (minutes)

Site No. 13
Site No. 14



2068                                       Z. Nassrullah / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   2063-2072 

 

4. 2. Average Speed      Field data from 22 sites with 4 

lanes, 3 lanes and 2 lanes dual carriageways roads have 

been collected and analyzed to calculate the average 

speed. The average speed data has been measured 

manually by displaying the video recording on the screen 

of a computer and sketching two reference lines on the 

computer screen to cover a specified distance. A 

stopwatch was used to measure the required time for a 

vehicle to cross this distance. Simple calculations of 

distance over the measured time have been used to 

convert the readings into speeds. Figures 10, 11 and 12 

show average speed for 4 lanes dual carriageways sites, 

3 lanes dual carriageways sites and 2 lanes dual 

carriageways sites, respectively. 

It can be seen from Figure 10 that the average speed 

for Site no. 1 and Site no. 2 (Lebanon Street) is ranging 

from around 30 km/h to 70 km/h. It should be noted that 

the posted speed limit for both sites is 40 km/h. The 

average speed for Azzubair Street (Site no. 3 and Site no. 

4) is ranging from 60 km/h to 80 km/h, whereas the 

average speed for Baghdad Street (Site no. 5 and Site no. 

6) is ranging from 50 km/h to 100 km/h. The posted speed 

limit for both Azzubair street and Baghdad Street is 

variable speed limits based on the lane’s location (as 

mentioned in section 3.1) with a maximum value of 80 

km/h for off-side lane. 

Figure 11 shows that the average speed for Site no. 7 

and Site no. 8 (Al-Basra Street) is ranging from 20 km/h 

to 50 km/h with a value of 0.0 km/h at 08:35 am (i.e., 

stationary traffic), as shown in Figure 10– A and 

discussed in section 4.1. For Sites no. 9 and 10 (Al-

Jomhoria Street) and Site no. 11 and 12 (Ashar Street), 

the average speed is ranging from around 30 km/h to 60 

km/h. Where, the average speed for Trade Street (Sites 

no. 13 and 14) is ranging 20 km/h to 40 km/h. It is worth 

mentioning here that the posted speed limit for all the 

observed 3 lanes dual carriageways streets is 40 km/h. 

The lower value of observed average speed (i.e., 20 

km/h), especially for Al-Basra Street and Trade Street, 

could be attributed to the higher number of vehicles that 

were parking illegally on curb with double parking 

sometimes on both streets. 

 

 

 

 
(A) Site 15 &16 [Dinar Street] 

 
(B) Site 17 &18 [14 July Street] 

 
(C) Site 19 &20 [Al-Saadi Street] 

 
(D) Site 21 &22 [Al-Jaza’ar Street] 

Figure 9. Traffic flow for 2-lanes streets (A) Dinar, (B) 14 

July, (C) Al-Saadi and (D) Al-Jaza’ar Street 

 

 

Figure 12 shows that the average speed for Sites no. 

15 and 16 (Dinar Street) and Sites no. 17 and 18 (14 July 

Street) ranges from around 25 km/h to 40 km/h. For Al-

Saadi Street (i.e., Sites no. 19 and 20) the average speed 

is ranging from around 40 km/h to 60 km/h. Where, the 

average speed for Al-Jaza’ar Street (i.e., Sites no. 21 and  
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(B) Site 3 & 4 [Azzubair Street] 

 
(C) Site 5 & 6 [Baghdad Street] 

Figure 10. Average speed for 4-lanes streets (A) Lebanon, 

(B) Azzubair and (C) Baghdad Street 

 

 

 
(A) Site 7 & 8 [Al-Basra street] 

 
(B) Site 9 &10 [Al-Jomhoria street] 

 
(C) Site 11 & 12 [Ashar street] 

 
(D) Site 13 & 14 [Trade Street] 

Figure 11. Average speed for 3-lanes streets  (A) Al-Basra, 

(B) Al-Jomhoria, (C) Ashar and (D) Trade Street 

 

 

22) ranges from around 15 km/h to 50 km/h. Likewise, 

the posted speed limit for all the observed 2 lanes dual 

carriageways streets is 40 km/h. Similarly, the lower 

value of observed average speed (i.e., 15 km/h), 

especially for Al-Jaza’ar Street, could be due to the 

higher number of vehicles that were parking unofficially 

on the street. 
 

 

 
(A) Site 15 & 16 [Dinar Street] 

 
(B) Site 17 & 18 [14 July Street] 

 
(C) Site 19 &20 [Al-Saadi Street] 
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(D) Site 21& 22[Al-Jaza’ar Street] 

Figure 12. Average speed for 2-lanes streets (A) Dinar, (B) 

14 July, (C) Al-Saadi and (D) Al-Jaza’ar Street 

 

 

4. 3. Average Travel Time and Delay       As 

mentioned in section 2.2, the floating car technique was 

used to compute the average travel time. Six runs for each 

site have been conducted to compute the travel time as 

recommended by the Highway Capacity Manual (HCM, 

2010) [26]. The required travel time to traverse the 

selected site is recorded and this is repeated for six runs. 

Then, the recorded travel times are averaged. Table 5 

summarizes the average travel time and delay for the 

selected 8 sites. 

It can be seen from Table 5 that the busiest street is 

the “14 July Street” with around 10 minutes of delay for 

only 1.8 km length covered of the street. This could be 

attributed to the nearby intersections which have 

improperly designed traffic signals. Iftikhar et al. [27] 

reported that the weak traffic signals timing is one of the 

factors that leads to traffic congestion and delay. The 

other reason of the delay is because of the highly number 

of motorists that were observed illegally parked on curb 

and some of them were even observed doing double 

parking on curb on a street with 2 lanes. This is because 

the 14 July street is a commercial street which contains 

many commercial facilities and restaurants located on 

both sides of the street. Also, due to the absence of traffic 

 

 
TABLE 5. Average travel time and delay for the selected sites 

Site 

No. 
Site location 

Traffic 

direction 

Average 

Travel Time 

(minutes) 

Delay 

(minutes) 

23 Baghdad Street Northbound 8.2 4.0 

24 Baghdad Street Southbound 10.1 5.9 

25 Al-Basra Street Eastbound 7.7 4.4 

26 Al-Basra Street Westbound 7.5 4.2 

27 14 July Street Eastbound 12.8 10.1 

28 14 July Street Westbound 12.5 9.8 

29 Dinar Street Northbound 7.8 4.3 

30 Dinar Street Southbound 10.6 7.1 

enforcement and associated penalties. It is worth 

mentioning here that the field data was collected on the 

evening peak hours started from 7:00 pm, as shown in 

Table 4. However, these two reasons are not restricted for 

only this street, but it can be found almost for all the 

streets in Basra City.  

As discussed in sections 4.1, 4.2, and 4.3, all the 

collected data (i.e., traffic flow, average speed, travel 

time and delay) were measured manually, which may be 

affected by human errors. Therefore, an attempt was 

carried out to check the accuracy of the measurements. 

This has been done by requesting two well-trained 

observers to extract the traffic data from same sample 

separately then compare their results, a sample of 15 

minutes from each video recording was chosen. The 

comparison of the results showed a very close fit between 

the two observers.   

 
 
5. RESULTS DISCUSSION 

 

The results of data analysis show that the traffic flow 

rates for all observed roads are running under moderate 

traffic flow conditions. Except, the traffic flow 

conditions for Baghdad and Azzubair streets (both are 4 

lanes streets) which are ranging from moderate to heavy 

flow rates. The results of average speed data showed that 

on average most of the motorists are driving at speeds 

close to the posted speed limit. However, the average 

travel time and delay data showed that all observed sites 

experienced longer travel time and delays. This is in good 

agreement with the study by Noor et al. [22]. The study’s 

results showed that the surveyed roads experienced 

traffic congestion although they were running with traffic 

flow under their designed capacity. The causes of the 

traffic congestion are fragile public transportation and 

pedestrians’ behavior, illegal road occupancy by roadside 

vendors and weak law enforcement [22]. Also, Noor et 

al. [22] reported that these causes could lead to decrease 

the road efficiency by 32 to 82% in different areas. 

Field observations showed that a high number of the 

motorists in Basra City are illegally parking on streets 

and sometimes they are even doing double parking on 

curb. This needs further investigations, since the on 

streets parking has a significant impact on reducing road 

capacity [28]. Yousif and Purnawan [29] reported that on 

busy roads inappropriate parking can lead to sever 

delays. In addition to the absence of traffic enforcement 

and associated penalties.  

Other field observations showed that all at-grade 

intersections in Basra City are operated by a traffic police 

officer due to the deficiency of the traffic signals. This 

has led to the cycle length of intersection to be extended 

highly and sometimes it reaches 10 – 15 minutes, which 

makes travel time and delay longer. Also, this needs 

further investigation and documentation.  
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Also, it is worth mentioning here that all observed 

streets have good pavement surfaces, however, 65% of 

the observed streets have no road markings. 

 
 
6. CONCLUSIONS  
 

The aim of this study is to investigate and report on the 

traffic operations on some selected urban roads in Basra 

City. This paper tries to help inform traffic engineers and 

urban planners who are working with the local authorities 

in Basra City to put the required plans to mitigate the 

existing traffic congestion and delays in the city urban 

roads. Bear in mind that roads are the main and viable 

mode of commuting in urban areas for Iraqis. The results 

showed that, although, most of the observed sites were 

running under their capacity flow with driving speeds 

close to the posted speed limit. However, all the observed 

sites experienced longer travel time and delays. This 

could be attributed (1) high number of the motorists are 

doing illegal parking on streets with doing double 

parking on curb sometimes, (2) absence of traffic 

enforcement and associated penalties, (3) the deficiency 

of the traffic signals at the intersections, and (4) the 

physical constraints of some 2 lanes streets. In addition 

to the very weak public transportation services in Basra 

City. To overcome the longer travel time and delay; the 

traffic signals at all Basra City intersections should be 

properly designed and activated, providing adequate 

parking lots, activating traffic enforcement and 

associated penalties, in addition to enhance public 

transportation services. Further investigation on the 

impacts of physical parameters of roads on traffic 

operations is required.  
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Persian Abstract 

 چکیده 
حمل و نقل    یمداوم برا  ی تقاضا  یارضا  ی برا  هینقل   ل یتعداد وسا  جه،یحمل و نقل شده است. در نت  ی تقاضا  شیدر سراسر جهان منجر به افزا  تیرشد مداوم اقتصاد و جمع 

به    یابیدست  ک،یتراف ریکاهش ازدحام و تأخ  ی برا  امگ  نیشده است. اول  لیتبد  یامر عاد  کیبزرگ به    یاز شهرها  یاریدر بس  کیتراف ریازدحام و تاخ  جهی. در نتابدی  یم  شیافزا

و گزارش دهد. با تمرکز    یدر شهر بصره، جنوب عراق را بررس   یمعابر شهر  یک یتراف  ات یدارد عمل  یپژوهش سع   نی شهر است. ا  یدر شبکه راه ها   ی کیتراف  ات یدرک بهتر از عمل

  ی قطع شده در شهر بصره. داده ها   کیتراف  ان یمنتخب با جر  یهات یاز سا  یدر برخ   ری ک، سرعت، زمان سفر و تأخیتراف  ان یمانند جر  ک یتراف  ی اصل  یاز پارامترها  یبر مطالعه برخ

 ی هات یها نشان داد که اکثر ساداده  لیو تحل  ه یشده است. تجز  یشناور جمع آور  نیماش  کیو تکن  ی لمبرداریف  نی دورب  کیجاده با استفاده از دو تکن  ت یسا  30از    یدانیم   یکیتراف

  ن ی نشان داد که در اکثر مواقع در ا  نیها همچنداده ل یو تحل هیحال، تجز ن یبه حد مجاز اعلام شده در حال اجرا هستند. با ا کیخود با سرعت متوسط نزد ت یتحت ظرف منتخب

توان به نقص در   یرا م  نیطول جاده تجربه شده است. ا  لومتریک  1.0هر    یبرا  قهیدق  3حدود    ریتاخ  نیانگ یبا م  یکیتراف  یرهای و تاخ  یزمان سفر طولان  ،یانتخاب  یهامکان

 ی )با مجازات ها  کیتراف  ییاجرا  یدوبل( و عدم وجود کنترل ها  نگ ی)با پارک  ابانیخ  هیدر حاش  یرقانونیغ  نگ یدر تقاطع ها، وجود پارک  یو رانندگ  ییعملکرد علائم راهنما

 مرتبط( نسبت داد.
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A B S T R A C T  
 

 

Cryptocurrencies, with their decentralized nature, are gaining rapid international adoption as a means of 

payment or a valuable digital asset, independent of the economic policies of governments and without 
the need for a supervisory institutions such as banks. However, limited research has been conducted on 

the adoption of cryptocurrencies, most of which employ a general technology acceptance/ adoption 

model with a positivist approach. The main problem with previous studies is that they have been limited 
to the structure of general adoption models and only examined a few constructs due to the increasing 

complexity of the model.  On the other hand, due to cryptocurrencies' unique nature and rapid 

developments, it is necessary to create new comprehensive models that include different dimensions. 
This paper aims to identify influential factors in the adoption of cryptocurrency technology, understand 

their interrelationships, and ultimately develop a comprehensive model. With a constructivist approach, 

this study uses the most important research of the past decade in the field of cryptocurrency adoption 
and creates a cognitive model of their constructs through a systematic approach. The focal point of our 

approach is constructivism, accompanied by considering the impact of constructs on each other using 

fuzzy cognitive maps, which has not been previously done in cryptocurrency adoption. The results of 
the proposed model indicate that perceived usefulness, attitude, financial value, and perceived ease of 

use are the most significant constructs that influence the creation of positive intention toward the use and 

adoption of cryptocurrencies. 

doi: 10.5829/ije.2023.36.11b.12 
 

 
1. INTRODUCTION1 
 
According to many researchers, blockchain technology 

and cryptocurrencies are radical or disruptive innovations 

in the sense that they have the potential to destroy 

previous technologies and replace them [1-3]. Although 

some consider them complementary to existing 

technologies, not as a replacement for them [4]. In any 

case, due to the increasing trend of using 

cryptocurrencies worldwide and their acceptance by 

some countries, it seems that cryptocurrencies' popularity 

is increasing, and this technology is very close to 

achieving widespread adoption [5]. However, 

prohibitions in certain countries and inadequate 

regulation can temporarily hinder their acceptance in 

some regions of the world. Nevertheless, with the 
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cryptocurrency market exceeding one trillion dollars in 

value, it demonstrates global interest in this technology 

and its potential for investment and income generation in 

the future. Although research on the reasons for their 

popularity and understanding the reasons for user 

adoption can significantly impact the future of this 

technology [2], limited studied have been conducted in 

this area [6]. Therefore, the need for qualitative and 

conceptual research for technologies at the beginning of 

adoption is essential [4], and it even seems that this is a 

higher priority for cryptocurrency technology compared 

to other emerging technologies. Understanding the 

reasons for the adoption of cryptocurrencies can be 

highly valuable for policymakers, legislators, and many 

governmental and private organizations due to creating a 

proper understanding of citizens' behavior and even 
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predicting their future acceptance. Properly 

understanding this phenomenon can pave the way for 

adopting correct cryptocurrency strategies and policies 

[7, 8].  

The speed of cryptocurrency adoption in recent years 

has increased, and in the same way, the factors 

influencing their adoption have also increased; 

Therefore, understanding and modeling the effective 

constructs in cryptocurrency adoption has become more 

complex in this new space. This research aims to extract 

these constructs based on the most important  studies of 

cryptocurrency adoption to identify the most important 

adoption factors through cognitive modeling. It is worth 

mentioning that most of the research conducted on the 

acceptance/ adoption of cryptocurrencies has adopted a 

positivist approach, where the authors conducted surveys 

to collect data from respondents and then analyzed them 

to prove their hypothesis. However, with a constructivist 

approach, this research independently examined and 

analyzed existing studies and their frameworks, 

independent of acceptance/adoption model structures and 

personal opinions. The approach in this stage is 

construct-oriented rather than model-centric, as all the 

constructs of the models and technology 

acceptance/adoption theories in the literature on 

cryptocurrencies were encoded and transformed into a 

fuzzy cognitive model. 

The rest of this paper is organized as follows: In the 

second section (literature review), relevant research has 

been reviewed and analyzed, and a categorization of 

studies in this field has been presented. In the third 

section (explanation of the gap and the proposed 

method), the deficiencies of existing research have been 

explained, and the reasons for the need for the proposed 

method have been outlined. The fourth section (fuzzy 

cognitive map) provides a brief overview of the history 

and functioning of fuzzy cognitive mapping. Then in the 

fifth section (methodology), the research steps are 

described. The sixth section (model design) explains the 

proposed method and the model construction process 

from the influential adoption factors. The seventh section 

(model implementation) explains the model's 

implementation method and extracting the most 

important constructs. Finally, in the eighth section 

(discussion and interpretation of results), the most 

important constructs of the model's output will be 

described and interpreted. 

 

 

2. LITERATURE REVIEW  
 

Blockchain technology has gained fame primarily due to 

cryptocurrencies [9]; also, our focus in this study is only 

 
1 Theory of Planned Behavior 
2 Diffusion of Innovation Theory 

on the adoption of cryptocurrencies and does not include 

other applications of blockchain technology.  In general, 

academic research in the field of cryptocurrencies can be 

divided into four categories: technical, economic, 

regulatory, and social sciences, with the social sciences 

category having the least amount of research devoted to 

it [10, 11] and the technical category is the most popular 

research area in the field of cryptocurrencies  [12]. Most 

research in cryptocurrencies considers Bitcoin as the 

representative of this technology and has focused its 

research on it. This point is also true in the 

acceptance/adoption field, where the adoption of Bitcoin 

is considered the adoption of all cryptocurrencies. 

Research conducted on the adoption of cryptocurrency 

technology can be categorized into five groups, as 

presented in Table 1. Qualitative research studies have 

not been included in future reviews due to their lack of 

relevance to this article. 

Most research on the adoption of cryptocurrency 

technology has used a general technology 

adoption/acceptance model (Category 1).  However, it 

appears that well-known models such as "Technology 

Acceptance Model (TAM)", models adapted from TAM 

(TAM2, TAM3), or “Unified Theory of Acceptance And 

Use Of Technology” (UTAUT) may not be sufficiently 

 

 
TABLE 1. Classification of cryptocurrency technology 

adoption studies 

Category Description Sample 

1. Use a 

basic model 

Studies that have used the 

structure of the models or 

general theories of acceptance/ 
adoption. 

[4] - TBP 1 

2. 

Combination 
of basic 

models 

Studies that combined the 

constructs of two or more 
acceptance/ adoption models or 

theories. 

[13] - 

UTAUT 2 

and DOI 2  

3. 
Combination 

of basic 

models and 
external 

constructs 

Studies that used one or more 

basic models but developed 
them with new constructs 

according to cryptocurrency 

technology. 

[14] -Adding 
“security” 

and 

“awareness” 
constructs to 

UTAUT 

4. Other 

systematic 

methods 

Studies that used systematic 
methods with a constructivist 

approach to modeling the 

acceptance/ adoption of 
cryptocurrencies. In some cases, 

the structure of these researches 

originates from basic models. 

[15] - Neural 
network, 

PLS-SEM 3 

and TAM 

5. Purely 

qualitative 

Studies that did not use 
acceptance/ adoption models 

and were often based on open or 

semi-structured interviews. 

[16] 

3 Partial Least Squares Structural Equation Modeling 
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qualified to study emerging technologies [17]. This can 

be exacerbated for emerging technologies such as 

cryptocurrencies due to the unique nature of the adoption 

process compared to other technologies [18, 19]. For 

example, the complexity of this technology can 

significantly affect the design of hypotheses regarding 

usage intention and actual usage [20]. In other words, 

many theories and models have been criticized for their 

poor fit with innovation and the absence of some of their 

specific features [2]. To the extent that some researchers 

believed that a particular model does not apply to a wide 

range of technologies, which is a fundamental and 

limiting factor for researchers who only use a specific 

model for studying the adoption of technology [3]. 

Furthermore, many researchers have concluded that 

combining multiple theories (Category 2) creates more 

research power to investigate the adoption of innovation 

and a better understanding of that innovation [3, 21-24]. 

However, merely combining models and theories with 

past structures sometimes lacks the necessary innovation 

to provide new insights [25]. Adding new constructs to 

previous models (Category 3) is another way to 

overcome previous models' complexity and lack of 

comprehensiveness in accepting/adopting 

cryptocurrencies. However, this can also carry the risk of 

bias. 

 

 

3. EXPLANATION OF THE GAP AND THE 
PROPOSED METHOD 

 

Limiting oneself to the structure of technology 

acceptance/adoption models will result in the loss of 

information. Given that understanding all the main 

reasons for technology adoption is often complicated 

[25]. Generally, acceptance/adoption model structures 

are usually limited and focus on the most critical factors. 

On the other hand, considering more constructs due to the 

structure of acceptance/adoption models causes the 

model to become more complex [26]. In Fact, researchers 

are reluctant to increase the minimum constructs in the 

base model. Some researchers have even removed some 

constructs from the base models to reduce complexity. 

For instance, Sun et al. [27] eliminated the moderating 

constructs from the UTAUT model [28] to cope with 

complexity. However, acceptance/ adoption modeling 

requires considering various constructs related to 

individual characteristics [25] and technology 

characteristics [23]. From a structural point of view, there 

are criticisms of models and theories of technology 

adoption in cryptocurrencies. For example, none of the 

studies on cryptocurrency adoption consider the internal 

causal relationships between different adoption 

constructs and the measurement of the influence or 

impact of constructs on each other. Additionally, the 

uncertainty of relationships has been overlooked, while 

the need for a map of causal relationships and 

dependencies between constructs in adoption models has 

been considered necessary [26] as uncertainty-based 

techniques are essential for understanding emerging 

technologies [29, 30]. 

Also, a technology adoption model should 

simultaneously consider both human and technological 

variables and characteristics that may affect the use of 

technology. On the other hand, the constructs of existing 

technology adoption models rarely focuses on a specific 

technology's features [25]. This is more important for 

cryptocurrencies, which have unique features compared 

to other technologies [18, 19, 31], and the structure of the 

designed model should be able to consider different 

dimensions as well. Besides that, the characteristics of 

cryptocurrency technology adoption are large-scale and 

highly complex [32]. Therefore, the proposed method to 

overcome the mentioned shortcomings is to innovatively 

use a fuzzy cognitive map (FCM) based on the structure 

of cryptocurrency research. FCM can describe different 

dimensions of adoption by showing causal relationships 

and the influence of constructs on each other. Also, 

considering that the current research area is in the 

category of social science research, the determination of 

adoption structures is generally done qualitatively, and 

modeling these structures, even with mathematical 

relationships, is complicated. When mathematical 

models cannot be used due to the system's complexity, 

cognitive maps by modeling this complex system are 

considered a very suitable tool to show a qualitative 

perspective [33] . 

 

 

4. FUZZY COGNITIVE MAP (FCM) 
 
The fuzzy cognitive map was first introduced in 1986 by 

Kosko based on Lotfizadeh's fuzzy logic and Axelrod's 

cognitive models. FCMs evolved from cognitive maps 

developed by social scientists to record and analyze the 

cognitions of decision-makers and experts. A cognitive 

map is a mental model that shows the causal knowledge 

of experts and is obtained experimentally through social 

learning [34, 35]. Fuzzy cognitive maps are one of the 

most widely used graphic models for modeling dynamic 

systems and seek to model the system as it is understood 

[36]. 

In the fuzzy cognitive mapping method, a system is 

shown and modeled with several nodes and directional 

lines. Nodes represent the system's states, characteristics, 

inputs, outputs, and effective parameters. In the basic 

structure of FCM, each node has a number in the range 

[0 1]. Each edge between nodes indicates the influence of 

one node on another node. The weight of each edge 

means the degree of connection between nodes. In the 

structure of fuzzy cognitive maps, the weight of each is a 

number between [-1 1], where the weight of 1 indicates a 
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complete direct connection and the weight of -1 indicates 

a full reverse connection. The numbers between these 

two numbers show the relative degree of relationship 

[36]. A simple example of FCM is shown in Figure 1. 

 

 

5. METHODOLOGY 

 

This article's method is adapted from the process 

introduced by Jetter and Kok [37]. Based on this process, 

a standard and general methodology for modeling fuzzy 

cognitive maps is presented in 6 steps. 

We need a set of basic information to create a fuzzy 

cognitive map. In general, the following methods can be 

used to create a cognitive map [36-38] : 

(1) Experts: The relationships between nodes are 

determined based on experts' opinions, and their views 

can also be used to determine the nodes themselves. 

(2) Extracting nodes and relationships from previous 

research 

(3) Existence of previous FCMs and their consolidation 

with new rules 

(4) Network training: In this method, there is no need for 

an expert or a commenter to determine the influence of 

one node on another node, and relationships are extracted 

by network training. 

We will use a combination of the first three methods 

to consider each of the past studies as an expert, and 

based on the results of that research, we will consider 

each of the factors affecting adoption as a node of the 

fuzzy cognitive map. Then, based on the structure of each 

study, we will draw causal relationships to reach an FCM 

of each study (first and second methods). Then we will 

combine each of the obtained mappings considering a 

specific weight (third method). 

Extracting the important points of the text and 

adapting them to some of the desired functions is always 

one of the crucial concerns [39]. Since the previous 

studies are considered experts, we will use the method 

developed by Alizadeh and Jetter [40] to extract nodes 

and relationships from secondary data. In fact, in phases 

4 and 5 of Figure 2, the following steps will be followed: 

• Drawing raw FCM from the results of each research 

• Consolidating identical concepts 

• Adopting consistent terms for similar concepts 

• Determining details for concepts and sub-concepts 

• Identification and managing island FCMs 

 

 

6. MODEL DESIGN 
 
According to section 5, to create a comprehensive 

cryptocurrency adoption model, it is necessary to get help 

from past researchers as experts to form each FCM. For 

this purpose, the most important studies in the field of 

cryptocurrency adoption were carefully examined in two 

phases, and their structures and relationships were 

extracted.  

In the first phase, a structural approach developed by 

Webster and Watson [41] was used to find related works 

in four general steps. Keywords such as acceptance, 

adoption, attitude to use, and cryptocurrency were used 

in Google Scholar and Scopus databases to find studies 

(step 1). After reviewing valid studies (step 2); Fast 

scanning of full text (step 3); and preliminary analysis 

(step 4), 30 studies were selected for more detailed 

review, which is shown in Table 2. 

In the second phase, the “citation average per year” 

index based on the Google Scholar database was used to  

identify the most important studies. This index shows its 

relative importance by adjusting the publication time of 

the research [42, 43]. Using this index is to ensure the 

benefit of valid experts. Because as past research in 

different fields has shown, experts play a very important 

role in developing new models and should be carefully 

selected [44, 45]. 

 

 

 
Figure 1. A simple example of a fuzzy cognitive map 

 

 

 

 
Figure 2. Standard steps of modeling with fuzzy cognitive mapping derived from [37] 
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Table 2 shows potential experts in order of 

importance (based on citation average per year). Should 

note that the data of each study has been examined in a 

country/region. Therefore, if a study conducted in a 

country is considered as one of the experts of the final 

model, related studies in that country will not be included 

at a lower rank in the proposed model to ensure an 

appropriate distribution of input data. 
 

 

TABLE 2. Researches in the field of cryptocurrency adoption (as FCM experts) 

Rank Authors 
Citation average 

per year 

Total 

cites 

Theory/Model/  

Method used 

Country/ 

Region 

Sample 

size 

Included in the 

proposed model? 

1 Arias-Olive et al. [46] 45.5 182 UTAUT, PLS- SEM Spain 402 Yes 

2 Abbasi  et al. [47] 37.5 75 
UTAUT2, PLS-SEM, 

ANN 1 
Malaysia 314 Yes 

3 Shahzad et al. [2] 33.8 169 TAM China 376 Yes 

4 
Folkinshteyn and 

Lennon [4] 
32.29 226 TAM USA - Yes 

5 
Mazambani and 

Mutambara [48] 
31.6 95 TPB 

South 

Africa 
269 Yes 

6 
Sas and Kheyrodin 

[16] 
25.33 152 - England 20 No/ Purely qualitative 

and small sample size 

7 Sohaib et al. [15] 23.25 93 
TAM, 

PLS-SEM, ANN 
Australia 140 Yes 

8 Miraz et al. [49] 21 21 UTAUT 2 Malaysia 263 No/ Existence of 

Malaysia 

9 Bhimani et al. [50] 21 21 
Correlation and 

regression analysis 

137 

Countries 
- 

No/ Review national 

development issues 

10 
Alharbi and  Sohaib 

[51] 
20 40 

PLS-SEM, 

ANN 
Australia 160 No/ Existence of 

Australia 

11 Yeong, et al. [24] 18 18 UTAUT2, PLS-SEM Malaysia 176 No/ Existence of 

Malaysia 

12 Jonker [32] 17.25 69 Binomial probit Netherlands 768 No/ Review at the 

retailer level 

13 
Schaupp and Festa 

[52] 
16.8 84 TPB USA 117 No/ Existence of USA 

14 Chen et al. [53] 15 15 PLS-SEM Malaysia 295 No/ Existence of 

Malaysia 

15 
Walton and Johnston 

[54] 
14 70 TAM, TPB 

South 

Africa 
237 No/ Existence of  

South Africa 

16 Schaupp et al. [55] 11 11 TPB USA 492 No/ Existence of USA 

17 Jalan at al. [8] 10 10 
GLM on WVS 2 wave 

7 

48 

Countries 
70867 

No/  Results based on  

tweets and Google 

trends 

18 
Alaklabi and  kang 

[56] 
9.5 19 TRA 3 

Saudi 

Arabia 
368 Yes 

19 Lee et al. [57] 9 36 UTAUT USA 127 No/ Existence of USA 

20 
Gunawan and 

Novendra [58] 
8.33 50 UTAUT Indonesia 49 Yes 

21 Mahomed Nadim [20] 6.17 37 UTAUT 2 
South 

Africa 
300 No/ Existence of South 

Africa 

 
1 Artificial Neural Network 
2 Generalized Linear Models Analysis in the World Values Survey 
3 Theory of Reasoned Action 



2078                  S. Mohammadi and M. Yadegari / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   2073-2086 

 

22 
Esmaeilzadeh et al. 

[59] 
4.75 19 UTAUT USA 165 Existence of USA 

23 Nseke [13] 4.4 22 
UTAUT 2 

DOI 

African 

Countries 
- No/ Disconfirmation of 

hypotheses 

24 
Kumpajaya and  

Dhewanto [60] 
4 32 

TAM 

DOI 
Indonesia 108 No/ Existence of 

Indonesia 

25 Silinskyte [18] 3.78 34 UTAUT - 111 Yes 

26 
García-Monleón et al. 

[6] 
2 2 

UTAUT 

PLS-SEM 
- 175 Yes 

27 Bommer et al. [31] 2 2 Meta-analysis - 42 No/ Meta-analysis 

28 
Andraschko and 

Britzelmaier [61] 
2 6 TAM2 Germany 31 

No/ Organizational 

level 

29 Liew et al. [62] 1 1 Questionnaire 
27 

Countries 
42223 No/ Purely qualitative 

30 Wesley [3] 0.8 4 DOI USA 20 No/ Existence of USA 

 

 

According to Table 2, 10 studies were selected as 

experts, and we will create an FCM from each of them. 

The raw FCMs formed from each study will be based on 

the results of the confirmed hypotheses of that study and 

do not include all the mentioned constructs. Also, if the 

weight of the relations was clear in the research, the same 

weight is used as the FCM edge weight; otherwise, the 

weight of all edges will be the same and equal to the fixed 

value of 0.5. 

 

6. 1. FCM Creation from Each of the Selected 
Studies             Based on UTAUT, Arias-Olive et al. [46] 

propose six hypotheses for the constructs affecting the 

adoption of cryptocurrencies, and three hypotheses are 

rejected after analyzing the model. The confirmed 

constructs are shown in Table 3.  

Due to failing to confirm all hypotheses, the Social 

Influence, Perceived Risk, and Financial Literacy 

constructs were not used in the final FCM construction 

shown in Figure 3. In this study, the final node is the 

intention to use cryptocurrencies. 

The above method can be applied to other selected 

studies similarly. The constructs and FCM adapted from 

Abbasi et al.  [47] study are as follows (Table 4 and Figure 

4). 

The constructs and FCM adapted from Shahzad et al . 

[2] study are as follows (Table 5 and Figure 5): 

 

 
TABLE 3. Effective adoption constructs derived from [46] 

Symbol Node Output edge weight 

A1 Intention to use - 

C1-1 Performance expectancy 0.68 

C1-2 Effort expectancy 0.05 

C1-3 Facilitating conditions 0.15 

 
Figure 3. Raw FCM designed from [46] 

 

 
TABLE 4. Effective adoption constructs derived from [47] 

Symbol Node Output edge weight 

A2 intention to adopt - 

C2-1 Performance expectancy 0.09 to A2-1; 0.21 to C2-5 

C2-2 Effort expectancy A2-1  to  0.17  ;  0.24 to C2-1 

C2-3 Trust 0.3 

C2-4 Hedonic Motivation 0.26 to C2-5; 0.42 to C2-1 

C2-5 Price Value 0.15 

C2-6 Personal Innovativeness 0.23 

 

 

 
Figure 4. Raw FCM designed from [47] 
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TABLE 5. Effective adoption constructs derived from [2] 

Symbol Node Output edge weight 

A3 Intention to use - 

C3-1 Perceived ease of use 0.125 to A3; 0.353 to C3-2 

C3-2 Perceived usefulness 0.236 

C3-3 Perceived Trustworthiness 0.33 

C3-4 Awareness 0.229 

 
 

 
Figure 5. Raw FCM designed from [2] 

 
 
The constructs and FCM adapted from Folkinshteyn and 

Lennon [4] study are as follows (Table 6 and Figure 6):  

The constructs and FCM adapted from Mazambani 

and Mutambara [48] study are as follows (Table 7 and 

Figure 7): 

The constructs and FCM adapted from Sohaib et al . 

[15] study are as follows (Table 8 and Figure 8): 

The constructs and FCM adapted from Alaklabi and 

kang [56] study are as follows (Table 9 and Figure 9): 

The constructs and FCM adapted from Gunawan and 

Novendra [58] study are as follows (Table 10 and Figure 

10): 

 
 

TABLE 6. Effective adoption constructs derived from [4] 

Symbol Node Output edge weight 

A4 Intention to transact - 

C4-1 Perceived ease of use 0.5 to A4; 0.5 toC4-2 

C4-2 Perceived usefulness 0.5 

C4-3 Perceived Risk - 0.5 

 

 

 
Figure 6. Raw FCM designed from [4] 

TABLE 1. Effective adoption constructs derived from [48] 

Symbol Node Output edge weight 

A5 Intention  - 

C5-1 Attitude 0.74  

C5-2 Perceived Behavioural  

 

 

 
Figure 7. Raw FCM designed from [48] 

 

 
TABLE 2. Effective adoption constructs derived from [15] 

Symbol Node Output edge weight 

A6 
Cryptocurrency use 

intention 
- 

C6-1 perceived ease of use 0.486 to A6, 0.321 to C6-2 

C6-2 perceived usefulness 0.514 

C6-3 Discomfort -0.08 to C6-2; -0.1 to C6-1 

C6-4 Insecurity -0.16 to C6-2;  -0.21 to C6-1 

C6-5 Optimism 0.242 to C6-2;  0.4 to C6-1 

C6-6 Innovativeness 0.191 to C6-2;  0.285 to C6-1 

 

 

 
Figure 8. Raw FCM designed from [15] 

 

 
TABLE 9. Effective adoption constructs derived from [56] 

Symbol Node Output edge weight 

A7 
Intention to adopt 

cryptocurrency 
- 

C7-1 Attitude 0.5 

C7-2 Subjective norm 0.5 

C7-3 Security Risk (Perceived Risk) - 0.5 

C7-4 perceived usefulness 0.5 to A7 and C7-1 

C7-5 Perceived Enjoyment 0.5 to A7 and C7-1 
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Figure 9. Raw FCM designed from [56] 

 

 
TABLE 10. Effective adoption constructs derived from [58] 

Symbol Node Output edge weight 

A8-1 use behavior - 

A8-2 behavioral intention 0.5 

C8-1 Performance expectancy 0.5 

C8-2 Social influence 0.5 

C8-3 Facilitating condition 0.5 

 

 

 
Figure 10. Raw FCM designed from [58] 

 

 

The constructs and FCM adapted from Silinskyte [18] 

study are as follows (Table 11 and Figure 11): 

The constructs and FCM adapted from García-

Monleón  et al . [6] study are as follows (Table 12 and 

Figure 12): 

 
6. 2. Unification of Similar Concepts and 
Integration of FCMs          In the previous stages, the 

cognitive network structure of each research was  

 
 

TABLE 3. Effective adoption constructs derived from [18] 

Symbol Node Output edge weight 

A9-1 Use Behavior  

A9-2 Behavioural intentions 0.487 

C9-1 Effort expectancy 0.473 

C9-2 Facilitating conditions 0.448 

C9-3 Performance expectancy 0.707 

 
Figure 11. Raw FCM designed from [18] 

 
 

TABLE 12. Effective adoption constructs derived from [6] 

Symbol Node Output edge weight 

A10-1 Intention to use cryptocurrency - 

C10-1 Emotional perceived value 0.533 

C10-2 Financial perceived value 0.545 

C10-3 knowledge path 0.677 

C10-4 Hedonic motivation 0.027 

C10-5 Social influence 0.004 

C10-6 Trust 0.243 

C10-7 Effort expectancy 0.093 

C10-8 Performance expectancy 0.26 

C10-9 Facilitating conditions 0.149 

C10-10 Environmental sustainability 0.238 

C10-11 Social sustainability 0.169 

 
 

 
Figure 12. Raw FCM designed from [6] 

 
 
prepared; now, all constructs in similar concepts used in 

the above FCMs should be unified and coded. Table 13 

shows the final constructs for creating a comprehensive 

FCM. 
In Table   13 , some constructs (second column) have 

been integrated into one code (first column) based on 

Yadegari ey al. [43]. For example, Effort expectancy and 

Perceived ease of use have the same concept and are 

mapped to the PEU code, or perceived usefulness is 

similar to performance expectancy [63] and receives the 

same code (PU). 
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TABLE 4. Coding model concepts 

Final code Symbol Node References 

ITU (Intention to 
use) 

A1 
A3 

A9-1 
Intention to use [2, 6, 46] 

A2 
A7 

Intention to adopt [47, 56] 

A4 
Intention to 

transact 
[4] 

A5 Intention [48] 

A6 
Cryptocurrency 

use intention 
[15] 

A8-2 
A10-2 

Behavioral 
intention 

[18, 58] 

USE 
A8-1 
A10-1 

Use behavior [18, 58] 

(PU) 
Performance 
usefulness 

C1-1 
C2-1 
C8-1 
C9-8 

C10-3 

Performance 
expectancy 

[6, 18, 46, 
47, 58] 

C3-2 
C4-2 
C6-2 
C7-4 

Perceived 
usefulness 

[2, 4, 15, 
56] 

PEU (Perceived 
ease of use) 

C1-2 
C2-2 
C9-7 

C10-1 

Effort expectancy 
[6, 18, 46, 

47, 58] 

C3-1 
C4-1 
C6-1 

Perceived ease of 
use 

[2, 4, 15] 

FC (Facilitating 
conditions) 

C1-3 
C8-3 
C9-9 

C10-2 

Facilitating 
conditions 

[6, 18, 46, 
58] 

PT (Perceived 
Trust) 

C2-3 
C9-6 

Trust [6, 47] 

C3-3 
Perceived 

trustworthiness 
[2] 

HM (Hedonic 
Motivation) 

C2-4 
C9-4 

Hedonic 
motivation 

[6, 47] 

C7-5 
Perceived 
enjoyment 

[56] 

FV (Financial 
value) 

C2-5 Price value [47] 

C9-2 
Financial 

perceived value 
[6] 

INV 
(Innovativeness) 

C6-6 Innovativeness [15] 

C2-6 
Personal 

innovativeness 
[47] 

AW (Awareness) 
C3-4 Awareness [2] 

C9-3 Knowledge path [6] 

PR (Perceived 
Risk) 

C4-3 Perceived risk [4] 

C7-3 
Security risk 

(perceived risk) 
[56] 

C6-4 Insecurity [15] 

AT (Attitude) 
C5-1 
C7-1 

Attitude [48, 56] 

PBC C5-2 
Perceived 

behavioural 
Control 

[48] 

DC C6-3 Discomfort [15] 

OP C6-5 Optimism [15] 

SN C7-2 Subjective norm [56] 

SI 
C8-2 
C9-5 

Social influence [6, 58] 

EPV C9-1 
Emotional 

perceived value 
[6] 

ES C9-10 
Environmental 
sustainability 

[6] 

SS C9-11 
Social 

sustainability 
[6] 

 
 

One of the great features of fuzzy cognitive maps is 

the possibility of combining several maps; in such a way 

that the nodes are added to each other, and a weighted 

average is taken from the common edges. Figure 14 

shows the graphical representation of the aggregated 

fuzzy cognitive map. This figure shows the causal 

relationship of all the constructs mentioned in the first 

column of Table 13 based on the structure of the previous 

models. 

 
 
7. MODEL IMPLEMENTATION 
 
In fuzzy cognitive maps, an initial value should be 

considered for each node. In this research, this value is 

assumed to be 0 for all nodes so that the conditions of all 

 

 

 
Figure 14. Aggregated fuzzy cognitive map 
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nodes are the same for the final selection. In each 

iteration, the effect value of the nodes on each other is 

added to or subtracted from this initial value. It can be 

said that choosing any initial value does not affect the 

final result as long as it is the same for all nodes.  

Equation (1) to calculate the value of each node 

recursively. According to this Equation, the value of a 

node is the sum of the effects of all nodes that influence 

it, as well as the node's previous value [36].  

Ai
t = 𝑓 (∑ 𝐴𝑗

𝑡−1𝑊𝑗𝑖
𝑛
𝑗=1
𝑗≠𝑖

+ 𝐴𝑖
𝑡−1)    (1) 

t = iteration 

A𝑖
𝑡 = the value of concept i in the tth iteration 

W𝑗𝑖  = the impact value of concept i on concept j 
 

To ensure that the values of concepts remain within the 

range of [0 1], a compression function f is employed, 

which is typically represented by Equation (2). This 

equation is commonly referred to as a logistic 

compression function. 

𝑓(𝑋) =
1

1+𝑒−𝑥
    (2) 

In Equation (2),  determines the slope of the logistic 

function, and it must be a number greater than zero, 

which is considered 1 in this research. Also, e is the 

number of Neper (=2.71).  

To calculate the final value of each node, the iteration is 

done until either the node's value reaches a stable state or its 

value changes in a finite state cycle. A stable state means 

that the values of all concepts have reached the final stable 

values without changing in future iterations. Only in this 

case can the model outputs be interpreted and used for 

decision-making [59, 64]. 

As it is clear in Figure 15, in the first iteration, the 

value of all the nodes goes from 0 to 0.5. After the first 

iteration, according to the strength of each edge, the 

nodes affect each other, and finally, after seven 

repetitions, the value of all nodes will be stable without 

 

 

 
Figure 15. Stability of the cryptocurrency adoption 

constructs in the proposed model 

change. Table 14 shows the final value of the most 

important constructs. In this table, a higher value means 

a greater impact on the adoption of cryptocurrencies. 

 

 

8. DISCUSSION AND INTERPRETATION OF 
RESULTS 
 

As many studies have pointed out, the intention to use 

cryptocurrencies (ITU) is the main factor in 

cryptocurrency adoption. In fact, the stage before 

adoption and then using cryptocurrencies is the intention 

of the user to this technology, which is positive means 

adoption, and being negative means not adopting it. 

Although we must distinguish between acceptance, 

adoption, and use (“technology acceptance can be 

considered to precede technology adoption, and these 

two precede technology use” [43, 65]). What is clear is 

that any constructs that significantly affect this factor will 

ultimately directly influence the adoption of 

cryptocurrencies. According to the results of the 

proposed model, perceived usefulness (PU), attitude 

(AT), financial value (PV), and perceived ease of use 

(PEU) of this technology are the most important factors 

that positively influence the adoption of 

cryptocurrencies. 

Perceived usefulness refers to the degree to which a 

person believes using cryptocurrency can improve their 

performance [66]. If a person evaluates that a 

cryptocurrency helps him/her to do his work and is 

useful, the probability of using it increases. Presenting 

real applications and successful examples where 

cryptocurrencies have been used can be one of the ways 

to familiarize a person with the applicability of this 

technology and lead to the intention of using it. Due to 

the high importance of this construct, paying attention to 

the current and future needs of users and expressing the 

benefits of a specific cryptocurrency that can cover that 

need more efficiently than before can lead to the user's 

intention to use it. 

Another factor affecting the adoption of 

cryptocurrencies is attitude, which means A person's 

feeling of the positive or negative effect of a certain 

behavior [67]. In other words, attitude refers to how a 

 

 
TABLE 5. The final value of the most important constructs  

Code Node Final value 

ITU Intention to use 0.8359 

PU Perceived usefulness 0.7001 

AT Attitude 0.6801 

FV Financial value 0.669 

PEU Perceived ease of use 0.6668 

Other - Less than 0.659 
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person feels and believes about technology, including its 

advantages and disadvantages, its actual value, and how 

it relates to his/her environment. Perceived usefulness 

directly makes a person's attitude towards use positive. 

Therefore, clearly stating the benefits of this technology 

and how to deal with the risks can significantly improve 

a person's attitude toward cryptocurrencies. 

The financial value that the user perceives from 

cryptocurrencies is another important factor that leads to 

user adoption. Historical data also shows that whenever 

the financial value of cryptocurrencies has increased, the 

number of users of this technology has also grown 

significantly; As the predictions show, the value of 

cryptocurrencies will grow significantly due to the 

decentralized future of financial systems, which will lead 

to greater adoption in the future. 

Also, perceived ease of use is the degree to which a 

person can effortlessly use cryptocurrencies [66]. 

Considering the existence of this construct in the selected 

factors, it seems that the complexity of using 

cryptocurrency technology for end users is still high, and 

it can hurt the users' attitude. Therefore, cryptocurrency 

service providers should focus on simplifying the user 

interface, training users, and adapting the processes as 

much as possible to the systems that the user used before. 

 

 

9. CONCLUSION  
 
Cryptocurrency adoption models can provide 

comprehensive insight to policymakers, legislators, and 

organizations interested in cryptocurrency. Legislators 

and policymakers can use the adoption model to create 

regulations that support cryptocurrency adoption factors 

while reducing cryptocurrency risks. Organizations 

interested in cryptocurrency can also use adoption 

models to inform product designs, promotions, and 

services. Organizations can increase their chances of 

success in the cryptocurrency market by aligning their 

strategies with the affecting adoption factors. 

For the first time, this research has developed a 

comprehensive modeling of the factors influencing the 

adoption of cryptocurrencies using the fuzzy cognitive 

mapping approach based on the results of credible 

research in this field. This approach considered each 

selected study on the acceptance/ adoption of 

cryptocurrencies as an expert and used the research 

outputs as input for the model  to take advantage of global 

data prevalence systematically to create a comprehensive 

model. This method enabled the integration of all the 

previous models into one scalable fuzzy cognitive map. 

The results of the final FCM indicant the most important 

constructs and their greater effect on the final node. 

The findings of the presented model show that the 

perceived usefulness, attitude, financial value, and 

Perceived ease of use of cryptocurrency technology are 

the most important factors that cause a positive attitude 

toward adopting this technology. Considering the 

conditions of each society, finding tools and methods that 

can satisfy these factors can significantly impact the 

adoption of cryptocurrencies on a large scale. 

This study was also faced with some limitations and 

challenges, the most important of which was the 

dependence on past studies and the selection of the most 

important ones. The constructs of the past models form 

the initial structure of the fuzzy cognitive map, and if they 

are not carefully selected, they may affect the final 

results. In this study, we used one selected study from 

each country. Using more studies with different selection 

criteria can produce different results than this research. 

Another limitation was due to the nature of fuzzy 

cognitive maps. In some technology acceptance models, 

moderator variables such as age and gender are used. 

Since these moderator variables affect the relationship 

between two constructs, they cannot be directly modeled 

on the fuzzy cognitive map and were not considered in 

this model. 

For future studies, it is suggested to define a criterion 

to define the importance of fuzzy cognitive maps adapted 

from each study so that when combining the maps, 

studies with higher importance have a greater 

contribution to the final results. For example, this 

criterion can be adapted from conventional criteria for 

evaluating and measuring the credibility of articles and 

then normalizing it for use in FCM. Also, converting the 

moderator variables into intermediate nodes in FCM and 

considering their impact on the constructs of adopting 

cryptocurrencies can result in a more accurate model and 

is of interest to researchers. Finally, collecting all the 

studies related to digital currencies in a country and 

modeling them comprehensively in the manner described 

in this study can provide an applicable model specific to 

that country. 
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Persian Abstract 

 چکیده 
  تال یجید  یی دارا  ایپرداخت    یالهیعنوان وسسرعت به، بههامانند بانک   ینظارت  هایبه نهاد  ازیها و بدون ندولت  یاقتصاد  یهااست یخود، مستقل از س  رمتمرکزی غ  تی رمزارزها با ماه

با    یعموم  ی فناور  رش یمدل پذ  کیها از  رمزارزها انجام شده است، که اکثر آن   رشی در مورد پذ  یمحدود  قات ی حال، تحق  ن یهستند. با ا  یالمللن یب  رش یارزشمند، در حال پذ

به    محدود را  سازهاند و تنها چند  محدود شده  عمومی پذیرش فناوریهای  ها به ساختار مدلاست که آن  نیا  یمطالعات قبل  یکنند. مشکل اصلی استفاده م  یانهگرااثبات   کردیرو

که ابعاد مختلف را در  دیجامع جد یهامدل جادیا ، رمزارزها عیسر یهاشرفتیفرد و پمنحصربه تیبا توجه به ماه گر،ید ی. از سوکنندمی  یمدل، بررس یدگیچیپ افزایش لیدل

مدل جامع است.    کی  هتوسع  تیها و در نهادرک روابط متقابل آن   ، رمزارزها یفناور  رش یدر پذ  رگذاری عوامل تأث  یی مقاله شناسا  نی. هدف ارسدبه نظر می   ی ضرور  رد،یگی بر م

  جاد یآنها ا  یهااز سازه  ی شناخت  یمند، مدلنظام  یکردیاستفاده کرده و با رورمزارزها    رش یپذ  نه یدهه گذشته در زم  قات یتحق  نیتراز مهم   ،انگاریسازه   کرد یپژوهش با رو  نیا

انجام   تالیجید  یارزها  رشیکه قبلاً در پذ  ،یفاز  یشناخت  یهابا استفاده از نقشه   گریکد یبر    هاسازه  ری، همراه با در نظر گرفتن تأثییگراما ساخت   کردیرو  ی. نقطه کانون کندیم

قصد   جادیهستند که بر ا  ییهاسازه   نیترشده مهمو سهولت استفاده درک  یدرک شده، نگرش، ارزش مال  یکه سودمند  دهدینشان م  یشنهادیمدل پ  جینتا  باشدمی  نشده است

 .گذارندی م ری تأث تالیج ید یارزها رش یمثبت نسبت به استفاده و پذ
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A B S T R A C T  
 

 

In this article, the equations governing the constant ferromagnetic current are investigated. The Lorentz 

force restrains this ferrofluid flow in a semi-porous valve. Analyzes were performed on three sub-particle 
fluids: kerosene and blood, water and magnetite. Modeling in the Cartesian coordinate system using the 

relevant equations was investigated. A slight thinning should be considered in the lower part of this 

channel. This research has used two Akbari-Ganji methods (AGM) and finite element method (FEM) to 
solve the equations. Nonlinear differential equations are solved using the above two methods. In the 

finite element model, the effect of changing the Hartmann number and the Reynolds number on the flow 

velocity and the derivatives of the velocity and shear stress of the fluid were investigated. As the 
Hartmann number increases, the velocity decreases in both directions. The Reynolds number changes in 

different slip parameters, which shows the opposite behavior for the two directions. Also, the 

insignificant effect of volume fraction of nanoparticles on velocity and its derivatives and shear stress 
was investigated. The results of solving the equations with the above two methods were compared with 

HAM. The results obtained using AGM and FEM and their comparison with previous researches have 

led to complete agreement, which shows the efficiency of the techniques used in this research. 

doi: 10.5829/ije.2023.36.11b.13 
 

 

NOMENCLATURE P  dimensionless pressure [= ℎ𝑞 𝜈𝑓⁄ ] 

xL
 characteristic length [m] 

*p  hydrostatic pressure [kgm-1 s-2] 

,u v
 dimensionless velocity components Greek Symbols 

,x y  dimensionless variables   slip parameter [= 𝑙 ℎ⁄ ] 

,U V  dimensionless velocity   kinematic viscosity [m2 s-1] 

* *,u v  
velocity vector components in x* and y* directions, respectively 
[ms-1] 

  density [kgm-3] 

* *,x y
 spatial coordinates [m]   electrical conductivity [s m-1] 

h  channel's width [m]   the ratio of h and Lx 

0u
 

x velocity of plate [ms-1]   nanoparticle volume fraction 

l  slip length [m] 
 dynamic viscosity [kgm-1 s-1] 

B  constant magnetic field [m-1 A] Subscripts  

Re  Reynolds number s  nano-solid particles 

Ha  Hartmann number [= 𝐵ℎ√𝜎 µ𝑓⁄ ] f  base fluid 

q
 transpiration velocity nf  nanofluid 

 

1. INTRODUCTION1 
 
Recently, the wide and abundant use of non-Newtonian 

fluids in industry and engineering sciences has caused 
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them to pay special attention to these materials. The 

characteristic and importance of this type of fluid can be 

seen in polymer compounds and edible substances. 

Ferrofluid is one of the non-Newtonian fluids that has 
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recently been investigated by scientists. The physical 

structure of this fluid is very complex and no model can 

fully show all its features. For these reasons, 

investigation and analysis of the behavior of ferrofluid is 

very important. 

Abbas et al. [1] investigated second-order fluid in the 

presence of a chemical reaction in a semi-porous channel. 

In this research, homotopy method was used to 

approximate analytical solution of the differential 

equations. Abdel Rahim and Rahman [2] analyzed heat 

transfer and fluid mass transfer in a magnetic field, which 

was assumed to be slow flow under electric conduction. 

Abbas and Hasnain [3], Abbas et al. [4, 5] have 

conducted studies on a two-phase fluid flow in an entirely 

porous medium. In this research, magnetite (Fe3O4) fluid 

was selected, and the sliding flow of nanomaterials in an 

inclined channel with thermal radiation was investigated 

and analyzed. 

For the investigation of fluid properties, it can be 

mentioned that the fluid in the semi-porous channel is 

chemically conductive, and the mass transfer of the fluid 

is second-order with chemical reaction, Abbas et al. [6] 

investigated Maxwell fluid flow with radiation in an 

axisymmetric semi-porous channel. The natural 

convection micropolar fluid flow problem developed by 

Ashmawy [7]. According to that study, it was observed 

that the enhancement of the micropolar parameter 

includes the decrease or an increase in the fluid velocity. 

There are various medical mechanisms, such as blood 

circulation in the veins, the presence  of oxygen 

generators in the blood, blood dialysis in the artificial 

kidney, and various types of engineering activities such 

as filter design; all of these mechanisms, despite the 

presence of a fluid flow in a channel semi-porous flows, 

it can be analyzed and investigated. Ayaz [8] used it for 

nonlinear ordinary differential equations. Also, in 

electrical engineering, new problems are presented, 

which are linear and nonlinear. It should also be noted 

that solving the governing equations of medical flow 

using DTM was investigated by Bég et al. [9]. One of the 

most effective analyses of fluid flow inside the channel 

is presented by Berman [10]. This article gives equations 

governing the smooth flow of a rectangular channel with 

semi-porous walls.  

To fully describe a fluid flow in Manal with porous 

walls, solving the Navier-Stokes equations in two-

dimensional laminar flow was necessary. This work was 

done by Brinkman [11], which is clearly shown the 

dependence of pressure and velocity components on fluid 

properties and channel dimensions. Due to the 

development and evolution of components, researchers 

are trying to create a variety of advanced fluids. These 

types of fluids should be closer to the real state in terms 

of heat exchange. For this purpose, they focused their 

studies on nanofluids because nanofluids release nano-

sized particles. Chen and Ho [12] extended DTM to solve 

partial differential equations. Therefore, using these 

materials in liquids can achieve lower thermal 

conductivity. Choi and Eastman [13], Choi et al. [14] 

proposed the first idea for these advanced fluids and 

discussed the extraordinary physical and chemical 

properties of these fluids  that ferrofluids are also 

considered part of these fluids. 

Ghasemian et al. [15] investigated forced 

displacement heat transfer on magnetite and numerically 

compared them with the presence of fluid under constant 

and alternating fields. Analysis of the flow of two fluids 

with the same density and varying viscosity in a 

horizontal channel and an unsteady state was recorded by 

Ghosh et al. [16]. According to this study, when the 

viscous fluid is near the channel, it is unstable for many 

parameters. Koriko et al. [17] conducted studies on the 

importance of partial slip and buoyancy on the boundary 

flow of a nanofluid, where the viscosity was considered 

to be zero. The equations governing nanoparticles were 

solved using the classic Runge-Kutta method; they found 

that it can be concluded that the maximum flow velocity 

occurs in larger values of partial slip and buoyancy 

parameters. We need analytical approximations often 

broken nonlinearly to solve nonlinear problems. Liao 

[18] mentioned the homotopy method in his book and 

solved difficult nonlinear problems with the help of this 

method. Mousavi et al. [19] investigated the 

hydrodynamic behavior of ferrofluid with 3D simulation 

in a wave channel and used the mathematical model with 

matching magnetohydrodynamics and ferro 

hydrodynamics to formulate the problem. Also, this 

research investigated the efficacy of changes in the 

Nusselt number and the amount of magnetic gradient. 

The use of semi-numerical techniques such as the 

homotopy analysis method (HAM) and differential 

transform method (DTM) has been presented by Parsa et 

al. [20]. They solved the governing equations of fluid 

flow in a semi-porous channel and investigated the effect 

of some parameters, such as Reynolds and Hartmann 

numbers in the heat transfer rate. 

With the help of this method in an analytical function 

and using unknown and known boundary conditions, the 

derivative of n can be calculated at a known point. 

Rashidi et al. [21, 22] by using the differential transform 

method (DTM), were able to provide a solution for 

studying a non-Newtonian fluid flow inside a channel 

with semi-porous boundaries. This research was done 

using the parametric perturbation method. Salehpour and 

Ashjaee [23] investigated on the ferrofluid flow in a 

miniature channel under alternating and constant fields in 

a two-dimensional space. They found that the constant 

magnetic field enhancement heat transfer and the heat 

transfer rate decreases with increasing Reynolds number. 

They also calculated the optimal frequency for maximum 

heat transfer at high Reynolds numbers. In addition to 

that, Sanyal and Sanyal [24] studied on the two-
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dimensional steady flow in an inclined rectangular 

channel with the presence of a magnetic field. From the 

outcomes of this research, we can refer to the graphical 

comparison of velocity, temperature, and magnetic field 

numerically. Also, the fluid flow has been investigated as 

a two-dimensional steady Maxwell flow in a symmetric 

semi-porous channel with a heat transfer rate. By using 

DTM and a semi-numerical solution with Taylor series 

expansion, Zhou [25] has formulated such existing 

problems. 

The composition of ferrofluid includes substances 

such as Ferrum (Fe3O4) and suspension liquid of 

nanoparticles in several domains. Due to surface tension 

between solid particles and traditional fluid, a coating 

such as surfactants can be used to reduce it. If there is a 

magnetic field next to these particles, their behavior 

differs from ordinary metals. Also, these particles 

become magnetized inside the magnetic field. The 

location of the fluid under the magnetic force can be 

affected. Insomuch, the response of the ferrofluid to the 

external magnetic field is evident. One of the 

characteristics of sub-fluids is that they have very small 

particles. This makes them maintain their position and 

not settle down despite the magnetic force for a long time. 

In fact, papers and researches on ferrofluid flow in non-

repetitive geometries are very limited. 

Abbas et al. [26] developed a steady ferrofluid flow 

study in a semi-porous channel. In this research, fluids 

such as water, kerosene, blood, and magnetite are 

subjected to the Lorentz force in a semi-porous channel. 

The solution methods in this paper are the homotopy 

analysis method (HAM), differential transformation 

method (DTM), and Runge-Kutta method. The efficacy 

of Hartmann and Reynolds number changes on the flow 

velocity is shown and analyzed. Jalili et al. [27] 

investigated ferrofluid microstructure and inertial 

characteristics using homotopy and Akbari-Ganji 

methods. Also, the efficacy of related parameters on flow 

performance, temperature, and velocity has been 

analyzed. It should be noted that the fluid velocity in the 

vicinity of the sheet and at a distance from the sheet has 

been compared. In a study with a semi-analytical solution 

method on the Lorentz force and the efficacy of viscosity 

on nanofluid, the viscosity is variable, and the 

temperature parameter changes in a linear function. The 

semi-analytical AGM is used in this paper presented by 

Jalili et al. [28]. Changes in fluid velocity have been 

investigated by changing parameters such as Prantel, 

Hartmann, and Nusselt numbers. In another study 

conducted by Jalili et al. [29], the performance of 

magnetohydrodynamic heat transfer in a porous circular 

chamber was analyzed using Darcy's law. Also, by using 

the eddy current function formula and solving it 

numerically, a good comparison has been made with 

FEM. This material is placed in a magnetic field under a 

horizontal magnetic force, and its behavior has been 

investigated with changes in the volume fraction of 

nanoparticles, inclination angle, Lorentz, and buoyancy 

forces. The use of three methods of comparing them to 

investigate the characteristics of a ferrofluid on a 

shrinking plate was demonstrated in a research conducted 

by Jalili et al. [30], which are AGM, FEM, and HPM. The 

base fluid in it is water and Fe3O4. According to this 

paper, it can be seen that the boundary and magnetic 

parameters have the same efficacy on the fluid velocity. 

This is not the case for the micro-rotation parameter. 

Recent studies have investigated the nanofluid flow 

between two parallel plates under magnetic and electric 

fields in a rotating system. According to the research 

conducted by Jalili et al. [31], the velocity profile and 

micro-rotation velocity increased with the magnetic and 

rotation parameters also increased. Also, the efficacy of 

changes in Reynolds, Prantel, and Schmidt numbers, 

thermophoretic parameters, and Brownian motion have 

been analyzed. 

Jalili et al. [32] conducted a study on a two-

dimensional viscous fluid located between two porous 

spaces in a calm and incompressible manner. Based on 

this research, the equations between two discs have been 

solved using the Akbari-Ganji and finite element 

methods. With the help of the findings, the velocity, 

pressure, and temperature parameters have been 

analyzed. Also, sliding in the boundaries and changing 

the Reynolds number causes changes in the fluid 

velocity, which are obvious. 

In the article presented by Jalili et al. [33], all heat 

transfer processes in non-Newtonian fluid flow have 

been investigated. AGM and FEM methods have been 

used to solve this fluid flow's governing equations, 

showing complete agreement. Several values for 

Hartmann number and electromagnetic force affect the 

velocity profiles. Also, an extensie analytical research 

has been done in this field [34-36]. 

As a result, the general approach of this article and 

research is to provide numerical and semi-numerical 

solutions for ferrofluid flow in a semi-porous channel 

under a magnetic field with two basic fluids such as water 

and kerosene. Finally, the fluid velocity is obtained in its 

final form by solving the relevant equations with three 

homotopy methods: the Akbari-Ganji and finite element 

methods. Also, comparing these three different 

techniques and the efficacy of fixed parameters on fluid 

velocity are analyzed. 

The use of other numerical and experimental solution 

methods such as Euler, Taylor, and RK-4 methods can 

also be used to solve the governing equations of fluid 

flow. The very good agreement of the obtained results 

from the used methods is one of the advantages of 

adopting this approach in this article. The error caused by 

the mentioned methods is very small and negligible and 

finally it is acceptable. 
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A comprehensive literature above motivated us to 

investigate and analyze a ferrofluid flow in a transverse 

magnetic field (see Figure 1). In the continuation of this 

research, the effect of changes in Reynolds and Hartmann 

numbers, velocity slip parameter and volume fraction of 

nanoparticles is shown using the finite element method. 

The results help the readers to have a better 

understanding of the effect of the above parameters on 

the velocity profile, velocity derivatives and ferrofluid 

shear stress in two directions. The comparison of the 

values obtained from the present research with other 

researches is presented in order to show the validity of 

the proposed solution methods. 

 

 

2. FORMULATION OF PROBLEM AND BASIC 
EQUATION 
 
According to Figure 1, two infinitely rigid parallel plates 

located at a distance h from each other, where the desired 

fluid enters this range (see Figure 1). The slip condition 

is applied on the plate of length Lx along the x*-axis at 

𝑦∗ = 0. The rate of transpiration in an infinite porous 

plate is equal to q. The physical properties of the flow are 

two-dimensional, steady, and slow flow.  

Water and kerosene-carrying magnetite Fe3O4 are 

two fluids considered nanoparticles in this research. 

Applying a magnetic field with intensity 𝐵 is assumed in 

the desired channel. The magnetic field is transverse to 

the fluid flow. The effects of the induced magnetic field 

are not taken into account. Considering the above 

assumptions, the equations governing the flow are as 

follows [19, 20]. 
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Also, the effective dynamic viscosity is calculated as 

follows [11]: 

2.5(1 )

f
nf





=

−  

The nanoparticle volume fraction is represented by 

the symbol 𝜙 (<0.05 for most practical cases). The shape 

of the particles can be considered spherical or non- 
 

 
Figure 1. An overview of the physics of the problem 

 

 

spherical. It should be noted that the effective density has 

been analysed by Mousavi et al. [19] . 

The physical properties of magnetic nanoparticles 

and the base fluid are shown in Table 1 [17-19]. 

(1 )nf f s   = − +
 

In specific situations, the boundary conditions (BCs) are 

as follows: 

0
0 : , 0, : 0, ,

u
h q

y
y yu u v u v

     
= = + = = = = −

  
(4) 

Scientists and researchers are trying to investigate the 

conditions of the sliding velocity of Navier in the walls 

and their use. Some articles and research that have used 

these boundary conditions as well [1, 3, 7, 16, 24]. 

Using the following equation, the average velocity 

𝑈(𝑦) is calculated) 

**

0

h

x
Uh qdyu L= =  (5) 

With the help of the following non-dimensional 

variables, solutions to the problem can be found. 

2
, , , , .

y

x

x y u v
h U q

y pu vx
P

L q

 
 

= = = = =

 

(6) 

By substituting the above variables in Equations (1), (3), 

and (6) is obtained 

0
u v

x y

 
+ =

   
(7) 

2

2
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2
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2.5
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 

 

 

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



 
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  
− +

 
+ +

 
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(8) 

2 2
2

2 2

2.5

1 1
( )( )

Re
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y

s

f

v v
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x y y

v v

x y

P

 






 
+ = −

  

 
+ +

 
− +−

 

(9) 
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TABLE 1. Physical properties of magnetic nanoparticles 

Physical 

property 
Water Kerosene Blood Fe3O4 

Density(ρ) 997 783 1050 5180 

Viscosity(µ) 0.001003 0.00164 0.003-0.004 - 

 

 

Hartmann and Reynolds numbers in Equations (8) and 

(9) are equal to: 

f

Ha Bh



=

   
Re

f

hq


=

  
The term ɛ, is very tiny because it is the ratio of h and Lx. 

To remove ɛ from Equations (8) and (9), Berman [10] 

similarity transformations are used 

1

0
( ), ( ).

dV
u x U y v V y

dx
u U u

 −
= = + = −

 
(10) 

According to the above relationships, it can be seen that 

in Equation (9), the quantity 𝜕𝑃𝑦 𝜕𝑦⁄  is independent of 

the 𝑥 variable. According to Equation (8), it can be said 

that 𝜕2𝑃𝑦 𝜕𝑥2⁄  is not a function of the longitudinal 

variable 𝑥. If the asterisks are ignored for ease of work, 

the following relationships will appear after changing the 

variables 

2

2.5

22

2 2

2

1 1
'' ( ) '''

Re
(1 ( ))

1
' .

Re(1 ( ))

'
(1 ) s

f

y y

s

f

VV V

V
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P PHa
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



 

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− +

 
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 
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(11) 
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Re
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f
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UV VU UHa

 
 

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(12) 

If Equation 11 is calculated in terms of variable 𝑦, it will 

be as follows: 

2.5 2
( ''

Re((1 ( )))( ' '' ''')).

(1 )
iv

s

f

V

V V VV

V Ha

 






=

+ − + −

−  

(13) 

The boundary conditions governing the equations are 

written as follows: 

(0) 0, '(0) ''(0), (0) 1 '(0).V V V U U = = = +  (14) 

(1) 1, '(1) 0, (1) 0.V V U= = =  (15) 

where 𝛽 = 𝑙 ℎ⁄ . 

 

 

3. THE GENERALITIES OF AKBARI GANJI'S 
METHOD (AGM) 
 

Considering the boundary conditions, the differential 

equations are as follows: 

𝑝𝑘: 𝑓(𝑢, 𝑢
′, 𝑢", … , 𝑢(𝑚)) = 0; 𝑢 = 𝑢(𝑥)     (16) 

The 𝑝 function in a nonlinear differential equation is 

assumed as a function of 𝑢. Also, the 𝑢 parameter is 

considered a function of 𝑥 and its derivatives. In this way, 

the boundary conditions of the equations are established 

as follows: 

 

{
𝑢(𝑥) = 𝑢0, 𝑢

′(𝑥) = 𝑢1, … , 𝑢
(𝑚−1)(𝑥) = 𝑢𝑚−1           𝑎𝑡  𝑥 = 0

𝑢(𝑥) = 𝑢𝐿0 , 𝑢
′(𝑥) = 𝑢𝐿1 , … , 𝑢

(𝑚−1)(𝑥) = 𝑢𝐿𝑚−1         𝑎𝑡  𝑥 = 𝐿
        (17) 

 

In Equation (17), a series of order 𝑛 is assumed 

according to the boundary conditions at 𝑥 = 𝐿, where the 

coefficients are considered constant. This series is written 

as the answer to the first differential equation as follows: 

𝑢(𝑥) = ∑ 𝑎𝑖𝑥
𝑖𝑛

𝑖=0 = 𝑎0 + 𝑎1𝑥
1 + 𝑎2𝑥

2 +⋯+
𝑎𝑛𝑥

𝑛   
(18) 

In order to enhance the accuracy in solving Equation 

(16), it is necessary to enhance the series expressions in 

Equation (18). Due to the order of the above series being 

n, there are (𝑛 + 1) unknown coefficients, which we 

usually need (𝑛 + 1) equations to solve. In Equation 

(17), boundary conditions are applied for the (𝑛 + 1) 
equation. 

 

3. 1. Apply BCs with AGM            Boundary conditions 

are used to solve Equation (18) as follows 

When 𝑥 = 0: 

{

𝑢(0) = 𝑎0 = 𝑢0
𝑢′(0) = 𝑎0 = 𝑢0
𝑢"(0) = 𝑎2 = 𝑢2

⋮ ⋮ ⋮

       (19) 

and when 𝑥 = 𝐿: 

 

{
 
 

 
 𝑢(𝐿) = 𝑎0 + 𝑎1𝐿 + 𝑎2𝐿

2 +⋯+ 𝑎𝑛𝐿
𝑛 = 𝑢𝐿0

𝑢′(𝐿) = 𝑎1 + 2𝑎2𝐿 + 2𝑎3𝐿
2 +⋯+ 𝑛𝑎𝑛𝐿

𝑛−1 = 𝑢𝐿1
𝑢"(𝐿) = 2𝑎2 + 6𝑎3𝐿 + 12𝑎4𝐿

2 +⋯+ 𝑛(𝑛 − 1)𝑎𝑛𝐿
𝑛−2 = 𝑢𝐿𝑚−1

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

      (20) 
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After inserting Equation (20) into Equation (16) and 

applying boundary conditions in differential Equation 

(16), it is obtained based on the following technique: 

𝑝0: 𝑓 (𝑢(0), 𝑢
′(0), 𝑢"(0),… , 𝑢(𝑚)(0)) 

𝑝1: 𝑓(𝑢(𝐿), 𝑢
′(𝐿), 𝑢"(𝐿), … , 𝑢(𝑚)(𝐿)) 

  (21) 

According to the selection of n (𝑛 < 𝑚) terms from 

Equation (18), to create a set of equations consisting of 

(𝑛 + 1) equations and (𝑛 + 1) unknowns, there will be 

additional unknowns. Therefore, to solve this problem, 

due to these additional unknowns in the mentioned 

equations, m times should be derived from Equation (23), 

and then the BCs should be applied to them. The solution 

process in Flowchart 1 has been fully investigated. 

𝑝′𝑘: 𝑓(𝑢
′, 𝑢′′, 𝑢′′′, … , 𝑢(𝑚+1)) 

𝑝′′𝑘: 𝑓(𝑢
′′, 𝑢′′′, 𝑢(𝐼𝑉), … , 𝑢(𝑚+2)) 

⋮           ⋮           ⋮        ⋮            ⋮ 

(22) 

In Equation (22), the boundary conditions are applied to 

the derivatives of the differential equation 𝑝𝑘. 

𝑝′𝑘: {
𝑓(𝑢′(0), 𝑢′′(0), 𝑢′′′(0),… , 𝑢(𝑚+1)(0))

𝑓(𝑢′(𝐿), 𝑢′′(𝐿), 𝑢′′′(𝐿), … , 𝑢(𝑚+1)(𝐿))
   (23) 

 𝑝′′𝑘: {
𝑓(𝑢′′(0), 𝑢′′′(0), 𝑢(𝐼𝑉)(0), … , 𝑢(𝑚+2)(0))

𝑓(𝑢′′(𝐿), 𝑢′′′(𝐿), 𝑢(𝐼𝑉)(𝐿), … , 𝑢(𝑚+2)(𝐿))
   (24) 

(𝑛 + 1) equation is obtained from Equations (19) to (24), 

so (𝑛 + 1) unknown coefficient in Equation (18), 

including 𝑎0, 𝑎1, … , 𝑎𝑛 will be calculated. Solving the 

nonlinear differential Equation (16) is done by 

calculating the coefficients of Equation (18). 

 
3. 2. Solving Equations Governing Fluid Flow with 
AGM         In this method, using appropriate functions, 

polynomial series with constant coefficients can be 

considered: 

5

0

5 4 3 2

5 4 3 2 1 0

i

i

i

U a x

U x a x a x a x a xa a

=

=

= + + + + +



 

(25) 

5

0

5 4 3 2

5 4 3 2 1 0

i

i

i

V b x

V x b x b x b x b xb b

=

=

= + + + + +



 

(26) 

Equations (12) and (13) are written as follows: 

2

2.5

* ( , ) * ( , )

1 1 ( . , )
( )( * )

Re
(1 ( ))

(1 )s

f

U diff V x V diff U x

diff U x x
UHa

 
 


− =

−

− +
−

 

2.5 2
( , , , , ) ( * ( , , )

Re((1 ( )))( ( , )

(1 )

s

f

diff V x x x x diff V x x

diff V x

Ha

 






=

+ − +

−  

* ( , , ) * ( , , , ))).diff V x x V diff V x x x−    

The use of BCs in Equations (14) and (15) is as follows: 

 

 

 
Flowchart 1. Showing the process of solving equations with AGM 
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0(0) 0 0V b= → =
 

(27) 

1 2'(0) * ''(0) 0.4V V b b= → =
 (28) 

0 1(0) 1 * '(0) 1 0.2U U a a= + → = +
 (29) 

5 4 3 2 1 0(1) 1 1V b b b b b b= → + + + + + =
 

(30) 

5 4 3 2 1'(1) 0 5 4 3 2 0V b b b b b= → + + + + =
 

(31) 

5 4 3 2 1 0(1) 0 0U a a a a a a= → + + + + + =
 

(32) 

According to the considered series in Equations (25) and 

(26), there are 12 unknown coefficients. Therefore, 12 

equations are needed. Six equations are obtained by 

applying boundary conditions, and six more equations 

are added as follows: 

0 1 1 0

2 0

7 (0) 7

1.895700084 0.8558895353

S F S a b a b

a a

= → = −

= −

 
(33) 

0 2 2 0

3 1

8 '(0) 8 2 2

5.687100252 0.8558895353

S F S a b a b

a a

= → = −

= −
 

(34) 

0 3 1 2 2 1 3 0

4 2

9 ''(0) 9 6 2 2 6

22.74840102 1.711779071

S F S a b a b a b a b

a a

= → = + − −

= −

 
(35) 

0 4 1 3 3 1 4 0

5 3

10 '''(0) 10 24 12 12 24

113.7420050 5.135337212

S F S a b a b a b a b

a a

= → = + − −

= −

 
(36) 

4

2 1 2 0 3

11 (0) 11 24

1.805959798 2.110038414 6.330115242

S G S b

b b b b b

= → =

= + −

 
(37) 

5

2

3 2 0

12 '(0) 12 120

50417879393 4.220076828 25.32046097

S G S b

b b b b

= → =

= + −
 

(38) 

Finally, the values of 𝑉 and 𝑈 are equal to: 

5 4

3 2

0.03526533002 0.2595824095

1.884935683 1.850062816 0.7400251266

V x x

x x x

= +

− + +  
5 4 3

2

.2981496437 0.5758048195 0.2737060224

0.6157135630 1.343137008 0.7313725984

0 xU x x

x x

− +

+ −

=

+  

 

 

4. RESULTS AND DISCUSSION 
 

Equations (12) and (13) were solved with AGM and FEM 

to obtain velocity fields 𝑉(𝑦), 𝑉′(𝑦), 𝑈(𝑦), 𝑈′(𝑦), 𝜏𝑉  and 

𝜏𝑈 according to Equations (14) and (15). Drawing and 

displaying graphs 𝑉(𝑦), 𝑉′(𝑦), 𝑈(𝑦), 𝑈′(𝑦), 𝜏𝑉 and 𝜏𝑈  

and the efficacy of changes in relevant parameters have 

been done in them. Figure 2 shows 

𝑉(𝑦), 𝑉′(𝑦), 𝑈(𝑦), 𝑈′(𝑦), 𝜏𝑉 and 𝜏𝑈 profiles. Also, the 

comparison of three solution methods AGM, FEM, and 

HAM has been done when 𝑅𝑒 = 𝐻𝑎 = 1.0, 𝛽 = 0.2 and 

𝜙 = 0.04. By comparing the figures, it can be concluded 

that the outcome obtained from all methods are very close 

to each other. This result proves and confirms the validity 

of the methods. 
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Figure 2. Comparison of the conclusion obtained for 

𝑉(𝑦), 𝑉′(𝑦) and 𝑈(𝑦)  with three methods of AGM, FEM, 

HAM, and comparison of 𝑈′(𝑦), 𝜏𝑉 and 𝜏𝑈 with two 

methods of AGM and FEM where 𝑅𝑒 = 𝐻𝑎 = 1.0, 𝜙 =
0.04, 𝛽 = 0.2 

 

 

Changes in 𝑉(𝑦), 𝑉′(𝑦), 𝑈(𝑦), 𝑈′(𝑦), 𝜏𝑉 and 𝜏𝑈 for 

fixed values of 𝜙 = 0.04 and 𝐻𝑎 = 1.0 and several 

values of 𝑅𝑒 with two boundary conditions of slip and 

no-slip are shown in Figure 3. With the enhancement of 

Reynolds number, the flux of the side body on the upper 

plane increases and the fluid flow approaches the upper 

plane as an outcome. Decreasing the velocity in the 𝑥-

direction 𝑈(𝑦) and increasing the velocity in the y-

direction 𝑉(𝑦) is the outcome of the previous movement. 

By increasing the Reynolds number from 1 to 20, the 

velocity enhancement in the 𝑦-direction and the velocity 

decrease in the x-direction are tangible. Also, according 

to Figure 3, it can be seen that with the enhancement of 

the Reynolds number, 𝑉′(𝑦) also increases. But when 

approaching the top page (𝑦 = 0.45), it shows a reverse 
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Figure 3. Comparison of diagrams obtained for 

𝑉(𝑦), 𝑉′(𝑦), 𝑈(𝑦), 𝑈′(𝑦), 𝜏𝑉  and 𝜏𝑈 with FEM for several 

values of 𝛽 and 𝑅𝑒 when 𝜙 = 0.04,𝐻𝑎 = 0.0 
 

 

behavior. But 𝑈′(𝑦) shows the opposite behavior. That 

is, in the range of 0 ≤ 𝑦 ≤ 0.45, with an increase in 

Reynolds number, 𝑈′(𝑦) decreases, and then it takes an 

increasing trend in 0.45 ≤ 𝑦 ≤ 1. Based on this, it can be 

concluded that the values of 𝜏𝑈 and 𝜏𝑉 also behave 

similar to the derivatives of velocity, because the 

constant coefficient (µ) is multiplied in the derivatives 

and shear stresses appear. According to Figure 3, it can 

be seen that there is no difference in the efficacy of 

Reynolds number changes in the boundary conditions of 

sliding and non-slipping. 

According to Figure 4, the distribution of fluid flow 

velocity decreases with the enhancement of the 

Hartmann number. This decrease is much higher in 𝑈(𝑦). 
The Lorentz force enters in the 𝑥-direction because the 

magnetic field is placed in the 𝑦-direction. Thus, the 

magnetohydrodynamic force generated in 𝑉(𝑦) and 

𝑉′(𝑦) can be ignored, although it plays a significant role 

in 𝑈(𝑦) and 𝑈′(𝑦). With an increase in Hartmann's 

number in the range of 0 ≤ 𝑦 ≤ 0.6, a decrease in 𝑉′(𝑦) 
can be seen, and in 0.6 ≤ 𝑦 ≤ 1, the value of 𝑉′(𝑦) 
increases. This behavior is also shown in shear stress 

(𝜏𝑉). The algebraic value of 𝑈′(𝑦) in the range of 0 ≤
𝑦 ≤ 0.4 increases with an increase in Hartmann's 

number, but its value is negative. In the range of 0.4 ≤
𝑦 ≤ 1, its behavior is reversed and the same process is 

repeated for 𝜏𝑈 in a smaller order. 

The efficacy of 𝜙 sub-particle volume fraction and 𝛽 

slip on fluid flow velocity distribution 𝑉(𝑦) and 𝑈(𝑦) 
Likewise 𝑅𝑒 and 𝜙 are shown in Figure 5. Also, in the 

vicinity of the upper and lower plates, for boundary 

conditions with slip and no-slip, the opposite behavior 

can be observed for 𝑉′(𝑦) and 𝑈′(𝑦). If the volume 

fraction of nanoparticles (𝜙) increases, 𝑉(𝑦) decreases 

and 𝑈(𝑦) increases. This behavior is similar for both 

velocity profiles with an increase in slip parameter (𝛽). 
As the value of 𝜙 increases, in the range of 0 ≤ 𝑦 ≤ 0.5, 

the value of 𝑉′(𝑦) and the algebraic value of 𝑈′(𝑦) 
decrease, and then at 0.5 ≤ 𝑦 ≤ 1, the algebraic value of 

𝑈′(𝑦) and 𝑉′(𝑦) increases. A similar behavior is also 

shown for shear stresses (𝜏𝑉 and 𝜏𝑈) in two directions. 

Figures 6 and 7 show the effect of changes in 

Reynolds and Hartmann numbers and the volume 

fraction parameter of nanoparticles. As can be seen, with 

an increase in Reynolds number, 𝑉(𝑦) increases, but if 

the Hartmann number or volume fraction of 

nanoparticles increases, 𝑉(𝑦) decreases. 
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Figure 4. Comparison of  𝑉(𝑦), 𝑉′(𝑦), 𝑈(𝑦), 𝑈′(𝑦), 𝜏𝑉  and 

𝜏𝑈 diagrams using FEM with several values for 𝐻𝑎 when 

𝑅𝑒 = 1.0, 𝛽 = 0.2, 𝜙 = 0.04 

 

 

Based on Figures 8 and 9, it can be concluded that 

𝑈(𝑦) decreases with an increase in Hartman and 

Reynolds numbers. But if the volume fraction of 

nanoparticles is increased, 𝑈(𝑦) increases. 

Convergence for several values of  𝑉(𝑦), 𝑈(𝑦), 𝜏𝑉 

and 𝜏𝑈 in terms of 𝑦 is listed in Table 2 to 5. In Tables 2 

and 3, the results obtained for the values of water velocity 

 

 

 

 



P. Jalili et al. / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   2087-2101                                     2097 

 

 

 

 

 
Figure 5. Comparison of  𝑉(𝑦), 𝑉′(𝑦), 𝑈(𝑦), 𝑈′(𝑦), 𝜏𝑉  and 

𝜏𝑈  diagrams with FEM for several values of  𝜙 and 𝛽 when  

𝑅𝑒 = 𝐻𝑎 = 1.0 

 
Figure 6. Efficacy of changes in Reynolds number and 

Hartmann number on constant Phi number equal to 0.02 

 

 

 
Figure 7. The efficacy of changes in Reynolds number and 

Phi number on the constant Hartmann number equal to 7.5 

 

 

 
Figure 8. The efficacy of changes in Reynolds number and 

Hartmann number on constant Phi number is equal to 0.02 

 

 

in two directions in the current research with the two 

methods of AGM and FEM and the values obtained with  
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Figure 9. The efficacy of changes in Reynolds number and 

Phi number on Hartmann's constant number equal to 7 

the three methods of HAM, DTM and Numerical are 

presented. The comparison of the present results and their 

correspondence with the results of other researches [26] 

shows the efficiency of the methods used in this article. 

In addition, in Tables 4 and 5, the values obtained from 

the current research with two AGM and FEM methods 

are given. 

The changes related to the three parameters of 𝑅𝑒, 𝐻𝑎 

and 𝜙 in a 3D space in the form of optimization are given 

in Figures 6 and 7 for 𝑉(𝑦). 
The changes related to the three parameters of 𝑅𝑒, 𝐻𝑎 

and 𝜙 in a 3D space in the form of optimization are given 

in Figures 8 and 9 for 𝑈(𝑦). 

 

 

 
TABLE 2. The analogy of the obtained outcome for the velocity of 𝑉(𝑦) when 𝜙 = 0.04,𝑅𝑒 = 1.0,𝐻𝑎 = 1.5, 𝛽 = 0.3 for the Water 

base. 

y AGM FEM HAM [26] DTM [26] Numerical solution [26] 

0 0.000000 0.000000 0.000000 0.000000 0.000000 

0.1 0.098899 0.097758 0.097758 0.097758 0.097758 

0.2 0.220465 0.215312 0.215311 0.215312 0.215311 

0.3 0.365673 0.344513 0.344742 0.344742 0.344742 

0.4 0.498575 0.479145 0.478699 0.478699 0.478699 

0.5 0.644486 0.610354 0.610245 0.610246 0.610245 

0.6 0.754926 0.732942 0.732703 0.732703 0.732703 

0.7 0.851991 0.839491 0.839514 0.839515 0.839514 

0.8 0.932754 0.924120 0.924121 0.924122 0.924121 

0.9 0.981562 0.979879 0.979879 0.979880 0.979879 

1 1.000000 1.000000 1.000000 1.000000 1.000000 

 

 

 
TABLE 3. The analogy of the obtained outcome for the velocity of 𝑈(𝑦) when 𝜙 = 0.04, 𝑅𝑒 = 1.0,𝐻𝑎 = 1.5, 𝛽 = 0.3  for the Water 

base. 

y AGM FEM HAM [26] DTM [26] Numerical solution [26] 

0 0.619974 0.602783 0.620077 0.620077 0.620077 

0.1 0.486728 0.498574 0.502367 0.502367 0.502367 

0.2 0.379256 0.399492 0.401721 0.401721 0.401721 

0.3 0.272567 0.315897 0.316599 0.316599 0.316599 

0.4 0.182456 0.245170 0.245171 0.245171 0.245171 

0.5 0.137496 0.185479 0.185479 0.185479 0.185479 

0.6 0.102891 0.135577 0.135577 0.135577 0.135577 

0.7 0.075286 0.093610 0.093624 0.093624 0.093624 

0.8 0.045872 0.057189 0.057961 0.057961 0.057961 

0.9 0.022378 0.026981 0.027150 0.027150 0.027150 

1 0.000000 0.000000 0.000000 0.000000 0.000000 

 



 

 

TABLE 4. The analogy of the obtained outcome for 𝜏𝑉 when 

𝜙 = 0.04,𝑅𝑒 = 1.0,𝐻𝑎 = 1.5, 𝛽 = 0.3 for the Water base 

y AGM FEM 

0 0.000749 0.000711 

0.1 0.001080 0.001033 

0.2 0.001279 0.001219 

0.3 0.001374 0.001334 

0.4 0.001390 0.001365 

0.5 0.001320 0.001321 

0.6 0.001160 0.001201 

0.7 0.000943 0.000994 

0.8 0.000704 0.000711 

0.9 0.000385 0.000434 

1 0.000000 0.000000 

 

 
TABLE 5. The analogy of the obtained outcome for 𝜏𝑈 when 

𝜙 = 0.04,𝑅𝑒 = 1.0,𝐻𝑎 = 1.5, 𝛽 = 0.3 for the Water base 

y AGM FEM 

0 -0.001400 -0.001255 

0.1 -0.001247 -0.001120 

0.2 -0.001110 -0.001001 

0.3 -0.000971 -0.000889 

0.4 -0.000844 -0.000780 

0.5 -0.000712 -0.000660 

0.6 -0.000575 -0.000571 

0.7 -0.000446 -0.000502 

0.8 -0.000316 -0.000444 

0.9 -0.000179 -0.000390 

1 0.000000 -0.000349 

 
 

5. CONCLUSION 
 

One of the most important goals of this research was to 

investigate and analyze two-dimensional fluid flow in 

relation to sliding efficiency on a nanofluid with a porous 

wall. The equations governing the flow were solved with 

the mentioned simplifications and two methods. Among 

the achievements of this article, the following factors can 

be mentioned: 

➢ The area of convergence in 𝑉′′(0) is larger than that 

of 𝑈′(0). 
➢ The difference in AGM, FEM, and HAM outcomes 

is negligible, and all three methods are acceptable. 

➢ As the Reynolds number enhancement, the velocity 

of the 𝑉(𝑦) fluid increases. This is while it reduces 

with the enhancement of Hartmann's number.   

➢ As the Hartmann and Reynolds numbers increase, 

𝑈(𝑦) decreases. 

➢ As the nanoparticle volume fraction parameter 

increases, 𝑈(𝑦) increases and 𝑉(𝑦) decreases. 

➢ If there are changes for Hartmann, Reynolds 

numbers and volume fraction of nanoparticles, the 

opposite behavior is reported for the derivatives of 

velocity and shear stress in the range of 0 ≤ 𝑦 ≤ 1. 
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Persian Abstract 

 چکیده 
  ی بر رو  زهایکند. آنال یمتخلخل مهار م مهین  چهیدر ک یرا در   الیفروس ان یجر نیلورنتس، ا یرویشده است. ن ی ثابت بررس یسیفرومغناط ان یمعادلات حاکم بر جر ،مقاله ن یدر ا

  ن یا ین ییشده است. در قسمت پا یمعادلات مربوطه بررس زبا استفاده ا یمختصات دکارت ستمیدر س  ی. مدلسازتیو خون، آب و مگنت دیانجام شد: نفت سف یاذره  ر یز الیسه س

  ل ی فرانسیحل معادلات استفاده شده است. معادلات د  یو روش اجزاء محدود  برا   ی گنج  - یاز دو روش اکبر  قی تحق  ن ینازک شدن در نظر گرفته شود. در ا  یکم  دیکانال با

  ی بررس   الیس  ی و مشتقات سرعت و تنش برش  انیبر سرعت جر  نولدزیعدد هارتمن و عدد ر  رییاثر تغ   محدود،شوند. در مدل اجزاء    ی با استفاده از دو روش فوق حل م  ی رخطیغ

دو جهت نشان    یکند که رفتار مخالف را برا  یم  رییلغزش مختلف تغ   یدر پارامترها  نولدزی. عدد رابدی  یعدد هارتمن، سرعت در هر دو جهت کاهش م  شیشده است. با افزا

شده   سهیمقا  یحل معادلات با دو روش فوق با روش هموتوپ  جیشده است. نتا  یبررس  ینانوذرات بر سرعت و مشتقات آن و تنش برش  یکسر حجم  زیناچ  ثرا  نیدهد. همچن  یم

  ک یتکن  ییکه نشان دهنده کارا  تمنجر به مطابقت کامل شده اس  یقبل  قات یآنها با تحق  سهیو روش اجزاء محدود و مقا  یگنج-یبه دست آمده با استفاده از روش اکبر  جیاست. نتا

 . است قیتحق  نیمورد استفاده در ا یها
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A B S T R A C T  
 

 

Facial feature recognition is an important subject in computer vision with numerous applications. The 

human face plays a significant role in social interaction and personology. Valuable information such as 
identity, age, gender, and emotions can be revealed via facial features. The purpose of this paper is to 

present a technique for detecting age, smile, and gender from facial images. A multi-task deep learning 

(MT-DL) framework was proposed that can simultaneously estimate three important features of the 
human face with remarkable accuracy. Additionally, the proposed approach aims to reduce the number 

of trainable network parameters while leveraging the combination of features from different layers to 

increase the overall accuracy. The conducted tests demonstrate that the proposed method outperforms 
recent advanced techniques in all three accuracy criteria. Moreover, it was demonstrated that multi-task 

learning (MTL) is capable of improving the accuracy by 1.55% in the smile task, 2.04% in the gender 

task, and 3.52% in the age task even with less available data, by utilizing tasks with more available data. 
Furthermore, the trainable parameters of the network in the MTL mode for estimating three tasks 

simultaneously increase only by about 40% compared to the single-task mode. The proposed method 

was evaluated on the IMDB-WIKI and GENKI-4K datasets and produced comparable accuracy to the 
state-of-the-art methods in terms of smile, age detection, and gender classification. 

doi: 10.5829/ije.2023.36.11b.14 
 

 

NOMENCLATURE 

M Total nuber of traning sample 𝐿𝑡 Cross-Entropy 

𝑁𝑡 Number of classes associated with each task 𝜆 Weight decay 

𝐶𝑖
𝑡 Class score vector for the 𝑖th sample in the 𝑡th task 𝑊 Output weights 

𝑆𝑖
𝑡 Label corresponding to the 𝑖th sample in the 𝑡th task 𝜇𝑡 Significance factor in each loss function 

𝑋𝑖
𝑡 One-hot Encoding of the 𝑖th sample 𝐿𝑟 Learning rate 

𝑋̂𝑖
𝑡 Probability distribution in the 𝑡th task over the 𝑖th sample 𝐷𝑒𝑐𝑎𝑦_𝑠𝑡𝑒𝑝 Steps the learning rate 

𝛽𝑖
𝑡 The kind of sample 𝛽𝑖

𝑡 The kind of sample 

 
1. INTRODUCTION1 
 

Deep learning (DL), a branch of artificial intelligence 

(AI), has made significant advancements in computer 

vision. Many AI developments and products have lifted 

living standards, increased productivity, and conserved 

social and human resources. In many instances, artificial 

intelligence has surpassed human skills. The study of 

human emotions and behavior; however, greatly 

benefited from the active research into automatic face 

detection [1, 2]. Hence, the present research addresses 
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facial feature recognition, such as smile, emotion, and 

gender detection. Subsequently, each of these features is 

expressed as a task associated with the human face. In 

each task, facial images are used as inputs. In the smile 

task, the presence or absence of a smile is detected on 

each facial image. Then, the ages of the persons in the 

images are classified into six age groups. Finally, each 

person's gender is revealed. These tasks are typically 

investigated as separate problems, which makes model 

training challenging, especially when there is a lack of 

adequate training data. On the other hand, the 
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information related to different facial analysis tasks 

frequently includes joint facial traits. Therefore, 

simultaneous learning from several facial datasets 

improves the detection accuracy of each task. The paper 

outlines the methodology for facial image analysis, 

which involves preprocessing images from different 

datasets using a convolutional neural network (CNN) to 

extract faces. A deep convolutional neural network (D-

CNN) is then trained using a combination of common 

features for smile detection, age detection, and gender 

classification. To achieve this, the tasks are divided into 

three branches with their own loss functions, and a final 

loss function is defined by combining these. The 

approach allows each task to receive images from its 

corresponding dataset and share the features for training 

with other tasks. The second section of the paper offers a 

concise overview of CNNs and their application to the 

gender, smile, and age tasks. The section concludes with 

an examination of multi-task learning (MTL) methods. In 

section 3, a novel multi-task deep learning (MT-DL) 

framework is introduced, which enables the simultaneous 

estimation of three significant facial features with 

remarkable precision. A key aspect of the proposed 

approach is its focus on minimizing the number of 

trainable network parameters by proposing a new CNN, 

while effectively harnessing feature combinations from 

various layers to improve overall accuracy. Through 

comprehensive tests and evaluations, the proposed 

method consistently outperforms recent advanced 

techniques across all three accuracy criteria, 

underscoring its superiority and effectiveness in facial 

feature recognition tasks. 

 

 

2. LITERATURE REVIEW 
 

This section provides a comprehensive examination of 

the existing research on deep neural networks applied to 

smile detection, age detection, gender classification, and 

multi-task learning in the context of facial feature 

recognition. This section explores the methodologies, 

techniques, and approaches employed in previous 

studies, focusing on their utilization of deep neural 

networks for these specific tasks. Through critical 

analysis of the accomplishments, limitations, and 

advancements in these areas, this literature review 

establishes the foundation for the proposed method, 

highlighting the gaps that this present study aims to 

address and emphasizing the significance of the proposed 

approach in advancing the field of facial analysis. 

 

2. 1. Deep Neural Networks          Over the past ten 

years, there has been significant research in the field of 

computer vision, with a focus on deep learning 

techniques, which has led to the development of 

numerous methods. D-CNNs are common in the area of 

DL, such that they constitute a major DL method. In these 

networks, a large number of layers in these networks are 

trained with a powerful approach. This technique is 

extremely effective and is also frequently utilized in a 

variety of computer vision applications [3, 4]. The major 

CNN was AlexNet, introduced by Krizhevsk [5] fourteen 

years after LeNet in 2017. The network can be 

categorized as a shallow network as it has a total of eight 

layers, including three fully connected layers and five 

convolutional layers [5]. Subsequently, deeper neural 

networks were introduced. Recently, Google presented a 

network called Inception, which was based on deepening 

convolutional networks [6]. The VGG-16 network was 

introduced by Simonyan and Zisserman [7]. This 

network is highly popular due to its simple structure. 

Later, Microsoft presented a network named Residual 

Network, abbreviated as ResNet. In addition to the 

convolutional network, this network incorporates 

connections between layers to directly transfer inputs 

from one layer to the next, as well as errors during 

backpropagation, allowing for a faster and deeper 

training process without the need for intermediate layers 

[8]. After the introduction of deeper and more accurate 

networks, those such as ResNext and WideResNet were 

proposed. ResNext was a multi-branch version of 

ResNet, presented in 2017 by Xie et al. [9]. The aim of 

this network was to improve efficiency by increasing the 

network’s width. In order to increase network width and 

decrease network depth, this network tried to improve 

efficiency by adding more filters. The performance of the 

presented neural networks was demonstrated in 

ImageNet, one of the most well-known computer vision 

competitions.  

 

2. 2. Smile Detection        Recent studies have 

concentrated on using neural networks to detect smiles in 

images. In research by Sang et al. [10], a network similar 

to the VGG network, named BK-Net, was designed. This 

is highly capable of smile detection. In 2018, Cui et al. 

[11] presented the extreme learning machine (ELM) with 

the aim of feature dimensionality reduction and focusing 

on the regions surrounding the mouth. Subsequently, in 

2019, Vo et al. [12] extracted features from facial images 

using a CNN and carried out smile detection via an 

extreme gradient boosting (XGB) classifier. In the same 

year, Nguyen [13] employed the YOLO network for 

smile detection. In 2020, Wu et al. [14] proposed a 

method for fast smile detection in a working environment 

based on Multilayer Perceptron (MLP) network. 

Additionally, they used two different databases for 

training the network instead of one. In 2021, Hassen et 

al. [15] proposed a method based on MLP neural network 

and Cascade Classifier. The accuracy of these methods is 

challenged in low-light conditions and when the facial 

image is angled ao distored. In another study in 2022, 

Hassen et al. [16] used an ensemble classification 
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approach and multiple classifiers to detect smiles. This 

method also has a high speed, but its accuracy decreases 

when dealing with low-resolution images [16]. In the 

same year in 2022, Liu et al. [17] utilized the 

MobileNetV2 network for smile detection. 

 

2. 3. Age Detection     Recent years have witnessed the 

widespread use of CNNs for age detection [18]. To this 

end, they designed a network inspired by the VGG-16 

architecture and implemented this model using the 

ResNet network [19]. In 2018, Rothe et al. [20] proposed 

a method for age estimation based on the ResNet. They 

then estimated the age of individuals using a unique 

network. They employed the Adience dataset to evaluate 

their methods. In 2019, Zhang et al. [21] combined the 

ResNet and LSTM networks into AL-ResNet networks 

in order to extract age-sensitive local regions. To 

accomplish this, they used a ResNet model that was pre-

trained on the ImageNet dataset as a base model, and then 

identified age intervals using age-related datasets. Cao et 

al. [22] estimated age using two neural networks. First, 

they extracted features using a simple neural network, 

and then they estimated age using the Rank Consistent 

Ordinal Regression Network (RCORN) network. In 

another study, Xia et al. [23] extracted features using a 

neural network through multi-stage  learning and 

estimated the age of individuals from facial images using 

a Feedforward Neural Network. 

 

2. 4. Gender Classification     In recent years, the use 

of CNNs for age detection has considerably increased. 

Zhang et al. [24] utilized both ResNet and LSTM 

networks to extract age-related features from facial 

images, which were then combined to estimate gender. In 

2018, Amit Dhomne et al. [25] proposed a gender 

detection approach based on the VGG network, which 

achieved acceptable accuracy. In a recent study, Nga et 

al. [26] employed the ImageNet network to detect gender 

and utilized a combination of features from multiple 

layers for improved performance. They believed that 

using pre-trained weights in the ImageNet network 

would improve their results. In 2022, Bekhet et al. [27] 

estimated individuals' gender using a proposed 

convolutional neural network with selfie images. 

However, a limitation of this approach is the low 

diversity of images in the dataset. 

 
2. 4. Multi-Task Learning       MTL refers to multiple 

classifications with different objectives in different 

classes. In MTL, multiple tasks are simultaneously 

trained using CNNs. This type of learning exploits the 

similarities and differences between various tasks [28, 

29]. In 2017, Ranjan et al. [30] presented an AlexNet-

based MTL model named Hyper Face with face 

detection, landmark localization, facial gesture 

estimation, and gender estimation capabilities. These 

four tasks were trained simultaneously on a dataset 

named ALFW, and the network output was used to 

predict each of the tasks. In another study in multi task 

learning, Ran et al. [31] used multi-task learning to 

estimate human pose and shape and remove occlusions. 

In 2021, Savchenko [32] proposed a multi-task learning 

approach for facial expression and attribute recognition. 

The aim of the proposed method in this paper was to 

detect facial features and components. In 2022, Yu et al. 

[33] introduced a multi-task learning based approach for 

facial parameter detection. They used attention modules 

to focus on each part of the image in their method. The 

use of these modules improved the accuracy of detecting 

each parameter [33]. 

 

 

3. MATERIAL AND METHODS 

 

The proposed framework utilizes multi-task learning to 

simultaneously learn and solve multiple tasks. Moreover, 

D-CNNs were simultaneously used for all the tasks and 

named the “shared convolutional neural network” (S-

CNN). To this end, several independent datasets were 

used to train the network after being combined. The 

advantage of using several datasets along with the S-

CNN is learning shared features from several datasets in 

different tasks. In addition, shared learning allows tasks 

with fewer data to use tasks with more data. Moreover, it 

seems that using features learned in shared learning leads 

to better results compared to the single-task mode. In the 

next step, the network was divided into three separate 

branches. Each of these branches was assigned to one 

task and sought to learn the features related to that task. 

In the end, an appropriate loss function was defined for 

each task. Figure 1 displays the combination of the 

datasets. 

 

3. 1. Implementation of Method with MTL       The 

proposed framework has been presented and modified 

based on the BKNet network. In this method, the CNN 

was constructed by removing the last three fully 

connected layers of the BKNet and concatenating the 

output of the first layer with the last layer before the fully 

connected layers. Table 1 shows the BKNet architecture. 

In order to use the facial images from the datasets, one 

first needs to crop the face images from the original 

images. A multi-task convolutional neural network  

(MTCNN) was used for this purpose [34]. The 

comprehensive preprocessing begins by reading the 

images from a designated folder and utilizing MTCNN to 

identify the positions of faces within the images. 

Subsequently, a series of preprocessing steps, including 

face cropping, grayscale conversion, and resizing the 

images to a fixed dimension of 48x48 pixels. 

Furthermore, the quality and diversity of the dataset can 

be enhanced by incorporating additional preprocessing 
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Figure 1. Dataset combination: original images (A); cropped facial images (B); and dataset combination (C) 

 

 
TABLE 1. Architecture of the BKNet CNN [10] 

Input image 

Convolutional layer 64 filters 3×3, stride 1 and ReLU 

Convolutional layer 64 filters 3×3, stride 1 and ReLU 

Max pooling layer with a 2×2 filter and stride of 2 

Convolutional layer 128 filters 3×3, stride 1 and ReLU 

Convolutional layer 128 filters 3×3, stride 1 and ReLU 

Convolutional layer 128 filters 3×3, stride 1 and ReLU 

Max pooling layer with a 2×2 filter and stride of 2 

Convolutional layer 256 filters 3×3, stride 1 and ReLU 

Convolutional layer 256 filters 3×3, stride 1 and ReLU 

Max pooling layer with a 2×2 filter and stride of 2 

Convolutional layer 512 filters 3×3, stride 1 and ReLU 

Convolutional layer 512 filters 3×3, stride 1 and ReLU 

Max pooling layer with a 2×2 filter and stride of 2 

 

 

techniques such as normalization and data augmentation. 

The inclusion of normalization ensures that the intensity 

values of the grayscale images are within a specific 

range, facilitating optimal model training. Figure 2 shows 

an illustration of a face image that the MTCNN has been 

cropped. Furthermore, the augmentation method was 

employed to increase the number of training data. This 

method reduces overfitting and improves learning. The 

augmentation was carried out using the Random Crop, 

Random Flip, and Random Rotate techniques.  

3. 2. Shared Convolutional Neural Network         Four 

convolution blocks were used in this section. At first, the 

CNN was comprised of three blocks, each consisting of 

two convolutional layers with 32, 64, and 128 neurons, 

respectively, all with a 3 × 3 filter and a stride equal to 1. 

Each block had a max pooling layer with a 2 × 2 filter 

and stride equal 2. The fourth and final block had 

convolutional layers with 256 neurons and a 3 × 3 filter, 

stride equal 1, and the same max pooling layer. Also, the 

first block's output and the last block's output were 

concatenated. This allows the features of the first layer, 

which focuses on the overall facial features, to combine 

with those of the last layer, which focuses on the details,  
 

 

    

    

    
Figure  2. An example of a facial picture cropped by the 

MTCNN: original images (first row); face location (second 

row); and cropped images corresponding to the first row 

obtained from the WIKI dataset (third row) 
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to produce better results. Figure 3 presents the proposed 

method's block diagram. 
 

3. 3. Separated Convolutional Neural Network       
To facilitate smile detection, age detection, and gender 

detection, the network was divided into three sections 

following the S-CNN. The split CNN learns the 

characteristics of each task in the associated branch, 

whereas S-CNN learns the shared features of the three 

tasks from various datasets. Each individual layer 

consists of three fully connected layers, with the final 

layer containing N neurons . N is the number of classes 

for each task and the first two layers each containing 256 

neurons. For smile detection, age detection, and gender 

detection, respectively, these parameters are equivalent 

to 2, 7, and 2. An activation function for the ReLU and a 

batch normalization function come after the first two 

fully connected layers. To prevent overfitting, the three 

fully connected layers utilized dropout. The first layer's 

output, which contains features that are closely related to 

the original images and have a significant impact on the 

output tasks, including the eyes, nose, and mouth, was 

concatenated with the last layer before the network was 

divided into three parts. 
 

3. 4. Loss Functions         An effective CNN was 

presented in the proposed method for training from 

several datasets. In this section, all the data from different 

datasets were combined to form a larger shared training 

dataset. Each training datum may correspond to one or 

more tasks. Accordingly, the following points must be 

taken into account. M represents the total number of 

training samples collected from two datasets. 𝑁𝑡 

represents the number of classes associated with each 

task. 𝐶𝑖
𝑡 is the class score vector for the 𝑖th sample in the 

𝑡th task. 𝑆𝑖
𝑡 is the true label corresponding to the 𝑖th 

sample in the 𝑡th task. 𝑋𝑖
𝑡 is the one-hot Encoding of the 

𝑖th sample's true class label in the 𝑡th task (𝑋𝑖
𝑡(𝑆𝑖

𝑡) = 1). 

𝑋̂𝑖
𝑡 is the probability distribution in the 𝑡th task over the 

𝑖th sample. 𝛽𝑖
𝑡 ∈ (0.1) indicates the kind of sample. 

(𝛽𝑖
𝑡 = 1 if the 𝑖th sample matches the 𝑡th task; 𝛽𝑖

𝑡 = 0 

otherwise) 𝐿𝑡 represents the loss function that is specific 

to each task. 𝐿𝑡 is named the Cross-Entropy, and 

according to Equation (1), the 𝐿𝑡 corresponding to the 𝑡th 

task is defined. 

𝐿𝑡 = −
1

𝑀
∑ (𝛽𝑖

𝑡 ∑ 𝑋𝑖
𝑡(𝑗)log⁡(𝑋̂𝑖

𝑡(𝑗)
𝑁𝑡
𝑗 )𝑀

𝑖   (1) 

In this equation, 𝛽𝑖
𝑡 ∈ (0.1) states whether the label 𝑗 is 

true for the 𝑖th sample or not. The value 𝑋̂𝑖
𝑡(𝑗)⁡within the 

range of (0,1) represents the estimated probability of the 

𝑗th label being true for the 𝑖th sample. To compute the 

overall loss function for the network, the weights 

generated by the loss functions of each task are added 

together. To mitigate overfitting in the network, the L2 

regularization term is incorporated into the total loss 

function. The total loss function is expressed by Equation 

(2). In the equation, λ represents the weight decay, which 

is a hyperparameter that controls the strength of the L2 

regularization term, and 𝑊 refers to the output weights. 

Moreover, the 𝑡th task's significance factor in each loss 

function is denoted by the⁡𝜇𝑡. 

𝐿𝑡𝑜𝑡𝑎𝑙 = ∑ (∑ 𝜇𝑡𝐿𝑡 + λ⁡‖𝑊‖2𝑁𝑡
𝑗 )𝑇

𝑖   (2) 

 

 

 

 

 

Figure 3. Block diagram of the proposed method 
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4. RESULTS AND DISCUSSION 
 

4. 1. Dataset         The GENKI-4K dataset is a widely 

used dataset for smile detection. It was published by the 

MPLab GENKI Database. This dataset consists of 4000 

labeled images of the human face taken from individuals 

of various ages and races. 1838 of these images have the 

label "non-smiling," and 2162 have the label "smiling". 

This dataset was procured from the Internet, and the 

backgrounds of the images are different, which makes 

smile detection more challenging. In other words, unlike 

datasets that have identical backgrounds, this dataset was 

constructed from actual images. Another challenge 

involved in this dataset is that the smile is unclear in some 

of the images. Some previous studies have eliminated 

these images from the training and testing processes. 

These images may cause errors in the training process, 

complicate the network evaluation, and significantly 

reduce the overall accuracy. Despite this, all images in 

the GENKI-4K dataset were utilized for training and 

testing the proposed method. Figure 4  showcases some 

samples of images from the GENKI-4K dataset [33]. 

Also, the proposed method was trained and evaluated 

using the IMDB-WIKI dataset [34]. This dataset was 

introduced in 2016 to compensate for the shortage of 

images in related datasets. This dataset contains images 

of famous actors prepared from the IMDB website. In 

addition, it contains images from persons on Wikipedia. 

This dataset includes the date of birth, name, and gender 

of every person. Moreover, there are several images of 

each person in this dataset. In total, there are 460723 

images of 20284 persons from IMDB and 62328 images 

of the same persons from Wikipedia, making up a total 

of 523051 images. Furthermore, there are six age classes 

(0-15, 16-25, 26-35, 36-45, 46-60, and 60-100 years) in 

this dataset. Also, the genders are labeled either male or 

female. Figure 5 presents samples of images from the 

IMDB-WIKI dataset. 

 

4. 2. Evaluation Criteria       The accuracy evaluation 

criterion measures the accuracy of the smile, gender, and 

age tasks. This criterion is calculated as the number of 

correct predictions to the total number of ground-truth 

labels. It assesses the proportion of face images correctly 

classified as smiling or not, the accurate age range, and 

correct gender identification. It is determined by 

Equation (3) [20, 35]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟⁡𝑜𝑓⁡𝑎𝑐𝑐𝑢𝑟𝑎𝑡𝑒⁡𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙⁡𝑛𝑢𝑚𝑏𝑒𝑟⁡𝑜𝑓⁡𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
  (3) 

 
4. 3. Simulation Details       The study utilized the 

GENKI-4K dataset to detect smiles and the IMDB-WIKI 

dataset for gender and age detection. Initially, the two 

datasets were merged to create a larger dataset, and 3000 

    

    

    
Figure 4. Samples of the GENKI-4K dataset’s images [33] 

 

 

    

    

    
Figure  5. Samples of the images in the IMDB-WIKI dataset 

[34] 
 

 
samples from the GENKI-4K dataset were selected for 

training, while 1000 samples were reserved for testing 

purposes. Moreover, 20000 samples were utilized for 

testing and 150000 samples for training using the IMDB-

WIKI dataset. The label corresponding to each task was 

assigned to every sample from each dataset. The vector 

composed of these labels is designated as 𝛽𝑖
𝑡. Moreover, 

the batch size was considered to be 128. Additionally, all 

initial weights were taken into account using a Gaussian 

distribution with a variance of 0.01 and zero mean. It was 

assumed that L2 weight decay would be λ=0.01. 

Furthermore, the importance factors of all tasks were 

assumed to be 𝜇𝑡 = 𝜇1 = 𝜇2 = 𝜇3 = 1. The dropout rate 

was considered to be 0.5 for all the fully connected 

layers. An exponential function was used to reduce the 

learning rate. This rate is calculated in the pth step of 

Equation (4). 

𝐿𝑟 = Initial⁡𝐿𝑟 × Decay_rateStep/Decay_step  (4) 

In this equation, 𝐿𝑟 denotes the learning rate at the pth 

step. Moreover, 𝐷𝑒𝑐𝑎𝑦_𝑠𝑡𝑒𝑝 is the step in which the 

learning rate declines, and 𝐼𝑛𝑖𝑡𝑖𝑎𝑙⁡𝐿𝑟 is the initial 

learning rate. In the conducted experiments, 𝐼𝑛𝑖𝑡𝑖𝑎𝑙⁡𝐿𝑟 =
0.01, 𝐷𝑒𝑐𝑎𝑦𝑠𝑡𝑒𝑝 = 2000, and 𝐷𝑒𝑐𝑎𝑦𝑟𝑎𝑡𝑒 = 0.8. Also, 

the proposed model was executed for over 500 epochs. 
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Figure 6 shows the accuracy and loss function graphs for 

the three tasks for 100 epochs. In this paper, three groups 

of experiments were performed. The first network 

training method was single-task training. In this method, 

the network output was considered only for one task and 

was trained using the corresponding dataset. 

 
4. 4. Results       The evaluation of the network is 

presented in Table 2 under Config A (Single BK-Net). The 

second method, designated Config B, involves MTL 

without combining the features of the first and last 

convolutional layers (MTL-BK-Net). The third case, 

Config C, corresponds to the method proposed (MTL-

MBK-Net) in Figure 3. The proposed method was 

initially trained on the two datasets. The results of the 

proposed method are compared to those of the state-of-

the-art methods in Table 2. The proposed method MTL-

MBKNet (Config C) achieved a smile detection accuracy 

of 96.63% on the IMDB-WIKI dataset according to the 

Table 2, which is superior to previous methods. 

In addition, an accuracy of 95.08% was achieved in 

the single-task mode for the smile task, indicating that the 

smile task uses the other tasks to improve the results. In 

the gender task, the proposed method attained an 

accuracy of 93.20%, which outperformed the other 

methods. The RoR-34  method came in second place with 

an accuracy of 92.24% Additionally, the proposed 

method achieved a gender detection accuracy of 91.16% 

in the single-task mode. This difference in accuracy 

between the multi-task and single-task modes shows that 

the gender task has used the other tasks during training. 

In the age detection task, MTL-MBK-Net (Config C) 

produced the best accuracy at 68.92%, followed by AL-

ResNet-34 with an accuracy of 67.83%. MTL performed 

better than single-task learning also in this task. MTL-

MBK-Net (Config B) exhibited better results than Single 

BK-Net (Config A) in all the tasks. The proposed method 

suffered some errors during the evaluation in some tasks. 

These errors are present in smile, gender, and age 

detection. Figure 7 depicts the errors in the smile, gender, 

and age detection tasks. Specifically, the first, second, 

and third rows of the Figure represent the errors in smile, 

gender, and age detection, respectively. In smile 

detection, these errors can be attributed to the facial form 

and the presence or absence of the teeth during smiling 

or a special form of the smile in some persons. In gender 

detection, the errors may be due to the makeup used by 

some persons and their genetics. A major challenge in 

age detection is the makeup used by women, which 

modifies the lip, eye, and skin features. 

The results of comparing the three proposed models 

based on the number of parameters of execution time and 

Fps are presented in Table 3. Single BK-Net (Config A) 

results in the lowest number of parameters, with only 

2418146, and the fastest execution time of 6.23 seconds. 

It also has a relatively high processing speed of 20.54 

Fps. MTL-BK-Net (Config B) provides 3731946 

processing speed of 13.30 Fps. Finally, MTL-MBK-Net 

 

 

  

  
Figure 6. A view of the accuracy and loss functions for the three tasks during training and testing 
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TABLE 2. Numerical results of the proposed method and other 

state-of-the art methods 

Task Methods 
Accuracy 

(%) 

Smile accuracy 

comparison 

results 

PDV-ELM [11] 93.42 

HF-SD [12] 93.60 

YOLO [13] 93.17 

MNV2 [17] 94.37 

Single BKNet (Config A) 95.08 

MTL-BKNet (Config B) 95.60 

MTL-MBKNet (Config C) 96.63 

Gender 
accuracy 

comparison 

results 

RoR-34 [24] 92.24 

TL-VGG19 [26] 91.09 

TL-DenseNet-169 [26] 70.48 

GSI-CNN [27] 89.00 

Single BKNet (Config A) 91.16 

MTL-BKNet (Config B) 91.28 

MTL-MBKNet (Config C) 93.20 

Age accuracy 
comparison 

results 

ResNet-34 [24] 64.63 

RoR-34 [24] 65.74 

AL-ResNet-34 [21] 67.83 

DEX-w [20] 64.00 

Single BKNet (Config A) 65.40 

MTL-BKNet (Config B) 67.81 

MTL-MBKNet (Config C) 68.92 

 

 

 
Detection: 

Non-Smile 
Label: Smile 

 
Detection: Smile 

Label: Non-
Smile 

 
Detection: 

Non-Smile 
Label: Smile 

 
Detection: Smile 

Label: Non-
Smile 

 
Detection: 

Woman 

Label: Man 

 
Detection: Man 

Label: 

Woman 

 
Detection: 

Woman 

Label: Man 

 
Detection: 

Woman 

Label: Man 

 
Detection: 30-

45 
Label: 45-60 

 
Detection: 30-

45 
Label: 15-30 

 
Detection: 15-

30 
Label: 30-45 

 
Detection: 

30-45 
Label: 45-60 

Figure 7. Number of false detections by the proposed 

method 

TABLE 3. Proposed models parameters and execution time 

comparison 

Fps 
Execution 

time (s) 
Parameters Methods 

20.54 6.23 2418146 Single BK-Net (Config A) 

13.30 9.62 3731946 MTL-BK-Net (Config B) 

12.56 10.19 3953130 MTL-MBK-Net (Config C) 

 

 

(Config C), has 3953130 parameters and takes 10.19 

seconds to execute with a processing speed of 12.56 Fps. 

In order to evaluate three tasks, three single-task 

networks must be parallelized with each other. In this 

case, the parameters of the network are tripled and it has 

more parameters compared to the multi-task state. 

However, using multi-task learning causes that the 

parameter ratio of the network decreases and the 

computational burden reduces as well. Furthermore, 

according to Table 3, with the training of three single-

task networks, the execution time of the network also 

increases compared to the multi-task state. 

 
 
5. CONCLUSION 
 

The present paper proposed a DL framework using MTL 

on facial images. In the proposed method, a D-CNN was 

shared to extract features related to smiling, gender, and 

age group from facial images from the well-known 

GENKI-4K and IMD-WIKI datasets. This improved the 

accuracy of smile detection, which had fewer available 

data than the other tasks. In addition, the proposed 

separated network was used along with a combination of 

layers to detect smile, age, and gender. In comparison to 

current methodologies used in both the multi-task mode 

and the single-task mode, the proposed framework 

achieved good results. In future studies, potential 

applications and challenges of the proposed architecture, 

including its scalability and robustness under different 

conditions and environments, will be investigated. 

Additionally, the use of more challenging datasets and 

auxiliary losses to improve the training procedure and 

increase the accuracy of neural networks in various tasks 

will be explored. Furthermore, the potential of the 

proposed framework for real-time face recognition in 

practical applications such as security, healthcare, and 

entertainment will be examined. 
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Persian Abstract 

 چکیده 
تعاملات   های مهمی را در. چهره انسان ویژگی است  در حوزه بینایی کامپیوتر مختلف  یکی از موضوعات مهم و دارای کاربردهای  چهره    های انسان از رویویژگی تشخیص  

توان با استفاده از چهره افراد تشخیص داد. در همین راستا در  ای مانند هویت فرد، سن، جنسیت و احساسات را می اجتماعی و شخصیت شناسی افراد دارد. اطلاعات برجسته

تواند به  که می  شده استای پیشنهاد  یادگیری عمیق چند وظیفهشده است. چهارچوب    این مقاله روشی به منظور تشخیص سن، لبخند و جنسیت از روی تصویر چهره معرفی

های پیشرفته اخیر  نسبت به روش  روش پیشنهادیکه انگر این است نش انجام شدههای آزمایش سه ویژگی مهم از چهره انسان را با دقت قابل توجهی تخمین بزند. طور مشترک 

های کمتر در یکی از ای قادر است با استفاده از دادهچند وظیفهکه یادگیری داده شده است همچنین نشان یافته است.  در معیارهای رایج به دقت برتری دست وظیفه در هر سه

  IMDB-WIKIپایگاه داده  به منظور ارزیابی روش پیشنهادی از دو های بیشتر بهره بگیرد تا دقت تشخیص را در آن ویژگی بالا ببرد.های دارای دادهها از سایر ویژگی ویژگی

 . استفاده گردیده است GENKI-4Kو 
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A B S T R A C T  
 

 

This paper aims to numerically investigate the structural behavior of reinforced high-strength concrete 

(HSC) beams retrofitted by Carbon Fiber Reinforced Polymer (CFRP) sheets after cracking. Six pre-

cracked HSC beams retrofitted with CFRP sheets having identical reinforcement are numerically tested 
by four-point loading until failure using Abaqus software, besides two others without CFRP as control 

beams. CFRP sheets are attached on three beam sides in the shear span after cracking under 60 % of 

loading. Two shear span distances, two inclinations of CFRP sheets, and the number of sheets are 
adopted as parameters to compare with the experimental results obtained previously. Test results are 

matched with the practical findings to calibrate the Abaqus parameters. The results show that retrofitting 

the cracked beam by CFRP raised its tolerance to the applied load by a range of (13-36) % depending on 
the shear span to depth ratio and the arrangement of CFRP sheets. When the beam tends to fail in shear, 

the effect of CFRP is more pronounced than when it tends to fracture in flexure. The inclined sheets are 

more effective than the vertical ones. Furthermore, two additional parameters are regarded to clarify their 
effects on the behavior of retrofitted beams: sheet width and concrete compressive strength. Altering the 

CFRP width does not affect the tolerance, whereas increasing concrete compressive strength raises the 

beam loading.  

doi: 10.5829/ije.2023.36.11b.15 
 

 
1. INTRODUCTION1 
 
Several causes contribute to the necessity of retrofitting 

the existing facilities, such as strength loss due to 

corrosion, erosion, or deterioration caused by nature 

effects. Changing the use, expanding the facility, and 

upgrading the structure to resist higher loads also require 

correcting design or construction weaknesses [1, 2]. 

Retrofitting of facilities is a common practice; therefore, 

retrofitting approaches have been offered and evolved 

over years of practical and experimental work. The 

finding of the method used to retrofit a structural 

component relies on financial regard and the practicality 

of the assumed approach. However, choosing an 

inappropriate retrofitting manner can worsen the 

structure’s function or even lastly causes failure [3]. 

 

*Corresponding Author Email: adilmahdi@uowasit.edu.iq  

(A. M. Jabbar) 

Modern installations, like buildings, towers, and 

bridges, may deteriorate for different reasons. These 

installations are pricey to rebuild, and the construction 

time may cause trouble for many users. Therefore, it is 

significant to maintain enduring structures with long 

lifetimes and low maintenance costs. The most common 

manner for enhancing lifetime and durability is 

upgrading [4]. Establishments can be boosted to meet the 

changing demands or restored to an initial 

implementation status. The implementation status 

indicates load-carrying capacity, durability, operation, 

and aesthetic impression [5]. Retrofitting is usually 

complicated way because the structural components are 

already established. Therefore, it is not easy to reach the 

areas that require retrofitting [6]. Conventional 

approaches, including shotcrete, steel overlays, and post-
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tensioned cables, usually need broad space [7, 8]. 

Consequently, materials having higher strength and 

better application procedures than conventional ones 

should be most suitable for retrofitting and of high 

benefits in practice [9]. 

Recently, the most appropriate material used to 

retrofit and strengthen installations is Fiber Reinforced 

Polymer Composite (FRP) [10]. That material is a 

desirable rehabilitation substance due to its 

characteristics, like high strength-to-weight ratio and 

noncorrosive features that permit enhancing installation 

life [11]. Carbon FRP (CFRP) is a good strengthening 

fabric due to its distinguished tensile strength and 

stiffness compared to other composite substances [12, 

13]. Externally bonded CFRP can use to repair and 

strengthen damaged structural elements. In such 

structures, the complete strengthening work takes a little 

while, which is faster than an alternative of replacing the 

beams with new ones [14]. The polymer matrix is applied 

to tie the fibers together, transfer the forces among the 

fibers and protect them from external effects. The shear 

strength erected between the fibers depends on the tie-

matrix properties [4, 11, 15]. Therefore, it is significant 

that the matrix must have the ability to maintain higher 

strains than the fibers. If not, there will be cracks in the 

matrix before the fibers fail, and the fibers will be 

unprotected [14, 16]. 

This paper describes the potential and weakness of 

adding composite materials to retrofit cracked concrete 

beams. The prime aims are to investigate the impact of 

using CFRP sheets to rehabilitate cracked high-strength 

concrete beams on its shear behavior. The parameters 

include shear span-to-depth ratio (a/d), CFRP sheet 

number, and orientation. 

 

 

2. EXPERIMENTAL DATA FOR SIMULATION OF 
RETROFITTED BEAMS 
 
Practically performed RC beams were chosen to capture 

the required data to simulate the retrofitted beams for 

comparitive study. Eight simple supported beams cast 

with high-strength concrete were performed by Al-

Saeedi [17]. The beams were tested under a four-point 

load. All beams have an equal cross-section of (150x220) 

mm and a length of 1500 mm. The beams are designed 

according to ACI-318-19 [18] to avoid flexural failure 

using a 3-rebar of 20 mm diameter at the bottom and a 3-

rebar of 12 mm diameter at the top so that shear is 

controlled, as shown in Figure 1. A concrete cover of 20 

mm is applied for all sides of the beam cross-section. The 

tests were performed after curing in water for 28 days 

according to ASTM C31/C31 M-19 [19]. Three 

parameters were adopted in the experimental work. 

These are the shear span to depth ratio (a/d), CFRP sheet 

angle, and the number of CFRP sheets.  

 
Figure 1. Details of beams' dimensions and reinforcement 

 

 

The beams were categorized into two groups 

according to the a/d ratio. The first group had a/d = 2.4 

while the second had a/d of 3.0. Each group consisted of 

four beams, the first beam (BA) without CFRP sheets is 

cast as a control beam, and the second (BRA1) had two 

CFRP sheets as a U-Shape on the beam sides and bottom 

at the mid-distance between the support and the nearby 

loading point with 90° configurations. A third beam 

(BRA2) had two CFRP sheets as U-Shape at the same 

place as the beam (BRA1) but with a 45° configuration. 

The fourth one (BRA3) had three CFRP sheets as U-

Shape on the beam sides at the mid-distance between the 

support and the loading point with 45° configurations. 

The CFRP sheets had a 40 mm width and 0.131 mm 

thickness. Each group was represented with an a/d ratio 

[17]. Figure 2 illustrates the configuration of CFRP 

sheets on the beams. 

 
2. 1. Materials and Mix Proportions      Ordinary 

Portland cement (ASTM type I), natural fine aggregate 

with a 2.61 specific gravity, and natural crushed gravel 

with a maximum size of 10 mm and specific gravity of 

2.58 were used for the mix. Silica fume of 91 % silicon 

dioxide with a surface area of 20000 m2/kg is added as a 

cementitious material. Glenium 54, as a high-range water 

reducer (HRWR), is used as a percentage of cement 

weight to modify the workability of the mixture at a 

slump of 100 mm. The w/c ratio is constant at 0.28 [17]. 

Mix proportions and mechanical properties of concrete 

are listed in Table 1. 
SikaWarp-300 C/60 woven carbon fiber fabric for 

concrete strengthening is used for retrofitting the beams 

experimentally. The CFRP does not exhibit plastic 

behavior before rupture, where the tensile stress-strain 

relationship is linear until failure. Therefore, CFRP 

failure is sudden and catastrophic. The tensile strength of 

carbon fiber is 3900 MPa, the elastic modulus is 230 GPa, 

and the elongation percentage at rupture is 1.5 %.  

Sikadur-330 epoxy glue is used as a bonding material for 

CFRP sheets. It has 30 MPa tensile strength and 4500  
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Figure 2. Configuration of the CFRP sheets used to 

rehabilitate the beams 
 

 
TABLE 1. Mix proportioning and concrete strength 

Mix Proportion 

Material Cement (kg/m3) Silica fume (kg/m3) Sand (kg/m3) Crushed gravel (kg/m3) w/cm HRWR (% of cement) 

Quantity 450 50 750 1000 0.28 2.8 

Concrete Mechanical Properties 

f'c 7-day f'c 28-day fspt., MPa Ec, MPa 

65 72.5 6.0 41770 

 

 

MPa elastic modulus in tension. Three rebar diameters 

are used for reinforcing the beams, as shown in Figure 1. 

Table 2 lists the mechanical properties of steel rebars. 

All beams were tested before retrofitting under four-

point loading in the first test stage without any 

strengthening or retrofitting with CFRP to reach the 

specified damage. The beams arrived at the degree of the 

damaged ratio at 60% of the ultimate load of the control 

beam. Then, the beams were retrofitted using CFRP 

sheets [17]. 
 

 

3. EXPERIMENTAL RESULTS  
 

Concrete cylinders of (150 x 300) mm were cast from the 

same concrete batch used for casting the beams as control 
 
 

TABLE 2. Mechanical properties of steel rebars 

Nominal rebar 

diameter, mm 

Yield stress, 

MPa 

Tensile 

strength, MPa 
Elongation 

20 450 667 0.00229 

12 520 611 0.00263 

5 480 590 0.00243 

specimens and tested at the same age as the beam test. 

Three cylinders were cast with each beam and the 

average value was considered. The average compressive 

strength was 72.5 MPa and the splitting tensile strength 

was 6.0 MPa, as illustrated in Table 1. 

At initial loading, all beams elastically behaved up to 

about 20 % of ultimate load when first cracking appeared 

with proportional deflection. The first crack occurred in 

the tension zone at the lower portion between loading 

points. Then, flexural cracks vertically propagated to a 

short distance due to increasing tensile stresses. 

However, the elastic behavior continued, even after the 

initiation of flexural cracks, up to a load of approximately 

40% of the ultimate loading. The stresses resulting from 

the imposed load on the beam were transmitted initially 

to the tensile region. When the steel rebars contributed to 

bearing stresses, they were redistributed to the shear 

zone. Shear cracks propagated diagonally between 

supports and the adjacent loading point. The first 

diagonal crack was observed at the loading level (40-52) 

% of the ultimate load, as shown in Figure 3. Upon 

increasing the loading, shear cracks expanded and 

extended down towards the support and up to the point 

load. 



A. M. Jabbar et al. / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   2112-2123                                2115 

 

All beams were preloaded to 60 % of the ultimate 

load, except the control one, in which the loading 

continued to fail. The others were rehabilitated using the 

CFRP sheets. The test results are listed in Table 3. 

 

 

4. NUMERICAL ANALYSIS OF THE BEAMS 
 

Despite the symmetry, the beams are simulated with their 

entire dimensions. Abaqus CAE is used for the Finite 

Element Analysis (FEA) of beams. The analysis was 

performed in two static general steps by displacement 

control method. 

 

4. 1. Numerical Simulation of Beams    The beam 

components simulated in Abaqus consist of concrete, 

steel rebars, CFRP sheets, and steel plates for supporting 

and loading the beam. The concrete beam and steel plates 

are discretized into C3D8R as homogenous solid 

elements. C3D8R is a 3-dimensional continuum element 

that has 8 nodes as a brick element where each node has 

3 degrees of freedom in the three directions with reduced 

integration upon iteration process to calculate the 

stiffness matrix for each load increment [20, 21]. 
The rebars are discretized by the T3D2 truss element 

that has 2 nodes with 3 degrees of freedom per node. The 

CFRP sheets are discretized as a composite layup shell of 

the S4R element, which is a 4-node doubly curved thin 

shell with reduced integration [22].  

The steel plates are considered rigid bodies to transfer 

the loading to the beam without distortion. The steel 

rebars are assigned as embedded regions inside the host 

region of the concrete beam. The CFRP sheets are 

constrained as a tie between two surfaces, the master 

surface is the concrete beam, and the slave one is the 

sheet [22-24]. The interaction between steel plates and 

the concrete beam is a surface-to-surface contact type 

with two properties; tangential behavior with a friction 

coefficient of 0.45 and normal behavior of hard contact 

with no penetration between the adjacent surfaces. The 

boundary conditions are created at the initial step. The 

lower supporting plate is designated as fixed boundary 

conditions, which are assumed for the supporting plates 

by preventing the translations and rotations in all 

directions.  
 
 

  

  
Figure 3. Cracking of the experimental beams at the first stage of loading before retrofitting [17] 

 

 

TABLE 3. Test results of the beams [17] 

Beam ID CFRP sheet a/d 
Cracking State Peak State 

Failure Mode 
Pcr Δcr Pu Δu 

BA-2.4 -- 2.4 55 0.92 260 13.35 Diagonal shear 

BRA1-2.4 2 at 90 2.4 53 0.71 310 14.25 Diagonal shear and debonding CFRP  

BRA2-2.4 2 at 45 2.4 50 0.75 335 13.05 Debonding CFRP sheets 

BRA3-2.4 3 at 45 2.4 58 0.63 375 13.58 Compression failure + debonding CFRP  

BB-3.0 -- 3.0 38 0.90 225 12.15 Diagonal shear 

BRB1-3.0 2 at 90 3.0 42 0.85 260 12.53 Diagonal shear and debonding CFRP  

BRB2-3.0 2 at 45 3.0 47 0.94 275 12.90 Debonding CFRP sheets 

BRB3-3.0 3 at 45 3.0 48 0.95 317 13.20 Compression failure +  debonding CFRP  
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A download vertical displacement is applied on upper 

steel plates to simulate the loading in a displacement 

control method in two loading steps. The first loading 

was up to 60 % of the ultimate load of the control beam. 

The other loading step was to complete the loading on the 

beam. All beam components are seeded into 20 mm mesh 

size, as shown in Figure 4. 
 
4. 2. Concrete, Steel Rebar, and CFRP Sheet 
Modelling         The compressive strength used to 

simulate the concrete in the beam is 72.5 MPa, and the 

cracking stress is assumed to be 40 % of compressive 

strength as the experimentally obtained value. Therefore, 

the concrete is numerically simulated by two behaviors 

as is required in Abaqus; linear behavior by the elastic 

modulus and Poisson's ratio. The plastic behavior is 

described in two stages; strain hardening to the concrete 

strength and strain softening after peak strength. The 

Concrete Damage Plasticity (CDP) model is adopted to 

define the plastic behavior of concrete after cracking [25, 

26]. The compressive stress-strain relationship of the 

concrete is formulated using Hognestad equation as 

described in Equation (1) below, which awards a 

reasonable approach to the experimental results; 

𝜎𝑐 = 2𝑓′𝑐 [
𝜀𝑐

𝜀𝑐𝑜
− (

𝜀𝑐

𝜀𝑐𝑜
)

2
]  (1) 

where: 𝜎𝑐 is the concrete compressive stress at the 

corresponding strain (Ɛc) in MPa, 𝜀𝑐 is the concrete strain 

at compression, and 𝜀𝑐𝑜 is the strain at compressive 

strength. The modulus of elasticity and inelastic strain are 

formulated using Euro code2-2004 [27] approach as 

illustrated in the following equations: 

𝐸𝑐 = 3320√𝑓𝑐
′ + 6900   (2) 

𝜀𝑝𝑙. = 𝜀𝑐 −
𝜎𝑐

𝐸𝑐
  (3) 

𝐸𝑐 is the elastic modulus of concrete in MPa. 𝜀𝑝𝑙. is the 

plastic strain. The damage parameter (dc) in compression 

is defined as follows; 

𝑑𝑐 = 1 −
𝜎𝑐

𝑓′𝑐
  (4) 

The five parameters required to define the failure 

surface of the elements, including eccentricity, biaxial to 

uniaxial stress, and the shape of failure, were set as 

default values regarded in Abaqus. However, the dilation 

angle and viscosity were calibrated to obtain the 

maximum loading of the beams recorded in the 

experimental works, as illustrated in Table 4 [28]. These 

five parameters present concrete cracking in Abaqus. The 

rebar stress-strain relationship was represented by 

elastic-perfect plastic behavior. Table 4 illustrates the 

mechanical properties and parameters of concrete and 

steel rebars used to simulate the beams in Abaqus [29].  

 

 

  
Figure 4. Simulation of concrete beams via Abaqus software 

 

 

TABLE 4. The properties of materials used to simulate the retrofitted beams 

Material Properties 

concrete 

Elastic modulus, Ec 35168.78 MPa Poisson ratio 0.18 

Compressive strength 72.5 MPa Tensile strength 6.9 MPa 

Dilation angle, ψ Eccentricity, Ɛ biaxial to uniaxial stress ratio, fbo/fco Shape Parameter, K viscosity parameter, μ 

45 0.1 1.16 0.677 0.02 

Steel 

rebars 

Diameter = 20 mm Diameter = 12 mm Diameter = 5 mm 

Es 
Yield 

stress 

Poisson's 

ratio 
Es Yield stress 

Poisson's 

ratio 
Es Yield stress Poisson's ratio 

200 GPa 450 MPa 0.3 200 GPa 520 MPa 0.3 200 GPa 480 MPa 0.3 



A. M. Jabbar et al. / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   2112-2123                                2117 

 

 

The CFRP sheets are simulated in elastic and plastic 

status. Lamina type is used for elastic behavior, and 

Hashin Damage is used for plastic behavior to define the 

damage features of fiber-reinforced composites [30]. The 

calibrated data depends on the experimental values 

provided by the manufacturer. The mechanical properties 

of the CFRP sheets are listed in Table 5.  

Where E1 and E2 are the elastic modulus in the x and 

y-directions, μ12 is the Poison's ratio in the xy-plane, 

G12, G13, and G23 are the shear modulus in xy, xz, and 

yz-directions [25, 31]. 

 
4. 3. FEA Results of the Beams        The analysis results 

of all beams are illustrated in Table 6. The cracking load 

was approximately equal for all beams in each group. At 

a/d of 2.4, the cracking load was about 58 kN, while at 

a/d of 3.0, it was about 45 kN. At the cracking state, the 

experimental results recorded a lower load than the finite 

element results by a range of (85-99) % for a/d = 2.4. For 

a/d = 3.0, the variation between experimental and FE 

loads ranges between (85-106) %, as shown in Table 6. 

These variations may be due to several reasons, such as 

the micro-cracks normally occurring in concrete due to 

shrinkage, handling the beams for testing, and 

environmental effects. However, concrete simulation in 

FE does not contain such micro cracks. Other reasons 

relate to the materials' definition in the Abaqus, which 

depends on the stress-strain relationship at the cracking 

state.  

At the ultimate state and for a/d = 2.4, the variation in 

load occurred due to the impact of CFRP sheets and their 

orientations. The increment in ultimate load was 17 %, 

23 %, and 36 % upon using 2 CFRP sheets at 90, 2 CFRP 

sheets at 45, and 3 CFRP sheets at 45, respectively, over 

the control beam maximum load. For a/d = 3.0, the 

increment in the ultimate load was 13 %, 19 %, and 35 % 

upon using 2 sheets of CFRP at 90, 2 CFRP sheets at 45, 

and 3 CFRP sheets at 45, respectively, over the control 

beam maximum load, as illustrated in Figure 5. Based on 

the findings of this study, it appears that utilizing 3-CFRP 

sheets in rehabilitation efforts yields the highest increase 

in loading capacity. This information could be valuable 

 

 
TABLE 5. Mechanical properties of the CFRP sheets used in Abaqus 

Elastic 
E1, MPa E2, MPa μ12 G12, MPa G13, MPa G23, MPa 

131900 9510 0.326 5270 7030 3390 

Plastic 

Type Hashin Damage 

Long. tensile 

strength 

Long. compressive 

strength 

Transverse tensile 

strength 

Transverse 

compressive strength 

Long. shear 

strength 

Transverse shear 

strength 

1328 MPa 1064 MPa 70.9 MPa 221 MPa 71.2 MPa 94.5 MPa 

Damage Evolution Type Energy Softening Linear 

Longitudinal tensile 

fracture energy 

Longitudinal compressive 

fracture energy 

Transverse tensile fracture 

energy 

Transverse compressive fracture 

energy 

0.33 mJ/mm2 0.33 mJ/mm2 2.00 mJ/mm2 2.00 mJ/mm2 

 
 

TABLE 6. Results of FEA for the beams 

Beam ID 
CFRP 

sheet 
a/d 

Cracking State Peak State 

Exp. FEA Pcr 

(Exp/ 

FEA) 

Δcr 

(Exp/ 

FEA) 

Exp. FEA Pu 

(Exp/ 

FEA) 

Δu 

(Exp/ 

FEA) 
Pcr, 

kN 

Δcr, 

mm 

Pcr, 

kN 

Δcr, 

mm 

Pu, 

kN 

Δu, 

mm 

Pu, 

kN 

Δu, 

mm 

BA-2.4 - 2.4 55 0.92 57.7 0.74 0.95 1.24 260 13.35 272.8 13.25 0.95 1.01 

BRA1-2.4 2 at 90 2.4 53 0.71 58.4 0.74 0.91 0.96 310 14.25 319.6 15.78 0.97 0.90 

BRA2-2.4 2 at 45 2.4 50 0.75 58.5 0.74 0.85 1.01 335 13.05 334.9 16.41 1.00 0.80 

BRA3-2.4 3 at 45 2.4 58 0.63 58.8 0.74 0.99 0.85 375 13.58 370.7 17.81 1.01 0.76 

BB-3.0 - 3.0 38 0.90 44.8 0.66 0.85 1.36 225 12.15 223.4 11.54 1.01 1.05 

BRB1-3.0 2 at 90 3.0 42 0.85 44.9 0.66 0.94 1.29 260 12.53 252.1 14.01 1.03 0.89 

BRB2-3.0 2 at 45 3.0 47 0.94 44.9 0.67 1.05 1.40 275 12.90 265.8 14.82 1.03 0.87 

BRB3-3.0 3 at 45 3.0 48 0.95 45.2 0.66 1.06 1.44 317 13.20 301.1 18.23 1.05 0.72 
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Figure 5. Increment in loading due to adding CFRP sheets 

 
 
for those looking to improve the strength and durability 

of structures or materials. For a/d = 2.4, the beam tends 

to fail in shear. Therefore, the action of CFRP sheets in 

enhancing the shear capacity of the beam was more 

pronounced than that of a/d = 3.0. When the stresses are 

redistributed to the shear span on both sides of the beam, 

and this case occurs faster when a/d is 2.4, the effect of 

the CFRP sheets appears more clearly in enhancing the 

shear resistance. In the case of a/d is 3.0, the stresses 

transmitted to the shear span are less. That means the 

stress redistribution is between the tension area below the 

mid-span of the beam and the shear span. Then the effect 

of CFRP sheets is less because they resist the shear and 

do not resist the tensile due to their absence in the tension 

zone. Therefore, the beam tends to fail in flexure in the 

case of a/d is 3.0. 

Generally, the use of inclined CFRP sheets is more 

effective than perpendicular ones in terms of loading and 

specifically for shear in beams. That could be interrupted 

as the CFRP sheets are perpendicular to the path of the 

inclined cracks of shear, which hinder the progression of 

cracks. 
 
4. 4. Beams' Deflection Results    The cracking 

deflection of FEA was equal for all beams in the case of 

a/d=2.4 and 3.0, as shown in Table 6. On the other hand, 

the ratio of experiment to FEA deflection at the cracking 

state ranges between (0.84-1.24) for a/d = 2.4, while for 

a/d = 3.0, the experimental cracking deflection was 

higher than the FE one. That may be due to the constraint 

provided by FE simulation.  

At the ultimate state, the ratio between the 

experimental to FEA deflection ranges between (0.81-

1.05). Generally, the increment in deflection recorded in 

the case of a/d=3.0 is higher than that of a/d = 2.4. The 

action of CFRP sheets on deflection occurred after the 

cracking state. For a/d=2.4, the three inclined CFRP 

sheets increased deflection by 27 % over that of the 

control beam, while for a/d =3.0, the three inclined CFRP 

sheets raised the deflection by 41 %. The increment in 

deflection upon using 2/90 and 2/ 45 CFRP sheets was 

19% and 24% at a/d = 2.0, and 21%, 28%, at a/d =3.0, as 

shown in Figure 6. 

The increment in deflection for a/d=3.0 is more than 

that for a/d=2.4. That is because the beam with a/d=3.0 

tends to fail in flexural, while the one with a/d = 2.4 tends 

to fail on shear. The distribution of stresses in the first 

case is partially focused on a flexural zone, while the 

stresses are redistributed to the shear span in the second 

case. 

Figures 7 and 8 show the load-deflection relationship 

of the beams. The behavior of beams was similar in both 

groups up to about 100 kN load, which is greater than the 

cracking load of 58 kN for a/d=2.4 and 45 kN for a/d = 

3.0. This behavior is consistent with what was recorded 

in the experimental behavior of the beams. Then the 

behavior altered according to the number and 

configuration of CFRP sheets. Since all rehabilitated 

beams were manufactured with the same concrete and 
 

 

 
Figure 6. The percentage of deflection variation for all 

beams 

 

 

 
Figure 7. Load-deflection of beams with a/d=2.4 
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Figure 8. Load-deflection of beams with a/d=3.0 

 
 
similar reinforcement, the variation in the behavior and 

ultimate loads depends on the CFRP sheets. 

On the other hand, all beams did not exhibit high 

ductility after peak load. That could be because the 

behavior of CFRP is linear to failure. 

 
 
4. 5. Impact of a/d Ratio on Beam Behavior    When 

a/d decreases, the tolerance of the beam to the applied 

loads improves. The load capacity of the control beam 

increases by 22 % upon reducing a/d from 3.0 to 2.4. In 

the case of retrofitted beams by CFRP, the beam 

tolerance increases by (23-27) % at a/d =2.4. This 

behavior is because the beam bears more shear loads, and 

the presence of CFRP helps it increases endurance. 
 
4. 6. Steel Rebar Stresses    In all beams with a/d=2.4 

and 3.0, the longitudinal rebars in the tension and 

compression zone have yielded at the peak load, as 

illustrated in Figure 9. That means the beam failed due to 

the yielding of the tensile rebars before the fracturing of 

concrete in compression zone because the CFRP sheets 

enhanced the shear resistance of the beam and that 

increases the stress in the flexural region.  
On the other hand, the vertical stirrups do not yield 

along the shear spans between the supports and adjacent 

loading points. However, in beams with 2 CFRP at 45, 2 

CFRP at 90, and 3 CFRP at 45 with a/d=3.0, the mid-

span stirrup yield at the upper portion near the 

compression zone. That is due to the fracturing of the 

concrete at the compression region after reaching the 

ultimate concrete strain, as shown in Figure 10. 

 
4. 7. Crack Pattern       For all beams that were 

retrofitted by CFRP sheets with a/d = 2.4 and 3.0, the 

failure was due to diagonal shear cracking and debonding 

the CFRP sheets except for the one with 3 CFRP sheets 

at 45 and a/d=3.0, where they failed due to concrete 
 

 
Figure 9. Stress distribution in steel rebars at the ultimate 

load 

 

 

 
Figure 10. Yielding of the middle stirrup in beams BRA1-

3.0, BRA2-3.0, and BRA3-3.0 

 
 
compression fracture, as shown in Figure 11. That 

indicates that the number of inclined CFRP affects 

changing the behavior of the beam and its failure pattern. 

That behavior is consistent with experimental failures as 

mentioned in Table 3. 
Generally, the CFRP sheets attached to the shear 

spans of the beam enhance the beam load capacity in 

shear and may alter the failure from diagonal shear to 

concrete compression fracture. Figure 11 illustrates the 

cracking pattern that occurs in the analyzed beams 

compared to the experimental cracking of the counterpart 

beams, in which the agreement of the type of failure is 

observed in the experimental beams and the ones 

simulated by Abaqus. 

 

 

5. PARAMETRIC STUDY 
 

5. 1. Effect of Variation of CFRP Sheet Width       The 

first parameter considered was changing the CFRP sheet 

width. Two additional widths were examined to show 

their effect on beam behavior. The width changed to 80 

mm and 120 mm, and they were placed in the same 

positions on the sides and bottom of the beam as in the 

case of 40 mm wide CFRP. However, changing the 

CFRP width did not affect the beam maximum loading 

and the corresponding deflection, as shown in Figure 12. 

 
5. 2. Effect of Altering Concrete Compressive 
Strength        Undoubtedly, changing the concrete 

strength affects the beam behavior; but how is the effect 

in the case of retrofitted beams?  
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Figure 11. A cracking pattern of the beams in experiments and in FEA 

 

 

 
Figure 12. Load–deflection relationship in case of changing 

CFRP width 
 
 

Therefore, the second parameter adopted is changing 

concrete compressive strength. Three compressive 

strengths are examined, and the results are shown in 

Table 7. 

 

Upon decreasing concrete compressive strength, the 

maximum loading that withstands by the beam decreases. 

The deflection also decreases with decreasing 

compressive strength. Reducing the concrete 

compressive strength by 10 MPa and 20 MPa from 72.5 

MPa decreases the beam loading tolerance by about (4-

6) % and (10-12) % at both cracking and ultimate states, 

respectively. However, the failure pattern does not 

change. 

The effect of compressive strength and the 

accompanying change in the tensile strength is on 

resisting the stresses transmitted through the beam 

section along its length and reaching the maximum stress 

the beam can bear. Therefore, lowering the compressive 

strength causes a lowering of the maximum stress that the 

beam can withstand. 

Figures 13-16 show the load-deflection relationships 

for the control and rehabilitated beams with CFRP sheets 

at a/d of 2.4 and 3.0. Adding CFRP sheets to retrofit the 

beams can slightly enhance the ductility of the beams, but 

to a specific limit due to the linear behavior of CFRP until 

failure. 
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TABLE 7. Effect of variation of concrete compressive strength on retrofitted beams 

Beam ID 

f'c = 52.5 MPa f'c = 62.5 MPa f'c = 72.5 MPa 

Pcr, 

kN 

Δcr, 

mm 
Pu, kN 

Δu, 

mm 

Pcr, 

kN 

Δcr, 

mm 
Pu, kN 

Δu, 

mm 

Pcr, 

kN 

Δcr, 

mm 
Pu, kN Δu, mm 

BA-2.4 50.9 0.74 242.3 10.30 55.4 0.74 256.5 12.65 57.7 0.74 272.8 13.25 

BRA1-2.4 52.5 0.74 286.7 13.10 55.6 0.74 303.5 14.48 58.4 0.74 319.6 15.78 

BRA2-2.4 52.8 0.74 302.6 13.24 55.8 0.74 321.8 15.27 58.5 0.74 334.9 16.41 

BRA3-2.4 53.1 0.74 330.6 14.86 56.1 0.74 351.5 16.45 58.8 0.74 370.7 17.81 

 

 

  
Figure 13. Load-deflection relationship of beams without CFRP 

 
Figure 14. Load-deflection relationship of beams with vertical 

CFRP 

 

  
Figure 15. Load-deflection relationship of beams with two 

inclined CFRP at 45 
Figure 16. Load-deflection relationship of beams with three 

inclined CFRP at 45 
 

 

6. CONCLUSIONS  
 

This paper introduces a numerical investigation of using 

CFRP sheets to retrofit high-strength concrete beams 

after exposure to preload of 60 % of the ultimate resisting 

load. Three configurations of CFRP sheets and two a/d 

ratios are adopted to show their effects on the beam 

behavior. The FE results were compared and matched 

with the results of a previously implemented work. Two 

further parameters are tested. These are the CFRP sheet's 

width and concrete compressive strength. The following 

conclusions can reach: 

Using CFRP sheets to retrofit cracked beams raises 

the ultimate load that the beam can bear. The increment 



2122                              A. M. Jabbar et al. / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   2112-2123 

 

in peak load depends on the number and configuration of 

the attached CFRP sheets. Upon using 2 vertical sheets, 

2-inclined at 45, and 3- inclined at 45 sheets, they can 

raise the ultimate load by (13-17) %, (19-23) %, and (35-

36) %, respectively, for a/d of 2.4 and 3.0. 

For a/d of 2.4, the impact of CFRP on shear resistance 

is more pronounced than for a/d of 3.0. When a/d 

increases, the loading capacity of the beam decreases by 

a range od (18-23) %. Also, the inclined sheets are more 

effective than the perpendicular ones. 

The deflection corresponding to maximum loading 

increases according to CFRP sheets numbers and 

orientation. The increment ranges between (16-25) % for 

a/d of 2.4 and between (18-37) % for a/d of 3.0. 

The failure of retrofitted beams was due to the 

yielding of longitudinal rebars, while the shear rebars did 

not yield. 

Altering CFRP sheet width did not affect the beam 

tolerance for the applied load. However, increasing 

concrete compressive strength increases the beam 

tolerance for loading. Increasing the compressive 

strength by 10 MPa and 20 MPa raises beam capacity for 

loading by (4-6) % and (10-12) % at cracking and 

ultimate states, respectively. 
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Persian Abstract 

 چکیده 
خوردگی  پس از ترک   (CFRP)شده با فیبر کربن  های پلیمر تقویت شده توسط ورق سازیمقاوم   (HSC)هدف این مقاله بررسی عددی رفتار ساختاری تیرهای بتن با مقاومت بالا  

صورت  عنوان تیرهای کنترل، بهبه  CFRPعلاوه دو تیر دیگر بدون  های یکسان هستند، بهکنندهکه دارای تقویت  CFRPهای  شده مجهز به ورق ترکپیش   HSCاست. شش تیر  

 60در سه طرف تیر در دهانه برشی پس از ترک در زیر    CFRPشوند. ورق های  آزمایش می  Abaqusافزار  ای تا زمان شکست با استفاده از نرمعددی با بارگذاری چهار نقطه 

آمده قبلی اتخاذ  دستها به عنوان پارامترهایی برای مقایسه با نتایج تجربی به ، و تعداد ورقCFRPدرصد بارگذاری متصل می شوند. دو فاصله دهانه برشی، دو شیب صفحات 

تحمل آن   CFRPسازی تیر ترک خورده توسط دهد که مقاوممطابقت دارد. نتایج نشان می  Abaqusرای کالیبره کردن پارامترهای شوند. نتایج آزمایش با یافته های عملی بمی

دهد. هنگامی که تیر در برش تمایل به شکست  افزایش می   CFRPهای  ( درصد بسته به نسبت دهانه برشی به عمق و آرایش ورق13-36را در برابر بار اعمال شده با دامنه )

پارامتر    نسبت به زمانی که تمایل به شکستگی در خمش دارد، بارزتر است. ورق های شیبدار نسبت به ورق های عمودی موثرتر هستند. علاوه بر این، دو  CFRPدارد، اثر  

بر تحمل تاثیر نمی    CFRPفشاری بتن. تغییر عرض  اضافی برای روشن شدن اثرات آنها بر رفتار تیرهای مقاوم سازی شده در نظر گرفته شده است: عرض ورق و مقاومت  

 گذارد، در حالی که افزایش مقاومت فشاری بتن بارگذاری تیر را افزایش می دهد.
 
 

 

 

http://www.maths.cam.ac.uk/computing/software/abaqus_docs/docs/v6.12/pdf_books/GET_STARTED.pdf
http://www.maths.cam.ac.uk/computing/software/abaqus_docs/docs/v6.12/pdf_books/GET_STARTED.pdf
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A B S T R A C T  
 

 

In today's digital age, security and safe communication are necessities. Applications frequently transport 

large amounts of private data as binary images. This research proposes a unique scheme that uses a cover 
pattern histogram-based decision tree for information concealment and extraction from binary images. 

This research aims to provide a data-hiding approach with a large capacity for data concealment, possible 

minor distortion, security, and difficulty discovering hidden data. This method uses high-frequency 3X3 
pixel block patterns to obscure data. The two series of pattern's are identified based on sorted block 

pattern frequency. To construct a decision tree for embedding, these series patterns, key bits, and 

information bits work together as parameters. Information is encrypted using a secret key to ensure 
message security before being hidden. A decision tree decides the block suitability and bit embedding 

with or without flipping at the sender side. A histogram of 3X3 pixel block patterns gets generated for 

the received image containing concealed data, and two series are recognized similarly to the embedding 
procedure at the receiver side. A decision tree assesses whether an image block carries an information 

bit and decides whether the bit is "0" or "1". This decision tree extracts hidden data bits by analyzing 

series patterns and key bits. The secret key decodes retrieved concealed bits and reveal the original data. 
According to research, 50-80 % of hidden bits are transmitted without flipping the pixels, automatically 

reducing visual distortion. This scheme performs better than comparable methods and is applicable in 

steganography and watermarking. 

doi: 10.5829/ije.2023.36.11b.16 
 

 
1. INTRODUCTION1 
 
Digital media has become a daily need due to its 

widespread. Images, movies, and audio are examples of 

digital media used for various applications. Transaction 

receipts, medical imaging, and scanned document images 

are typically binary. Significant concerns exist regarding 

the security and confidentiality of these images as data 

carriers. Cryptography is a mechanism that serves this 

purpose. The disadvantage of cryptography is that it is 

easily noticeable that some critical information exists in 

the carrier medium. Steganography and watermarking, 

which hide the existence of the information, are preferred 

solutions to this restriction. A combination of encryption 

and information hiding [1], i.e., steganography or 

watermarking, can improve further information security. 

Information hiding in the binary medium is complex due 

to using only two colors for painting binary images. For 
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researchers in this discipline, maintaining visual quality 

with high-capacity embedding is a significant difficulty. 

Numerous data hiding techniques are developed to 

conceal data in black and white images. The techniques 

used edge pixels [2], boundaries [3], blocks [1-8], 

transformation functions [9], and run lengths [10] to 

locate the suitable pixels for hiding data. The steganalysis 

techniques confirm using the same to locate whether we 

can hide data at a particular location [11]. We can 

evaluate the performance of the data hiding technique 

using the peak signal-to-noise ratio (PSNR), Mean square 

error (MSE), and distortion matrix. We can also evaluate 

the data-hiding techniques with other parameters like 

hiding capacity and security [10]. In the current work, the 

hiding capacity is directly proportional to visual 

distortion. So there is scope to identify a better solution. 

Compared to the currently existing methods, using a 

decision tree for choosing data-hiding locations is not 

 

 

mailto:gjchhajed@gmail.com


G. Chhajed et al. / IJE TRANSACTIONS B: Applications  Vol. 36 No. 11, (November 2023)   2124-2136                               2125 

 

recommended. So this research proposed a scheme to 

determine whether to embed information bits in patterns 

or to bypass them using a decision tree. We have used the 

decision trees to retrieve exactly hidden information bits. 

We encrypted the message before hiding the information 

to increase the security of confidential data. The paper is 

organized as: section 1 introduces the proposed work, 

section 2 addresses related work; section 3 examines the 

details of the proposed scheme; section 4 discusses the 

details of block processing and decision tree; section 5 

discusses performance analysis; and section 6 

conclusion. 

 

 

2. RELATED WORK 
 

Grayscale and color images are among the main focus of 

information concealment efforts. There is ample scope to 

define new methods and design new techniques for grey 

and color media, as 256 shades for grey and 256 shares 

for each RGB color are available to maintain visual 

artifacts. However, binary medium faces a significant 

challenge due to its limited number of shades. 

Maintaining high information hiding capacity and less 

distortion is crucial for binary images. In studied 

literature, many techniques generally use pixels at edges, 

image boundaries, image blocks, and transformation 

functions to hide information in binary images. The 

extended boundary pairs with 5 pixels, and the center 

foreground pixel is added or deleted for information 

hiding [3]. The trading between a modified bit of the host 

image is applied, and the adjacent bit to the former's new 

value provides an invisible hiding effect [1]. To check the 

feasibility of watermark embedding in the discrete cosine 

transform (DCT) domain is used [5]. The image blocks 

are examined for smoothness and connection with 

neighboring pixels to select them for data hiding [6]. A 

blind data-hiding method preserves the connectivity of 

pixels in a local neighborhood [7]. A two-layer scheme 

proposed to authenticate and identify tempering locations 

[8]. A morphological transform domain is used for 

location identification for embedding watermarks for 

authentication purposes [12]. By creating an RL pair, a 

run-length (RL) histogram is used to improve reversible 

data concealing [10]. A spatial domain steganographic 

scheme considering HVS and statistics was proposed 

[13]. For precise authentication and the verification of 

modification, a fragile embedding developed [14]. A 

hybrid authentication scheme utilizes many good DCPLs 

for embedding and extraction [15]. An arbitrary additive 

distortion function is proposed, performing near the 

theoretical bound [2]. A framework is proposed for 

designing distortion functions [16]. A secret position 

matrix increases the hiding capacity, which minimizes 

distortion based on combination theory [17]. 

Confidential information is secured using a binary weight 

matrix and keys [11]. Pixels are manipulated in a certain 

way to hide a message to minimize distortion to achieve 

higher security without compromising visual artifacts 

[18]. A high-capacity scheme with a distortion function 

to check distortion uses pixels cluster and boundary 

connectivity to evaluate the flipping distortion [19]. The 

text data hiding in text documents discussed [20]. In 

contrast to state-of-the-art techniques, coding tables 

based on HVS were used to hide information in blocks of 

binary images [21]. Data identifying the best changeable 

pixel to hide data using the cover image's edge. Pixels are 

changed by changing the distance matrix dynamically 

and computing its changeable score by weighting 

mechanism [22]. The RDH schemes are applied for 

authentication and proving ownership of images captured 

by robots [23]. For binary images, a block classification 

identifies the complex sections to insert secret data [24]. 

Hamming codes-based data hiding scheme is proposed, 

which claims to flip a small number of pixels. An 

algorithm suggests the flipping of selected particular 

pixel to minimize visual distortion [25]. An RDH 

approach decides flipping pattern pairs with opposite 

center pixels (PPOCPs) in binary image [26]. Shared 

pixel prediction and halving compression propose a new 

reversible data hiding scheme in an encrypted binary 

image [27]. A 3x3 image block used to hide and extract 

groups of four bits of data using a decision tree technique 

[28, 29]. A diagonal partition patterns analysis of a 3X3 

image block to hide data [30, 31]. Petri net modeling, 

which offers security and regulates user access to 

massive data databases to analyze the privacy issue [32]. 

As per the literature survey analysis, there is always a 

scope to identify a new approach to hide data in images, 

creating difficulty for steganalysis. For this, there is a 

requirement to design a  technique that provides a new 

way for searching locations in the image to hide data so 

that confidential data will be unnoticeable. The design 

should also satisfy the characteristics such as 

imperceptibility, security to data, high data hiding 

capacity, and minimum visual distortion caused due to 

data hiding. The best way to make this possible is to 

utilize existing image patterns to their maximum for 

hiding data and increase the difficulty level of locating, 

extracting, and understanding the hidden data. 

 

 

3. PROPOSED SYSTEM  
 

In the proposed work, a novel approach is identified 

where frequently occurring block patterns in the image 

are used to hide data bits. The frequently occurring 

blocks supports the increased data hiding capacity. 

The frequently occurring blocks supports the 

increased data hiding capacity. The novelty of the 

proposed method is that it uses a decision tree to decide 

whether the image block is suitable to carry information 

bits and whether the bits transmitted to be '0' or '1'. The 

utilization of decision tree also secures the hidden data as 
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the key bit pattern is used in making decision. Next, the 

encryption prior to hiding also secures the from 

detectability. This method has two phases: building a 

decision tree and applying it for embedding and 

extraction. The decision tree  constructed using block 

patterns found in cover images. After creating and sorting 

the histogram of the pattern's occurrences in the input 

image, two pattern series, S1, and S2, are identified, 

thoroughly detailed in section four. The steps for creating 

and using a decision tree are about similar for the sender 

and receiver.   

Let I represent the image of size m x n , and B 

represent the image pixel block of size 3x 3 
 

I = {B00, B01,..., Bij } where i= 1 to m/3 and j=1 to n/3 
 

Each Bij is represented by 9 bits as it corresponds to a 

image pixel block of size 3x3  
 

B={ b0,......b8} 
 

Let H represent the sorted histogram of distinct block 

patterns B of the image I in descending order excluding 

the uniform block patterns, i.e., whole black or white.  
 

H={h1,h2,….hn} } where  n is number of distinct B 

pattern 

Let S1 represent the set of sorted odd-numbered 

frequency block patterns in H    

S1 = {B(h1),B(h3),B(h5)…} 
 

Let S2 represent the set of sorted even-numbered 

frequency block patterns of H  
 

S2=  {B(h2),B(h4),B(h6)…} 
 

Let F_S1 represent the set of frequency block patterns 

with the flipped bit for blocks of series represented by S1 
 

F_S1={ B’(h1),B’(h3),B’(h5)…} 
 

Let F_S2 represent the set of frequency block patterns 

with the flipped bit for blocks of series represented by S2 
 

F_S2=  {B’(h2),B’(h4),B’(h6)…} 
 

Let B' represents the block after flipping the one bit in it 

where b' represents the flipped bit in B which results to 

B' 
 

If flipping the first bit does not result in uniform pattern, 

then B' represented as  
 

B’={ b’0,......b8}  
 

Else if flipping  first bit results in uniform pattern, then 

B' represented as  
 

B’= { b0,b’1......b8 } 

Figure 1 shows the process for building a decision 

tree. After creating a decision tree for a given input 

image, it is used to conceal information inside that image.  

Figure 2 depicts the suggested workflow at the sender 

side. The input image divided into blocks of size 3X3 

pixels. Then , block by block , the image scanned from 

left to right. As it scans, a 3X3 block gets represented as 

a 9-bit pattern. An image-based decision tree receives 

this block pattern at its root node  as input. On the basis 

of a shared secret key and encrypted data bit, a decision 

tree provides the decision.The decision tree decides 

whether or not to embed information bits in the current 

pattern, along with whether or not the flipping of pixels 

is required to embed data bits.The hidden data is first 

encrypted with the help of a shared secret key between 

the sender and the receiver to increase security.  

At the receiver side, the work flow shown in Figure 

3. The first thing done to partition the obtained image into 

3X3 block segments. The subsequent steps involve 

processing the block pattern histogram and identifying 

the series. The image is then scanned left to right, block 

by block, and each block  examined using a decision tree 

to determine whether it contains concealed data and, if 

so, whether it is a "0" or "1". The sender-side flow 

explanation and the flow described here are about 

 

 

 
Figure 1. Decision tree building process 

 

 

 
Figure 2. The process on the sender side 

 

 

 
Figure 3. The process on the receiver side 
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TABLE 1. Sorted patterns as per their decimal values 

Sr. no Decimal value Pattern Pattern Frequency 

1 0 000000000 748 

2 1 000000001 46 

3 2 000000010 34 

4 4 000000100 56 

5 8 000001000 41 

6 32 000100000 36 

7 48 000110000 23 

8 64 001000000 51 

9 128 010000000 27 

10 219 011011011 27 

11 255 011111111 36 

12 256 100000000 60 

13 383 101111111 31 

14 438 110110110 25 

15 447 110111111 44 

16 479 111011111 28 

17 507 111111011 42 

18 509 111111101 34 

19 510 111111110 45 

20 511 111111111 924 

 

 

 
Figure 4. Histogram of top 20 patterns 

 

 

similar. The decision tree only considers the current 

block pattern and the shraed secret key bit when 

determining if the current block pattern includes 

information and which information bits, '0', or ' 1', are 

embedded. Since the extracted data is encrypted, next, it 

is decrypted by a shared key. This  information is the 

original hidden information sent by the sender. 
 

 

4. BLOCK PROCESSING AND DECISION TREE   
 
4. 1. Block Processing Technique       The image is 

divided into 3X3 pixel blocks, and these blocks are 

processed to hide information. The following steps make 

up the block processing method. 

_____________________________________________ 
 

Algoritm : Block Processing 

_____________________________________________ 

1. Get input image 

2. Divide into 3x3 blocks and consider it as 9 bits 

pattern 

3. Generate a histogram of distinct patterns 

4. Sort the patterns in descending order according to 

the frequency of patterns in the image. 

5. Ignore the uniform patterns if they are in frequent top 

patterns  

6. Get corresponding patterns to the above-arranged 

patterns after flipping one pixel. Call it a Flipped 

pattern. 

7. Sum the frequency of sorted and corresponding 

flipped pattern 

8. Again arrange the patterns according to the sorted 

sum of frequencies in descending order. 

9. Select a suitable number of top patterns for 

embedding. 

_____________________________________________ 
 

 

The patterns with all 9 bits 0's or 1's corresponding to 

a 3X3 block, i.e., all 9 pixels are black or white pixel, are 

called uniform pattern. The images generally have more 

frequency of uniform blocks patterns. However, they are 

not considered for data hiding because the change in a 

single pixel is easily noticeable in a block. The top 20 

frequently occurring patterns for the test image baboon 

of size 200 X 200 are listed in descending order. The 

uniform patterns are at the top, which means they are the 

frequently occurring patterns in the image. The top 20 

most frequent 3X3 block patterns are shown in Table 1, 

arranged according to their corresponding decimal values 

in ascending order and is depicted graphically in Figure 

4. 

 

4. 2. Series Identification           The following steps 

explain the steps of series identification. 

The outcome of applying the steps mentioned is 

provided in Table 2, which also includes the top 20 

frequently occurring patterns with their frequency as well 
 

 

Algorithm : Series Identification    

_____________________________________________ 

1. Get the top frequency patterns 

2. Get the patterns after flipping one pixel of above-top 

frequency patterns called flipped patterns. 

3. Get the frequency of flipped patterns.  

4. Sum up the frequencies of patterns in step1 and step 3 

5. Arrange the patterns in descending order of  sum  

6. Create two series called S1 and S2 

7. S1 has patterns at odd places in ordered patterns 

8. S2 has patterns at even places in ordered patterns 

9. Create two more series, flipped S1 and flipped S2. 

10. Flipped S1 has flipped  patterns corresponding to patterns 

in S1  

11. Flipped S2 has flipped  patterns corresponding to patterns 

in S2  

_____________________________________________ 
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as corresponding patterns with their initial bit flipped, i.e. 

changing '1' to '0' and '0' to '1'. Although uniform patterns 

inverted pattern's have high frequencies, they also get 

ignored for conveying data bits, similar to how uniform 

patterns are. As opposed to typical pattern's where the 

first bit is flipped, in such case, the second bit flipped. 

Pattern "10000000" has the highest frequency, as 

indicated in Table 2, but it is actually the inverted version 

of pattern "000000000". The inverted pattern 

"10000000" is likewise not used since uniform patterns 

discarded. So for this case , the second bit is flipped as 

"11000000". The number of information bits to be hidden 

dictates how many top-frequency pattern selections 

should be made in a series. This decision impacts the 

hiding capacity. The capacity to hide data would increase 

when more number of top-frequency patterns in a series 

were taken into consideration. 

For the experiment, the top eight frequencies 

considered discarding uniform patterns. Tables 3 and 4 

display the pattern analysis on the transmitter and 

receiver side respectively. It is observed that the sum of 

frequencies shown in the sum column is equal. The 

correct encrypted message can be decoded by adding the 

frequencies of the pattern and the reversed pattern at the 

receiver side , which is believed to be used at the sender 

side.  

 

4. 3. Building Decision Tree           The key component 

of this technique is the building of a decision tree. Two 

decision trees are constructed, one of which is, for 

embedding and the other for extraction.The sender-side 

decision tree uses the series pattern at the first level, a key 

bit at the second level, and a message bit  at the third 

level. The tree finally decides whether the bit is to be 

embedded in the current testing block and as well  with 

or without flipping. 

 

4. 3. 1. Building Decision Tree At Sender Side         
The decision tree at sender side is built using following 

steps described using the decision table in Table 5 and 

the decision tree in Figure 5.  

 

 

TABLE 2. Patterns in series S1 and S2 

Pattern Pattern Frequency  Flipped Pattern Flipped Pattern Frequency  Sum Series 

100000000 60 110000000 17 77 s1 

001000000 51 101000000 14 65 s2 

000000100 56 100000100 6 62 s1 

000100000 36 100100000 21 57 s2 

000000001 46 100000001 10 56 s1 

011111111 36 001111111 11 47 s2 

111111110 45 011111110 2 47 s1 

111111101 34 011111101 11 45 s2 

110111111 44 010111111 0 44 s1 

010000000 27 110000000 17 44 s2 

111111011 42 011111011 0 42 s1 

101111111 31 001111111 11 42 s2 

111011111 28 011011111 14 42 s1 

011011011 27 111011011 15 42 s2 

000001000 41 100001000 0 41 s1 

000000010 34 100000010 6 40 s2 

110110110 25 010110110 1 26 s1 

000110000 23 100110000 3 26 s2 

 

 

_____________________________________________
Algorithm : Building Decision Tree At Sender Side 

_____________________________________________ 

1. Consider a 9-bit pattern at the root. 

2. Patterns are categorized into Uniform patterns, S1, 

S2,flipped S1 , flipped S2 and other patterns at next 

level 

3. Shared key bits are considered at the next level with 

values 0 and 1. 

4. Information bits are  considered at the next lower 

level and have two values, 0 and 1  

5. The next decision level is whether to embed without 

flipping or after flipping. 

6. The decision is at the leaf level, which signifies 

whether to discard the pattern for embedding   or 

embed  bit 0 or embed bit 1  

7. The decision is based on a combination of the type of 

pattern, key bit, and Information bit.  

_____________________________________________ 
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4. 3. 2. Building Decision Tree At Receiver Side        
The receiver-side decision tree uses a series pattern at the 

first level and the secret key bit at the second level. This 

tree determines whether the current block has a hidden  

bit and, if so, whether it is a '0' or a '1'. The steps for 

building a receiver-side decision tree are explained 

below. The decision tree in Figure 6 and decision Table 

6 are used to describe these steps. 

 

 

 
TABLE 3. Selected series for embedding 

Pattern Pattern Frequency Flipped Pattern Flipped Pattern Frequency Sum Series 

100000000 60 110000000 17 77 s1 

001000000 51 101000000 14 65 s2 

000000100 56 100000100 6 62 s1 

000000001 46 100000001 10 56 s2 

110111111 44 010111111 9 53 s1 

000001000 41 100001000 7 48 s2 

111111011 42 011111011 5 47 s1 

111111110 45 011111110 2 47 s2 

 

 

 
TABLE 4. Series for extraction based on sample Table 3 

Pattern Pattern Frequency Flipped Pattern Flipped Pattern Frequency Sum Series 

100000000 52 110000000 25 77 s1 

001000000 49 101000000 16 65 s2 

000000100 47 100000100 15 62 s1 

000000001 43 100000001 13 56 s2 

110111111 44 010111111 9 53 s1 

000001000 41 100001000 7 48 s2 

111111011 42 011111011 5 47 s1 

111111110 45 011111110 2 47 s2 

 

 

 

 
Figure 5. Decision tree for embedding at sender side 
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Figure 6. Decision tree for extraction at receiver side 

 

 

TABLE 5. Decision table for embedding 

Series Key bit Encrypted information bit Decision (Embedding of encrypted information bit) 

S1 1 1 Embed without flipping 

S1 0 0 Embed without flipping 

S1 0 1 Flip bit in S1 and make it Flipped S1 

S1 1 0 Flip bit in S1 and make it Flipped S1 

S2 0 1 Embed without flipping 

S2 1 0 Embed without flipping 

S2 0 0 Flip bit in S2 and make it Flipped S2 

S2 1 1 Flip bit in S2 and make it Flipped S2 

Flipped S1 1 0 Embed without flipping 

Flipped S1 0 1 Embed without flipping 

Flipped S1 0 0 Flip bit in S1 and make it Flipped S1 

Flipped S1 1 1 Flip bit in S1 and make it Flipped S1 

Flipped S2 0 0 Embed without flipping 

Flipped S2 1 1 Embed without flipping 

Flipped S2 0 1 Flip bit in S2 and make it Flipped S2 

Flipped S2 1 0 Flip bit in S2 and make it Flipped S2 

 

 

_____________________________________________ 
Algorithm : Building Decision Tree At Receiver Side 
_____________________________________________ 

1. The pattern is at the root. 

2. Patterns are categorized into Uniform patterns, S1, S2, 

flipped S1, flipped S2, and other patterns 

3. . The shared key is at the next level and has two values, 0 

and 1, as it is in binary bits. 

4. The decision is at the leaf level, which signifies whether 

to skip the pattern for the extraction   or extract 

information   bit 0 or 1  

5. The decision is based on a combination of the type of 

pattern and key bit.  

_____________________________________________ 

 

 
4. 4. Embedding Using Decision Tree  
Following are the steps for embedding in the binary 

image using a decision tree: 
 

_____________________________________________ 
Algorithm : Embedding Using Decision Tree 
_____________________________________________ 

1. Scan the image block by block of size 3 X 3 pixels 

2. Get the block pattern of  size 9 bits  

3. Check the category of pattern from the decision tree  

4. Get the Key bit  

5. Move to the branch with the combination of pattern 

category and key bit 

6. Get the encrypted  Information bit 

7. Move to the branch with the combination of pattern 

category, key bit, and information bit 

8. Get the decision if reaching to reach a leaf node or 

perform the action of flipping bit, making flipped 

pattern, and then get the decision reaching to a leaf 

node. 

__________________________________________________ 

 

Figure 7 pictorially represents the embedding of 

encrypted information 11010111. The sequence of 
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patterns belonging to series is shown  cells , and the key 

is 11011000 in Figure 7(a). The square inside the cell 

represents flipping the pattern to hide data bit and making 

it flipped pattern is shown in Figure 7(b). In this example, 

S2 and S1 are converted to flipped S2 and flipped S1, 

respectively. 

 

4. 5. Extraction Using Decision Tree 
Following are the steps for extracting information using  

decision tree 

_____________________________________________ 
Algorithm : Extraction Using Decision Tree 

_____________________________________________ 

1. Scan the image block by block of size 3 x 3 

2. Get the pattern of the block of size 9 bits 

3. Check the category of pattern from the decision tree  

4. Get the Key bit  

5. Move to the branch with the combination of pattern 

category and key bit 

6. Get the decision  reaching to leaf node whether to 

discard or extract 0/1 bit 

_____________________________________________ 
 

Figure 8 pictorially represents the extraction of 

encrypted information. The sequence of patterns in cells 

and the key is 11011000, is shown in Figure 8 square 

 

 

 
(a) 

 
(b) 

Figure 7. Embedding example (a) before embedding (b) 

after embedding 

 

 

 

 

 

 

 

TABLE 6. Decision table for extraction 

Series Key bit 
Decision (Extraction of 

encrypted information bit) 

S1 1 Extract 1 

S1 0 Extract  0 

Flipped S1 1 Extract  0 

Flipped S1 0 Extract  1 

S2 0 Extract  1 

S2 1 Extract  0 

Flipped S2 0 Extract  0 

Flipped S2 1 Extract 1 

 

 

 
Figure 8. Extraction example 

 

 

inside the cell represents flipped patterns. Applying 

decision tree the bit sequence 11010111 will be 

extracted. 

 

 

5. PERFORMANCE ANALYSIS 
 
For an experimentation, a set of 1431 binary images used. 

Various sizes and the variety of messages and the key 

combinations used to test the system. The sample set of 

images with the message "success" with the key 

"abcabca" in binary form is embedded in different images 

of different sizes. The sample images with some standard 

images are presented below with a total of 64 encrypted 

bits embedded in them where the first 8 bits are encrypted 

message length and later 56 bits represent an encrypted 

message. Figure 9 represents images before hiding the 

data. Figure 10 shows images after embedding 64-bit 

encrypted data using 2 patterns and 4 patterns in each 

series respectively. Figure 11 represents the eye part of 

the baboon image in original and zoomed size before and 

after embedding data. 
 

 

 

Figure 9. Original images before information hiding 



 

 

Figure 10. Images after hiding 64-bit data with series S1 and S2 having 2(top) and 4(bottom) patterns respectively a)Baboon b) 

Lena c) Cartoon1 d) Cat e) Dinosaur  f) Hero 

  

 

Figure 11. Eye part of baboon image using 4 patterns in series (a) before hiding data (b) zoomed part before hiding (c) after hiding 

data (b) zoomed part after hiding data 

 

 

With the experimentation, it is noticed that the visual 

differences between the original cover images and the 

cover images with the hidden data are hardly detected 

with the naked eye. The Mean Square Error (MSE) and 

Peak Signal to Noise Ratio (PSNR) are two common 

quality measurements to measure the difference between 

the cover image and the image with hidden data.   

As shown in Tables 7, 8 and Figure 12, this technique 

performs well. For the above cases, the number of pixels 

flipped for series considering two patterns and four 

patterns are analyzed. As per observations, 50-80 % of 

total number of bits to be hidden is possible without 

changing the pixel colour. The performance of this 

technique is dependent on the arrangement of pixels in 

the cover image and key bits. If more patterns are 

considered in series, then there will be availability of 

more patterns for embedding, and distortion will reduce. 

This method is compared with the method discussed 

in [6], where a lookup table of flip-score for 69 patterns 

is presented. The flip scores of the pattern decide whether 

the block is embeddable or not. The flip-scores greater 

than or equal to 0.125 were selected from literature [6] 

for data hiding from the range of calculated scores 0, 

0.01, 0.125,0.25,0.375,0.625 considering all 512 patterns 

for 3X3 block. Similarly, patterns were considered for 

hiding data in [31]. The other schemes based on special 

pixel selection [13] and edge based grid pattern [32] are 

also compared, and it is identified that this method 

performs better, providing more data hiding capacity. 

Table 9 and Figure 13 shows the comparative analysis, 

where our method using 2 and 4 patterns in series S1 and 

S2 is compared with other methods using block based 

technique, edge grid based and special selection of pixel 

based on texture of the image.   The data hiding capacity 

 

 
TABLE 7. MSE and PSNR for series having 2 and 4 patterns for Figures 9 and 10 

Image 
Image 

size 

Flipped pixel count (no. in 

bits) 2 patterns in each series 

Flipped pixel count (no. in 

bits) 4 patterns in each series 

MSE (2) 

in 10-4 

PSNR 

(2) 

MSE (4) 

in 10-4 

PSNR 

(4) 

Baboon 200X200 29 28 7.25 31.40 7.00 31.55 

Lena 256X256 37 32 5.65 32.48 4.88 33.11 

Cartoon1 257X196 30 34 5.96 32.25 6.75 31.71 

Cat 225X225 27 26 5.33 32.73 5.14 32.89 

Dinosaur 285X177 31 30 6.15 32.11 5.95 32.26 

Hero 225X225 12 23 2.37 36.25 4.54 33.43 
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TABLE 8. The ratio of flipped pixel to message length for Figures 9 and 10 

Image 
Image 

size 

Image 

DPI 

Msg. size 

(no of bits) 

Flipped pixel count (no. in 

bits) 2 patterns in each series 

Flipped pixel count (no. in 

bits) 4 patterns in each series 

Ratio 

(F/T) (2) 

Ratio 

(F/T) (4) 

Baboon 200X200 96 64 29 28 0.45 0.44 

Lena 256X256 96 64 37 32 0.58 0.50 

Cartoon1 257X196 96 64 30 34 0.47 0.53 

Cat 225X225 96 64 27 26 0.42 0.41 

Dinosaur 285X177 96 64 31 30 0.48 0.47 

Hero 225X225 96 64 12 23 0.19 0.36 

 

 

  
(a) (b) 

 
 

(c) (d) 

Figure 12. Performance analysis plots with 2 and 4 patterns in series S1 & S2 respectively (a) Message size Vs. flipped pixels (b) 

ratio of flipped pixels to no. of bits in message (c) MSE (d) PSNR 

 

 

TABLE 9. Comparative Analysis 

Method Image Image size Flipped pixel count Ratio (F/T) MSE in 10-4 PSNR 

(patterns 2) Ours   29 0.45 7.25 31.40 

(patterns 4) Ours   28 0.44 7.00 31.55 

[4]    34 0.53 8.50 30.71 

[9]  Baboon 200X200 33 0.52 8.25 30.84 

[31 ]    31 0.48 7.75 31.11 

[32 ]    35 0.55 8.75 30.58 

(patterns  2 ) Ours   37 0.58 5.65 32.48 

(patterns  4 ) Ours   32 0.50 4.88 33.11 

[4]    37 0.58 5.65 32.48 

[9]  Lena 256X256 27 0.42 4.12 33.85 

[31 ]    30 0.47 4.58 33.39 

[32 ]    31 0.48 4.73 33.25 

(patterns  2 ) Ours   30 0.47 5.96 32.25 

(patterns  4 ) Ours   34 0.53 6.75 31.71 
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[4]    31 0.48 6.15 32.11 

[9]  Cartoon1 257X196 33 0.52 6.55 31.84 

[31 ]    30 0.47 5.96 32.25 

[32 ]    37 0.58 7.35 31.34 

(patterns  2 ) Ours   27 0.42 5.33 32.73 

(patterns  4 ) Ours   26 0.41 5.14 32.89 

[4]    33 0.52 6.52 31.86 

[9]  Cat 225X225 31 0.48 6.12 32.13 

[31 ]    30 0.47 5.93 32.27 

[32 ]    34 0.53 6.72 31.73 

 

 

 

 
Figure 13. Comparative  analysis plots with 2 and 4 patterns in series S1 & S2 respectively (a) Message size Vs. flipped pixels (b) 

ratio of flipped pixels to no. of bits in message (c) MSE (d) PSNR 

 

 
varies depending on patterns frequency, arrangement of 

patterns considered in series S1 and S2. The distortion 

caused due to flipping pixels for data hiding depends on 

the sequence of series pattern occurrence in the image, 

secret key bit, and encrypted information bit. More the 

match, the less the distortion. So this technique performs 

well for providing good data hiding capacity for images 

providing more number of non-uniform blocks. For the 

test images, the flipped pixel count is 20-50 % of the 

number of bits to be hidden; hence visual distortion is 

also comparable to other techniques.  

6. CONCLUSION 
 
In this paper, a novel information-hiding method in the 

binary image is proposed. The decision tree is used to 

decide whether the pattern is suitable for information 

hiding or not, as well as which bit, 0 or 1, to be embedded. 

The decision tree uses three parameters for making any 

decision. First, it requires the series of 3X3 block patterns 

represented in 9 bits of the input image, the second 

information bit to be embedded, and third, the secret key 

bit. Once the decision tree is built for the input image at 
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the sender side, it can be applied for any information to 

be hidden. To enhance the security of information, it is 

encrypted before embedding. This method utilizes cover 

image patterns as much as possible and hence minimizes 

visual distortion. A similar decision tree is built and 

applied at the receiver side, which requires two 

parameters, the series of 3X3 block patterns represented 

in 9 bits of an input image with hidden information, i.e., 

watermarked or stego image, and the secret key bit. 

Decryption is applied to extract information to get the 

original information. This method is applicable in 

applications that use a binary medium for secret 

communication in sensitive domains like military, 

defense, and medical imaging. In experiments, two and 

four patterns are considered in series. The results show 

that 50-80% of pixels are utilized in their original form 

to hide sample data and images. From this observation, 

it's concluded that 50-80% of data bits are hidden without 

flipping pixels, which means distortion is less. It is also 

concluded that the need to flip pixels to hide the data bit 

depends on the pattern of the input image as frequencies 

of the 9-bit pattern are based on image  3X3 pixel block 

pattern occurrences second, the secret key bit sequence, 

and information bit sequences. Best the match less will 

be distortion. The hiding capacity depends on a number 

of patterns considered in series and their occurrences. 

This will prove to be an efficient information-hiding 

method for binary images in which the original image is 

not required for extracting information. Next, it will not 

be possible to identify the block that is carrying which bit 

without knowing the secret key. Next, the encryption 

applied to hidden data further enhances the security of 

hidden information.In future perspective , this method is 

applicable for Steganography and watermarking 

applications.To further reduce the distortion factor of the 

proposed work, pixel to be flipped for data hiding can be 

selected by checking the surrounding pixels in a block. If 

this is  incorporated,  than accordingly, the receiver side 

will also need  to identify the strategy to locate the block 

carrying the data bit. 
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Persian Abstract 

 چکیده 
باینری منتقل می کنند. این تحقیق  در عصر دیجیتال امروز، امنیت و ارتباطات ایمن از ضروریات است. برنامه ها اغلب مقادیر زیادی از داده های خصوصی را به عنوان تصاویر 

ن کردن اطلاعات و استخراج از تصاویر باینری استفاده می  یک طرح منحصر به فرد را پیشنهاد می کند که از درخت تصمیم گیری مبتنی بر هیستوگرام الگوی پوشش برای پنها

ر کشف داده های پنهان است. این  کند. هدف این تحقیق ارائه یک رویکرد پنهان کردن داده با ظرفیت بزرگ برای پنهان کردن داده ها، اعوجاج جزئی احتمالی، امنیت و مشکل د

ای مبهم کردن داده ها استفاده می کند. دو سری از الگوها بر اساس فرکانس الگوی بلوک مرتب شده شناسایی می شوند. با فرکانس بالا بر  3×3روش از الگوهای بلوک پیکسلی  

لید  طلاعات با استفاده از یک کبرای ساختن یک درخت تصمیم برای جاسازی، این الگوهای سری، بیت های کلیدی و بیت های اطلاعاتی با هم به عنوان پارامتر کار می کنند. ا

در سمت فرستنده تعیین می  مخفی برای اطمینان از امنیت پیام قبل از پنهان شدن رمزگذاری می شوند. درخت تصمیم مناسب بودن بلوک و تعبیه بیت را با یا بدون چرخش  

برای تصویر دریافتی حاوی داده های پنهان تولید می شود و دو سری مشابه با روش جاسازی در سمت گیرنده شناسایی    3X3کند. یک هیستوگرام از الگوهای بلوک پیکسل  

باشد. این درخت تصمیم، بیت های   "1"یا    "0"می شوند. درخت تصمیم ارزیابی می کند که آیا یک بلوک تصویر حاوی بیت اطلاعات است و تصمیم می گیرد که آیا بیت  

اده های اصلی را آشکار می هان را با تجزیه و تحلیل الگوهای سری و بیت های کلید استخراج می کند. کلید مخفی بیت های پنهان بازیابی شده را رمزگشایی می کند و دداده پن

اعوجاج بصری را کاهش می دهند. این طرح نسبت   درصد از بیت های پنهان بدون برگرداندن پیکسل ها منتقل می شوند و به طور خودکار  80تا    50کند. بر اساس تحقیقات،  

 به روش های مشابه بهتر عمل می کند و در استگانوگرافی و واترمارکینگ قابل استفاده است.
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