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A B S T R A C T  
 

 

A new structure for SiGe Hetero-junction Bipolar transistor (HBT) is designed and simulated using 

Silvaco simulator. The considered extra terminal gives the ability to control the transistor's current gain. 

By applying voltage to the gate terminal, the base effective width would be controlled. Decrement of the 
Base width yields to the carrier recombination rate reduction, let the emitted electrons to have higher 

chance to reach the collector. Considering extra terminal have two approaches. One is to improve the 

current gain of the transistor by applying a constant voltage to the gate and the other is to modify the 
characteristics of the transistor in such a way that the current gain became optimized. The current gain 

of the transistor without any gate voltage is about 50V, which increases to 750 for high and 50,000 for 

low collector currents with the gate voltage variation consideration. In addition, our final proposed gate-
controlled HBT with a large gate over the base and collector has the breakdown voltage of 8V and the 

cut-off frequency of about 11 GHz. The maximum FoM of 1200 is achieved using the proposed structure.  

doi: 10.5829/ije.2023.36.03c.01 
 

 
1. INTRODUCTION1 
 
In semiconductor technology, both bipolar and field 

effect transistors are required for various analog and 

digital applications. In fact, these two technologies are 

complementary. Bipolar Complementary Metal-Oxide 

Semiconductor (BiCMOS) technology uses both types of 

transistors to take their advantages to build more complex 

and convenient circuits [1, 2]. Although there are many 

innovations in the design and fabrication of new 

transistor structures such as carbon nanotube field effect 

transistors (CNTFET) [2, 3] and QCA structures [4]. It is 

predicted that the electronics industry will move towards 

the use of these devices, but there is still a need to use 

bipolar transistors in a lot of high power or high 

frequency applications [5]. In Radio Frequency (RF) 

applications, BJTs are superior to field effect ones [6], 

but in terms of the number of in-chip transistors, 

MOSFET transistors are superior. In BJTs, the current 

gain (β) is one of the most important parameters [7], 

which is determined during the design and fabrication 

processes and the manufacturing technology, which may 
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change with factors such as temperature and affect the 

circuit operation. There is also a great desire to increase 

or control this parameter using different techniques [8]. 

Considering the suggestion to add another terminal to 

BJTs, which is called gate; it is possible to change the 

current gain of a bipolar transistor. The above device is 

made in two conventional CMOS technologies [9]. To 

increase the gain of bipolar transistors, heterogeneous 

junction is used in Base-Emitter contact [10]. As the 

integration of two types of transistors on a chip is 

challenging [11], bipolar transistors based on SOI have 

been studied and built because of the fact that they are 

used in system-on-chip (SoC) structures [12-15]. 

According to the applied bias voltage, it is possible to 

increase the gain of the transistor by the application a 

constant voltage to the gate terminal [16]. Due to the 

application of Heterojunction Bipolar Transistor (HBT) 

structure, the final proposed structure is expected to have 

higher speed and efficiency compared to the 

conventional bipolar junction transistors (BJTs) [17]. 

A hybrid-mode device based on a standard sub-

micrometer CMOS technology is presented as a 
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MOSFET in which the gate and the well are internally 

connected to form the base of a lateral BJT. At low 

collector current levels, lateral bipolar action with a 

current gain higher than 1000 is achieved [18]. Moreover, 

a CMOS-compatible gate-controlled lateral BJT (GC-

LBJT) is fabricated with a conventional 90 nm CMOS 

technology for RF applications. The Emitter injection 

efficiency and the doping profile of P-well were 

optimized by properly controlling source, drain, and well 

implants. Consequently, the GC-LBJT with the Gate 

length of 0.15μm would achieve a current gain over than 

2000 and fT/fmax ratio of about 17/19, which compare to 

previously reported LBJT, yield to the improvements of 

1000%, 200%, and 60% in current gain, fT and fmax, 

respectively [19]. 

Bipolar devices are widely used in the nuclear reactor 

control systems, and the radiation effects are challenging 

in their operation. The lateral PNP BJT is a radiation-

sensitive structure in bipolar integrated devices. Its 

degradation under irradiation is the primary cause for 

functional failures of these devices. It is useful to 

estimate the radiation response of the transistors to find 

better design strategies for radiation hardness. Three 

kinds of gate-controlled lateral PNP transistors (GCL-

PNPs) with different base widths and doping 

concentrations are specially designed to explore base 

current degradation induced by reactor neutrons and 

gamma rays. Dependence on base width and doping 

concentration of the degradation is analyzed in this work 

and the results are beneficial to radiation-hardening 

design of the lateral PNP BJT [20]. 

 

 

2. NEW DEVICE STRUCTURE 
 

Controlling the current gain of a bipolar structure using 

the gate terminal has been discussed for BJTs and not for 

a HBT structure in previous investigations. This work 

studies the effect of adding the gate terminal to a SiGe 

HBT which has not been previously discussed. Figure 1 

shows the structure of a 1-um width HBT transistor with 

a base made of SiGe in Silvaco software. To implement 

this structure, the Atlas environment of Silvaco software 

has been used. This novel structure is a bipolar transistor 

which has four terminals. In the upper part of the 

transistor, like MOSFETs, there is a SiO2 insulation layer 

between the gate and substrate. The length of the 

transistor is considered as 2 microns and physical width 

of the base is 300 nanometers. Furthermore, the oxide 

thickness is equal to 100 nm and the space of 50 nm is 

provided between the terminals of the transistor to 

prevent them from affecting each other. In addition, the 

gate plate, which is placed on the oxide, covers about half 

of the base and part of the collector. The collector, base 

and emitter widths are 0.85, 0.3 and 0.85 microns, 

respectively. 

 
Figure 1. Structure of the proposed HBT transistor 

 
 

The doping distribution of different regions of the 

transistor is shown in Figure 2. This transistor is an n-p-

n type and the doping of the collector, base and emitter 

regions are 1×1015, 3×1016 and 5×1018 cm-3, respectively. 

Compare to a BJT, it is possible to increase the base 

doping to have a higher fT, without any degradation in 

current gain value. To have ohmic contacts, n+ and p+ 

regions are used beneath the surface to make connection 

with the collector and the base metals. 

 

 

3. SILVACO SIMULATIONS 
 

In this article, all the simulations have been performed 

using Silvaco device simulator in order to investigate the 

electrical behavior of the proposed structure. The sizes 

and doping levels of the structure are optimized to reach 

the optimum performance point. 

The gate contact in the proposed structure controls the 

base width, through which the transistor current gain will 

be controlled. When the Gate voltage is zero, there are no 

changes in the base width and the transistor current gain 

totally depends on doping values, thicknesses and 

dimensions. On the other hand, by applying a positive 

voltage on the gate contact, an inversion region would be 

formed under the gate. As a result, a portion of the p-base 

region will be converted to an n-region, merges to the 

collector part. In the proposed transistor, the gate length 

is designed to cover half of the base width. It is important 

to note that there is not any MOS structure in the 

proposed transistor design because the gate covers a part 

of the p-base region. 
 

 

 
Figure 2. Doping distribution of the structure in Silvaco 
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As the gate position and its length have a major effect 

on the transistor characterization, we have considered 

them as two variable parameters in our simulations. By 

increasing the gate length, its capacitance with the 

substrate increases which yield to the absorption of 

carriers transporting from base to the collector to the SiO2 

layer beneath and forming a path with lower resistance 

for the passing carriers. This point tends to a lower base 

resistance, higher cut-off frequency and much more 

current gain. The gate length increases up to the point 

where it affects the functionality of the base and collector 

contacts. 

 

3. 1. Gate Position       In this simulation, to find the 

appropriate location of the gate and its optimized size, the 

device is simulated without gate and the currents of base 

and collector are measured. The profile of current density 

of the device due to the application of 3V collector 

voltage and 650mV base voltage is shown in Figure 3. In 

this case, the current path is at all depths of the device 

and the electrons path is determined by the collector and 

emitter terminals voltages and the non-uniform internal 

electrical field of the collector-emitter junction. 

Figure 4 demonstrates the base and collector currents 

in terms of the base-emitter voltage while the emitter is 

grounded. According to this curves, it is obvious that the 

collector current is a coefficient of the base current and 

by dividing the collector current to the base one at each 

point, the value of β would be calculated. The obtained β 

for this transistor is 50, which is acceptable and the 

structure can be used to investigate the effect of adding 

gate to the device. 

To add the gate terminal to this structure, a layer of 

silicon oxide is considered. Figures 5 to 8 implies the 

current density profiles for four different modes of gate 

location and size. Also, Table 1 summarized the device 
specifications in these modes. Considering the obtained 

results, the multiplication of β and break down voltage as 

the figure of merit (FoM) of the structure, increases about 

70% using gate in our structure.  Moreover, using a large 

gate on collector yields to an improvement of about 175% 

and 200% for the cut-off frequency and β values,  
 

 

 
Figure 3. Device currents density without considering the 

Gate voltage 
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Figure 4. Base and Collector currents without applying the 

Gate voltage 
 

 

respectively; while the break down voltage at the worst 

case has the degradation of about 38%. As the large gate 

condition has the most FoM and fT values, it is selected 

as the final proposed structure. 
 
 

 
Figure 5. Device current density with gate on collector 

 

 

 
Figure 6. Device current density with gate on base 

 

 

 
Figure 7. Device current density with small Gate 
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Figure 8. Device current density with large Gate 

 
 

TABLE 1. Device characteristics in different modes for Gate 

dimensions and location 

Parameter 
Without 

Gate 

Gate on 

Collector 

Gate on 

Base 

Small 

Gate 

Large 

Gate 

Collector 

current (µA) 
1 2 1.5 1.5 3 

Base current 

(µA) 
0.02 0.02 0.02 0.02 0.02 

Current gain 

(β) 
50 100 75 75 150 

Break down 

voltage (VA) 
13 11 10 10 8 

Cut-off 

frequency 

(GHz) 

4 7.6 6.7 7.1 11 

FoM 650 1100 750 750 1200 

 

 

Figure 9 shows the β values for all 5 different modes 

of gate location and size. As is apparent, with increment 

in base voltage, all the gain curves decreases. As the base 

voltage increases, the collector current tends to be 

saturated and the IC/IB ratio decreases. Among the modes, 

the large gate one has the most values of current gain as 

the inversion layer formation caused by voltage 

application to the gate forms a path for the carriers to 

reach the collector with the minimum resistivity. 
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Figure 9. Variation of β versus base voltage for different 

gate modes 

3. 2. Oxide Capacitance       Another way to increase 

the efficiency of the gate functionality in our proposed 

device is to enhance the gate-oxide capacitance, which is 

similar to the MOS one in a field effect transistor. 

Considering the relation of  𝐶𝑜𝑥 = 𝜀
𝐴

𝑑
 , there are 

generally three methods to increase the oxide 

capacitance. Enlarging the surface of oxide area, 

reducing its thickness or substituting the oxide with a 

higher permittivity one. Figure 10 demonstrates the β 

values as a function of the base voltage for all three 

modes of without gate, with a 3V biased gate and oxide 

relative permittivity of 3.9 and 15. 

Another important and effective factor is the 

thickness of the insulator under the gate plate. Figure 11 

shows the current gain of the transistor as a function of 

gate voltage for different thicknesses of SiO2. As the 

thickness increases, formation of the inversion layer 

needs a higher voltage, tends to the decrement of 

collector current and as a result the current gain 

degradation. Consequently, the thickness of 50 nm is 

selected for the gate oxide in our analysis and 

simulations. 
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Figure 10. Values of β as a function of the base voltage 
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Figure 11. Current gain varations as a function of the gate 

voltage for different oxide thicknesses 
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Considering these methods for improving the device 

performance, the value of β is improved about 15 times 

more for large collector currents and even much higher 

than the mentioned value for low collector currents. 

Finally, the value of β measured at 650 mV of base 

voltage is increased from 50 to 750, which by changing 

the gate voltage from 0 to 5V, the desired gain within this 

range is achievable. 

 

 

4. TRANSISTOR OPERATION ANALYSIS 

 

In comparison with Si BJTs, HBTs show better 

performance in terms of emitter injection efficiency, base 

resistance, base-emitter capacitance, and cutoff 

frequency. They also offer good linearity, low phase 

noise and high power efficiency. In the proposed 

structure, high injection efficiency is obtained by using 

SiGe material with a smaller energy band gap for the base 

than Si, which is used as the emitter material. The large 

energy band-gap of emitter blocks injection of holes from 

the base. Therefore, the doping concentration in the base 

and emitter can be adjusted over a wide range with a little 

effect on injection efficiency, tends to higher current gain 

values in comparison with BJTs, without degrading the 

early voltage (VA) value. 

In the HBT conventional structure, due to the 

uniform distribution of impurities, the electric field is 

also uniform in space charge region. Figure 12 shows this 

uniform field at the base and collector junctions. The 

green area is the base which is made of SiGe and the 

yellow area on the right corresponds to the collector. 

Similar to the previous figure, the electric field 

distribution at the base-emitter junction by the 

application of 5V to the considered gate is depicted in 

Figure 13. Here, due to the application of positive voltage 

to the gate and the accumulation of electrons under the 

oxide, a vertical field is created from top to bottom. The 

field intensity depends on the capacitor value and the 

applied voltage to the gate. Finally, by the interaction of 

these two fields, one with the direction from top to 

bottom and the other from the collector to the base, a non- 

uniform field would be created. The direction of this field 

 

 

 
Figure 12. Direction of electric field distribution at the 

junction of Base and Collector 

 
Figure 13. Non-uniform field distribusion at the junction of 

Base and Collector after the positive voltage application to 

the Gate 

 

 

is from the collector to the base in the lower parts of the 

device and from the top to the bottom and inclined 

towards the base in the upper regions. This causes the 

electrons in the base to be attracted to the collector. 

As the positive voltage is applied to the gate, 

electrons in the base region, similar to a MOSFET, 

accumulate below the gate oxide and create an inversion 

layer. As a result, the effective width of the base reduces 

just after applying the positive voltage to the gate and 

therefore, the current gain would increase. Moreover, 

Figure 14 implies the value of β as a function of the gate 

voltage, where the transistor is in the active region and 

the base voltage is 600mV. 

 

4. 1. Breakdown Voltage          Figure 15 shows the 

current-voltage characteristic of the transistor as a 

voltage of 5V is applied to the gate terminal. To find the 

breakdown voltage of the collector-base junction, the 

collector voltage is swiped from 0 to 10V for a constant 

current of 1nA at the base terminal. This increment in 

voltage should be continued until an abrupt change in the 

collector current occurs at the collector voltage of 8V. 

 

4. 2. Cut-off Frequency          In a bipolar transistor, the 

cut-off frequency is mostly related to the base width and 

its doping level; so the smaller the base width, the higher 

the cut-off frequency of the transistor. As in a bipolar 
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Figure 14. Values of β versus the gate voltage 
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transistor, the cut-off frequency is inversely related to the 

passage time of the carriers from the emitter to the 

collector. In addition, short base width yields to its 

smaller resistance which tends to a faster transistor 

operation. 

Figure 16 shows the electrons accumulation under 

the gate plate in the base region due to the application of 

positive voltage to the gate. Here, a voltage of 5 volts is 

applied to the gate, and due to the accumulation of 

carriers, the electrons injected from the emitter go 

through the path under gate to reach the collector. 

Considering no voltage application to the gate, the 

base width is the same as the actual value, which is 

defined according to the dimensions of the device. 

Considering this point in Figure 17, the 4 GHz cut-off 

frequency would be increased to 11 GHz after applying 

5 volts to the gate terminal. Therefore, considering a large 

gate for the structure would improve not only the current 

gain but also the cut-off frequency. 

Table 2 represents the comparison between different 

reports on the gain controlling of bipolar transistors. It 

should be noted that the β value for high currents is 750. 

Because in most articles, the value of β is reported for 

low collector currents, here the values of β, which 

corresponds to the base current of five µA at the base 

voltage of 500 mV, has been reported. Considering the 

 

 

 
Figure 16. The electrons concentration in the structure due 

to the application of positive voltage to the gate 
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Figure 17. Values of β versuss frequency before and after 

consideration of the gate in the structure 
 

 

product of current gain and break down voltage as the 

FoM of each transistor, our structure has the most value. 

 

 
TABLE 2. Comparison table of the results with previous 

articles 

Reference Structure 
Current 

gain (β) 

Cut-off 

frequency 

(GHz) 

Break down 

voltage (V) 

[14] Lateral bipolar 30 20 8.2 

[19] 
Combined with 

MOS 
250 13 45.2 

[7] 
Combined with 

MOS 
10000 0.1 - 

[21] Lateral bipolar 1600 13 5 

[8] 
Controlling the 

Base width 
2000 25 5.7 

[22] 
Strained Si/SiGe 

HBT 
2900 500 - 

[23] InP based HBT 126 5.4 - 

This 

research 

(Large Gate) 

Gate-controlled 

gain 
50000 11 8 

 

 

5. CONCLUSION 
 

In this research, a new HBT structure with Gate-

controlled gain is proposed and simulated by Silvaco 

software. The simulations were performed with SiGe 

Base on both conventional bipolar and Gate-controlled 

structures. In addition, the effect of the gate position and 

length on its performance are investigated and the 

appropriate location and dimension were determined. 

The simulations imply that the current gain of the 

transistor is acceptable, as for the gate voltage of zero, 

the gain of the transistor is about 50 and with the gate 

voltage increment to 5V, it reaches to 750 for high and 

even up to 50,000 for low collector currents. This 
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transistor also has a reasonable breakdown voltage and 

cut-off frequency which are about 8V and 11GHz, 

respectively, as the voltage is applied to the gate. 
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Persian Abstract 

 چکیده 
 در نظر گرفته شده   یاضاف  پایهشده است.   یساز  هیو شب   یطراح   Silvacoساز  هیشببا استفاده از    SiGeمبتنی بر  (  HBT)  هترو  اتصال  دوقطبی  ستوریترانز   یبرا  یدیساختار جد

  بیس عرض    ششود. کاهیکنترل م  بیسعرض موثر    ت،یگ   نالیبا اعمال ولتاژ به ترم در نتیجه آن    که  دهدیمبدست  را    ستوریترانز  ان یکنترل بهره جر  قابلیت  برای این ساختار 

 کردیدو رو یاضاف  پایه لحاظ کردنداشته باشند.  کلکتوربه  دنیرس یبرا یشتریدهد شانس بیشده اجازه م پخش یهاو به الکترون شده هاحامل بازترکیبمنجر به کاهش نرخ  

  ستور یترانز  ان یشود. بهره جر  نهیبه  انیکه بهره جر  یابگونه  ستور یترانز  یهایژگیاصلاح و  یگری و د  ت یبا اعمال ولتاژ ثابت به گ  ستوریترانز  ان یبهبود بهره جر  یک یدارد.  را در نظر  

. ابدییم  شیافزا  کم،کلکتور    یها  انیجر  یبرا  50000و    ادیکلکتور ز  یها  انیجر  یبرا  750  تا  تیولتاژ گ   رات ییاست که با در نظر گرفتن تغ   50حدود    تیولتاژ گاعمال  بدون  

است.    گاهرتز یگ  11ولت و فرکانس قطع حدود    8ولتاژ شکست    یو کلکتور دارا  بیس  یبزرگ رو  ت یگ  ک یما با    یشنهادیپ  تی کنترل شده با گ  HBT  ساختار   ن،یعلاوه بر ا

 .دیآیبه دست م یشنهادیبا استفاده از ساختار پ 1200 ضریب شایستگی حداکثر همچنین 
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A B S T R A C T  
 

 

Power efficiency is one of the big issues in the energy sector today. It becomes much more critical with 

the advent of sophisticated and complex systems, whose output is highly dependent on the efficiency 

of the power supply. Electronic systems are extremely vulnerable to disturbances, so industrial loads 
are less tolerant to power quality issues like voltage dips, voltage sags, voltage flickers, harmonics, and 

load unbalance, among others. For custom power applications, a variety of highly modular controllers 

that take advantage of newly available power electronics components are currently on the market. This 
paper introduces the concept of a unified power quality conditioner based on the VSC theorem, which 

is used to increase power quality. Capacitor banks, a series-active filter, and a shunt active filter make 

up the model. Negative-sequence current and harmonics are primarily compensated by series-active 
and shunt-active filters, while capacitor banks are used to compensate the reactive power of power 

frequency. This paper also includes using a weighted feedback algorithm to manage the PCC 

parameters as well as the UPQC performance. The proposed architecture has been put through its paces 
with a variety of distributed systems and fault scenarios. The entire framework was designed and 

analyzed with the help of MATLAB simulink and code. 

doi: 10.5829/ije.2023.36.03c.02 
 

 

NOMENCLATURE 

Symbols Meaning Symbols Meaning 

𝛽  Angle of voltage Vi Series voltage 

𝐼𝑠  Specified load power factor 𝑉0  Output voltage 

Pa Active power 𝑉𝑠  Voltage sag 

Ra Reactive power Wn Randomized weight 

VA  Apparent voltage 𝑊𝑛𝑒𝑤  new weight 

𝑉𝑖𝑛𝑗  Injected voltage 𝑊𝑜𝑙𝑑  old weight 

 
1. INTRODUCTION1 

 
A power quality issue is a phenomenon that occurs in 

end-use equipment loss due to nonstandard voltage, 

current, or frequency. As power electronics-based 

devices used to improve the power efficiency in 

distribution networks, modeling and simulation of 

conventional power conditioner is an important concern 

[1, 2]. UPQC plays an important role in ensuring the 
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device's proper function. In addition to artificial 

intelligence-based control schemes, traditional control 

schemes are commonly used. In addition, some 

sophisticated mathematical techniques in general, and the 

wavelet transform in particular, are used to improve 

power [3] efficiency. There are many research papers 

based on the applications of fuzzy logic, expert systems, 

neural networks, and genetic algorithms available in 

power efficiency. The ANN (Artificial Neural Network)-
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based controller is intended for current managing of the 

shunt-active power filter and was qualified offline by 

means of data from the proportional-integral regulator. A 

fully digital controller based on the TMS320F2812 DSP 

platform is also proposed, which can be used for both 

comparison generation and control. In another effort, the 

use of fuzzy logic (FL) [4] inside a micro grid energy 

infrastructure based on the most recent power 

conditioning tools systems, such as the Unified Power 

Quality Conditioner, was proposed (UPQC). Similarly, 

to coordinate the action of the UPQC's sequence and 

shunt VSIs, a linear quadratic regulator (LQR) regulation 

technique [5] entrenched with the ANN is worn. In an 

additional improvement, a wavelet transform-based 

control algorithm for UPQC is proposed to repress 

harmonics in the current and voltage sags. Following 

that, some authors stress the use of UPQC [6] with a 

fuzzy logic controller (FLC) and an artificial neural 

network (ANN) controller on top of the traditional 

proportional-integral (PI) controller to improve power 

efficiency. The fortitude of voltage references for series-

active power filters was also carried out using a sturdy 

three-phase optical phase locked loop (PLL) method and 

a fuzzy regulator. Khadkikar [7] also used the particle 

swarm optimization (PSO) approach to find the answer 

to the objective function extracted for minimizing 

UPQC's actual power injection and constraints. Through 

using PSO-based data for various voltage sag settings, 

adaptive neuro fuzzy inference systems were used to get 

the proposed technique for minimal real power injection 

with UPQC online. Gravitational search algorithm is 

used here for power optimization in stability and power 

quality improvement which depends on the law of gravity 

and motion. Anwar et al. [8] proposed a technique for 

current load enhancement using gravitational search 

algorithm. In this study, gravitational search algorithm 

focused on optimizing the power quality. However, it 

exhibits heavy computational overhead for large volume 

of parameters. Bat algorithm-based power quality 

improvement is also emerged for investigating power 

quality issues. Bat algorithm is one of the optimization 

algorithms proposed by Xin et al. [9]; which was brought 

from the idea of pulse rate and frequency changes of bats 

when they were searching for prey. Alam and Arya [10] 

proposed a steady state linear filter based on bat 

algorithm for improving power quality in distributed 

network. Even though bat-based techniques have some 

advantages in terms of speed, accuracy and execution. 

However, low exploration is one of main drawback of 

this algorithm that leads to premature convergence. Ant 

colony-based optimization is also used previous to sort 

out the power quality issues which is based on the idea of 

cooperation and adaptation. Tiwari and Dubey [11] 

proposed an active power filter based on ant colony 

algorithm. The work adapted this algorithm to 

compensate harmonics. However, theoretical analysis of 

this algorithm if found to be difficult. Although 

convergence is guaranteed, time taken to achieve the 

convergence is unpredictable.  Many research has been 

emerged for the power quality issues [10, 12-14], most of 

the paper focused only on basic functionality features. 

They cannot cop up with the power quality improvements 

efficiently. The key goal of this proposed scheme is to 

increase power efficiency by using a weighted feedback 

technique to compensate for voltage sag and eliminate 

harmonics in the distribution network.  

The below is how the article is structured: The 

suggested method is introduced in section I, and the 

centralized power efficiency conditioner is explained in 

section II. The topic of the weighted feedback algorithm 

is covered in section III. The execution of the simulation 

and discussion of the effects are covered in section IV. 

The results taken from the proposed work are discussed 

in section V. 

 

 

2. UNIFIED POWER QUALITY CONDITIONER 
 

The UPQC is a custom power unit that is used in 

electrical power delivery systems to increase the power 

efficiency by eliminating various fault conditions such as 

power fluctuations, various voltage disturbances and 

many more. Basically, UPQC has 2 insulator-based 

converters, one converter is placed in series while the 

other converter is in common DC bus. Present harmonics 

may be cancelled, reactive power compensated, voltage 

harmonics eliminated, voltage control improved, voltage 

and current imbalances corrected, voltage sag or swell 

corrected, and voltage interruptions avoided using 

UPQC. Shunt and sequence compensators are also used 

in UPQC. Present disturbances are cancelled using a 

shunt compensator, while voltage disturbances are 

cancelled using a sequence compensator. The shunt 

compensator could be attached to the series compensator 

on either side. The aim of a shunt compensator is to attain 

strictly balanced sinusoidal source currents in phase by 

way of the supply voltages at the specified magnitude and 

frequency. Series compensation, on the other side, injects 

voltage to keep the terminal [1-3] voltage at the defined 

amount and frequency. Shunt and series compensation is 

done with voltage source inverters. Both voltage source 

inverters are powered by a single DC connection 

capacitor, as can be seen. Using injection transformers, 

one of the voltage source inverters is connected in 

parallel to the AC grid, while the other is connected in 

sequence. The shunt compensation circuit [4] is made up 

of a parallel connected inverter and its control circuit. 

The series compensation circuit, on the other hand, is 

formed by connecting the inverter in series with the 

appropriate control circuit. The DC capacitor voltage 

must be at least 150 percent of the maximum line-line 

supply voltage for the UPQC to work properly. The shunt 
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compensation [5-7] circuit is made up of a parallel-

connected inverter and its control circuit. The series 

compensation circuit, on the other side, is formed by 

connecting an inverter in series with a suitable control 

circuit. The DC capacitor voltage must be at least 150 

percent of the maximum line-line supply voltage in order 

for the UPQC to work properly. The block diagra, of 

UPQC to PCC is shown in Figure 1.  

The expression for the injected voltage of UPQC can 

be given as follows [8, 10, 11]: 

Vinj
2 = V0

2s2 + 2V0
2(1 − s)(1 − cosβ)  (1) 

where 𝑉𝑖𝑛𝑗 is the injected voltage by UPQC, 𝑉0is the 

output voltage, 𝛽 is the angle of voltage. 

The expression for the apparent power of UPQC can be 

given as follows: 

VA − UPQC = V0I0(Q1(θ, s, β) + Q2(θ, β)) +

I0
2Q2

2(θ, β)Z  
(2) 

The source voltage of UPQC is used as a reference 

and is calculated as follows: 

𝑉𝑖𝑛∠θ = Vp∠β + Vph∠δ  (3) 

It is important to note that for a power factor of 

considered load and voltage sag necessity, the amount 

and phase angles of Vp must be re-soluted in order to 

remain the load voltage at its rated assessment. For Vp, 

there are an endless number of possibilities.  

The expression for load current can be given as follows: 

𝐼𝑖𝑛∠θ + Ic∠δ = Iph∠δ − θ  (4) 

The angle Ø denotes the load current's (Iph) lagging 

angle with reference to Vph. Assuming that only the 

active portion of the load current is supplied by the power 

supply with δ = 0. The reactive load current portion is 

ideally the current IC. The suffix “ph” stands for load 

variables, while “in” stands for supply variables. Suffixes 

1 and 2 signify two points in order for UPQC to take 

place, on the opposite side of the power source. 

𝑉𝑖𝑛 = 𝑉𝑝ℎ1 = 𝑉𝑖𝑛1 = 𝑉0  (5) 

 

 

 
Figure 1. Block Diagram of Unified Power Quality 

Conditioner connected to PCC  

The SLCVC current is supplied by IC1 in that case, 

with position of +90; the power factor is presumed to be 

lagging in progress of the supply voltage. The amount of 

supply voltage has decreased to Vin2 in stage 2, requiring 

the UPQC to work to restore Vph2 to its new scale (|Vph1| 

= |Vph2|). This is accomplished by introducing the series 

voltage Vinj, and the load voltage is obtained by choosing 

between 0 and 90, along with the required magnitude of 

Vinj. 

𝐼𝑖𝑛𝑐𝑜𝑠𝛽 = 𝐼𝑝ℎ2𝑐𝑜𝑠𝜃  (6) 

The load reactive control is injected if the both of the 

active filters are still active. Surprisingly, for a specified 

load power factor, this sagging voltage causes the angle 

to equal, and thus IS2 = IL2 can be deduced. 

𝐼𝑠2 = 𝐼𝐿2 = 𝐼0  (7) 

The load's active power demand is constant and equal to 

the source's active power demand: 

𝑉𝑠𝐼𝑠 = 𝑉𝐿𝐼𝐿𝑐𝑜𝑠∅  (8) 

In the condition of voltage sag, where |VS2|<|VS1| and s is 

the voltage sag per unit, then 

𝑉𝑠2 = (1 − 𝑠)𝑉𝑠1 = (1 − 𝑠)𝑉0  (9) 

In a voltage sag, VS1IS1 = VL2IL2 and VS1IS1 = VL2IL2 are 

used to sustain a steady active power. 

𝐼𝑠2 =
𝑉0𝐼𝐿𝑐𝑜𝑠∅

𝑉0(1−𝑠)
  (10) 

𝐼𝑠2 =
𝐼𝐿𝑐𝑜𝑠∅

(1−𝑠)
  (11) 

𝑉𝐿2𝑠𝑖𝑛 ∝= 𝑉𝑖𝑛𝑗𝑠𝑖𝑛𝛾  (12) 

𝑉𝐿2𝑐𝑜𝑠 ∝= 𝑉𝑠2 + 𝑉𝑖𝑛𝑗𝑐𝑜𝑠𝛾  (13) 

Combining the above equations, it can be attained that, 

Vinj
2 = V0

2s2 + 2V0
2(1 − s)(1 − cosα)  (14) 

The expression for apparent power can be given as 

follows: 

𝑉𝑖𝑛𝑗𝐼𝑠2 = 𝑉0𝐼0𝑐𝑜𝑠∅
√𝑠2+2(1−𝑠)(1−𝑐𝑜𝑠𝛼)

(1−𝑠)
  (15) 

𝐼𝑐2𝑐𝑜𝑠𝛼 = 𝐼𝐿2 + 𝑉𝑖𝑛𝑗sin⁡(∅ − 𝛼)  (16) 

There by the model for apparent power can be given as 

follows: 

𝐼𝑐2𝑉𝐿2 + 𝐼𝑐2
2 𝑍 = 𝐼𝐿2(𝑉0

sin(∅−∝)

𝑐𝑜𝑠∝
+ 𝐼𝐿2

sin(∅−∝)2

𝑐𝑜𝑠∝
𝑍)  (17) 

The expression for the total apparent power can be given 

as follows: 

VA − UPQC = V0I0(Q1(θ, s, β) + Q2(θ, β)) +

I0
2Q2

2(θ, β)Z  
(18) 
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Q1(θ, s, β) = cosθ
√𝑠2+2(1−𝑠)(1−𝑐𝑜𝑠𝛽)

(1−𝑠)
  (19) 

Q2(θ, β) =
sin⁡(∅−β)

cosβ
  (20) 

When Ø=α, IS2 = IL2 and IC2 = 0, the minimum VA is 

obtained. The optimal injected voltage under these 

conditions is given by: 

𝑉𝑖𝑛𝑗 = 𝑉0√𝑠
2 + 2(1 − 𝑠)(1 − 𝑐𝑜𝑠∅)  (21) 

Also the expression for advance angle for voltage can be 

given as follows: 

𝑠𝑖𝑛𝛾 =
√1−𝑐𝑜𝑠2𝛼

√𝑠2+2(1−𝑠)(1−𝑐𝑜𝑠∅)
  (22) 

 
 

3. WEIGHTED FEEDBACK ALGORITHM 
 

When a system's outputs are redirected back as inputs as 

part of a cause-and-effect chain that forms a circuit or 

loop, this is referred to as feedback. The device is said to 

feedback on itself in this case. The feedback weighted 

link is a type of network in which nodes' connections 

form a directed graph in a temporal order. This enables it 

to behave in a temporally complex manner. These are 

feed forward networks that can process variable length 

sequences of inputs by using their internal state 

(memory). The term "feedback weighted relation" is 

loosely applied to two broad groups of networks with a 

common general structure, one with finite impulse and 

the other with infinite impulse. The action in both types 

of networks is temporal hierarchical. An infinite impulse-

based feedback network is a guided cyclic graph that 

cannot be unrolled and restored with a purely feed 

forward system, while a finite impulse feedback system 

is a directed acyclic diagram that can be unrolled and 

replaced with a strictly feed forward system. The output 

of each point is calculated by some non-linear function 

of the sum of its inputs, and the "signal" at each relation 

is a real number. Edges are the term for the contacts. In 

most cases, the weight of inputs and edges changes as 

learning progresses. The signal intensity at a link is 

increased or decreased depending on the weight [10, 12-

14]. Systems are trained by analyzing instances, each of 

which includes a known "input" and "effect," creating 

probability-weighted relations among the two, and 

storing them within the net's information structure. The 

discrepancy among the network's processed yield and a 

target yield is normally used to train a device [15-20]. 

This is the mistake. The system then updates its weighted 

correlations using this error value and a learning law. For 

each adjustment, the system can generate output that is 

more and more close to the target output. The instruction 

will be terminated based on such conditions after a 

reasonable amount of these changes [9, 21-26] have been 

made. Models do not always converge to a single 

solution, for a variety of reasons [27, 28]. For example, 

depending on the cost function and the model, local 

minima may occur. Second, when starting far from any 

local minimum, the optimization process cannot 

guarantee convergence [29-32]. Third, certain 

approaches become inefficient when dealing with vast 

amounts of data or criteria [33]. The following are the 

steps that have been followed in weighted feedback 

algorithm. 

• Randomize weight (wn) for estimation of xi, y j, and 

zk, where n is the amount of NBCC in the sample 

with a lot of space. 

• Ra's optimal goal must be defined.  

• Predictive models should be entered. 

• If the predicted output for the cutting combination 

xi, y j, and zkRa, then new weight becomes 𝑊𝑛𝑒𝑤 =

(𝑅𝑎𝑊𝑜𝑙𝑑)/xiyjzk 

• If not then 𝑊𝑛𝑒𝑤 = 𝑊𝑜𝑙𝑑  

• Go to step 3 and end the training. 

The proposed weighted feedback algorithm as shown 

in Figure 2 is used to manage the PCC parameters as well 

as UPQC output. The performance of the proposed 

algorithm is compared with other state-of-the-art 

algorithms such as gravitational search algorithm (GSA), 

the BAT algorithm, and the ANT colony algorithm. From 

the comparative analysis, we observed that the proposed 

weighted feedback algorithm performs well than the 

other algorithms. 

 

 

4. RESULTS AND DISCUSSION  
 

The proposed power system was simulated with UPQC 

and tested with different test cases such as load 

switching, fault incidence, and control with four 

algorithms: weighted feedback algorithm, gravitational 

search algorithm, ant colony optimization algorithm, and 

BAT algorithm. 
 

4. 1. With Fault Condition in the Power System        
At t=0.1s to t=0.65s, the LLL fault was introduced into 

the system, and different UPQC algorithms were tested. 
 

 

 
Figure 2. Block Diagram of weighted feedback algorithm 
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4. 2. Weighted Feedback Algorithm           The UPQC 

was implemented using the weighted feedback 

algorithm, and the waveform below depicts PCC 

parameters such as voltage, current, active strength, 

reactive power, and power factor under faulted 

conditions with UPQC. The PCC parameters of the 

power system under faulted condition with UPQC and 

WFA is shown in Figure 3. 
The voltage has remained almost unchanged, the 

current has increased to 1.5 times the rated value, the 

active power has increased to 1.5 times the rated value, 

and the reactive power has decreased to almost zero. 

  

4. 3. Gravitational Search Algorithm            For the 

unified power quality conditioner, the Gravitational 

Search Algorithm was used, and the waveform below 

displays the PCC parameters under faulted conditions 

with UPQC. The PCC parameters of the power system 

under faulted condition with UPQC and GSA is shown in 

Figure 4. 
The voltage has remained nearly constant, although 

the current has increased to 1.566 times the rated value, 

the active power has increased to 1.6 times the rated 

value, and the reactive power has decreased to nearly 

zero. 

Table 1 shows the perfromance of various algortihms 

based UPQC under faulted condition in terms of various 

parameters like voltage, current, active power, reactive 

power and power factor at the point of common coupling. 

 

 

 
Figure 3. PCC Parameters of power system under faulted 

condition with UPQC and WFA  

 

 

 
Figure 4. PCC Parameters of power system under faulted 

condition with UPQC and GSA 

 

TABLE 1. PCC Parameters with fault, DVR, GSA, BAT, ANT 

algorithms 

Parameters 

Without 

facts 

devices 

Weighted 

feedback 
GSA BAT ANT 

Voltage 0.256pu 1.00pu 0.99pu 0.98pu 0.98pu 

Current 25.9pu 1.466pu 1.566pu 1.664pu 1.706pu 

Active power 10pu 2.25pu 2.43pu 2.6pu 2.66pu 

Reactive power 0pu 0pu 0pu 0pu 0pu 

Power factor 0.99pu 1.00pu 0.999pu 0.99pu 0.99pu 

 

 

4. 4. With Wind Based Synchronous Generator          
At t=0.1s to t=0.65s, the wind turbine-based synchronous 

generator was attached to the grid, and various 

algorithms for UPQC were tested. 
 

4. 5. Weighted Feedback Algorithm             The 

weighted feedback algorithm was used to apply the 

UPQC, and the waveform in Figure 5 shows PCC 

parameters including voltage, current, active intensity, 

reactive capacity, and power factor under sudden turbine 

switching conditions with UPQC. 
The voltage has remained almost constant, although 

the current has increased to 1.1 times the rated value, 

active power has increased to 1.6 times the rated value, 

and reactive power has increased to nearly 0.4. It shows 

smaller ripples during the transition condition but with 

lesser magnitude.   

 

4. 6. Gravitational Search Algorithm      For the 

UPQC, the gravitational search algorithm was used, and 

the waveform in Figure 6 below displays the PCC 

parameters for a wind turbine-based synchronous 

generator connected to the UPQC. 
The voltage has remained almost constant, although 

the current has increased to 1.15 times the rated value, 

active power has increased to 1.7 times the rated value, 

and reactive power has increased to nearly 0.5. It shows 

higher ripples during the transition condition when 

compared to weighted feedback algorithm.  
 

 

 
Figure 5. PCC Parameters of power system under sudden 

switching condition with UPQC and WFA  

 



446                                              K. Bhavya et al. / IJE TRANSACTIONS C: Aspects  Vol. 36, No. 03, (March 2023)   441-449 

 

 
Figure 6. PCC Parameters of power system under sudden 

switching condition with UPQC and GSA 
 

 

The efficiency of various algorithms-based UPQC in 

terms of voltage, current, active power, reactive power, 

and power factor when the turbine is unexpectedly turned 

on is seen in the Table 2 where weighted feedback 

algorithms outperforms other algorithms.  

 

4. 7. With Wind Based Induction Generator      At 

t=0.1s to t=0.65s, a wind turbine-based induction 

generator was attached to the grid, and various 

algorithms for UPQC were tested. 
  

4. 8. Weighted Feedback Algorithm          The 

waveform in Figure 7 shows PCC parameters such as 

voltage, current, active rpm, reactive capacity, and power 

factor with UPQC using the weighted feedback algorithm 

under sudden turbine switching conditions. 
The voltage has remained virtually constant although 

the current has increased to 1.25 times the rated value, 

active power has increased to 1.2 times the rated value, 
 
 

TABLE 2. PCC Parameters with synchronous generator, DVR, 

GSA, BAT, ANT algorithms 

Parameter 
Without 

Facts 

Weighted 

feedback 
GSA BAT ANT 

Voltage 0.98pu 1.02pu 1.01pu 1.009pu 1.003pu 

Current 1.249pu 1.05pu 1.09pu 1.11pu 1.2pu 

Active power 1.81pu 1.8pu 1.9pu 2.01pu 2.35pu 

Reactive power 0.4pu 0.35pu 0.51pu 0.57pu 0.41pu 

Power factor 0.98pu 0.99pu 0.98pu 0.975pu 0.971pu 

 
 

 
Figure 7. PCC Parameters of power system under sudden 

switching condition with UPQC and WFA 

and reactive power has increased to approximately 0.2. It 

shows smaller ripples of lesser magnitude during the 

transition state.  
 

4. 9. Gravitational Search Algorithm           The 

Weighted Feedback Algorithm was used for the UPQC, 

and the waveform in Figure 8 shows the PCC parameters 

with the UPQC connected to a wind turbine-based 

induction generator. The voltage has remained almost 

constant although the current has increased to 1.37 times 

the rated value, active power has increased to 1.7 times 

the rated value, and reactive power has increased to 0.42. 

It has more ripples during the transition process than the 

weighted feedback algorithm. 
Table 3 summarized the performance of different 

algorithms-based UPQC in terms of voltage, current, 

active power, reactive power, and power factor when the 

turbine is turned on suddenly. From the analysis, it is 

observed that the weighted feedback outperforms other 

algorithms. 
 

4. 10. With RLC (Resistive, Inductive, and 
Capacitive) load           The RLC load has been connected 

to the system at t=0.1s to t=0.65s and various algorithms 

have been tested for UPQC. 
 

4. 11. Weighted Feedback Algorithm          For the 

UPQC, the Weighted Feedback Algorithm was used, and 

the waveform below displays the PCC parameters with 

the RL load connected to the UPQC. The PCC 

parameters of the power system under faulted condition 

with UPQC and WFA is shown in Figure 9. 
 

 

 
Figure 8. PCC Parameters of power system under sudden 

switching condition with UPQC and GSA 

 

 

TABLE 3. PCC Parameters with induction generator, DVR, 

GSA, BAT, ANT algorithms 

Parameter 
Without 

Facts 

Weighted 

feedback 
GSA BAT ANT 

Voltage 0.935pu 0.992pu 0.989pu 0.987pu 0.965pu 

Current 2pu 1.225pu 1.297pu 1.315pu 1.362pu 

Active Power 2.4pu 1.88pu 2.01pu 2.025pu 2.1pu 

Reactive Power 1.5pu 0.2pu 0.36pu 0.39pu 0.18pu 

Power factor 0.5pu 0.996pu 0.994pu 0.993pu 0.996pu 
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While the current has increased to 1.01 times the rated 

value, active power has increased to 1.05 times the rated 

value, and reactive power has increased to approximately 

0.2, the voltage has remained relatively unchanged.  

 

4. 12. Gravitational Search Algorithm         The 

gravitational search Algorithm has been used for the 

UPQC and below waveform in Figure 10 shows the PCC 

parameters with connection of RLC load with UPQC. 
While the current has increased to 1.01 times the rated 

value, active power has increased to 1.1 times the rated 

value, and reactive power has increased to 0.47, the 

voltage has remained nearly unchanged. During the 

transformation phase, it has more ripples than the 

weighted feedback algorithm.  

From Table 4, we came to know that the weighted 

feedback algorithm is comparatively better than the other 

algorithms in terms of voltage, current, active power, 

reactive power, and power factor. 
 

 

 
Figure 9. PCC Parameters of power system under sudden 

switching condition with UPQC and WFA 
 

 

 
Figure 10. PCC Parameters of power system under sudden 

switching condition with UPQC and GSA 
 

 

TABLE 4. PCC Parameters with RLC load, DVR, GSA, BAT, 

ANT algorithms 

Parameter 
Without 

Facts 

Weighted 

feedback 
GSA BAT ANT 

Voltage 0.998pu 1pu 0.996pu 0.996pu 0.995pu 

Current 1.018pu 1pu 1.01pu 1.015pu 1.025pu 

Active power 1.526pu 1.54pu 1.58pu 1.61pu 1.85pu 

Reactive 

power 
0.0001pu 0.22pu 0.5pu 0.51pu 0.36pu 

Power factor 0.999pu 0.99pu 0.98pu 0.979pu 0.97pu 

5. CONCLUSION 
 

In this article, the idea of a unified power quality 

conditioner based on the VSC theorem is explored and 

designed. The PCC parameters as well as the UPQC 

output are managed using a weighted feedback algorithm 

in this article. In addition to UPQC, three other 

algorithms, namely the gravitational search algorithm, 

the BAT algorithm, and the ANT colony algorithm, were 

investigated. In addition, a comparison of all four 

algorithms for UPQC has been made in terms of voltage, 

current, active power, reactive power, and power factor, 

with the weighted feedback algorithm outperforming the 

others under different test conditions. The proposed 

system is implemented in MATLAB Simulink and the 

performance of the whole system is evaluated under 

various operating procedures. The model is further tested 

for PCC parameters against various conditions. By 

observing the waveforms, the proposed model proves 

that the weighted feedback based UPSC is efficient for 

power quality improvement. As part of the future work, 

we plan to investigate the performance of the proposed 

model by combining several algorithms in addition to the 

abovementioned algorithms. 
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Persian Abstract 

   چکیده
بستگی دارد، بسیار حیاتی تر می  بهره وری انرژی یکی از مسائل مهم در بخش انرژی امروزه است. با ظهور سیستم های پیچیده، که خروجی آنها به شدت به کارایی منبع تغذیه  

ئل کیفیت توان مانند افت ولتاژ، کاهش ولتاژ، سوسو زدن شود. سیستم های الکترونیکی به شدت در برابر اختلالات آسیب پذیر هستند، بنابراین بارهای صنعتی نسبت به مسا

ر که از قطعات الکترونیکی قدرت  ولتاژ، هارمونیک ها و عدم تعادل بار و غیره تحمل کمتری دارند. برای کاربردهای برق سفارشی، انواع مختلفی از کنترلرهای بسیار ماژولا

معرفی می کند که برای افزایش    VSCهستند. این مقاله مفهوم یک تهویه کننده کیفیت توان یکپارچه را بر اساس قضیه  جدید در دسترس بهره می برند، در حال حاضر در بازار  

های  نفی در درجه اول توسط فیلترکیفیت توان استفاده می شود. بانک های خازن، فیلتر سری فعال و فیلتر فعال شنت مدل را تشکیل می دهند. جریان و هارمونیک های دنباله م

مچنین شامل استفاده از یک  فعال سری و شنت فعال جبران می شوند، در حالی که از بانک های خازن برای جبران توان راکتیو فرکانس توان استفاده می شود. این مقاله ه

ستم های توزیع شده و سناریوهای خطا در مراحل  است. معماری پیشنهادی با انواع سی  UPQCو همچنین عملکرد    PCCالگوریتم بازخورد وزنی برای مدیریت پارامترهای  

 طراحی و تحلیل شد. MATLABلینک و کد خود قرار گرفته است. کل فریم ورک با کمک شبیه 
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A B S T R A C T  
 

 

In this study, the effects of using rubber ash on the mechanical properties of plain concrete were 

experimentally investigated. The main purpose of this study was to determine the proper fraction of 

rubber ash to be utilized in concrete by investigating the mechanical properties of concrete such as 
elasticity modulus, compressive strength, tensile strength, bending strength, and fresh concrete slump. 

Four different fractions of rubber ash (2.5, 5, 7.5 and 10% of cement weight) were added to the concrete 
mixture. Based on the results achieved from the tests conducted on the specimens, it could be deduced 

that adding rubber ash to concrete considerably increased compressive and bending strength and reduced 

the slump flow. It also increased tensile strength and elasticity modulus at a lower level. 

doi: 10.5829/ije.2023.36.03c.03 

 
 

NOMENCLATURE 
TRA Tire Rubber Ash 

 
1. INTRODUCTION1 
 

For several years, concrete has been known as a 

compatible material that is generally used in the 

construction industry. Concrete has some weaknesses 

like its brittle nature that limits its usage in some 

conditions. There have also been some concerns about 

the coexistence of concrete with nature and its 

environmental impacts. For this reason, many attempts 

have been made at making durable concrete with no need 

for repair and rehabilitation with the lowest 

environmental impacts [1-3]. 

Today, the development of the auto industries in the 

world has increased the production of tires and rubbers 

and has led to a tremendous increase in the utilization of 

polymeric materials. The low decomposition rate and 

failure in the recycling process of tire rubber have been a 

huge problem for the environment. Thus, it is necessary 

to use optimally these wastes [4]. 

Direct replacement of the rubber in the concrete as 

fine or coarse aggregates is one of the solutions proposed 
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(H. Tavakoli) 

by researchers [5, 6]. It was found that if the materials are 

produced in smaller sizes, the bonds they make with other 

phases around them would be much stronger than when 

they are produced in larger sizes [7]. However, the results 

from previous studies indicate the fact that the direct use 

of rubber will severely reduce the strength of the concrete 

[8-14]. 

Al-Akhras and Smadi [15] added tire rubber ash 

(TRA) as filler in the concrete mortar. By conducting 

some tests, they resolved that by adding TRA, the air 

content of the mortar reduces, both primary and 

secondary setting times of concrete increase, and its 

resistance against freeze-thaw cycles increases as well. 

They declared that the reason for such improvement in 

the mortar properties is due to the filling role of rubber 

ash and the considerable amount of silica in this material. 

In addition, Tavakoli and Rahimpour [16] 

investigated the influence of rubber ash on shotcrete 

concrete. The results of their research indicated that the 

tensile strength of concrete is simultaneously increased 

by increasing the content of rubber ash. The presence of 
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sulfone links make the silica network more orderly and 

increase the cement matrix strength. According to their 

results, the high fineness of rubber ash and its filler role 

causes an increase in concrete strength [17]. 

It is worth mentioning that in Tavakoli et al. [16]'s 

research, the effect of rubber ash on the durability of 

concrete containing rubber ash (with soda solution and 

salt ink for 70 days) was investigated, and the results 

showed that the durability of concrete containing rubber 

ash is good.     

Senin et al. [18] investigated and compared the 

physical and chemical properties of rubber ash and sand. 

By comparing the results obtained from the Scanning 

Electron Microscope (SEM) test, they declared that the 

surface  of  rubber  ash  is  more  irregular  than  sand  and 

this improves the cement matrix. Furthermore, rubber ash 

has nano dimensions that properly fill the voids in the 

mortar of the concrete. Generally, they concluded that the 

rubber ash is a proper replacement for sand in the 

concrete.  

Although there have been several investigations on 

the effects of TRA on the properties of concrete; to the 

authors’ knowledge, there have been no experimental 

studies made to investigate the mechanical properties of 

concrete specimens with different percentages of rubber 

ash used as filler. 

Four different percentages of cement weight were 

selected for adding TRA to the concrete mixture (2.5, 5, 

7.5, and 10%). In this study, while two other percentages 

were only used for the compressive strength test (15% 

and 20%) to determine the optimum percentage of TRA 

in concrete. Tests were carried out on fresh concrete as 

well as cubic, cylindrical and rectangular specimens and 

slump-flow, elasticity modulus, compressive strength, 

tensile strength, and bending strength were analyzed. 

Some valuable results were obtained from the analysis. 

 

 

2. EXPERIMENTAL STUDY 
 
2. 1. Materials 
2. 1. 1. Cement              In this study, ordinary type 2 

Portland cement was used. Table 1 presents the primary 

properties of this material. 
 

2. 1. 2. Aggregates            For this test, a coarse aggregate 

with a maximum dimension of 12.5 mm and fine 

aggregate with a maximum dimension of 4.75 mm and 

sand equivalent (SE) of 96%, and   a  fineness modulus of 

3.1 was adopted.  The gradation curves for coarse and 

fine aggregates are depicted in Figure 1 and are both in 

the range of the ASTM standard [19]. In addition, the 

water absorption capacity of the aggregates is shown in 

Table 1. 

 

TABLE 1. Physical and mechanical properties of cement, 

aggregates, rubber ash 

Analysis Results 

Setting time (min) of OPC cement 
Initial time – 120 

Final time – 230 

Compressive strength (MPa) of OPC cement 

3 Days – 24 

7 Days – 34 

28 Days – 43 

Water absorption of coarse aggregate 

Water absorption of fine aggregate 

Water absorption of rubber ash 

0.5% 

0.5% 

0.3% 

 

 

 
Figure 1. Gradation curve for used gravel and sand 

 

 
2. 1. 3. Waste Tire Rubber Ash            This is a black 

material with a relative density of 0.455. The first step in 

this study was to determine the optimum temperature at 

which rubber should be burned. This was necessitated by 

the fact that there are few studies about waste tire rubber 

ash as an additive in concrete. For this purpose, the 

compressive test was conducted on 28-day cubic 

specimens containing rubber ashes that were burnt at 

temperatures from 350 to 900°C, and from the results, the 

optimum temperature was obtained. 
 

2. 2. Mixture Proportions           A concrete mix design 

with a water to cement ratio of 0.61 was obtained and 

based on ACI C211 guideline, rubber ash was added as 

an additive to concrete with the fractions of 2.5, 5, 7.5, 

and 10% of cement weight, respectively (Table 2). The 

fractions of 15% and 20% were only tested under the 

compressive strength test. 
 

2. 3. Specimens Properties        For conducting 

compressive tests, fifteen cubic concrete specimens with 

a cross-section of 100x100mm were fabricated. In 

addition, fifteen other cylindrical specimens with a 
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TABLE 2. Mixing proportions of concrete (kg/m3) 

Design 

name 

Tire rubber ash 

(Percent of 

cement weight) 

Cement   Water Gravel Sand 

Ref - 363 222 924 1000 

TRA2.5 2.5% 363 222 924 1000 

TRA5 5% 363 222 924 1000 

TRA7.5 7.5% 363 222 924 1000 

TRA10 10% 363 222 924 1000 

TRA15 15% 363 222 924 1000 

TRA20 20% 363 222 924 1000 

 

 

diameter of 150 mm and a height of 300 mm were made 

for the tensile strength test (Figure 2). 
To evaluate the bending strength parameter, fifteen 

unreinforced concrete specimens with a cross-section of 

100x100 mm and a height of 840 mm were fabricated. 

Table 3 describes the number and the type of specimens 

used for each test. 

 
2. 4. Loading Program and Apparatus            To 

conduct the compressive test, 21 cubic specimens were 

applied to compressive loading according to the ASTM  
 

 

TABLE 3. Details and properties of the test specimens. 

Type of test 
Number of 

specimens 

Shape of 

specimen   

Dimension 

(mm) 

Compressive strength 21 Cubic 100x100x100 

Tensile strength 15 cylindrical 300x150 

Bending strength 15 
Grooved 

beam 
100x100x840 

Temperature 

determination of TRA 
9 Cubic 100x100x100 

 

 

 
Figure 2. The process of making cubic specimens for 

compressive tests 

 
1 Hydraulic Universal Testing Machine 

C39 standard. As 7 different mix designs were selected 

for this study, each mix design was tested three times and 

from the average of the results, the amount of 

compressive strength was obtained. The loading 

apparatus used for the compressive strength test in this 

study is presented in Figure 3. 
For the tensile strength test, the Brazilian tensile 

strength test was conducted on 15 cylindrical specimens 

according to ASTM C496. The loading apparatus and 

tested specimens for this test are depicted in Figure 4. 

UTM1 as completely depicted in Figure 5 is the 

loading apparatus used for the bending strength test. 

According to the ASTM C78 standard, 15 grooved 

concrete beam specimens were applied to bending 

loading. 

 

 

3. DISCUSSION AND RESULTS 
 
3. 1. Ash FTIR Analysis           The FTIR spectrum of 

concrete with rubber as is illustrated in Figure 6. Results 

from FTIR spectroscopic tests showed the presence of a 

sulfone peak in the concrete containing rubber ash. 
 
3. 2. Slump          The slump-flow test was conducted on 

fresh concrete for different mix designs according to 

ASTM C143 standard. Figure 7 indicates the effect of 
 

 

 
Figure 3. Loading apparatus for the compressive strength 

test 

 

 

 

 

Figure 4. Loading apparatus and specimens for the tensile 

strength test 
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Figure 5. Test setup of bending strength test (Universal 

testing machine) 
 

 

 
Figure 6. FTIR Images of spectrometric test of concrete with 

rubber ash 

 

 

adding rubber ash on the slump of fresh concrete. It could 

be claimed from the obtained values that the slump of 

fresh concrete is reduced by increasing the percentage of 

rubber ash. The slump for the reference mix design was 

110 mm but for concrete containing 10% rubber ash, it 

was measured to be about 30 mm. 
For concrete mix designs of TRA2.5, TRA5, TRA7.5, 

and TRA10, the reduced percentage of a slump than 

reference mix design is equal to 18, 32, 45, and 73%, 

respectively. The reason for this increment in the slump 

amount is due to fine particles of rubber ash, its higher 

specific surface, and its filler role in concrete. The 

 

 

 
Figure 7. The slump of fresh concrete based on the rubber 

ash percentage 

chemical properties of rubber ash are such that it could 

result in severe adhesion in the concrete. 

 

3. 3. Elasticity Modulus          The elasticity modulus 

test was conducted on concrete cylindrical specimens 

with dimensions of 150x300 mm by the installation of a 

strain gauge on them. Since human errors could be 

involved during the calculation of choral elasticity 

modulus, secant elasticity modulus has also been 

calculated for all mix designs. The results obtained from 

this test are indicated in Figure 8. 
The results obtained from the elasticity modulus test 

indicated that by increasing the rubber ash content in the 

specimens, the modulus of elasticity would have an 

ascending trend such that for a specimen with 10% rubber 

ash, the choral elasticity modulus would increase up to 

14% and secant elasticity modulus would also increase 

up to 15% than the Ref mix design. 

 

3. 4. Compressive Strength          In this study, the 

compressive strength of concrete is presented as the 

determinative parameter. Therefore, two more fractions 

(15% and 20%) of rubber ash were tested in this section 

for a comprehensive result and to reach an optimum 

percent of rubber ash in concrete. The test was conducted 

on cubic specimens of 100 mm with two setting periods 

of 7 and 28 days. Figure 9 indicates the obtained average 

values for the compressive strength of different fractions 

of rubber ash. By increasing the rubber ash up to 15% and 

20%, the compressive strength will have a descending 

trend. The obtained amounts of compressive strength for 

both 7 and 28-day specimens and every mix design are 

listed in Table 4. 
For the different fractions of rubber ash from 2.5 to 

20%, the amount of increase in compressive strength 

compared to the Ref mix design for specimens of 7 days 

was 6.6, 13, 22, 38, 20, and 13% and for specimens of 28 

days were 8, 16, 22, 35, 21.5 and 9%, respectively. The 

reason for this increase in compressive strength is that the 

fine particles of rubber ash fill the voids between 

aggregates. Furthermore, these particles have silica in 
 

 

 
Figure 8. Secant and choral modulus for different 

percentages of rubber ash 
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TABLE 4. Compressive strength of 7 and 28-day specimens. 

Mix design 
7-day compressive 

strength (Mpa) 

28-day compressive 

strength (Mpa) 

Ref 21.95 31.26 

TRA2.5 23.4 33.79 

TRA5 24.78 36.21 

TRA7.5 26.72 38.33 

TRA10 30.32 42.2 

TRA15 26.3 38 

TRA20 24.8 34.1 

 

 

 
Figure 9. Compressive strength of specimens containing 

different percentages of rubber ash 

 

 

their chemical compound which increases the strength of 

concrete as well. However, by increasing the rubber ash 

by over 10%, the gap between aggregates would increase 

more than the normal size thereby causing the concrete’s 

transition zone to become weak and thus, resulting to 

lower compressive strength. 

 

3. 5. Tensile Strength           Brazilian tensile strength 

test was conducted on 28-day cylindrical specimens (150 

× 300 mm) and the results obtained from this test are 

depicted in Figure 10. As demonstrated in the diagram, 

the tensile strength of the specimens increased with the 

increase of rubber ash. As for TRA10, the tensile strength 

of the concrete increased up to 21% than the to mix 

design. 
By increasing the percentage of rubber ash, the 

transition zone of the concrete will be improved causing 

the tensile strength of the specimens to increase. Adding 

rubber ash to a concrete mixture also prevents cracks and 

micro-cracks propagation and as a result, concrete would 

be promoted against tensile strength. 

 

3. 6. Bending Strength           The bending strength test 

was conducted on beam specimens with dimensions 

100× 100× 500mm based on ASTM C293. Figure 11 
 

 
Figure 10. Tensile strength for halving the samples 

containing different percentages of rubber ash 
 

 

 
Figure 11. Bending strength for different percentages of 

rubber ash 
 

 

indicates the effects of adding different fractions of 

rubber ash on the flexural strength of unreinforced beam 

specimens. When up to 10% of rubber ash was added to 

the concrete, the bending strength of the concrete 

increased from 4.27 to 6.09 Mpa. 
By increasing the rubber ash in concrete specimens 

up to 2.5, 5, 7.5, and 10%, the bending strength of the 

concrete increased to 20, 19.5, 23, and 42%, respectively 

compared to reference mix design. The increase in 

bending strength of the specimens is due to the co-

operation of the physical and chemical properties of 

rubber ash such that the physical properties of this 

material cause the existing voids in the concrete to be 

filled. Thus, it results in denser concrete with a strong 

transition zone. Furthermore, the chemical properties of 

rubber ash are due to the presence of silica. This is the 

main factor responsible for the increase in concrete 

strength as well as the creation of Sulfone bonds in 

concrete, causing the regularity of the silica network and 

increasing the matrix strength of the cement. 
 

 

4. CONCLUSION 
 

In this study, experimental evaluations were performed 

to evaluate the effects of adding waste tire rubber ash to 
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concrete by measuring the mechanical properties of the 

specimens. Based on the results obtained, the following 

conclusions can be drawn: 

Increasing the percentage of rubber ash, leads to a 

lower slump for fresh concrete. As for the TRA 10% mix 

design, there would be a decrease of up to 73% in the 

slump. 

The choral and secant elasticity modulus of the 

concrete will have ascending trend by increasing the 

rubber ash content such that by adding 10% rubber ash to 

concrete, the choral elasticity modulus increased up to 

14%, and the Secant elasticity modulus increased up to 

15%. 

During setting periods of 7 and 28 days, the 

compressive strength of the specimens increased by 

increasing the content of rubber ash up to 10%. However, 

by increasing the rubber ash by more than 10%, the 

concrete strength would have a descending trend. It can 

be stated that 10% of rubber ash is the optimum amount 

of rubber ash that shows the best performance of 

concrete. 

The bending strength of the concrete indicates an 

ascending trend by increasing the rubber ash content such 

that by increasing TRA up to 10%, the bending strength 

of concrete increases up to 42% more than the Ref mix 

design. 
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Persian Abstract 

 چکیده 
مورد    یکمناسب خاکستر لاست  مقدار  یینمطالعه تع   ینا  ی. هدف اصلشد  یبررس  یبتن به صورت تجرب  یکیبر خواص مکان  یکمطالعه اثرات استفاده از خاکستر لاست  یندر ا

و اسلامپ بتن تازه بود. چهار بخش مختلف خاکستر   یمقاومت خمش ی،مقاومت کشش ی،مقاومت فشار یسیته،بتن مانند مدول الاست یکیخواص مکان ی با بررس ،استفاده در بتن

استنباط کرد که افزودن    توانی، مآمددستبه  ی که از آزمایش بر روی نمونه هاجی( به مخلوط بتن اضافه شد. بر اساس نتاسیمان  وزنبر اساس    ٪10  و  ٪7.5  ،٪ 5  ،٪2.5)  یکلاست

با   یسیتهو مدول الاست  یکشش  مقاومت  ین. همچناسلامپ بتن را نیز کاهش دادو    بتن شد  یو خمش  یمقاومت فشار  باعث افزایش  یتوجهبه بتن به طور قابل  یکخاکستر لاست

 .یافت یشافزا یتر یینافزایش میزان خاکستر لاستیک در بتن در سطح پا
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A B S T R A C T  
 

 

Reinforced concrete (RC) buildings make up the majority of Indian building stocks. Structural elements 

of these buildings are often designed limited to non-ductile detailing. With a very low building 

replacement rate, many Indian buildings are vulnerable to earthquakes and pose a significant risk to lives, 
properties and economic activities. This paper examines the effectiveness of ductile-detailing in 

mitigating the seismic collapse risk by analyzing the behaviour of a four-storey RC Special Moment 

Resisting Frame (RC SMRF) using the latest codes of ductile detailing. It also aims to quantify the impact 
of lateral force resisting system detailing on the performance and cost of RC SMRF buildings and its 

benefits. The present study emphasizes the effect of ductile detailing on three fundamental aspects of the 

structure – safety, stability and economy. Two four-storeyed building models – one without ductile 
detailing and the other with ductile detailing are designed and then analyzed using non-linear static 

analysis. The results of this study represent the behaviour of ductile-detailed and non-ductile-detailed 

buildings in terms of pushover curves, and hinge behaviour and identify the mode of final failure. In 
extension to that, a cost-benefit analysis is done to study the benefits of ductile detailing with the 

increased cost. The marginal increase in initial cost associated with ductile detailing is significantly 

outweighed by the resulting savings in the repair and downtime costs during the service life of the 
building.  

doi: 10.5829/ije.2023.36.03c.04
 

 
1. INTRODUCTION1 
 
A severe earthquake is one of the most destructive 

phenomena of nature. It is impossible to predict an 

earthquake, as it causes a severe damage to the structure. 

The damage to a structure can be reduced by providing a 

proper design. In order to provide a proper design, it is 

required to estimate the actual loads (i.e., dead load, live 

load, wall load, floor load, floor finish load, seismic load, 

wind load etc.) hitting the structure accurately. Among 

all other loads, lateral dynamic loads due to wind and 

seismic forces generally exhibit the highest degree of 

uncertainty and causes more damage to the structure 

which is to be eliminated by a proper design. In seismic 

zones, structures when subjected to an earthquake, 

structure experiences more amount of the seismic energy 

in axial directions. In order to withstand and absorb the 
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energy, structure should have to produce more plastic 

deformations which can be possible by adopting ductile 

materials. Previous works on performance evaluation of 

structure considering non-ductile detailing and ductile 

detailing, in terms of capacity, damage, response 

reduction factor and drift done using static non-linear 

analysis and fragility analysis for estimation of the post 

damage yielding behaviour of structure where studies 

have shown that the design will reduce the damage in the 

structure significantly and design code is recommending 

a higher response reduction factor value, due to which the 

member size decreases and lead the structure to have 

more damage compared to the ductile detailed structures, 

thus ‘R’ need to be defined [1]. IS code recommending a 

higher ‘R’-value than the actual, which is potentially 

dangerous. The actual value of ‘R’ is expected to be even 

lower than IS recommendations, due to structural 
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irregularity leading to minor to moderate torsional 

effects, lack of quality control during the construction, 

and not following the ductile detailing requirements 

exactly as per the guidelines [2]. Other studies explore 

the current ACI seismic design code for moderate seismic 

hazard and cost-benefits of various levels of ductile 

connection detailing requirements are reviewed for steel 

buildings in the United States resulting in increased rates 

for improved ductility, and thus lower member forces, in 

the response of the structure [3]. Modal pushover 

analysis provides accurate results for low rise structures 

and consecutive pushover analysis provides more 

efficient results for high-rise and mid-rise frames [4]. 

Pushover analysis is used to predict potential weak areas 

by tracking the sequence of damages of each member in 

the structure and determining the weak joints. Finally, 

concluded that the values obtained using both the codes 

are the same. It is observed for the same loading 

conditions using ACI code displacement along Y 

direction increases compared to IS code [5]. The 

performance of a structure depends on the loads acting on 

the structure, based on the loads acting, type of analysis 

is adopted. Generally, base shear for seismic design is 

two times higher than gravity load design [6]. Seismic 

evaluation of a structure can be done by using pushover 

analysis [7-9]. Effect of ductile detailing influences the 

stability and strength of the structure [10, 11]. 

Vulnerability of a high-rise structure under seismic load 

can be evaluated using fragility curves following 

performance-based approach [12]. Exact behaviour of 

beam-column joint with ductile detailed and non-ductile 

detailed can be evaluated by applying reverse cyclic 

quasi-static stress till failure [13]. The process of 

evaluation of a structure due to seismic loading can be 

performed by pushover analysis which is used in this 

study and when a structure subjected to imposed loading 

can be performed by modal pushover analysis [14-18]. 

 

1. 1. IS 13920-2016 Code Recommendations          
Latest code for ductile detailing of structure is IS 13920-

2016 recommends to adopt ductile detailing in medium 

and high seismic zones in the structure. Those 

recommendations are: 

Seismic Zone -II can be made as ordinary moment 

resisting frame (OMRF). Ductile detailing can be 

adopted for seismic Zone-III with above five stories in 

height; for seismic Zone-IV and Zone-V, ductile 

detailing is mandatory. It recommends to use a minimum 

of M20 grade of concrete. It recommends to use M25 or 

more grade of concrete in the case of the structural height 

exceeds 15 meters in Zone – III, IV, V; use Fe415 or less 

grade of steel; use Fe500 or more if change in length of 

the member is more than 14.5%; recommends to adopt 

strong column-weak beam design concept. 

The scope of the study is limited to a low to mid-rise 

RC frame structure. Two models (i) Structure without 

ductile detailing (Model-I); (ii) Structure with ductile 

detailing (Model-II) are modelled and analysed under 

seismic Zone IV condition. Seismic analysis is done 

using non-linear static analysis (i.e., pushover analysis) 

using ETABS software. Soil-structure interaction is not 

taken into consideration which means foundation design 

and analysis is neglected. Cost estimation is done using 

CSi Detail and MS Excel software tools. This study has 

significant importance in the current scenario of existing 

buildings in India. It deals with the importance of ductile 

detailing in RC buildings with the current design practice 

and presents a cost comparison with cost-benefit 

analysis. Main objectives to be carried out in this paper 

includes, the study on the behaviour of a ductile detailed 

structure over the non-ductile detailed structure using 

pushover analysis as per new code, assessment on the 

exact behaviour of the structure using pushover curves 

and finally, to perform cost-benefit analysis. 

 
 
2. MODELING AND DESIGN OF RC FRAMES 
 

In this study, two different models are considered, one is 

without ductile detailing and other is with ductile 

detailing and the comparative study is done to assess the 

performances of both the models (Figure 1). The 

modeling, analysis and the design are performed using 

software tools i.e., CSi ETABS and CSi Detail. 

Assumed building parameters (Table 1), seismic 

parameters (Table 2) are provided below, and the 

building is assumed with a live load of 1.5 kN/m2 on 

terrace and 3 kN/m2 on typical floors, along with that wall 

loads are also taken as 4.9 kN/m2 on terrace and 14.7 

kN/m2 on typical floors (values obtained based on the 

manual calculations done considering the material unit 

weight) respectively. 

After analysing the structures using linear approach, both 

the RC frames are designed and its design section 

properties are as follows – (i) Structure without ductile 

detailing (Model-I) – Beam 350 mm X 400 mm, Column 

400 mm X 450 mm, Slab 130 mm, (ii) Structure with 

 

 

 
Figure 1. Plan and rendered view of model 
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ductile detailing (Model-II) – Beam 350 mm X 450 mm, 

Column-I 600 mm X 650 mm, Column-II 550 mm X 550 

mm, Slab 130 mm. 

After analyzing the frames based on the above 

assumed parameters, it is designed following three 

different code provisions in which for Model-I (Structure 

without ductile detailing) is designed using IS 456: 2000 

+ IS 1893: 2016 and Model-II Structure with ductile 

detailing) is designed using IS 456: 2000 + IS 1893: 2016 

+ IS 13920: 2016. The design output values of both the 

models which includes material properties (Tables 3 and 

4). 
 
 

3. PERFORMANCE ASSESSMENT ON THE 
DESIGNED MODELS 
 

To identify the maximum extent of failure of structures, 

new models have created with the designed properties 

obtained from linear approach and those new models are 

analyzed using pushover analysis with displacement 

coefficient method. 

 

 
TABLE 1. Building parameters 

Size of the plot 15 m X 15 m 

Storey height 3 m 

Total number of stories G + 3 

 

 
TABLE 2. Seismic parameters 

Zone IV 

Zone value 0.24 

Site soil type II (medium) 

Importance factor 1.5 

Response reduction factor 5 

Time period along X and Y 0.4835 sec 

 

 

TABLE 3. Designed material properties of Model-I 

Element 
Grade of 

concrete 
Main 

reinforcement 
Secondary 

reinforcement 
Cover 

Beam M25 Fe500 Fe415 25 mm 

Column M30 Fe500 Fe415 40 mm 

Slab M25 Fe500 Fe415 20 mm 

 

 

TABLE 4. Designed material properties of Model-II 

Element 
Grade of 

concrete 
Main 

reinforcement 
Secondary 

reinforcement 
Cover 

Beam M25 Fe500 Fe415 25 mm 

Column M30 Fe500 Fe415 40 mm 

Slab M25 Fe500 Fe415 20 mm 

Pushover analysis is generally used to estimate forces 

and displacements of the structure; sequence of failure of 

an element and its effects over the stability of entire 

frame; it identifies the critical regions where inelastic 

deformations are expected to be high; performance of the 

structure can be assessed on studying the pushover curves 

which includes capacity-demand curve, hinge responses; 

condition of hinges explains the severity of the entire 

structure; hinges forms in three stages namely IO- 

immediate occupancy, LS- life safety, CP- collapse 

prevention (Figure 2). 

In order to assess the performance of both the Models, 

new models are created in ETABS using the designed 

properties which were obtained first using linear 

approach are considered as inputs and created new 

models including reinforcement details using section 

designer in ETABS and analyzed using pushover 

analysis. The below mentioned figures (Figures 3 and 4) 

represents the cross-section details of beams and columns 

in both the models, which are used in creating new 

models. 

The models are assigned with hinges in beams and 

columns near the either ends of the element. For beams 

assign hinges based on the code ASCE 41-17 under table 

10-7 (concrete flexure beams) with M3 degree of 

freedom along Push X and Push Y. For columns assign 

hinges based on the code ASCE 41-13 under table 10-

8(concrete columns) with P-M2-M3 interaction under 

flexure/shear failure condition along Push X and Push Y. 
 
 

 
Figure 2. Behaviour of plastic hinge under pushover 

analysis 
 

 

  
Figure 3. Designed section details of beams and columns in 

Model-I 
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Figure 4. Designed section details of beams, columns in 

Model-II 

 

 

3. 1. Hinge Formations in Model-I            After 

pushover analysis on Model-I, the target displacement is 

observed to be 151 mm (Figure 5), the formation of 

hinges at this point are considered, which indicates that 

such amount of deformation occurs due to future 

earthquake (Figure 6). 

 

3. 2. Hinge Formations in Model-II              After 

pushover analysis on Model-II, the target displacement is 

observed to be 117 mm (Figure 7), the formations of 

hinges at this point are considered, which indicates that 

such amount of deformation occurs due to future 

earthquake (Figure 8). 
 
 
4. COST-BENEFIT ANALYSIS OF RC FRAMES 
 

A cost-benefit analysis is a process used to gauge the 

benefits of a decision or taking action minus the costs 

related to taking that action. Cost-benefit analysis is an 

economic analysis which gives you an outlook of  

 
 

 
*Blue line indicates – Bilinear FD 

*Red line indicates – Capacity curve 

*Target displacement is noted to be 151 mm 
Figure 5. Capacity-demand curve in Model-I 

 

 
Figure 6. Maximum target displacement and hinge response 

at that point 

 

 

 
*Blue line indicates – Bilinear FD 

*Red line indicates – Capacity curve 

*Target displacement is noted to be 117 mm 
Figure 7. Capacity-demand curve in Model-II 

 
 
changes in cost and the benefit which arises from it. The 

cost-benefit analysis may be applicable for both the new 

as well as old projects. It is based on an accepted social 

principle that is on individual preference. Based on the 

structural drawings obtained from the analysis and design 

configurations, the estimation and costing will be done to 

identify where actually the cost is getting fluctuated 

concerning each other and the major benefits of using 

ductile detailing are also pointed out. In depth analysis is 

carried out to find how and where the amount is getting 

increased compared to a conventional RC frame.  
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Figure 8. Maximum target displacement and hinge response 

at that point 
 

 

The main objective of cost-benefit analysis is to 

identify and compare the cost increase in ductile detailed 

building to non-ductile detailed building. In this study, 

the cost difference is investigated for structural 

components specifically. The quantity and cost 

estimation are limited to beams, columns and slabs only. 

Indirect costs such as electrification charges, sanitary 

charges are not included because those remain almost the 

same for both buildings. Labour charges and their wages 

are also considered and computed accordingly. The cost 

for 1kg of steel is taken as 56/- INR, cost for 1 m3 of 

concrete is taken as 3800/- INR and is taken based on 

‘Standard Schedule of Rates’ given by Telangana state 

I&CAD department, India, 2021. 

The complete quantity and cost comparison is given 

in Tables 5 and 6. Benefits of using ductile detailing can 

be stated after estimating the whole cost of construction 

of both the models. 

Labour wages are estimated and computed based on 

the quantity of materials such as concrete and steel 

occurred in different RCC works such as column, beams, 

slab work (Table 5). 

Wages of labour are differentiated based on labour 

category, such as skilled labour and unskilled labour. 

Mason and blacksmith come under skilled labours 

whereas Mazdoor, Beldar, Mistri, Bisti comes under 

unskilled labours. Based on Indian conditions expected  

TABLE 5. Quantity estimation comparison between the 

Models 

S. 

No 
Quantity 

Structural 

element 

Quantity 

in Model-I 

Quantity in 

Model-II 

1. 
Concrete (in 

m3) 

Slab 117.00 179.84 

Beam 100.80 25.62 

Column 60.48 98.47 

2. 
Steel Rebar 

(in kg) 

Slab 8,549.00 11,231.36 

Beam 14,050.00 10,436.53 

Column 10,426.00 23,288.51 

 

 

TABLE 6. Cost comparison between the models 

S. 

No 

Material 

Type 

Cost for 

Model-I 

Cost for 

Model-II 
Remarks 

1 Concrete 10,69,560/- 14,70,135/- 37.45% 

2 Steel Rebar 18,49,456/- 25,54,310/- 38.11% 

3 Total Cost 29,19,016/- 39,87,695/- 36.60% 

Note: The costs of the materials for both the Models are 

estimated in INR (Indian Rupee). 

 

 

out-turn of a labour per day (8 hours of work), for RCC 

work is 3.00 cum per mason. Labour requirement for 

different works in Indian condition is shown below in 

Table 7. 

Expected wages of labour are taken from “Building 

material prices and wages of labour a statistical 

compendium 2014 – National buildings organisation, 

Government of India” based on it, labour wages for (i) 

Mason – 500 INR, (ii) Unskilled labour Male – 350 INR, 

(iii) Unskilled labour Female – 300 INR. The above-

mentioned wages are computed with reference to a city 

lies in seismic Zone-IV. With reference to the above-

mentioned labour charges, total cost incurred in ductile 

detailed and non-ductile detailed are computed as 

follows:  

Benefit-cost ratio is evaluated to verify whether 

benefits over weighs cost or not (Figure 9).  

 

 
TABLE 7. Labour requirement for out-turn 

Type of work Labour type Labour per day 

RCC work (for 2.83 cum) 

Beldar 2 

Mazdoor 3 

Bhisti 1.5 

Mason 0.5 

Reinforcement work (for 1 

quintal) 

Blacksmith 1 

Beldar 1 

 



462                                 S. Chiluka and P. Oggu / IJE TRANSACTIONS C: Aspects  Vol. 36, No. 03, (March 2023)   457-464 

 

TABLE 8. Total labour wages during construction 

Type of 

work 
Labour type 

Total labour 

wages in Model-I 

(in INR) 

Total labour 

wages in Model-

II (in INR) 

Column 

Mason 20,000 32,500 

Unskilled labour 

(Male) 
28,000 45,400 

Unskilled labour 

(Female) 
24,000 39,000 

Beam 

Mason 33,000 9,000 

Unskilled labour 

(Male) 
46,200 12,600 

Unskilled labour 

(Female) 
39,600 10,800 

Slab 

Mason 39,000 60,000 

Unskilled labour 

(Male) 
54,600 84,000 

Unskilled labour 

(Female) 
46,800 72,000 

TOTAL 

COST 
 3,31,200 3,65,300 

 

 

 
Figure 9. Chart representing benefit-cost ratio of Model-II 

 

 

5. RESULTS AND DISCUSSION 
 
5. 1. Pushover Analysis Results Comparison 
5. 1. Capacity-demand Curves         Model-I exhibits a 

maximum target displacement of 155.63 mm at 2289.89 

KN base shear (Figure 10), but has a capability to exhibit 

non-linearity up to 220.45 mm at2068.35 KN base force. 

Model-II exhibits a maximum target displacement of 117 

mm at 4307.82 KN base shear but has a capability to 

exhibit non-linearity up to 162.54 mm at 3769.53 KN 

base force.  

 

5. 2. Base Shear vs Displacement Curves          It is 
noted that a maximum inelastic displacement of 275.14 

 
Figure 10. Capacity-demand curve 

 

 

mm at 2512.56 kN base shear in Model-I and a maximum 

inelastic displacement of 329.14 mm at 6612.51 kN base 

shear. This result says that the capacity of Model-II 

(Figure 11) is more as it experiences more inelastic 

deformations by absorbing more amount of base shear 

compared to Model-I. 
 

5. 3. Storey Displacement          Model-I exhibits a 

maximum displacement of 42.448 mm at 12 m height, it 

is clear that storey drift increases from base of the 

structure at an average increasing rate of 43.446 %. 

 

 

 

 
Figure 11. Base shear vs monitored displacement curves in 

Model-I and Model-II 
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Model-II exhibits a maximum displacement of 9.024 mm 

at 12 m height, it is clear that storey drift increases from 

base of the structure at an average increasing rate of 

56.968 %. As Model-II has ductile detailing and 

confinement of steel is more, so it exhibited less storey 

displacement (Figure 12). 
 

 

6. SUMMARY AND CONCLUSIONS 
 

From the hinge responses obtained from pushover 

curves, in non-ductile detailed structure, the performance 

of this model says that it has less capacity and resistance 

against seismic load and its target displacement is 151 

mm which means that the structure experiences such 

displacement under future earthquake. Whereas, in 

ductile detailed structure, target displacement is 117 mm 

and less hinges are formed which are in the limits (none 

exceeded collapse prevention stage), and hinge response 

says that the structure can safely carry the future seismic 

load. Maximum inelastic displacement of 329.14 mm at 

6612.51 kN base shear is recorded in ductile detailed 

structure, where non-ductile detailed has experienced 

275.14 mm at 2512.56 kN base shear which says that 

ductile detailed structure has high ability to take absorb 

forces acting due to seismic excitation. Since lateral ties, 

stirrups are used more near the supports in Model-II to 

enhance the stiffness of the structure in column and 

beams resulting in strong-column weak-beam 

mechanism and usage of low-grade of steel in ductile 

detailed structure has increased the ductile nature of the 

structure resulting in more plastic deformations, which is 

a desirable property.Further, a maximum storey 

displacement of 42.44 mm is observed in non-ductile 

detailed structure, whereas a maximum of 9.02 mm is 

observed in ductile detailed structure. Ductile detailed 

structure has 78.74% less displacement compared to non-

ductile detailed structure. Ductile detailed structure is 

more flexible than structure without ductile detailing. It 

is possible to create “no sudden collapse (brittle failure)” 

using ductile detailing. Occupants will have sufficient  
 

 

 
Figure 12. Maximum storey displacement 

warning before its final failure. Plastic deformations will 

be more and energy will get dissipated uniformly 

reducing the impact of seismic effect on the structure. 

Further, it was also observed that the structure with 

ductile detailing has increased its cost by 36.60% 

compared to structure with non-ductile detailing, due to 

a greater number of steel bars in ductile detailed 

structure. Rebar count is more in Model-II with an 

increased value of 38.11% and it is mainly due to 

confinement of reinforcement in beams. As the grade of 

steel in Model-II is restricted to Fe415, a greater number 

of bars are used to enhance the lateral stability of the 

structure, due to which geometry is required more, which 

reflected in more quantity of concrete consumption in 

Model-II with an increased rate of 37.4%. As lateral ties, 

stirrups are more used more near the supports in ductile 

detailed structure to enhance the stiffness of the structure. 

Labour wages estimation between both the Models have 

shown minimal difference in its cost, therefore labour 

wages difference is not much effective. Benefit-cost ratio 

is high in ductile detailed structure and benefits exceeds 

over cost, and it was found that the marginal initial cost 

increase associated with ductile detailing is considerably 

outweighed by the resulting savings in the repair and 

downtime costs and concludes that it is economical. 
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Persian Abstract 

 چکیده  

اکثریت ساختمان های هند را تشکیل می دهند. عناصر سازه ای این ساختمان ها اغلب محدود به جزئیات غیر شکل پذیر طراحی می شوند. با   (RC)ساختمان های بتن آرمه  

ای اقتصادی به همراه  فعالیت ه نرخ بسیار پایین تعویض ساختمان، بسیاری از ساختمان های هندی در برابر زلزله آسیب پذیر هستند و خطرات قابل توجهی برای جان، اموال و

  RC (RC SMRF)ر ممان ویژه دارند. این مقاله اثربخشی جزئیات شکل پذیر را در کاهش خطر فروپاشی لرزه ای با تجزیه و تحلیل رفتار یک قاب چهار طبقه مقاوم در براب

های ثیر سیستم مقاوم در برابر نیروی جانبی بر روی عملکرد و هزینه ساختمانبا استفاده از آخرین کدهای جزئیات انعطاف پذیر بررسی می کند. همچنین هدف آن تعیین کمیت تأ

RC SMRF    یکی    -ایمنی، پایداری و اقتصاد تأکید دارد. دو مدل ساختمان چهار طبقه    -و مزایای آن است. مطالعه حاضر بر تأثیر جزئیات شکل پذیر بر سه جنبه اساسی سازه

جزئیات شکل پذیر طراحی شده و سپس با استفاده از تحلیل استاتیکی غیر خطی مورد تجزیه و تحلیل قرار می گیرند. نتایج این مطالعه بدون جزئیات شکل پذیر و دیگری با  

بسط آن، یک تحلیل  های فشار آور و رفتار لولا و شناسایی حالت شکست نهایی است. در  پذیر از نظر منحنی پذیر و غیر شکل های با جزئیات شکل نشان دهنده رفتار ساختمان 

ر به طور قابل توجهی با صرفه  فایده برای مطالعه مزایای جزئیات شکل پذیر با افزایش هزینه انجام می شود. افزایش حاشیه ای در هزینه اولیه مرتبط با جزئیات شکل پذی-هزینه

  جویی در هزینه های تعمیر و خرابی در طول عمر ساختمان جبران می شود.
 

https://doi.org/10.1080/13632469.2018.1528911
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A B S T R A C T  
 

The global navigation satellite system (GNSS) is becoming a vital positioning technology across various 

services. The ephemeris quality is one of the factors that directly impact the user's position accuracy. 

Some applications, such as investigations into Earth's crustal dynamics, need more precise ephemeris 
data than broadcast ephemeris. Several institutions, such as the international GNSS service (IGS), have 

developed precise orbital services to enable these applications. Unfortunately, data rates for such precise 

orbits are often confined to 15 minutes. In this paper, in order to generate precise ephemeris with the 
broadcast sampling period, the well-known Lagrange interpolation method is used. Furthermore, a 

comparative GPS and Galileo position analysis corresponding to the broadcast and precise ephemeris 

over a typical day in September 2021 is presented. To get insight into comparative positioning analysis 
over Hyderabad Station, the ENU (East-North-Up) directional errors, satellite visibility and horizontal 

accuracy parameters are considered. Based on the numerical analysis, standalone Galileo has similar 

capabilities to GPS, and it can be used in Multi-GNSS over India and its surrounding areas. This work 

may help in the development of single- or dual-frequency GNSS receivers for civilian navigation 

services. 

doi: 10.5829/ije.2023.36.03c.05 
 

 
1. INTRODUCTION1 
 
The GNSS consist of the GPS, GLONASS, Galileo and 

Compass systems with global coverage. Currently, the 

GPS, Glonass and Compass are fully operational and 

enable autonomous geo-spatial positioning. They are also 

being gradually modernized. The European Space 

Agency (ESA) and the European Union (EU) are also 

working on Galileo, which is the latest civilian-controlled 

GNSS [1]. Galileo is a more appropriate system for 

safety-critical applications for civilian users than existing 

satellite navigation systems. Galileo comprises of 30 

MEO (Medium Earth Orbit) satellites constellation. 

Currently, 22 satellites are operational and are visible 

from India at different times. Currently, it is not yet fully 

operational, but the initial services were started in 

December 20161.2Galileo is expected to introduce new 

modernization elements other than GPS and GLONASS 

in soon2.3Because Galileo is still in its early stages with 
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initial services, it is more important to evaluate its 

performance with existing constellations. Characterizing 

the Clock and Ephemeris errors of the GNSSs is a key 

part of validating the assumptions for such integrity 

evaluation of GNSS Safety-of-Life (SoL) augmentation 

systems. In the past few years, there haven't been many 

studies that used both ground-based and space-based 

GNSS observational data. Some researchers are 

analysing Galileo’s absolute positioning performance in 

navigation [2, 3]. With ample research demonstrating the 

benefits of Galileo in multi-GNSS environments in 

various geographical regions [4-8], there has been a lack 

of study to demonstrate the performance of Galileo in 

India, especially with mass-market GNSS receivers. 

However, very little research on Galileo's performance 

evaluation over India has been reported [9]. There are 

also some studies mainly focusing on the accuracy of 

navigation systems related to multiple GNSS 

components [10-13]. In this research work, an attempt 

21 https://www.gsc-europa.eu/system-status/Constellation-Information 
32  https://en.wikipedia.org/wiki/Galileo(satellite_navigation)#cite_note-2 
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has been made to enhance position accuracy using 

integrated ground- and space-based observations. This 

paper examines the impact of broadcast and precise 

ephemerides on GPS and Galileo observations over 

Hyderabad station. 

The structure of the paper is as follows: Following 

the introduction, section 2 provides a brief description of 

the research approach, focusing on the Lagrange 

interpolation algorithm used to analyze Galileo and GPS 

navigation data. Section 3 outlines the results and 

discussions based on the cases studied. The GPS and 

Galileo data sets are used, and some issues with precise 

and broadcast data are identified. The characterization of 

the observed horizontal accuracy is addressed and 

discussed in the ENU reference frame, in which the mean 

and the 50th and 95th percentiles are measured. The 

paper concludes with final remarks. 

 
 

2. METHODOLOGY 
 

A highly sensitive multi-GNSS Novatel triple-frequency 

GPStation-6 receiver with GPS-703-GGG choke ring 

antenna is used to test the performance of Standalone 

Galileo and GPS. This was mounted at the Advanced 

GNSS Research Laboratory (AGRL), Department of 

Electronics and Communication Engineering, Osmania 

University, Hyderabad, India. The linear combination 

positioning solutions of Galileo E1/E5a and GPS L1/L5 

observables in receiver independent exchange format 

(RINEX) files are acquired at 30-second intervals over a 

24-hour period. In this paper, the GPS and Galileo 

satellite positions and satellite clock corrections related 

to broadcast ephemeris and precise IGS site products are 

compared. Moreover, the standalone Galileo and GPS’ 

position accuracy capabilities corresponding to both 

orbital data are also evaluated. 

 
2. 1. Lagrange’s Interpolation            The GNSS 

satellites transmit a broadcast ephemeris (BE) composed 

of Keplerian elements as a navigation message. It enables 

orbit information to be calculated at any time over a two-

hour validity period. Its orbital precision is around 3 m, 

and its satellite clock accuracy is about 7 ns. The orbit 

and clock inaccuracies of BE products determine their 

single-point-positioning (SPP) accuracy. For accurate 

positioning on the Earth, the precise orbit of GNSS 

satellites must be known. In contrast to broadcast orbits, 

precise satellite orbits or precise ephemeris (PE) are more 

accurate [14]. It is derived directly from the post-mission 

precise orbital services, specifically IGS [15]. This 

information contains the precise three-dimensional (3D) 

positions for all GNSS satellites as well as the satellite 

clock corrections, which are generally reported in an 

standard product-3 (SP3) formatted file. Thus, a 

Keplerian calculation is not necessary to obtain precise 

satellite orbits [16]. The satellite orbits and the clock 

corrections provided by IGS are far more accurate than 

the broadcast orbits, which are 5 cm and 0.1 ns, 

respectively [17]. Broadcast ephemerides are useful for 

visibility analysis, observation data quality control, and 

relative navigation despite their lower accuracy.  

The precise IGS orbits are usually available for every 

15-minute interval of time. With the interpolation 

technique, it is possible to obtain precise orbital 

coordinates with the broadcast sample period [18]. 

Interpolation is a mathematical technique for deriving 

new data points from a discrete set of previously known 

data points. In addition, it facilitates determining the 

accuracy of broadcast coordinates by comparing them 

with interpolated precise coordinates [19]. The well-

known Lagrange Interpolation has often been used to 

generate the interpolated PE measurements, in particular 

for GPS satellites [20, 21]. The Lagrange method is better 

than Newton's because it can be used with values that are 

not evenly spaced [22]. The Lagrange formulae 

(Equations (1) to (4)) are used to determine the value of 

a mathematical function at any intermediate value of the 

independent variable. 

Let 𝑓0, 𝑓1, 𝑓2, …, 𝑓𝑛 be the value of the specific data 

at time 𝑡0, 𝑡1, 𝑡2, …, 𝑡𝑛. An approximation of 𝑓1given 

by 𝑝(𝑡), at any time 𝑡 is given by [23]: 

𝑝(𝑡) = 𝑎0𝑓0 + 𝑎1𝑓1 + 𝑎2𝑓2 + ⋯ + 𝑎𝑛𝑓𝑛 = ∑ 𝑎𝑖
𝑛
𝑗=1 𝑓𝑖   (1) 

where: 

𝑎𝑖 =
(𝑡−𝑡0)(𝑡−𝑡1)…..(𝑡−𝑡𝑖−1)(𝑡−𝑡𝑖+1)……(𝑡−𝑡𝑛)

(𝑡𝑖−𝑡0)(𝑡𝑖−𝑡1)…..(𝑡𝑖−𝑡𝑖−1)(𝑡𝑖−𝑡𝑖+1)……(𝑡−𝑡𝑛)
  (2) 

Because 𝑎𝑖 coefficient is a function of 𝑡, it is also known 

as 𝐿𝑖(𝑡) which stands for Lagrange operator. Now, in 

Equation (2) we can replace  𝑡 with  𝑡0, 𝑡1, 𝑡2, …, 𝑡𝑛 

𝑎𝑖 = 𝐿𝑖(𝑡) = {
1, 𝑓𝑜𝑟 𝑡 = 𝑡𝑖

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (3) 

Going back to Equation 1 and substituting again 𝑡 

by 𝑡0, 𝑡1 ,𝑡2,  …,𝑡𝑛, we get: 

𝑝(𝑡0) = 𝑓0, 𝑝(𝑡1) = 𝑓1, 𝑝(𝑡2) = 𝑓2, …, 𝑝(𝑡𝑛) = 𝑓𝑛 (4) 

After obtaining the precise interpolated results, the BE 

and PE measurements are evaluated by comparing 

satellite ECEF (Earth-Centered-Earth-Fixed) coordinates 

and clock parameters. 
 

2. 2. User Position Analysis           As users are 

interested primarily in the positioning accuracy of GNSS, 

the user's position is expressed as latitude (ɸ), longitude 

(λ), and height/altitude (h) values in a spherical 

coordinate system (LLA). Generally, a rectangular 

coordinate system, like ENU is the best to use to quantify 

position errors in local topo-centric coordinates. The E 

and N axes are parallel to the orientation of the receiver's 

latitude and longitude, respectively. On the other hand, 

the up-axis is perpendicular to both of these axes in the 
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upward direction. To get ENU coordinates, firstly, the 

conversion between LLA and ECEF coordinates is 

achieved by using Equation 5. Kuna et al. [24] mentioned 

formulae are used to get ENU coordinates.  

X = (
𝑎

𝜒
+ ℎ) cosɸ cosλ 

Y = (
𝑎

𝜒
+ ℎ) cosɸ sinλ 

Z = (
𝑎(1−𝑒2)

𝜒
+ ℎ) cosɸ cosλ 

(5) 

where 𝜒 = √1 − 𝑒2𝑠𝑖𝑛2ɸ  here ‘a’ and ‘e’ are the semi-

major axis and eccentricity of the ellipsoid respectively. 

Here, the earth’s surface is approximated by an ellipsoid 

with ‘a’ and the flattening ‘f’ parameters. 

In order to illustrate the systematic error behavior of 

estimated two-dimensional (2D) user position estimation 

(which includes east and north dimensions), it will be 

displayed in a 'scatter plot'. Furthermore, the most 

popular static 2D position accuracy parameters of GNSS 

are DRMS (Distance Root Mean Square) and CEP 

(Circular Error Probability). Here, the radius of a circle 

is centred at the true position and the position solutions 

with their associated probability ranges are presented in 

a scatter plot. Equations in Table 1 represent GNSS static 

position accuracy measurements, with the standard 

deviation calculated by computing Equation (6). It is 

used to figure out the standard deviation of all directional 

errors after the ENU coordinates have been estimated. 

𝜎𝑥 = √
∑ (𝑥𝑖−𝑥̅)2𝑛

𝑖=1

𝑛−1
  (6) 

where 𝑥𝑖 is the east component of an estimated ith position 

sample, 𝑥̅  be the average measurement of a static 

position in the east direction. Similar expressions may 

well be defined for north (y) and up (z) coordinates [25].  
 

 

3. RESULTS AND DISCUSSION 
 
The article discusses a comparative evaluation based on 
the satellite and user positions of the standalone GPS and 
Galileo systems over a low-latitude station. In addition to 
this, the formal analysis of the orbit accuracy and satellite 
clock corrections corresponding to BE and PE 
measurements is presented. The results of data analysis 
are presented below for individual constellations. The 
first section examines standalone GPS observations, and 
 

 

TABLE 1. Static positioning horizontal accuracy (2D) 

measures [20] 

Accuracy Parameters Equation Probability 

CEP 0.62 𝜎𝑥 + 0.56 𝜎𝑦  50% 

DRMS √(𝜎𝑥
2 + 𝜎𝑦

2)  65% 

2DRMS 2√(𝜎𝑥
2 + 𝜎𝑦

2)  95% 

the second section examines standalone Galileo 

observations. At the time of this observation, GPS 

consisted of 30 satellites, whereas Galileo only had a total 

of 22 satellites. Instead of examining each satellite, 

relative to satellite availability at the observation site, 

GPS pseudorandom noise (PRN) 24 (G24) and Galileo 

PRN 7 (E7) are considered. It is noticed that the G24 

satellite has a less stable block IIF Cesium atomic clock, 

whereas E7 satellite uses very stable passive hydrogen 

masers. These two satellite measurements are used to 

compare orbital accuracy and clock corrections.  

 
3. 1. Standalone GPS            During GPS week 2177 on 

September 30, 2021, over the observed station, the G24 

has a vicinity period between 00:00:00 and 08:05:12, 

which corresponds to GPS time between 345600 and 

374730 seconds. So, the BE and PE measurements are 

shown along with the G24 satellite's orbits and clock 

corrections during the aforementioned time period. 

 

3. 1. 1. Lagrange Interpolation Results          Figure 1 

illustrates the similar orbital behavior of the G24 for both 

precise and interpolated ECEF measurements. In this 

figure, the y-axis denotes the GPS satellite position data 

samples, while the x-axis represents the amount of time 

that the GPS satellite was visible. The SP3 data file's X, 

Y, and Z coordinates with 5 minutes sample period for 

the GPS satellite in the ECEF coordinate system are 

signified as a dotted line (Figure 1(a)). By interpolation, 

289 number of initial samples are increased to 3853 

samples.  Figure 1(b) represents smoothed interpolated 

path of XYZ coordinates of GPS satellite with increased 

time samples for every 30 seconds along the X axis. It 

reveal the behaviour of the interpolation algorithm, but 

not the accuracy of the coordinates. In three TOWC 

(Time of Week Count) periods, there were discontinuities 

between 351000 and 351480 seconds, 357000 and 

358080 seconds, and 367800 and 368280 seconds are 

observed. In UTC (Coordinated Universal Time) 

(hrs:min:sec), the discontinuities are 01:29:42 

(hrs:min:sec) to 01:37:42 (hrs:min:sec), 03:09:42 

(hrs:min:sec) to 03:27:42 (hrs:min:sec), and then 

06:09:42 (hrs:min:sec) to 06:17:42 (hrs:min:sec). There 

are several reasons for this kind of discontinuities usually 

occurs, but primarily due to BE's updating. 

Figure 2 (a-c) illustrates the variation in computed 

broadcast coordinates and interpolated precise ECEF 

coordinates of the G24 satellite. It is noticed that the X, 

Y and Z coordinates using BE and PE overlap each other; 

the differences are minor. Figure 2(d) shows a 

comparison between both ECEF coordinates related to 

BE and PE, during the satellite vicinity period. In view of 

the all-estimated satellite ECEF coordinates, the 

difference between BE and PE is in the 4 metre range 

only. On Figure 3(a), the orientation of the G24 satellite 

is illustrated in relation to its elevation angle. This 
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satellite with zero elevation has been observed at TOWC 

between 374760 and 432000 seconds, corresponding to 

UTC times between 05:05:42 (hrs:min:sec) and 19:55:42 

(hrs:min:sec). As part of this observation, it was noted 

that the G24 had orientation between lower (<10°) and 

higher (>50°) elevations. The G24 satellite clock 

corrections related to BE are overlaid on those for PE 

(Figure 3(b)). Also, a similar pattern of discontinuities is 

seen in Figure 3(b). The clock discontinuities are the 

difference between the current and prior broadcast 

ephemeris sets' clock offsets. The BE-PE clock 

corrections difference is detailed in Figure 3(c), and it is 

nearly 3 picoseconds or 300 nanoseconds. 
 

 

 
Figure 1. The GPS PRN-24 satellite precise ECEF orbit 

coordinates derived from a) SP3 file and b) Lagrange 

interpolated 
 

 

 
Figure 1. Variation of GPS PRN-24 satellite Broadcast and 

Precise ECEF a) X-directional b) Y-directional c) Z-

directional coordinates and d) Comparison of BE and PE 

ECEF coordinates during satellite vicinity period   

 
Figure 2. Variation of GPS PRN-24 satellite a) Elevation 

angle (degrees) b) Comparative variation and c) Deviation 

between BE and PE Clock corrections corresponding to 

UTC time  

 

 

3. 1. 2. User Position Analysis Corresponding to BE 
and PE          In order to quantify the accuracy of the BE 

and PE measurements, the user position is computed 

using the Least Squares (LS) Algorithm, based on both 

orbital measurements [26]. Figure 4 depicts a scatter plot 

of the user position latitude and longitudinal variations. 

It is found that the user positions corresponding to BE 

and PE are aligned more than 70% of the time, and only 

a small percentage of user positions are deflected from 

the reference position. Over a typical day, the receiver 

tracks a maximum of 12–6 GPS L1, L2, and L5 

compatible frequency satellites at the observed location, 

for a total of 30 satellites. Because the L5 band has only 

16 GPS satellites, 9-1 GPS (L1, L5) satellites are visible 

from the observed location on the observed day, as shown 

in Figure 5(a). Here, Figure 5 (b-d) shows the variation 

of estimated ENU coordinates of the user's position based 

on GPS BE and PE measurements. Table 2 summarized 

the calculated mean and standard deviation for ENU 

directional errors related to both BE and PE. In the case 

of PE-based ENU errors, east errors are much more 

deviated (mean = 13.97) compared to north (mean = 

7.99) and up errors (mean = 4.90). For the GPS, the 

horizontal accuracy parameters are shown in Table 1, 

with respective percentile confidence regions. The CEP, 

DRMS, and 2DRMS for BE and PE measurements were 

16.82 m, 20.48 m, 40.96 m, and 13.09 m, 16.10 m, and 

32.20 m, respectively, throughout the observed day. 

 
3. 2. Standalone Galileo               During GPS week 

2177 on September 30, 2021, over the observed station, 

the E24 has a vicinity period of between 05:21:00 and 
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Figure 4. Scatter Plot of Estimated Latitude and 

Longitudinal variations of standalone GPS on 30 September 

2021 

 

 

 
Figure 3. Variations of a) GPS dual and triple frequency 

Satellite visibility and Comparative variation of BE and PE 

user position in b) East, c) North and d) Up coordinates (m) 

with respective standard deviation (m)  and mean (m) 

 
 

16:36:42, which corresponds to GPS time between 

364920 and 405420 seconds. So, the orbits of the E24 

satellite and the clock corrections for BE and PE 

measurements are shown during the time period 

mentioned above.  

 
3. 2. 1. Lagrange Interpolation Results          Figure 6 

(a-b) shows the E7's orbital behaviour for both precise 

and interpolated ECEF measurements. In contrast to G24 

ECEF coordinates, no discontinuities were detected in E7 

satellite coordinates with respect to UTC.  

There are several reasons for this, because the GPS 

system, which use atomic frequency standards like those 

of block IIR rubidium, IIF cesium, and GPS III rubidium 

clocks, seems to have a greater proportion of satellites 

with greater clock noise than Galileo, which employs 

predominantly highly stable passive hydrogen masers. 

This drastically reduces Galileo's error rate by decreasing 

clock prediction error. Secondly, the shortened update 

period of the orbit information for on-board Galileo 

satellites provides a significantly higher upload rate of 

the broadcast navigation data compared to GPS, hence 

reducing orbit and clock extrapolation errors [8]. This 

feature of Galileo may be helpful in highly sensitive 

GNSS applications. Figures 7 (a-c) show how E7 satellite 

ECEF coordinates change over time. The marginal 

comparisons of BE and PE satellite coordinates have 

similar variations and appear to mostly overlap each 

other. Even the difference is insubstantial, as shown in 

Figure 7(d). 

In view of the all estimated satellite ECEF 

coordinates, the difference between BE and PE is in the 

4 meter range which is quite similar to GPS. On Figure 

8a, the orientation of the G24 satellite is illustrated in 

relation to its elevation angle. The E24 satellite is visible 

over a minimum 2-hour period with a high elevation 

angle (>60°). Figure 8b shows the Clock Corrections for 

BE and PE, which appear to be overlapped on each other. 

The BE-PE clock corrections difference is detailed in 

Figure 8c and it ranges approximately to 3ns. It indicates 

that the clock correction parameters related to BE and PE 

are quite similar for observed E7 satellite.  

 

3. 2. 2. User Position Analysis Corresponding to BE 
and PE           The scatter plot of user position latitude and 

longitudinal variation is depicted in Figure 9. There are 

substantial variations in positioning solutions, and they 

are widely scattered relative to a fixed receiver reference 

position. On a typical day, the receiver observes a 

 

 

 
Figure 6. Plot of Galileo PRN-E7 satellite precise ECEF 

orbit coordinates derived from a) SP3 file and b) Lagrange 

interpolated 
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Figure 74. Variation of Galileo PRN-E7 satellite Broadcast 

and Precise ECEF a) X-directional b) Y-directional c) Z-

directional coordinates and d) Comparison of BE and PE 

ECEF coordinates during satellite vicinity period 

 

 

 
Figure 8. Variation of Galileo PRN-E7 satellite a) Elevation 

angle (degrees) b) Comparative variation and c) Deviation 

between BE and PE Clock corrections corresponding to 

UTC time 

 

 

maximum of 9 and a minimum of 5 satellites, out of the 

22 deployed Galileo satellites, as illustrated in Figure 10 

(a). Figure 10 (b-d) depicts the estimated ENU 

coordinates of user position, mean, and standard 

deviation for the BE and PE orbits of the Galileo 

constellation. In the case of PE-related ENU directional 

errors, Table 2 reveals that the east error (mean = 14.30 

m) is significantly more deviated (similar to GPS) than 

the north and up directional errors (mean = -1.99 m and -

5.42 m, respectively). Table 3 contains the standard 

deviation values for positional errors. For Galileo, the 

standard deviation of east, north, and up computations 

employing PE measurements are 69%, 62%, and 77% 

more precise than with BE measurements, respectively. 

In contrast, the standard deviations of east, north, and up 

directional errors for GPS PE measurements are 18%, 

27%, and 37% more accurate than BE measures, 

respectively. Table 4 shows the 2D horizontal position 

precision characteristics. During the observed day, the 

CEP, DRMS, and 2DRMS with respective percentile 

confidence areas for Galileo BE and PE measurements 

are 12.13 m, 16.22 m, 32.45 m and 3.86 m, 5.01 m, 10.03 

m. The Galileo has a more precise horizontal accuracy 

than GPS, whose 95th percentile value is approximately 

three times greater at 32.20 m compared to 10.30 m. 

 

 

 
Figure 9. Scatter Plot of Estimated Latitude and 

Longitudinal variations of standalone Galileo on 30 

September 2021 

 

 

 
Figure 5. Variations of a) Galileo dual frequency Satellite 

visibility and Comparative variation of BE and PE user 

position in b) East, c) North and d) Up coordinates (m) with 

respective standard deviation (m)  and mean (m)  
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TABLE 2. Mean of the East, North and Up directional errors 

(m) for Standalone GPS and Galileo on 30 September 2021 

(DOY-273) 

Constellation Measurements 
Mean (m) 

East North Up 

Standalone 

GPS 

BE -13.04 -6.76 -3.65 

PE -15.23 -4.78 -5.90 

Standalone 

Galileo 

BE -16.48 0.73 -4.70 

PE -14.30 -1.99 -5.42 

 

 
TABLE 3. Standard deviations in the ENU coordinate system 

for Standalone GPS and Galileo on 30 September 2021 (DOY-

273) 

Constellation Measurements 
Standard Deviation(m) 

East North Up 

Standalone 

GPS 

BE 17.22 11.08 7.84 

PE 13.97 7.99 4.90 

Standalone 

Galileo 

BE 15.58 4.54 9.87 

PE 4.71 1.71 2.21 

 

 
TABLE 4. The Horizontal precision estimation parameters as 

CEP, DRMS, and 2DRMS values for Standalone GPS and 

Galileo on 30 September 2021 (DOY-273) 

Constellation Measurements 
CEP 

(m) 

DRMS 

(m) 

2DRMS 

(m) 

Standalone 

GPS 

BE 16.82 20.48 40.96 

PE 13.09 16.10 32.20 

Standalone 

Galileo 

BE 12.13 16.22 32.45 

PE 3.86 5.01 10.03 

 

 

4. CONCLUSIONS 
 
The performance of SPP is evaluated in order to assess 

the GPS and Galileo satellites' precise and broadcast 

measurements as well as clock offsets over a low latitude 

station. During the observation period, the E7 satellite 

has a better clock offset of 3 ns than the G24 satellite (300 

ns) with BE and PE measurements. It is noticed that 

Galileo outperforms GPS with more L1-L5 satellite 

visibility and a high update rate of navigation messages 

over the observation period. The numerical results show 

that the GPS north, east, and vertical components 

typically improve about 63%, 15%, and 13%, while 

Galileo improves by 41%, 14%, and 38% corresponding 

to PE measurements. The PE measures improve CEP and 

2DRMS values by 68% and 69% for Galileo and 22% 

and 21% for GPS, respectively. During the observations, 

it was observed that the Galileo offers better accuracy 

than the GPS with PE measurements and low clock offset 

error. This kind of analysis is useful for future research 

with regional and global constellations in low-latitude 

areas. 
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Persian Abstract 

 چکیده 
یکی از عواملی است   ephemerisدر حال تبدیل شدن به یک فناوری موقعیت یابی حیاتی در سرویس های مختلف است. کیفیت   (GNSSسیستم ماهواره ای ناوبری جهانی ) 

ر دقیق تری نسبت به گذراهای پخش که مستقیماً بر دقت موقعیت کاربر تأثیر می گذارد. برخی از برنامه ها، مانند تحقیقات در مورد پویایی پوسته زمین، به داده های زودگذ

را برای فعال کردن این برنامه ها توسعه داده اند. متأسفانه، نرخ داده برای   ، خدمات مداری دقیقیGNSS (IGS)شده نیاز دارند. چندین مؤسسه، مانند سرویس بین المللی  

برداری پخش، از روش درون یابی معروف لاگرانژ استفاده شده دقیقه محدود می شود. در این مقاله، به منظور تولید ابطال دقیق با دوره نمونه  15چنین مدارهای دقیقی اغلب به 

ارائه شده است. برای به دست   2021و گالیله مقایسه ای مربوط به پخش و قطعی دقیق در یک روز معمولی در سپتامبر    GPSزیه و تحلیل موقعیت  است. علاوه بر این، یک تج

امترهای دقت افقی در  بالا(، دید ماهواره و پار-شمال-شرق) ENUآوردن بینش در مورد تجزیه و تحلیل موقعیت یابی مقایسه ای بر روی ایستگاه حیدرآباد، خطاهای جهت  

در هند و مناطق اطراف آن   Multi-GNSSاست و می توان از آن در  GPSنظر گرفته شده است. بر اساس تجزیه و تحلیل عددی، گالیله مستقل دارای قابلیت های مشابه با  

 ناوبری غیرنظامی کمک کند.  تک فرکانس یا دو فرکانس برای خدمات  GNSSهای استفاده کرد. این کار ممکن است به توسعه گیرنده
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A B S T R A C T  
 

 

In this study, in order to control the compaction quality of the coarse-grained soils used in sub-base and 

base layers of several road construction projects, the dynamic penetration test (DPT) has been conducted 

on 50 locations using both dynamic penetrometer of light (DPL) and dynamic penetrometer of medium 
(DPM). First, in order to obtain the results independently from the penetrometer type, the dynamic cone 

resistance (qd) values were calculated in each location based on hammer blows of both DPL and DPM. 

Next, the average values of qd obtained by both the penetrometers, were correlated with the percentages 
of relative compaction (RC) in the same location obtained by performing the sand cone test on location 

and modified proctor test in laboratory. Accordingly, it was extracted a power correlation between the 
qd values and RC percentages, with the determination coefficient (R2) of about 0.64. Then, for 

considering the effect of soil grains size using the median particle size (D50), a more accurate power 

correlation was obtained which as a result, the R2 value enhanced to 0.89. Furthermore, in order to 
consider the soil vertical stresses caused by depth of testing as well as obtaining a normalized 

relationship, the qd values were divided by the vertical stresses and correlated with the RC percentages. 

Afterwards, regarding the effect of soils grains size and also their gradation properties, this time by using 
the dimensionless coefficients of uniformity (Cu) and curvature (Cc), it was extracted an other 

normalized power correlation. The results showed that the R2 value enhanced from about 0.49 to 0.92. 

doi: 10.5829/ije.2023.36.03c.06 
 

 
1. INTRODUCTION1 
 
Dynamic penetration test (DPT) is one of the in-situ tests 

which is employed for estimating the resistive properties 

of soils. DPT is an economical and simple method for 

assessing and determining the strength of the soil layers 

in civil projects. In this test, the dynamic energy resulting 

from a hammer drop with a specific weight and height, 

causes the penetration of a rod with conical tip into the 

ground, and the number of hammer blows needed for a 

specific penetration of cone is a criterion for evaluating 

the materials compaction. In each step of cone 

penetration, typically the number of blows for 

penetration of 10 and 20 cm, is recorded as N10 and N20, 

respectively. The NF P94-105 [1], BS 5930 [2], EN ISO 
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22476-2 [3] and ASTM D6951/D6951-09 [4] are among 

the accepted standards. 

In addition to the number of blows achieved by DPT, 

the dynamic penetration index (DPI) or dynamic cone 

penetration index (DCPI) which is usually presented in 

the unit of millimeters/blow, explains the penetration 

depth of cone’s tip into the soil for every hammer blow. 

Generally with increasing the strength or toughness of the 

soil materials, the number of blows for a specific 

penetration is increased, and consequently the DPI value 

is decreased. 

Other way for using the DPT results, is calculating of 

the dynamic cone resistance ( dq ). Sanglerat [5] assumed 

that the penetration of cone into soil is similar to a driven 

pile and accordingly, showed that the 
dq  is calculated as 

follows: 

 

 

mailto:khodaparast@qom.ac.ir


474                                     S. M. S. Ghorashi et al. / IJE TRANSACTIONS C: Aspects  Vol. 36, No. 03, (March 2023)   473-480 

 

.( )d

m mgh
q

m m Ae
=

+
 (1) 

where A is cross-section area of the cone, e is the average 

of cone penetration in each blow (the DPI can also be 

used instead of e), h is the height of hammer drop, m is 

hammer mass, m' is total mass of penetrometer (except 

hammer) and g is gravity acceleration.   

In Some standards, Equation (1) is also suggested [3], 

and just instead of e, the values of 0.1/N10 (e.g. DPL and 

DPM) and 0.2/N20 (such as DPHB) are substituted. As 

shown in Equation (1), the advantage of using the 
dq

parameter is that it has less dependence to the type of 

chosen penetrometer due to consider the value of 

penetrometer energy, the cone geometry and the 

penetrometer mass [6].   

One of the important factors that can be effective on 

the results of all penetration tests, is the vertical stress 

emanated from the overburden of soil mass which 

increases with an increase in depth. Increasing the 

vertical stress and consequently, increasing the lateral 

pressure on the cone’s penetrometer will affect the results 

of the test, but its effect varies in different soils. 

Accordingly, some studies that the penetration test results 

should be corrected for different depths. Also, in the 

standard penetration test (SPT) which is used 

significantly in literature [7, 8]. This correction is 

referred to as overburden correction [9]. In DPT such as 

SPT, the existence of overburden stresses can affect the 

results obtained by the test. Lee et al. [10] introduced the 

normalized parameter of dynamic cone resistance (
,d nq ) 

to eliminate the effect of vertical stress and its lateral 

pressure. Also, other important factor can affect on DPT 

results is while the DPT is carried out in a hand excavated 

pit [11]. 

As mentioned before, simple equipments have been 

used in DPT, hence this test is considered as a 

inexpensive, simple and fast method. Due to the 

mentioned advantages, this test is a common favored test 

in everyday application to identify the important physical 

and strength parameters in different soils. Accordingly, 

this test has been used in various studies for different 

purposes, including the estimation of density and unit 

weight [12-14], relative density [15-17], shear strength 

and its related parameters [10, 18, 19], etc. 

In order to use the DPT results and their relation with 

geotechnical properties of fine-grained soils, various 

studies have been conducted, especially in compaction 

quality control of the soils layers in road projects [20, 21]. 

This is while that the majority of previous studies on DPT 

results and their relation with compaction control of 

coarse-grained soil layers, have been performed on 

physical models made in laboratory [22-25]. In these 

studies, DPT is mainly carried out on a physical model 

with limited dimensions. While in the mentioned studies, 

it has been tried to keep the dimension of the models to 

be close to the real conditions in a location, but due to 

problem of the model boundary effects on the test results 

in physical models, the results of DPT in these models 

significantly differ from the test results in location. 

Therefore, using the DPT in a location with realistic 

conditions makes the results have been more exact, 

compared to the tests performed in a physical model 

made in laboratory. 

So far, in the field of compaction quality control of 

coarse-grained soil layers, various studies have been 

performed in location using DPT and other tests like 

California bearing ratio (CBR) test [26-28]. These studies 

mainly show the relationship between DPI and CBR 

values. But studies about the relation of DPT results and 

RC values, are scarce in location with coarse-grained 

soils. 

Jayawickrama et al. [29] studied the RC of coarse-

grained soils using the dynamic cone penetrometer 

(DCP) test (a lightweight kind of DPT). The tests were 

conducted on a range of granular materials that have been 

used as backfills and embedment for buried structures, 

including thermoplastic pipes. Jayawickrama et al. [29] 

conducted a series of DCP tests according to ASTM 

D2321 Classes I and II. Accordingly, they showed the 

profiles of DCP blows count with respect to the 

penetration depth of penetrometer in different granular 

soil, for two methods of soil compaction, including an 

impact rammer and a vibratory plate compactor. Results 

showed that for a given soil, the DCP blows count per 

penetration depth in impact rammer has been 

significantly higher than the vibratory plate compactor 

which means that the soils reach a higher compaction 

quality. Finally, the researchers suggested to present the 

data in the form of DCP blow count profiles per 

penetration depth, which then can used as the basis to 

compare between different soils, compaction 

equipments, and levels of compaction energy. 

As mentioned before, in the field of compaction 

quality control of soil layers, studies that can explain the 

relationship between DPT results and relative 

compaction (RC) of the coarse-grained soil layers as an 

index of the compaction control, are scant in a location 

with realistic conditions. However, the coarse-grained 

soils are widely used in different parts of road 

construction projects, including subgrade, sub-base and 

base. On other hand, the parameter of RC is a good 

dimensionless index for the compaction quality control 

of soil layers and hence it has a global application. So, 

obtaining a appropriate correlation between the DPT 

results and RC values, can be used as a quick and non-

destructive way to control the compaction quality of road 

layers compared to the time-consuming methods with 

high degree of destruction such as conventional methods 

of RC determination. It should be noted that the operation 

of RC determination of soil is normally carried out by in-
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situ tests and through digging holes on the road materials 

such as sand cone test and using the standard or modified 

proctor testing in laboratory. The mentioned tests are 

time-consuming and expensive, and it is necessary to 

perform the tests many times to control the compaction 

quality of road layers. 

In this paper, first the DPT is conducted using both 

dynamic penetrometer of light (DPL) and dynamic 

penetrometer of medium (DPM) and the results are 

converted to 
dq values and presented a reasonably 

accurate relationships between the mentioned values and 

the percentages of RC in different kinds of coarse-grained 

soils with different gradation. Also, the other 

relationships are extracted by considering the effect of 

grains size and gradation properties of the soils. The 

structure of the paper includes, definition of the DPT and 

its kinds and standards, a brief reviewing of the studies 

related to DPT, reviewing of the studies related to the 

present study, the necessity, innovation and scope of this 

study (Introduction section), specifications of the 

construction road projects in terms of geology, coarse-

grained soils used, different types of the tests performed  

(Material and Method section), explanation of the results 

obtained by the all the tests, presentation of correlations 

and discussion about them (Results and Discussions), a 

brief explanation of the present study and results and 

classification of all the correlation obtained by this study 

(Conclusion section). Figure 1 presents the flowchart of 

the research methodology. 

 

 

2. MATERIALS AND METHODS 
 
 
The material studied in this paper, are coarse-grained 

soils used for sub-base and base layers of several road 

construction projects in two cities of Qom and Asaluyeh 

in Iran. Qom is a city in Qom province and in terms of 

geological divisions, is located in the central part of 

Iranian plateau, and has a hot and dry climate (desert 

climate). According to studies, this city has generally 

four alluvial layers. Layer 1 includes fill soils and 

surficial alluviums, and usually has less than 15 m 

thickness. Layer 2 has medium to coarse-grained 

alluviums with thickness ranging from 5 to 52 m. Layer 

3 consists of a thick aquifer, which is composed of fine-

grained and medium-grained alluviums, and is thickest 

layer along the central area of Qom and along the 

Qomrood river, with 250 m thickness, and the lowest 

thickness of the layer in the south-east area of Qom, with 

95 m thickness. Layer 4 as the bedrock, is made of 

marlstone and limestone marl. Asaluyeh city is a port of 

Bushehr province and in terms of geological divisions, it 

is located in the Zagros structural zone (External Zagros) 

and on the Arabian basement. This city has a hot and 

humid climate, and its average elevation from the sea 

level, is about 5 m. The surface of this area mainly 

consists of alluvial deposits. This area includes the 

Mishan formation (grey marls, clay limestone and 

claystone), Aghajari formation (brown to grey sandstone, 

gypsum, cream to red marls, siltstone), Bakhtyari 

formation (conglomerate, sandstone, limestone, clayey 

marl, siltstone, claystone), Asmari formation (brown to 

cream limestone, cream marls associated with fossil), 

Guri formation (sandstone, limestone, lime marl), and 

Surmeh formation (dolomitic lime, dolomite, clay 

limestone). Figure 2 shows the situation of mentioned 

projects. 

Table 1 summarized the specification of coarse-

grained soils studied in this paper. The soils classification 

is according to ASTM D2487 (Unified soil classification 

system) [30]. As stated in Table 1, for each type of soil, 

the locations where the sand cone tests and DPT tests 

using both types of DPL and DPM has been conducted, 

are mentioned. Moreover, in this study, two types of SW 

soil with different gradation were used, which are stated 

as SW1 and SW2 in Table 1. As is illustrated in Figure 3, 

each location where all the tests are performed (DPL, 

DPM and sand cone test), comprises a small circular area 

with  50 cm diameter, so that the soil conditions remain 

identical for all the tests. In addition to specifications of 

the mentioned soil in Table 1, the gradation curves of this 

materials are presented in Figure 4. 

The Conventional dynamic penetrometers which are 

usually used in engineering projects include light-type 

penetrometers (e.g. DPL and DCP), and medium-type 

penetrometer (e.g. DPM). These penetrometers because 

of their low costs, simplicity to work and their lighter  

 
 

 

 

 
Figure 1. Flowchart of the research methodology 

Performing all the 
DPTs (DPL and 

DPM), sand cone 
and modified 

proctor tests for 
each location with 

a specific          
coarse-grained soil 

Converting the 
DPL and DPM 

results to qd values 
and determing the 

RC values                      
in each location 

Determining the 
correlation 

between the qd

values (average 
value obtained 
from DPL and 
DPM) and RC 

values

Determining the 
new correlations 

between the qd and 
RC values by 

considering the 
effect of the soils 
grains size and 
their gradation 

properties

Discussing and 
comparing the 
accuracy of the 

correlations with 
each other using 

the determination 
coefficient (R2)
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Figure 2. The situation of the road construction projects in 

this study 

weight are employed  in various projects compared to 

their heavier types such as heavy (DPH) and super heavy 

(DPSH) penetrometers, especially in road construction 

projects, which it is not required to investigate the 

resistance parameters in high depths. In this research, to 

perform the DPT in each location both the DPL and DPM 

according to EN ISO 22476-2 [3] is performed. Table 2 

summarized the specification of penetrometers used in 

this study. Figure 5 depicts their schematic and 

penetrating cone. 

 

 
 

TABLE 1. The specifictaions of soils used and number of the locations for all the tests in each soil type 

Number of locations for 

all the tests  
Soil type D50 (mm) 

Coefficient of 

Uniformity (Cu) 

Coefficient of 

Curvature (Cc) 
Plasticity Index (%) 

9 GW 4.8 52.3 1.62 - 

9 SW1 3.5 38.57 1.244 - 

14 SW2 3.6 34.37 1.63 - 

6 GW-GC 5.2 11.67 2.14 5.7 

12 SP 3.1 16.67 0.96 10.1 

 

 

 
Figure 3. The situation and void types due to the tests 

conducting for each location 
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Figure 4. The gradation curves of coarse-grained materials 

used in the layers of road projects 

 

 

TABLE 2. The specifications of penetrometers used in this 

study 

Penetrometer DPL DPM 

Hammer mass (kg)   10 30 

Drop height (mm) 500 500 

Cone diameter (mm)  35.7 43.7 

Angle of cone’s tip (degree) 90 90 

Cross-section area of cone (cm2) 10 15 

Specific work for each blow(kJ/m2) 49 98 

 

 

 

 
Figure 5. The Penetrometers used in this study (up) and their 

cone specifications (down) 

 
 

In addition to perform the DPT in each location, to 

calculate the RC percentage of road layers in the studied 

soils, the sand cone test was performed to obtain the soil 

dry unit weight ( ( )d field ) modified compaction test in 

laboratory according to ASTM D1557-12 [31] in order to 

determine  the  maximum  dry  unit  weight  of  the  soil 

( (max)d ). So, according to above-mentioned, the 

percentage of RC is obtained as follows: 

( )

(max)

(%) 100
d field

d

RC



=   (2) 

 

 
3. RESULTS AND DISCUSSION 

 

After conducting the DPTs (both the DPL and DPM) in 

each location with each coarse-grained soils mentioned 

in this study, the hammer blows resulting from each 

mentioned test is converted to the 
dq  values obtained 

from Equation (1). The variation of 
dq values resulting 

from DPM against the DPL is shown in Figure 6. As is 

evident, the 
dq values of DPM vary linearly with respect 

to DPL values and with a very high determination 

coefficient (R2=0.9927). This means that the difference 

of 
dq values resulting from both the tests is very small. 

Therefore, it can be concluded that the results of the tests 

are independent of the penetrometer type.  

It should be noted that because in the present study, it 

was used both the DPL and DPM according to valid 

standards [3], investigating the results repeatability 

obtained from these tests, has been neglected. 

Also, in a study performed using both the DPL and 

DPM, Khodaparast et al. [20] observed that more than 

70% of the tests results, have the variation coefficient of 

less than 10% and more than 95% of them have the 

variation coefficient of less than 30%. These low values 

of variation coefficient show that the investigation of the 

results repeatability obtained from these tests (both the 

DPL and DPM) is negligible. It is noticeable that due to 

superficial depth of the tests (DPL and DPM) in this 

study, as well as the larger diameter of the penetrating 

cone compared to the penetrating rod, the friction 

between the rod and soil is almost ineffective [5, 32, 33] 

[6, 36, 37]. Therefore, the effect of the friction on 
dq

values has been neglected. 

 

 

 
Figure 6. The relationship between the variations of DPM 

and DPL results 
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3. 1. Correlations Between the DPT results and RC 

Percentages of the Soils        After obtaining the 
dq

values, and the proximity of DPL and DPM values to 

each other, and proving the independence of these values 

from the penetrometer type, it was used the average 
dq

value of DPL and DPM as the final value of
dq . As 

mentioned before, according to Equation (2), the RC 

percentages for each location with a given soil, are 

calculated using the values obtained from dry unit weight 

in location and maximum dry unit weight in laboratory.  

Now, in the following, a relationship is presented by 

fitting a power curve between the final values of 
dq and 

RC percentages as shown in Figure 7. By increasing the 

dq value, the RC percentage increases, i.e. the soil with 

higher compaction shows more resistance against the 

penetration of penetrometer, and therefore, for a given 

penetration, more blows are required. Also, this result is 

confirmed by Jayawickrama et al. [29]. Moreover, it has 

been shown other relationship on the same plot, the 
50

dq

D

versus RC percentages.  It is clear that by dividing the 
dq  

values by D50 (median particle size of soil), in fact, it has 

been considered the size effect of soil grains on the 
dq  

values. As is shown in Figure 7, by considering the D50 

of coarse-grained soils considered in this study, a desired 

correlation is achieved. As a result the R2 values are 

enhanced from about 0.64 to 0.89, and consequently, the 

accuracy of the correlation is much better and more 

acceptable compared to the prior state (while D50 is not 

considered). Lee et al. [34] also used  the  parameter of 

D50 to consider the grains size effect of sandy soils on 

DPT results (i.e. DPI values) and as a result they reached 

the accurate correlations.   

In the following, in order to normalize the 
dq values 

and obtain a better correlation compared to previous 

states, and also to consider the overburden weight or 

depth of conducting DPTs, it is achieved a 

 

 

 

Figure 7. The correlation of 
dq  and 

50

dq

D
values with the 

percentage of soils RC 

relationship by creating the correlation between the 

values of dq

z
 and RC percentages, as is shown in Figure 

8(a). The  , is the unit weight of soil in each location, 

and z, is the overburden depth or the penetration depth of 

penetrometer cone in DPT. Also in Figure 8(b), other 

relationship is presented to consider the gradation and 

size effects of soil particles. According to Figure 8(b), to 

keep the correlation values dimensionless, this time, two 

dimensionless parameters are used to determine the 

correlation, namely, the uniformity (Cu) and curvature 

(Cc) coefficients of gradation curves of the soils. 

Therefore, this time, a relationship between 
. .

dq

z Cu Cc

and RC percentages is presented. By comparing the 

correlations shown in Figures 8(a) and 8(b), it can be  

concluded that considering the Cu and Cc values, has a 

great impact on the R2 and consequently, the accuracy of 

obtained correlation. Therefore, the R2 value increases 

from about 0.49 to 0.92. This means that by considering 

the Cu and Cc values as coefficients for considering the 

gradation properties and size effects of coarse-grained 

soils, it can be reached from a low-accuracy correlation 

to a high-accuracy and valid correlation. This can be used 

for controlling the compaction quality of coarse-grained 

soils used in road layers. 

 

 

 
(a) 

 
(b) 

Figure 8. The correlation of dq

z
(a), and 

. .

q
d

z Cu Cc
(b), with 

the percentage of soils RC 
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4. CONCLUSION 
 
In this paper, for controlling the compaction of coarse-

grained soil layers which are mainly used in different 

parts of road layers, five common types of the soils, 

including GW, SW with two different types of gradation 

(SW1 and SW2), GW-GC and SP, have been used in sub-

base and base layers of several road construction projects 

in Iran.  In each location, both the DPL and DPM were 

conducted and the results obtained from these tests were 

converted to  

dq  values to make the results insensitive to 

penetrometer type. In addition to the DPT, the sand cone 

test was carried out in location and modified proctor test 

was carried in laboratory to determine the RC in each 

location. Then, a series of correlations was presented 

between the 
dq ,

50

dq

D
, dq

z
, 

. .

dq

z Cu Cc
values and RC 

percentages as follows: 

● The correlation between 
dq and RC percentages: 

● The correlation between 
50

dq

D
 and RC percentages: 

0.0917

50

85.184( )dq
RC

D
=  2( 0.89)R =  (4) 

● The correlation between dq

z
and RC percentages: 

0.069954.888( )dq
RC

z
=  2( 0.4837)R =  (5) 

● The correlation between 
. .

dq

z Cu Cc
 and RC 

percentages: 

0.09365.393( )
. .

dq
RC

z Cu Cc
=  2( 0.916)R =  (6) 

The results obtained from the above correlations, 

show that the parameters of D50, Cu and Cc can play a 

significant role in creating more accurate correlations and 

as a result, they cause the compaction quality control of 

the coarse-grained soils be more exact. 

It should be noted that the parameters of Cu and Cc 

due to obtain a normalized correlation (see Equation (6)) 

with highest accuracy and considering the effect of soils 

grains size and their gradation properties in form of 

dimensionless, are more appropriate than D50 parameter. 
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Persian Abstract 

 چکیده 

( و متوسط  DPL) سبک ( با استفاده از هر دو کاوشگر دینامیکی نوعDPTنفوذسنجی دینامیکی ) تراکم خاک های درشت دانه، آزموندر این پژوهش، به منظور کنترل کیفیت 

(DPM  در )استفاده شده است. در این خصوص ابتدا در هر محل، بر اساس تعداد ضربات چکش مخروط هر    یچند پروژه راه ساز  راساسیاساس و ز  یها  هیلامحل در    50

به    dq( جهت مستقل شدن نتایج به دست آمده از نوع کاوشگر، محاسبه شده اند. سپس متوسط مقادیر dq، مقادیر مقاومت دینامیکی مخروط ) DPMو    DPLدو کاوشگر  

( در همان محل که با استفاده از انجام آزمایش مخروط ماسه درمحل و آزمون تراکم اصلاح شده در آزمایشگاه، به  RCدرصدهای تراکم نسبی )  دست آمده از هر دو نفوذسنج با

استخراج شد. سپس با در نظرگرفتن تاثیر اندازه دانه های خاک با    64/0( حدود  2Rدست آمده اند، مرتبط شدند. بر این اساس، یک رابطه همبستگی توانی با ضریب تعیین ) 

درنظر گرفتن تنش های عمودی ارتقا یافته است. به علاوه، به جهت    89/0به    2R(، رابطه ای با دقت بالاتر به دست آمده که مقدار  50Dاستفاده از شاخص اندازه میانی ذرات )

با درصدهای تراکم مرتبط شدند. پس از   بر تنش های عمودی تقسیم شدند و dqمقادیر ،دست آوردن یک رابطه نرمال شده و بی بعد ناشی از عمق انجام آزمون و همچنین به

( یک رابطه توانی  Cc( و انحنا )Cuنواختی )آن، به منظور درنظر گرفتن تاثیر اندازه دانه های خاک ها و همچنین دانه بندی آنها، با استفاده از پارامترهای بی بعد ضریب یک 

 افزایش یافته است.  92/0به مقدار  49/0از حدود  2Rنرمال شده و بی بعد دیگر استخراج شد. نتایج نشان داد که مقدار 
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A B S T R A C T  
 

 

In this paper, the effects of weight concentration of nanoparticles and temperature on the viscosity of 

water-based copper oxide nanofluids have been studied experimentally using analysis of variance 

(ANOVA)-based two-factor three-level (23) factorial design. The results show that a maximum increase 
of 23.12% in viscosity is observed at 30°C temperature as the weight concentration of nanoparticles 

increases from 0.03 to 0.3wt.%. Whereas the temperature increases from 30 to 60°C, the viscosity 

decreases up to 46.19% in the case of 0.3wt.% nanofluid. Temperature is found to be more dominant 
than the concentration of nanoparticles. The optimum value of viscosity (0.513 mPa.s) is found at 

concentrations of 0.1wt.% and 60°C temperature with an 18.72% enhancement in viscosity as compared 

to the base fluid. The experimental and model values of viscosity have been compared with the 
predictions of the proposed equation for viscosity. The experimentally measured results are found near 

the proposed results whereas the model underestimates the viscosity in the case of all nanofluids. The 

maximum underestimation of 25.92 % was observed in the case of 0.3wt.% nanofluid at 60°C 
temperature.      

doi: 10.5829/ije.2023.36.03c.07 
 

 

NOMENCLATURE   

DW Distilled water Greek Symbols  

CuO Copper oxide   Density (kg/m3) 

XRD X-ray Diffraction   Viscosity (mPa.s) 

FESEM Field Emission Scanning Electron Microscopy τ Temperature (°C) 

DRV Deviation from the reference value   Concentration of nanoparticles 

d Average particle diameter   wavelength 

w Weight     full-width half-max. of diffraction peak 

R2 R Squared   Debye Scherrer’s constant 

R2 (adj.) Adjusted R Squared   Bragg’s Diffraction angle 

R2 (pred.) Predicted R Squared Subscripts  

Adj.SS Adjusted sum of squares np nanoparticle 

Adj.MS Adjusted mean sum of squares nf nanofluid 

DF Degree of freedom bf Base fluid 

 
1. INTRODUCTION1 
 

These days nanofluids have been used to enhance the heat 

transfer rate in thermal industries. Nanofluids are the 

homogeneous suspensions of nanoparticles in 

conventional base fluids. But with an increase in the 
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concentration of nanoparticles in the base fluid, the 

viscosity also increases, which further increases the 

pumping power required, which is not favorable [1-3]. 

This may be because of the increased chances of 

sedimentation and agglomeration.  
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Gautam and Chudasama [4] found 22% thermal 

efficiency at a particle concentration of 0.2 wt.% for 

MWCNT nanofluids. Further increases in concentration 

lead to decreased thermal conductivity and increased 

pumping power. Adibi et al. [5] reported that the effective 

viscosity and thermal conductivity of nanofluid are more 

than those of base fluid. With the addition of 

nanoparticles, the friction factor was raised to 42% and 

the mean Nusselt number increased. Shiravi et al. [6] 

reported an enhancement of 40.7% in heat transfer at a 

mass concentration of 0.21% at a constant Reynold 

number for carbon-based nanofluids. The friction factor 

was increased by increasing particle concentration and 

decreasing the Reynolds number. The same trend was 

reported by Davarnejad and Mohammadi Ardehali [7].  

Most of the models for viscosity are valid for small 

fractions of concentrations but Shahriari et al. [8] 

proposed a model for particle concentration up to 11 

vol.%. Shahriari et al. [9] studied different models to 

estimate the thermal conductivity and viscosity of 

nanofluids. They reported that viscosity models showed 

more influence on the transfer the than thermal 

conductivity model. Equation (1) represents the Einstein 

model [3] that is mostly used by Davarnejad and Kheiri 

[10] and Ebrahimi et al. [11]. This model is used in the 

present study for the estimation of viscosity. 

(1 2.5 )nf bf  = +   (1) 

[ ( )] 100np np bfw w w =  +   (2) 

A brief summary of other related research work is 

summarized in Table 1.       

 

 
TABLE 1. Summary table of the related literature review 

Nano-fluid Main finding Reference 

CuO/ EG 

Viscosity increased by 23% with the 
increase the in the concentration of 

nanoparticles (φ) from 1 to 4 vol.%. 

Viscosity was decreased by 80% when 
the temperature (τ) was increased from 

293K to 353K. 

[12] 

Cu-SiO2/ 

(Glycerin-

water) 

An enhancement of 50.3% in viscosity 
was observed when φ was increased by 

1% at a constant τ of 80°C. Viscosity 

varied directly with φ and indirectly 
with τ. 

[13] 

Al2O3-CuO/ 

Water 

With the addition of surfactant < 0.2 

wt.%, no change in viscosity was 
observed but a significant increase was 

observed when surfactant was added 

beyond this limit. The optimum φ of 
0.005 wt.% was obtained. 

[14] 

CuO-TiO2/ 

Water 

The maximum viscosity of 1.74 mPasec 

was obtained at φ = 1 vo1% and τ = 
25°C. Significant enhancement was 

observed in viscosity with the increase 

in φ but an increase in temperature 

showed an adverse effect. 

[15] 

Al2O3-CuO/ 

(Water- EG) 

Hybrid nanofluids were prepared at 
different particle ratios (Al2O3-CuO), 

i.e., 20:80,40:60,50:50 and 60:40. The 

particle ratio of 20:80 showed the lowest 
viscosity at a temperature of 70°C. A 

significant reduction in viscosity with an 

increase in τ was reported in all cases. 

[16] 

TiO2-CuO/ 

EG 

Enhancement of 80% and 17% was 

observed in viscosity and thermal 

conductivity respectively at φ = 2 vol.% 
and τ = 40.4°C. Viscosity decreased 

with an increase in temperature. 

[17] 

MWCNT/Wa

ter 

Viscosity was decreased by 7.9% when 
the τ was increased from 30°C to 70°C. 

It was increased when φ was increased 

up to 0.9 vol.% with temperature 
ranging from 30-70°C. 

[18] 

Ag-MgO 
(50:50)/ 

Water 

Viscosity was underestimated by the 

models used. Viscosity varied directly 
with the φ and values deviated from 

model values up to 10% with nanofluids 

having φ = 2 wt.%. 

[19] 

SiO2/ Water 

Viscosity was decreased by 44.89% 

when the τ was changed from 25 to 

30°C at a lower φ = 0.075 vol.%. With 
the increase in τ from 35 to 40°C the 

viscosity decreased by 18.85%. 

However, with the further increase in τ 
beyond 40°C viscosity became 

independent of concentration (φ ). 

[20] 

 

 

It is observed from the literature review that the 

concentration of the nanoparticles is the key parameter 

that affects the viscosity of the nanofluids. The addition 

of nanoparticles increases the thermal conductivity of 

nanofluid as well as the power that is required for 

pumping due to the enhanced viscosity [3]. The viscosity 

is directly proportional to particle concentration but 

varies inversely with the temperature. The nanofluids 

should achieve the highest thermal conductivity with the 

lowest possible concentrations of nanoparticles [10]. 

Most of the studies available in the literature are 

focused on the heat transfer characteristics of nanofluids 

using viscosity as one of the parameters. The number of 

research articles that evaluated heat transfer is 

significantly higher as compared to articles on viscosity 

and other properties of nanofluids [21]. There are few 

papers related to the investigation of the viscosity of 

CuO-based mono- nanofluids whereas studies based on 

the hybrid nanofluids containing CuO as one of the 

materials are more in number. 

This motivates the authors to carry out the present 

work. Temperature and weight concentration of 

nanoparticles have been selected as factors to study their 

effects on the viscosity of prepared nanofluids by using 

ANOVA based on 23 factorial design. Viscosity was 

measured experimentally using a viscometer (Rheolab 

QC) and compared with the model values and values 

given by the correlation that is proposed for the viscosity. 

This analysis and correlation will help researchers and 
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scientists to carry out further research in this area. Figure 

1 depicts the layout of the present study. 

 

 

2. MATERIALS AND METHODS 
 

CuO nanoparticles (50 nm) were purchased from 

Nanoshel Company, Willmington United States and 

distilled water (DW) was obtained from the departmental 

lab of Dr. SSB UICET, PU, Chandigarh. Nanoparticles 

were nearly spherical and black with 99.9 % purity. The 

material was characterized and confirmed by using X-ray 

Diffraction (PAN analytical Xpert Pro-XRD) and Field 

Emission Scanning Electron Microscopy (HITACHI, H-

7500-FESEM) methods.  The results are presented in 

Figure 2(a and b). The peaks in the XRD report indicate 

the good crystallinity of CuO nanoparticles and agreed 

with that of monoclinic CuO as per the literature (JCPDS, 

File No. 01-080-1916). When compared with the 

published results, it has been observed that similar results 

have been reported by other researchers discussed in 

literature [22-25]. Khallili et al. [26] used Debay Scherrer 

Equation (3) to calculate the average size of the 

nanoparticles.     

( ) ( cos )d k   =     (3) 

The average particle size in the present study comes out 

to be 48.3 nm when k, λ,  , and β are taken as 0.94, 1.54 

Å, 17.6, and 0.172° respectively as per the XRD 

report. The calculated size is very close to the size 

(50nm) that was claimed by the supplier. FESEM result 

demonstrates the structure of CuO nanoparticles. Figure 

2(b) shows that nanoparticles are nearly spherical and 

cylindrical in shape and are found in form of clusters. 

However, the supplier claimed the nanoparticles to be 

nearly spherical. The deformation in the shape may result 

from the agglomeration of nanoparticles.       

 

 

 
Figure 1. The layout of the present study 

 
Figure 1(a). XRD pattern of CuO nanoparticles 

 

 

 
Figure 2(b). FESEM image of CuO nanoparticles 

 

 

Nanofluids were prepared using a two-step method. 

Nanoparticles were measured by electronic balance 

(Sartorius BSA 224S-CW) and dispersed in DW to get 

different weight concentrations of 0.03, 0.1, and 0.3%. 

These mixtures were stirred for one hour using a 

magnetic stirrer (Heidolph's MR Hei-Tec.) to break down 

the clusters followed by ultrasonication using an 

ultrasonicator (Bandelin DT 255 H) for two hours to get 

stable and homogeneous nanofluids.  

Table 2 contains the selected factors with their levels 

and Table 3 represents the different combinations of the 

factors as per the factorial design.  

 

 

3. RESULTS AND DISCUSSION 
 

The viscometer (Rheolab QC) was validated, by 

measuring the viscosity of DW at different temperatures  
 

 
TABLE 2. Selected factors with their levels 

                Levels 

Factors 
Low Medium High 

φ (wt%) 0.03 0.1 0.3 

τ (°C) 30 45 60 

(a) 

(b) 
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TABLE 3. Combination of factors as experimental sets 

Temperature 

τ (°C) 
Concentration 

φ (wt%) Experimental sets 

30 0.03 1 

30 0.1 2 

30 0.3 3 

45 0.03 4 

45 0.1 5 

45 0.3 6 

60 0.03 7 

60 0.1 8 

60 0.3 9 
 

 

(30, 45, and 60°C) before the actual experiment. Each 

measurement was performed three times and mean 

values were considered. Table 4 compares the results for 

validation of the viscometer and their deviation from the 

reference values [27, 28]. It is observed that measured 

values are near the standard results with deviations 

varying from 2.5-8.3%. Thus, the viscometer was 

validated and used for nanofluids at different 

experimental sets as shown in Table 3. The results have 

been drawn graphically in Figure 3 (a and b). 

The net increase in viscosity is observed in the case 

of prepared nanofluids when compared with base fluid. 

This increase is because of the addition of nanoparticles 

in the case of nanofluids which goes on increasing with 

an increase in particle concentration. The enhancement 

of viscosity varies from 15.49 to 38.68% for the given 

range of concentration (0.03-0.3%) and temperature 

(30°C-60°C) when compared with that of DW. The 

maximum enhancement is found at a high level of weight 

concentration (0.3%) and low level of temperature 

(30°C) whereas, minimum enhancement is found at a low 

level of weight concentration (0.03%) and high level of 

temperature (60°C). When the weight concentration was 

increased from 0.03 to 0.3%, the viscosity increased by 

23.12, 19.09, and 16.41% at 30, 45, and 60°C, 

respectively. This increase in viscosity may be due to a 

direct influence on the fluid's internal shear stress, which 

is imposed by an increase in concentration [14, 15, 29]. 
Viscosity is reduced at a higher temperature. With an 

increase in temperature from 30 to 60°C the viscosity is 

decreased by 43.09, 43.61, and 46.19% at a weight 

concentration of 0.03, 0.1, and 0.3%, respectively. 
However, the maximum reduction of 44.5% is found in 

the case of base fluid with this increase in temperature. 

The reason behind the decreasing viscosity with 

increased temperature may be the weak adhesion forces 

between particles and molecules [12, 29, 30]. 

The intermolecular forces decrease with the increase 

in temperature; hence, the resistance to flow, i.e.,  
 

TABLE 4. Measured viscosity of DW and deviation from 

reference values 

Temperature 

(°C) 

Measured 

(mPa.s) 

A.Nagashima 

(mPa.s) [27] 

Databook 

(mPa.s) 

[28] 

DRV 

(%) 

[27] 

DRV 

(%) 

[28] 

30 0.7786 0.79844 0.8300 2.5 6.2 

45 0.5623 0.60052 0.60825 6.4 7.6 

60 0.4321 0.46601 0.4710 7.3 8.3 

 

 

 
Figure 3(a). Variation of viscosity with concentration 

 

 

 
Figure 3(b). Variation of viscosity with temperature 

 

 
viscosity, is decreased. Figure 3(a and b) shows the direct 

relationship of viscosity with the concentration of 

nanoparticles and the indirect relationship with 

temperature i.e., viscosity decreases with an increase in 

temperature. 

 
3. 1. ANOVA Analysis         ANOVA was performed 

using MINITAB 17 to understand how the selected 

parameters i.e., the concentration of nanoparticles (x) 

and temperature (y), respond to the viscosity of CuO/DW 

nanofluids. To study the effects of parameters on the 

viscosity of CuO/DW nanofluid, an ANOVA-based 23 

factorial design has been used. The following Table 5 

presents the summary of the regression analysis and 

information regarding the significance of the model 

using constants and coefficients of the proposed 

equation.                               
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TABLE 5. Results obtained from software for ANOVA and regression 

Source DF Adj SSx10-3 Adj MSx10-3 F-Value P-Value Significance 

Regression 3 307.5 102.5 107.5 0.000 Significant 

φ (wt.%) 1 11.22 11.22 11.78 0.019 Significant 

τ (°C) 1 76.90 76.90 80.69 0.000 Significant 

2-Way (φ.τ) 1 4.0 4.0 4.20 0.096 Not significant 

Error 5 4.765 0.953    

Total 8 312.3     

MODEL SUMMARY 

S R-sq (R2) R-sq (adj.) R-sq (Pred.) 

0.030872 98.47% 97.56% 91.36% 

Regression Coefficients 

Constant φ τ φ.τ 

1.2059 1.175 -0.01210 -0.01505 

 

 

After analyzing the different values (P-value, F-

value, R2, R2(adj.), and R2(pred.), it may be concluded 

that the present model is a significant, fit, and valid 

model that contains only significant factors. The values 

of R2, R2(adj.), and R2(pred.) are near 100% which 

proves the model to be a good fit model and ensures its 

validity. Small P-values and the least difference between 

R2 and R2(adj.) indicates the absence of any insignificant 

factor [31, 32].     

Figure 4 shows that the main effects of parameters are 

significant but interactive effects are insignificant. The 

trends of the main effects in Figure 4 are the same as 

shown in Figure 3(a and b). Moreover, the slope of the 

temperature line in Figure 4 indicates that temperature is 

more significant or dominant than the concentration of 

nanoparticles. 

 
3. 2. Response Optimization and Proposed 
Equation           The response is optimized using the  

 

 

 
Figure 2. Main effects of the parameters on viscosity 

experimentally obtained data to minimize the viscosity of 

the nanofluid to improve its rheological characteristics. 

The fit optimum value as predicted by the software for 

the present model is 0.513 mPa.s with a confidence 

interval of 95%. The predicted value is close to the actual 

experimental value of 0.525 mPa.s. So, optimum 

viscosity (0.513 mPa.s) with 18.72% enhancement is 

observed at a medium level of A and a high level of B 

(i.e., 0.1% and 60°C). Based on ANOVA analysis of the 

experimental data, Equation (4) is proposed for 

estimating the viscosity of nanofluid under the given 

conditions of the present work. The proposed equation is 

valid for the ranges of 0.03  φ  0.3 wt.% and 30  τ  

60 °C.    

1.259 1.5 ( ) 0.0121 ( ) 0.01505 ( ) ( )nf    = +  −  −    (4) 

The high value of R2 (98.47%) indicates the high 

precision of the equation and proves the equation to be 

acceptable for the given range of factors in the present 

work.        

 

3. 3. Contour and Surface Plots           The selected 

factors' effects on nanofluids' viscosity are shown in 

Figure 5(a and b). In a contour plot, viscosity is 

represented as contours having different colors. As the 

temperature increases, the contour’s color changes from 

dark green to dark blue. This shows the decreasing trend 

of viscosity with rising temperature. The surface plot 

shows the relationship between viscosity, concentration, 

and temperature. The surface plot shows that viscosity 

has an increasing and decreasing trend with 

concentration and temperature respectively. Viscosity is 

maximum at the lowest temperature and highest 
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concentration. The lowest value of viscosity is found at 

the highest temperature and lowest concentration. The 

peaks and valleys in the surface correspond to the 

combination of concentration and temperature that 

produce the local maximum and minimum thermal 

conductivity. The trends of the plots in Figure 5(a and b) 

comply with the graphs in Figures 3 and 4. Plots show 

that viscosity increases with an increase in concentration 

at a constant temperature but decreases with an increase 

in temperature at a constant concentration.                          
 

 

 
Figure 5 (a). Contour plot showing the effects of factors on 

viscosity 

 

 
Figure 5 (b). Surface plot showing the relation between the 

factors and viscosity 

 

 

 
Figure 6 (a). Viscosity versus concentration at 30°C 

 
Figure 6 (b). Viscosity versus concentration at 45°C 

 

 
Figure 6(c). Viscosity versus concentration at 60°C 

 

 
Figure 6(d). Viscosity versus temperature at 0.03 wt.% 

 

 
Figure 6(e). Viscosity versus temperature at 0.1 wt.% 
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Figure 6(f). Viscosity versus temperature at 0.3 wt.% 

 
 
3. 4. Comparison of Results             The proposed 

Equation (4) and Einstein model Equation (1) have been 

used to calculate the viscosity under the same conditions 

which are used to determine viscosity experimentally. A 

comparison among measured proposed, and model 

values have been made and presented graphically in 

Figure 6(a-f). It is observed that the modal 

underestimates the viscosity as the model values are on 

the lower side in all the cases. The overall 

underestimation by the model varies from 15.24 to 

25.92%. The amount of underestimation is increased 

with an increase in the weight concentration of 

nanoparticles and temperature. The maximum 

underestimation is observed at 0.3 wt.% and 60°C. 

Whereas minimum underestimation is observed at 0.03 

wt.% and 30°C.                           
The model used is empirical and does not include the 

effects of factors like the shape and size of nanoparticles 

etc. and various mechanisms that influence the viscosity. 

This underestimation by the model may be attributed to 

such reasons. However, the values found from the 

proposed Equation (4) are close to the experimentally 

measured values. This proves the accuracy and validity 

of the proposed equation for the given set of conditions.   

 

 

4. CONCLUSION 
 

Effects of weight concentration of nanoparticles and 

temperature on the viscosity of prepared nanofluids were 

studied using ANOVA-based 23 factorial design. The 

following conclusions are drawn from the present study: 

1. The viscosity of nanofluids is more than base fluid 

i.e., DW in all the cases. It shows a direct 

relationship with the concentration of nanoparticles 

but varies indirectly with temperature.  

2. The net enhancement in viscosity varied from 15.49 

to 38.68% in nanofluids when compared with that of 

DW. The maximum value is observed at a high level 

of concentration of nanoparticles (0.3 wt.%) and a 

low level of temperature (30°C) whereas, whereas 

minimum enhancement is observed at a low level of 

concentration of nanoparticles (0.03 wt.%) and high 

level of temperature (60°C).  

3. With the increase in the concentration of 

nanoparticles from 0.03 to 0.3 wt.%, the viscosity is 

increased by 23.12, 19.09, and 16.41 % at 30, 45, and 

60°C respectively. 

4. With the increase in temperature from 30 to 60°C the 

viscosity is decreased by 43.09, 43.61, and 46.19% 

at concentrations of 0.03, 0.1, and 0.3 wt.% 

respectively. However, the maximum reduction of 

44.5% is found in the case of DW. 

5. The 18.72% enhancement in viscosity has been 

noticed at the optimum conditions i.e., a medium 

level of concentration and a high level of 

temperature (i.e., 0.1% and 60°C). 

6. The model underestimates the viscosity. The 

maximum 25.92% underestimation is observed at a 

concentration of 0.3 wt.% and 60°C whereas the 

minimum 15.24% underestimation is found at a 

concentration of 0.03 wt.% and 30°C. 

7. The results of the proposed correlation are very close 

to the experimental findings. The high value of R2 

(98.47 %) indicates the high precision of the 

equation and proves the equation to be acceptable for 

the given range of factors in the present work. 
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Persian Abstract 

 چکیده 
( مبتنی بر تحلیل  23سه سطحی )   در این مقاله، اثرات غلظت وزنی نانوذرات و دما بر ویسکوزیته نانوسیالات اکسید مس مبتنی بر آب با استفاده از طرح فاکتوریل دو عاملی

 23.12وزنی، حداکثر افزایش  0.3به  0.03به صورت تجربی مورد بررسی قرار گرفته است. نتایج نشان می دهد که با افزایش غلظت وزنی نانوذرات از  (ANOVA)واریانس 

درصد   0.3سانتی گراد افزایش می یابد، ویسکوزیته در مورد نانوسیال    درجه 60تا    30درجه سانتی گراد مشاهده می شود. در حالی که دما از   30درصد در ویسکوزیته در دمای  

گراد  درجه سانتی  60درصد وزنی و دمای  0.1های در غلظت  mPa.s 0.513درصد کاهش می یابد. دما غالبتر از غلظت نانوذرات است. مقدار بهینه ویسکوزیته  46.19وزنی تا 

های معادله پیشنهادی برای ویسکوزیته مقایسه شده بینیشود. مقادیر تجربی و مدل ویسکوزیته با پیش مقایسه با سیال پایه یافت می درصدی ویسکوزیته در    18.72با افزایش  

د. حداکثر کمترین برآورد  گیرکم میها دستشوند در حالی که مدل ویسکوزیته را در مورد همه نانوسیال شده تجربی در نزدیکی نتایج پیشنهادی یافت می گیری است. نتایج اندازه

 درجه سانتی گراد مشاهده شد.  60درصد وزنی در دمای  0.3درصد در مورد نانوسیال  25.92
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A B S T R A C T  
 

This research aims to examine the varians of organic loading rate (OLR) on degradation of tofu 

wastewater using the hybrid upflow anaerobic sludge blanket (hybrid UASB) reactor using the modified 
kinetic model of Stover Kincannon. This reactor was operated at OLRs variation of 1.5-12 kg COD m-3 

d-1 and HRT of 12 - 24 hours for 328 days. Higher COD removal efficiency of 86.41% and biogas 

production of 7700 mL were achieved at OLR 4.8 kg COD m-3 d-1 and HRT 24 hours on 140 days. 
Modified Stover-Kincannon model was observed and matched data sets were obtained.  The kinetic 

values of model obtained at HRT variations, the parameters KB and μmax were 3.7, 12.97, 2.42 mgL-1 d-1 

and 0.59, 9.41, 0.014 mgL-1 d-1, respectively. This model was a plot of the inverse of the removal rate, 
versus inverse of the total loading rate resulted in a straight line. It showed that the Stover-Kincannon 

Model is the rate of substrate removal was affected by the organic load rate (OLR) that flowed into the 

hybrid UASB reactor. 

doi: 10.5829/ije.2023.36.03c.08 
 

 
1. INTRODUCTION1 
 

Many cases of industrial and domestic wastewater 

contain high COD, which should be treated in a 

wastewater treatment system before being discharged 

into water bodies. The wastewater treatment plant 

(WWTP) system is one of the most important factors 

influencing the improvement of environmental 

conditions. The excess sludge from the WWTP was 

referred to as sewage sludge, which was the main waste 

accounts for an average of 3% of the volume of treated 

wastewater [1, 2]. Tofu industry wastewater is one of the 

liquid wastes that has a high organic load content, one of 

which has a high concentration of chemical oxygen 

demand (COD) [3, 4], this amount exceeds the maximum 

level set by the Indonesian government, which is 100 

mgL-1 for COD and 200 mgL-1 for total suspended solid 

(TSS) [5]. Indonesia has a tofu industry with more than 

84,000 units and an annual production capacity of more 

than 2.56 million tons. Industrial wastewater from tofu 

 

*Corresponding Author Institutional Email: 

nyimasyanqoritha@unprimdn.ac.id  (N. Yanqoritha) 

involves a TSS concentration of more than 1000 mgL-1  

and a chemical oxygen demand (COD) of 5000–8000 

mgL-1. Waste water production can be up to 40–43 times 

larger for every kg of soybeans used to make tofu [4, 6]. 

An alternative method for lowering COD and 

creating biogas is anaerobic decomposition. Due to the 

comparatively high processing costs, many tofu 

industries in Indonesia continue to dispose of untreated 

liquid effluent. Tofu industry costs must be reduced by 

enhanced waste treatment [3, 7-11]. The anaerobic 

process has an economic advantage in which the sludge 

produced is low so it does not need to pay for the 

handling of sludge caused by anaerobic reactors which is 

an immediate economic benefit [8, 12-15].  Anaerobic 

biomass fermentation accompanied by methane 

production needs a long time, so organic waste requires 

a proper anaerobic digester [16, 17]. Processing of the 

anaerobic system is divided into a suspension system, 

attached and a combination of them. Anaerobic 

processing of the suspension system has been widely 
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proven using UASB reactor. The UASB reactor is able to 

work for high load rates, high biomass concentrations 

and is very good for separating solids and liquids. The 

UASB reactor was developed by combining the attached 

system as a medium for the growth of microorganisms. 

This system is carried out on one reactor that is the hybrid 

UASB reactor [18, 19]. The hybrid UASB reactor is an 

attractive technology for the treatment of industrial 

wastewater from sago, tofu, refineries, starch and dairy 

industries. The hybrid UASB reactor was able to 

effectively remove up to 95% COD and produces biogas 

[8, 20].  The effect of OLR on degradation of wastewater 

in the hybrid UASB reactor using PVC as attached media 

showed 85.57% COD removal, day 171 at OLR 5.2 kg 

COD m-3 d-1 [21]. In the processing of refinery 

wastewater, the removal of organic load is obtained about 

87.35% [22]. OLR was a parameter that, under 

operational circumstances, may have an impact on the 

state of the process and needed to be regulated [1, 20, 21]. 

The hybrid UASB reator at OLR 8.9 kg COD m-3 d-1 is 

able to remove up to 93% COD to treat dairy industrial 

wastewater [23]. The COD removal efficiency was found 

to be more than 95% at a 24-hour constant hydraulic 

retention time (HRT). The hybrid UASB reactor was 

reasonable, environmentally friendly and sustainable to 

handle refinery washing [24]. The hybrid reactor had a 

role as an additional processing stage is more significant 

in low HRT and rising flow velocity so that it could 

maintain biomass and contribute to improved granulation 

[25]. HRT is a significant main operating parameter 

because it contributes to the performance of the 

bioreactor as well [26-28]. Based on the biochemistry 

and microbiology of anaerobic processes, kinetic studies 

provide a rational basis for process analysis, control and 

design. Upflow system kinetics studies on COD removal 

are needed to determine the kinetics of bacterial growth. 

Kinetic model is an analytical approach to describe 

specific parameters for monitoring system performance. 

Kinetic models are currently being developed to help 

design and optimize processes for upflow and hybrid 

anaerobic reactors [1, 17, 21, 29, 30]. The kinetic model 

is also considered feasible and suitable for approaches on 

removal performance, prediction of effluent 

concentrations and optimization of biological processes 

[31]. Nevertheless, there are still very few studies related 

to the study of kinetic parameters for the process in the 

hybrid UASB reactor and there is no tofu industry that 

uses a treatment system for wastewater from tofu 

manufacture. This study aims to investigate the rate of 

change of the substrate using a modified Stover-

Kincannon kinetic model due to the effect of OLR on the 

hybrid UASB reactor for handling tofu liquid waste. So 

that in the future the hybrid UASB reactor can become a 

reference as a good performance in the tofu industrial 

process wastewater treatment. Although, it requires a 

burdensome cost for the tofu factory industry and it is a 

task for the local government so that the tofu industrial 

wastewater treatment must still be carried out as a healthy 

environmental consideration.                                             

 
 
2. MATERIALS AND METHODS  
 
2. 1 Hybrid UASB Reactor          Figure 1 is a lab-scale 

hybrid UASB reactor, which was designed like previous 

studies [3, 8, 32]. The hybrid UASB reactor consists of 3 

parts, namely suspended sludge blanket, attached media 

and gas liquid solid separator (GLSS). The hybrid UASB 

reactor system is a combination of a suspended system 

and an anaerobic fixed film (Figure 1) [33], which is a 

hybrid wastewater treatment process with a fixed film 

attached system (supporting medium) providing a 

surface as an embedded medium in the biofilm to support 

the growth of anaerobic microorganisms. Wastewater as 

feed flows upward through the sludge layer and dissolved 

pollutants are absorbed by the biofilm, so decomposition 

occured. The hybrid UASB reactor was made of acrylic 

with a height ratio for suspended media and attached 

media of 1:1, each medium height of 80 cm. Suspended 

media is 3 inches in diameter and embedded media is 4 

inches in diameter. The capacity of the reactor is 8.6 liters 

and the use of bioballs as attached media. Tofu 

wastewater was fed by a pristaltic pump to the hybrid 

UASB reactor as an upflow system to GLSS. Then it 

flowed continuously as a process that come out through 

the outlet as effluent to the clarifier and biogas to the 

biogas outlet. Biogas was collected into the reservoir via 

the gas flow. Bioball media was a media system to 

support the growth of microorganisms as a media 

attached to a UASB hybrid reactor. GLSS in the reactor 

to separate flue gas, liquid and solid when feed 

movement occured. 
 

2. 2. Tofu Wastewater as Influent           Tofu 

wastewater was processed from the tofu industry in the  

 
 

 
Figure 1. Schematic diagram of the Hybrid UASB reactor 
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city of Medan, Indonesia. Industrial wastewater tofu 

contained chemical oxygen demand 60000 mgL-1 and pH 

3-4. To prevent pH fluctuations, NaHCO3 was added and 

K2HPO4 to tofu wastewater. Tofu industrial wastewater 

is fed as inlet by a pristaltic pump, the system moves 

upward through the suspended and attached medium. 

The system media is attached as a filter used in this study 

were 167 bioballs, diameter of about 4 cm, specific area 

230 m2 /m3, cavity porosity of 0.92. Process water as 

outlet at the top reactor connected to clarifier as a waste 

tank. The reactor is equipped with a gas liquid-solid 

separator (GLSS) to separate the rising effluent due to the 

movement of the feed. 

 

2. 3. Analytical Procedure         Daily checks are made 

of the variables that influence the process, such as pH and 

temperature, biogas, COD, the flow rate (Q), HRT, 

Treated and untreated samples were analyzed for pH, 

COD, Total Suspended Solids (TSS), volatile suspended 

solid (VSS), volatile fatty acid (VFA) and alkalinity 

according to the Standard Method of Water and 

Wastewater Inspection. The closed reflux titrimetric 

approach was used to monitor COD. VFA and alkalinity 

were also assessed using titrimetry. All samples were 

filtered before analysis utilizing a 0.45 mm filter to 

remove suspended matters. Homogeneous samples were 

filtered with filter media that had been weighed. The 

residue retained on the filter media was dried in a 

temperature range of 103 °C to 105°C to constant weight. 

The increase in weight indicates (TSS). Furthermore, the 

filter media from the TSS test were tested for (VSS) 

analysis at a temperature of 550 0C. Observation of  VSS 

to determine the number of microbes because the seeding 

is considered complete if the concentration of VSS > 

3000 mg L-1; this indicates an increase in microbial 

biomass. The whole determination was operated in 

accordance to APHA Standard Methods [34].   

 

2. 4. Reactor Operation             The acclimatization 

process at HRT 12, 18, 24 hours, the flow rate (Q) was in 

the range of 5.9-11.97 mL per minute and the flow rate 

increased (Vup) 0.08-0.17 m h-1. The acclimatization 

process was carried out so that microorganisms adapt to 

the tofu industrial wastewater to be processed. The 

seeding treatment was carried out simultaneously with 

the acclimatization process after 7 days, with variations 

in concentration from the lowest to a concentration of 

100% of tofu industrial wastewater (25, 50, 75, 100%). 

NaHCO3 was added as a buffer to maintain pH 6.5-7. The 

wastewater from the tofu industry is channeled by a 

peristaltic pump to the hybrid  UASB reactor with an 

upflow system.            
 

2. 5. Modified Stover-Kincannon Model             The 

Stover-Kincannon model was the most suitable model in 

determining kinetic evaluation. The parameters obtained 

in this model were very important for estimating the 

efficiency and performance of a bioreactor system. 

Therefore, it can be applied to large-scale industrial 

bioreactors. Model of Stover-Kincannon is used for 

determining the rate of change of substrate concentration 

which is stated in Equation (1) [17, 35-40]. 

𝑑𝑆

𝑑𝑡
=

𝑄(𝑆𝑜−𝑆𝑒)

𝑉 
=

𝜇(
𝑄𝑆𝑜

𝑉
)

𝑚𝑎𝑥

𝐾𝐵+(
𝑄𝑆𝑜

𝑉
)

  (1) 

 (2) 

Equation (3) is achieved by substituting Equation (1) into 

Equation (2): 

V [
μ 𝑚𝑎𝑥  (

𝑄 𝑆𝑜 

𝑉
)

𝐾ʙ+ (
𝑄 𝑆𝑜 

𝑉
) 

] = QSo – QSe (3) 

The concentration of effluent substrate is measured by 

Equation (4). 

Se = So - 
μ 𝑚𝑎𝑥  𝑆𝑜

𝐾ʙ+ (
𝑄 𝑆𝑜 

𝑉
) 
 (4) 

where, So and Se are the influent and efluent substrate 

concentration (mg L-1) respectively. μmax, KB, V and Q 

are the maximum rate of substrate utilization (mg L-1 d-1), 

the saturation constant (mg L-1d-1), the reactor volume 

(L) and the flow rate (L d-1), respectively [17, 35-40]. 

( )

1

0 max 0 max

1B

e

KdS V V

dt Q S S Q S 

−

 
= = +  − 

    
(5) 

Input and output substrate concentrations, respectively, 

are So and Se (measured  in  mg L-1).  Maximum substrate 

consumption  rate  (mg L-1 d-1),  saturation  constant  (mg 

L-1 d-1), reactor volume (L), and flow rate (L d-1), are 

represented by max, KB, V, and Q, respectively. 

 
 

3. RESULTS AND DISCUSSIONS 
 
3. 1. Hybrid UASB Reactor Performance       The 

removal of the substrate depends on the load rate in the 

bioreactor system design that will produce biogas where 

the volume of the load rate is related to the mass of 

methanogens immobilized [8]. In this study amount of 

OLR fed into the reactor was based on the values of HRT 

(24, 18 and 12h). The OLR of the hybrid UASB reactor 

were varied from 1.5 to 12 kg COD m-3 d-1 for 328 days. 

Substrate removal and biogas production at different 

OLRs during the process are shown in Figure 2. The 

highest efficiency of removal COD was 86.41% at OLR 

4.8 kg COD m-3 d-1 and produced the highest biogas. 

The process was carried out for 328 days with the 

influent pH range kept stable between 6.5 - 7.5 by the 

addition of NaHCO3. Anaerobic bioreactor process in the 

hydrolysis phase and microorganism acidogenesis is able 

to work optimally in the pH range 5.5-7, and 

microorganisms in the methanogenesis phase are able to 

eo QSQS
dt

dS
V −=








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Figure 2. Relationship between % COD and biogas on 

OLRs 

 

 

 
Figure 3. Values of influent pH and values of effluent pH 

on time 

 

 

work optimally in the range of pH 6.5 - 8.0 [41] and the 

methanogen process can work optimally in the range of 

pH 6.5 -8.2 [42]. Figure 2. and Figure 3. indicated that 

COD removal and biogas production are highest at pH 

7.6 at OLR 4.8 kg COD m-3 d-1. This shows the OLR 4.8 

kg COD m-3 d-1 and HRT 24 h have the optimum contact 

time in degrading organic compounds in the Hybrid 

UASB reactor and the process pH shows more active 

metanogenic microorganisms. Increased production of 

biogas and efficiency of COD are influenced by the OLR 

in the appropriate range. Increased organic loads provide 

modified granular structures and loss of stability. Hence 

the increased OLR causes a decrease in volatile solid and  

biogas production [19, 43, 44]. Excessive OLR levels can 

cause system instability. Therefore, the level of organic 

loading that grows must be in the right range so as to 

increase the rate of biogas production [42-44].  

 
3. 2. Performance of The Kinetic Model of Stover-
Kincannon          Substrate utilization rate is shown as a 

function of organic loading rate on the Stover-Kincannon 

model. Figure 4. shows a linear regression curve between 

the rate of organic load and the rate of substrate removal 

at HRT 24 h. Kinetic constants (KB = μmax x b) are 

saturation constants and μmax is the maximum rate of 

substrate utilization and μmax is the maximum rate of 

substrate utilization (μmax = 1/a). Figures 4, 5 and 6 

indicate plot of COD loading V/QSo versus COD 

removal rate V/(Q (So-Se)) of hybrid reactor UASB. 

From Figure 4. slope and intercept of a best line (R2 = 

0.9704), constant of kinetic for COD removal in the 

hybrid reactor of UASB were determined as μmax = 0.59 

mg L-1 d-1 and KB = 3.7 mg L-1 d-1, respectively. 
Therefore organic loading rate (OLR) in reactor 

hybrid UASB takes the following form: 

Q(So – Se)

𝑉
 = [

0.59 (
𝑄 𝑆𝑜 

𝑉
)

3.7+ (
𝑄 𝑆𝑜 

𝑉
) 

] (6) 

And effluent substrate of reactor hybrid UASB could be 

predicted by rearranging Equation (6): 

Se = So - [
0.59 So

3.7+ (
𝑄 𝑆𝑜 

𝑉
) 

] (7) 

Figure 5 shows a linear regression curve between the rate 

of organic load and the rate of substrate removal in HRT 

18 h. From Figure 5, the slope and intercept of a best line 

(R2 = 0.9425), constant of kinetic for COD removal in 

hybrid UASB reactor were determined as μmax = 9.41 

mg L-1 d-1 and KB = 12.97 mg L-1 d-1, respectively. 

Therefore organic loading rate (OLR) in hybrid UASB 

reactor takes the following form: 

Q(So – Se)

𝑉
 = [

9.41 (
𝑄 𝑆𝑜 

𝑉
)

12.97+ (
𝑄 𝑆𝑜 

𝑉
) 

] (8) 

And effluent substrate of reactor hybrid UASB could be 

predicted by rearranging Equation (9): 

Se = So - [
9.41 So

12.97+ (
𝑄 𝑆𝑜 

𝑉
) 

] (9) 

 

 

 
Figure 4. Plots of substrate removal for COD removal at 

HRT 24 h 
 

 

 
Figure 5. Plots of substrate removal for COD removal at 

HRT 18 h 
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Figure 6. Plots of substrate removal for COD removal at 

HRT 12 h 

 

 

Figure 6 shows a linear regression curve between the 

rate of organic load and the rate of substrate removal in 

HRT 12 h. From Figure 6 the slope and intercept of a best 

line (R2 = 0.8307), constant of kinetic for COD removal 

in the hybrid UASB reactor were determined as μmax = 

0.014 mg L-1 d-1 and KB = 2.42 mg L-1 d-1, respectively. 

Therefore, organic loading rate (OLR) in the hybrid 

UASB reactor takes the following form: 

Q(So – Se)

𝑉
 = [

0.014 (
𝑄 𝑆𝑜 

𝑉
)

2.42+ (
𝑄 𝑆𝑜 

𝑉
) 

] (10) 

And effluent substrate of hybrid UASB reactor could be 

predicted by rearranging Equation (10). 

Se = So - [
0.014 So

2.42+ (
𝑄 𝑆𝑜 

𝑉
) 

] (11) 

Calculations of the above kinetic parameters to predict 

kinetic parameters in the hybrid UASB reactor. The 

model of Stover-Kincannon can be said that the substrate 

removal rate is influenced by the organic load rate (OLR) 

that enters the hybrid UASB reactor. The compatibility 

of the Stover Kincannon model for each HRT is shown 

by the regression coefficient (R2). Which is the best 

performance shown in Figure 4 (R2 = 0.9704). This is 

much different when compared to the pulp and paper 

industrial wastewater treatment using hybrid UASB 

reactor, namely R2 = 0.4994 [21]. Therefore, it can be 

said that the hybrid UASB reactor for treating tofu 

wastewater at HRT 24 h can be applied to industrial 

scale. 
 
 

4. CONCLUSION 
 

The OLR is one of the parameters that influences the 

wastewater treatment process in the bioreactor. Process 

control is related to loading rate. Therefore the loading 

rates must be pressed up in order to reduce the size of the 

reactor so that monitor and control are more critical.  

Increased efficiency of COD removal and biogas 

production were influenced by the level of suitability of 

the organic load (OLR) in the reactor process. The 

optimum process was shown in OLR 4.8 kg COD m-3d-1 

and HRT 24 hours in the hybrid UASB reactor where 

these conditions resulted in the highest COD removal 

efficiency and biogas production, namely 86.41% and 

7700 mL. Modified Stover-Kincannon model was 

observed and matched data sets were obtained. The 

kinetic values of model obtained of HRT variations (12, 

18, 24h), the parameters KB and μmax were 3.7, 12.97, 

2.42 mgL-1 d-1 and 0.59, 9.41, 0.014 mgL-1 d-1, 

respectively.   This model was a plot of the inverse of the 

removal rate, versus inverse of the total loading rate 

resulted a straight line. This shows that model kinetic of 

Stover-Kincannon is the rate of substrate removal that is 

affected by the organic load rate (OLR) that enters the 

hybrid UASB reactor. 
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Persian Abstract 

 چکیده 

با     (Hybrid UASB)هوازی هیبریدی با جریان بالا  در تصفیه فاضلاب توفو با استفاده از راکتور لجن بی    (OLR)هدف این تحقیق بررسی متغیرهای نرخ بارگذاری آلی  

  328ساعت به مدت    24تا    HRT 12و    d3 -COD m-1کیلوگرم    OLR 1.5-12است. این راکتور با تغییرات    Stover Kincannonشده  استفاده از مدل سینتیک اصلاح

روز به دست آمد.   140ساعته در    HRT 24و    d 3-COD m-1کیلوگرم    OLR 4.8میلی لیتر در    7700و تولید بیوگاز    ٪86.41بالاتر    CODروز کار می کرد. راندمان حذف  

به   maxμو    BK، پارامترهای  HRTکینکنن مشاهده شد و مجموعه داده های منطبق به دست آمد. مقادیر جنبشی مدل به دست آمده در تغییرات  -مدل اصلاح شده استوور

بود. این مدل نمودار معکوس نرخ حذف بود، در مقابل معکوس نرخ بارگذاری کل منجر به یک خط  d1 -mgL-1  0.014، 9.41،  0.59و   d 1-mgL-1  2.42،  12.97،  3.7ترتیب  

 یابد. جریان می  UASBاست که به راکتور هیبریدی  (OLR)کینکنن نرخ حذف بستر تحت تأثیر نرخ بار آلی -مستقیم شد. نشان داد که مدل استوور
 

https://doi.org/10.1016/j.procbio.2005.06.031
https://doi.org/10.1016/j.watres.2006.07.005
https://doi.org/10.1016/j.procbio.2005.11.011
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A B S T R A C T  
 

 

Navigation with Indian Constellation (NavIC) is the Indian Regional Navigation Satellite System 

(IRNSS) developed by Indian Space Research Organization (ISRO) to provide the position and 
navigation services for Indian region. NavIC or IRNSS is individual satellite constellation which has 

seven satellites covering the Indian subcontinent. Accuracy of NavIC standalone is insufficient in certain 

applications such as civil aviation. To improve the position accuracy performance of NavIC system, 
differential positioning technique is utilized. In this paper, differential positioning is carried out, 

considering two IGS (IRNSS-GPS-SBAS) receivers (one as reference station and the other as rover), 

which are capable of receiving IRNSS signals from 7 satellites, GPS signals from 12 satellites, SBAS 
signals from 2 satellites. Here, NavIC constellation alone is considered for the analysis. The differential 

positioning is carried out using the pseudorange measurements on L5 (1176.45 MHz), S1 (2492.028 

MHz) and dual (L5 and S1 both) and accuracies are compared in terms of the statistical parameters 
Circular Error Probability (CEP), Distance Root Mean Square (DRMS), 2DRMS (twice the DRMS). 

The improvement in the horizontal accuracy (2DRMS) of the rover using pseudorange measurements on 

L5 is observed to be 78.81%, on S1 it is 69.14 % and using dual frequency (L5 and S1 both) it is 80.73% 
when compared to NavIC standalone. 

doi: 10.5829/ije.2023.36.03c.09 
 

 

NOMENCLATURE 
ts  Time at which the signal departed from the satellite tr  Time at which the signal is received at the receiver 

c Speed of light ρ Pseudorange 

r Geometric range ∆ρ  pseudorange error, 

δtr  Receiver clock error δts  Satellite clock error 

I Ionospheric delay T Tropospheric delay 

ε  Other errors like receiver noise, multipath and antenna delay (xs, ys, zs)  Satellite position 

(xr, yr, zr)  Receiver position ρ̂r  corrected pseudorange 

σx,  σy 
Standard deviations of east and north components of the user 

position error 
  

 
1. INTRODUCTION1 
 
Standalone accuracy of NavIC system is insufficient in 

certain applications such as civil aviation. To improve the 

accuracy one of the methods is to accurately estimate the 

NavIC errors such as ionospheric error (as it is the most 

dominating error in satellite navigation applications) 

using appropriate models [1, 2]. This method may not 

provide sufficient accuracy in case of standalone 

receivers [3]. Differential positioning is the technique 
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used to provide better accuracy for certain applications 

when compared to standalone accuracy of NavIC system 

[4]. A typical Differential IRNSS architecture is shown 

in Figure 1. Differential IRNSS consists of a reference 

receiver which is located at a well surveyed location. This 

system also consists of one or more rover receivers. The 

reference receiver and differential correction processing 

equipment together are called the reference station [5]. 

Satellite range measurement is affected by different 

errors.   Some   of   them   are    slowly    varying    error  
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Figure 1. Differential IRNSS Architecture 

 

 

components which are estimated by reference station [6]. 

Reference station also computes the range corrections for 

each IRNSS satellite in view. These corrections are 

called differential corrections. Differential corrections 

are transmitted to the rover receivers. The differential 

corrections are estimated by taking the difference 

between the pseudorange measurement and true range 

[7]. When both the receivers are nearby (within the 

vicinity of the reference station), they are affected by the 

errors which are common to both the receivers. These 

common errors can be eliminated completely or reduced 

by transmitting the differential corrections from the 

reference station to the rover receiver [8-10]. The 

ephemeris error and satellite clock error can be 

eliminated completely. The atmospheric errors such as 

ionospheric error and tropospheric error can be reduced 

[11, 12]. There will not be any change in the errors such 

as multipath error and receiver noise. Using these 

corrections, the rover accuracy is much improved. The 

improved accuracy is attained when the same set of 

satellites which are visible at the reference receiver are 

also visible at the rover receiver [4, 13]. 
 

 

2 CALCULATION OF PSEUDORANGE 
CORRECTIONS  
 
The raw pseudorange can be measured by multiplying the 

speed of light c with the signal propagation time. 

𝜌 = (𝑡𝑟 − 𝑡𝑠) ∗ 𝑐  (1) 

where 𝑡𝑠 is the time at which the signal departed from the 

satellite and 𝑡𝑟 is the time at which the signal is received 

at the receiver [14, 15]. 

The pseudorange measurement is affected by 

different errors such as ionospheric delay, tropospheric 

delay, satellite ephemeris error, receiver clock error and 

multipath. 

The pseudorange measurement at the receiver can be 

represented as follows: 

𝜌 = 𝑟 + ∆𝜌 = 𝑟 + 𝑐 ∗ (𝛿𝑡𝑟 − 𝛿𝑡𝑠) + 𝐼 + 𝑇 + 𝜀 (2) 

where r is the geometric range, ∆ρ is the pseudorange 

error, δtr, δts are the receiver clock error and the satellite 

clock error respectively, I is the ionospheric delay, T is 

the tropospheric delay, ε the other errors like receiver 

noise, multipath and antenna delay [16, 17].            

The geometric range r, can also be expressed by the 

following equation: 

𝑟 = ((𝑥𝑠 − 𝑥𝑟)2 + ((𝑦𝑠 − 𝑦𝑟)2 + ((𝑧𝑠 − 𝑧𝑟)2)0.5   (3) 

where (𝑥𝑠, 𝑦𝑠 , 𝑧𝑠) is the satellite position and (𝑥𝑟 , 𝑦𝑟 , 𝑧𝑟) 

is the receiver position [18].  

At the reference station the pseudorange corrections 

are computed as follows: 

∆𝜌 = 𝜌 − 𝑟  (4) 

The corrected pseudoranges 𝜌̂𝑟 at the rover for each 

epoch of observation is written as follows: 

 𝜌̂𝑟 = 𝜌𝑟 + ∆𝜌 (5) 

If same set of satellites are visible at both the 

receivers, then the satellite clock error is identical and can 

be completely eliminated. The errors 𝛿𝐼, 𝛿𝑇, 𝛿𝜀 are 

negligible when the distance between the reference 

station and the mobile receiver is small [4, 18]. 

For the estimation of rover position at the mobile 

receiver these corrected pseudoranges are applied. This 

leads to the improvement in the mobile user position. 

NavIC receivers here are dual frequency receivers. 

The frequencies used are L5 (1176.45 MHz) and S1 

(2492.028 MHz). The pseudoranges on L5 and S1 are 

used for computing differential corrections and compare 

the positional accuracies. 

 

 

3 ACCURACY MEASURES IN 2D 
 
When the IRNSS data logged over the time, the measured 

positions are disseminated over an area because of the 

measurement error. These distributed points are called 

scatter plot, which is used to characterize accuracy of 

IRNSS receiver. The area within which the estimated 

parameters are likely to be is the confidence region [9, 

10, 19]. The performance of IRNSS is statistically 

quantified by analyzing the confidence region. The 

probability with which the solution will be within the 

specified accuracy is described with the confidence 

region with certain radius [20]. 

 

3. 1. Distance Root Mean Square (DRMS)           
DRMS is a number which signifies 2D accuracy of the 

NavIC receiver. To calculate the DRMS of horizontal 

position accuracy, the standard errors (σ) from the known 

position in the directions of the coordinate axis are 

Reference Station 

IRNSS Satellites )1, z1 y, 1 (x 

)4, z4 , y4 (x 

)3, z3 , y3 x( 

)2, z2 , y2 (x 

Range Corrections 

Rover 
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required. DRMS refers to the radius of a circle in which 

65% of the values occur [19, 21]. 
DRMS can be expressed as follows: 

𝐷𝑅𝑀𝑆 = √𝜎𝑥
2 + 𝜎𝑦

2  (6) 

where 𝜎𝑥 and  𝜎𝑦 are the standard deviations of east and 

north components of the user position error. 

 

3. 2. Circular Error Probability (CEP)           CEP is 

defined to be the radius of circle with center as the true 

position, containing the position estimate with 

probability of 50% [19].  
CEP can be expressed as follows: 

𝐶𝐸𝑃 = 0.62𝜎𝑥 + 0.56𝜎𝑦  (7) 

2DRMS is twice the DRMS of the horizontal position 

errors [20]. 

 

 

4 RESULTS AND DISCUSSION 
 

Differential IRNSS consists two receivers, a reference 

station and a rover receiver. The two IGS (IRNSS-GPS-

SBAS) receivers are considered (one receiver as a 

reference station and the other as a rover receiver) which 

are located at Advanced GNSS Research Laboratory 

(AGRL), Department of Electronics and Communication 

Engineering, University College of Engineering (UCE), 

Osmania University (OU), Hyderabad. These receivers 

are capable of receiving IRNSS signals from 7 satellites, 

GPS signals from 12 satellites, SBAS signals from 2 

satellites. The two receivers’ antennas are separated with 

a distance of 1.4 m. All the data from the receivers are 

obtained by considering the receivers to be static. The 

data obtained from both receivers are of the same date 

and time (i.e. on 15 September 2019 for 24 hours 

duration).  

The receivers’ proprietary data is converted to the 

Receiver Independent Exchange (RINEX) and Comma-

Separated Values (CSV) formats. The reference receiver 

is set at a well surveyed location (the coordinates are 

17.407o, 78.517o, 450 m). To get the reference receiver 

coordinates (surveyed location), the user coordinates in 

(x, y, z) are estimated for the duration of a week and 

averaged. These coordinates are then converted to 

latitude, longitude and height, which are used as 

reference station coordinates for computation of 

differential corrections.  

 

4. 1. Differential IRNSS Corrections         Differential 

IRNSS corrections are computed at reference station 

using the Equation (4) by taking the difference between 

the pseudoranges (obtained from IGS Receiver) and the 

true range. True range is computed using the Equation 

(3). The corrections are computed for satellites with PRN 

2, 3, 4, 5, 6 ,7 (i.e. 6 satellites) with respect to time, 

individually. These corrections are applied at the rover 

station to improve the accuracy of the receiver. 
The position accuracy using differential IRNSS is 

analyzed by considering the psuedoranges on L5, S1 and 

dual frequency (L5 and S1). 

 

4. 2. Differential IRNSS Considering the 
Pseudoranges on L5            The pseudoranges on L5 

are utilized for improving the horizontal accuracy of the 

rover. The pseudoranges on L5 are obtained from IGS 

receivers in CSV file format. 
 

4. 2. 1. Position of Rover before and after Applying 
Corrections      The position of rover receiver in 

Latitude, Longitude and Height (LLH) before applying 

corrections and after applying corrections is plotted as  

shown in Figure 2. Latitude, Longitude and Height are 

plotted here for the duration of 24 hours.   
 

4. 2. 2. Rover Accuracy without Applying 
Corrections          Accuracy of standalone IRNSS (using 

pseudoranges on L5) is plotted by considering east error 

on x-axis and north error on y-axis in meters. An East-

North-Up (ENU) system is used to represent the IRNSS 

accuracy in terms of east error and north error in meters. 

The east error and north error are considered to represent 

the horizontal position error. The data considered is of 24 

hrs duration. Accuracy is plotted with the horizontal 

accuracy parameters CEP, DRMS, 2DRMS. Figure 3 

describes the horizontal accuracy plot with CEP, DRMS 

and 2DRMS values. 
For standalone IRNSS, the CEP value is observed to 

be 5.31 m, which contain the position estimates with 

probability of 50%. The DRMS value observed is 7.36 

m, which is radius of circle with the position estimates 

with the probability of 65%. The 2DRMS is twice the 

DRMS value and is observed to be 14.72 m, which is 

 

 

 
Figure 2. Rover position (LLH) (on L5) before and after 

applying corrections 
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Figure 3. Rover receiver radial error CEP, DRMS and 

2DRMS estimated over 24 hours before corrections (on L5) 

 

 

radius of circle with the position estimates with a 

probability of 95%. 

 

4. 2. 3. Rover Accuracy after Applying Corrections          
Accuracy of IRNSS (using pseudoranges on L5) with 

corrections is plotted (Figure 4) by considering east error 

on x-axis and north error on y-axis in meters. When the 

corrections applied to rover, the 50% of the position fix 

errors which does not exceed respective CEP value. The 

radius of the confidence region 1.21 m matches the 

accuracy of receiver’s position fix in horizontal plane 

with 50 % probability of estimation. The DRMS value 

observed is 1.56 m, which is radius of circle with the 

position estimates with the probability of 65%. The 

2DRMS is twice the DRMS value and is observed to be 

3.09 m, which is radius of circle with the position 

estimates with a probability of 95%. 
Table 1 gives the comparison of standalone IRNSS 

and Differential IRNSS positional accuracies. The 

accuracy parameters are CEP, DRMS and 2DRMS. It is 

observed that there is an improvement in the accuracy 

when differential positioning technique is used. The 

percentage improvement in the accuracy observed is to 

be 77.21 and 78.81%. The percentage improvement in 

the accuracy parameter 2DRMS is the same as DRMS 

improvement.  

 

 
TABLE 1. Accuracy parameters of rover receiver estimated 

over 24 hours for standalone and differential IRNSS and the 

percentage improvement in accuracy (on L5) 

Accuracy 

Parameters 

Standalone 

(without 

Corrections) 

Differential 

(with 

corrections) 

% 

improvement 

in accuracy 

CEP (50%) 5.31 m 1.21 m 77.21 % 

DRMS (65%) 7.36 m 1.56 m 78.81 % 

2DRMS (95%) 14.72 m 3.1 m 78.81 % 

 
Figure 4. Rover receiver radial error CEP, DRMS and 

2DRMS estimated over 24 hours with corrections (on L5) 

 

 

The histogram plot and Gaussian distribution of the 

standalone IRNSS and differential IRNSS rover accuracy 

on L5 signal in terms of East error and North error in 

meters are shown in Figure 5. The Gaussian distribution 

with respective mean values and standard deviation 

values are represented in Figure 5 (a to d). The mean 

values for standalone and differential IRNSS accuracy 

plots are approximately zero for east error and north error 

in both cases. The standard deviation (STD) values for 

standalone east error and north error are 7.19 and 1.58, 

respectively and for differential IRNSS, east error and 

north error, they are 1.42 and 0.59, respectively. In Figure 

5 (a, b) the error values are distributed widely from -10 

m to 10 m when compared to Figure 5 (c, d) which are 

distributed from -5m to 5 m which is narrow, respectively 

for east error plot. For North error plot, the Gaussian 

distribution is from -4 m to 4 m when compared to and -

2 m to 2 m which is narrow and are confined to zero for  

 

 

 
Figure 5. Histogram plot and Gaussian Distribution of 

IRNSS standalone and differential rover accuracy on L5 



K. Madhu Krishna and P. Naveen Kumar / IJE TRANSACTIONS C: Aspects  Vol. 36, No. 03, (March 2023)   497-504                      501 

 

differential IRNSS. It is observed that the accuracy in 

case of differential IRNSS is improved when compared 

to standalone IRNSS rover accuracy. 

 

4. 3. Differential IRNSS Considering the 
Pseudoranges on S1           The pseudoranges on S1 are 

utilized for the improvement in the horizontal accuracy 

of the rover. The pseudoranges on S1 are obtained from 

IGS receivers in CSV file format. 
 

4. 3. 1. Position of Rover before and after Applying 
Corrections        The position of rover receiver in 

Latitude, Longitude and Height (LLH) before applying 

corrections and after applying corrections is plotted as 

shown in Figure 6. Latitude, Longitude and Height are 

plotted here are by considering for the duration of 24 

hours. 
 

4. 3. 2. Rover Accuracy without Corrections      
Accuracy of standalone IRNSS (using pseudoranges on 

S1) is plotted by considering east error on x-axis and 

north error on y-axis in meters. Figure 7 describes the 

horizontal accuracy plot (radial error) with CEP, DRMS 

and 2DRMS values. For standalone IRNSS, the CEP, 

DRMS, 2DRMS values observed to be 3.86 m, 5.38 m, 

10.76 m, respectively. 
 

4. 3. 3. Rover Accuracy after Applying Corrections        
Accuracy of IRNSS (using pseudoranges on S1) with 

corrections is plotted (Figure 8) by considering east error 

on x-axis and north error on y-axis in meters. When the 

corrections applied to rover, the CEP, DRMS, 2DRMS 

are observed to be 1.31 m, 1.66 m, 3.32 m, respectively. 

The horizontal accuracy parameter 2DRMS is 10.76 m 

and is improved to 3.32 m after applying corrections. 

The comparison of standalone IRNSS and 

Differential IRNSS positional accuracies on S1 is 

 

 

 
Figure 6. Rover position (LLH) (on S1) before and after 

applying corrections 

 
Figure 7. Rover receiver radial error CEP, DRMS and 

2DRMS estimated over 24 hours without corrections (on S1) 

 

 

 
Figure 8. Rover receiver radial error CEP, DRMS and 

2DRMS estimated over 24 hours with corrections (on S1) 

 

 

represented in Table 2. It is observed that there is an 

improvement in the accuracy when differential position 

is used. 

The accuracy parameters CEP and DRMS, the 

percentage improvement in the accuracy observed is to 

be 66.06 % and 69.14 %. The percentage improvement in 

the accuracy parameter 2DRMS is same as DRMS 

improvement. 

 
TABLE 2. Accuracy parameters of rover receiver estimated 

over 24 hours for standalone and differential with percentage 

improvement in accuracy (on S1) 

Accuracy 

Parameters 

Standalone 

(without 

Corrections) 

Differential 

(with 

corrections) 

% 

improvement 

in accuracy 

CEP (50%) 3.86 m 1.31 m 66.06 % 

DRMS (65%) 5.38 m 1.66 m 69.14 % 

2DRMS (95%) 10.76 m 3.32 m 69.14 % 
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The histogram plot and Gaussian distribution of the 

standalone IRNSS and differential IRNSS rover accuracy 

on S1 signal in terms of East error and North error in 

meters are shown in Figure 9. The Gaussian distribution 

with respective mean values and standard deviation 

values are represented in Figure 9 for the accuracy plots 

on signal S1. The mean values for standalone and 

differential accuracy plots are approximately zero for 

east error and north error. The standard deviation (STD) 

values for standalone east error and north error are 5.26 

and 1.1, respectively and for differential IRNSS, east 

error and north error they are 1.52 and 0.65, respectively. 

In Figure 9 (a, b) the error values are distributed widely 

from -10 m to 10 m when compared to Figure 9 (c, d) 

which are distributed from -5m to 5 m which is narrow, 

respectively for east error plot. For North error plot the 

Gaussian distribution is from -2 m to 2 m in both cases 

but most of the error values are confined to zero for 

Differential IRNSS. It is observed that the accuracy in 

case of differential IRNSS is improved when compared 

to standalone IRNSS rover accuracy. 

 

4. 4. Differential IRNSS Considering the Combined 
Pseudoranges on L5 and S1 (Dual Frequency)        
The pseudoranges on L5 and S1 (dual) are utilized 

together for the improvement of the horizontal accuracy 
of the rover. 
 

4. 4. 1. Position of Rover before and after Applying 
Corrections         The position of rover receiver in 

Latitude, Longitude and Height (LLH) before applying 

corrections and after applying corrections is plotted as  

shown in Figure 10. Latitude, Longitude and Height are 

plotted here for the duration of 24 hours.   
 

4. 4. 2. Rover Accuracy without Corrections      
Accuracy of standalone IRNSS (using pseudoranges on 

 

 

 
Figure 9. Histogram plot and Gaussian Distribution of 

NavIC standalone and differential rover accuracy on S1 

 
Figure 10. Rover position (LLH) (dual) before and after 

applying corrections 

 

 

L5 and S1 both) is plotted by considering east error on x-

axis and north error on y-axis in meters. Figure 11 

describes the horizontal accuracy plot with CEP, DRMS 

and 2DRMS values. For standalone IRNSS, the CEP, 

DRMS, 2DRMS values observed to be 4.51 m, 6.28 m, 

12.57 m, respectively. 
 

4. 4. 3. Rover Accuracy after Applying Corrections      
Accuracy of IRNSS (using pseudoranges on L5 and S1 

both) with corrections is plotted (Figure 12) by 

considering east error on x-axis and north error on y-axis 

in meters. When the corrections applied to rover, the 

CEP, DRMS, 2DRMS are observed to be 0.95 m, 1.21 m, 

2.41 m, respectively. The horizontal accuracy parameter 

2DRMS was 10.76 m and is improved to 2.41 m after 

applying corrections. 
The comparison of IRNSS standalone and 

Differential IRNSS positional accuracies on L5 and S1 

both (dual frequency) is represented in Table 3. It is 

observed that there is an improvement in the accuracy 

 

 

 
Figure 11. Rover receiver radial error CEP, DRMS and 

2DRMS estimated over 24 hours without corrections 

(combined) 
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Figure 12. Rover receiver radial error CEP, DRMS and 

2DRMS estimated over 24 hours with corrections (dual) 
 

 

TABLE 3. Accuracy parameters of rover receiver estimated 

over 24 hours for standalone and differential with percentage 

improvement in accuracy (dual frequency) 

Accuracy 

Parameters 

Standalone 

(without 

Corrections) 

Differential 

(with 

corrections) 

% 

improvement 

in accuracy 

CEP (50%) 4.51 m 0.95 m 78.93 % 

DRMS (65%) 6.28 m 1.21 m 80.73 % 

2DRMS (95%) 12.57 m 2.41 m 80.73 % 

 
 

when differential position is used. The accuracy 

parameters CEP and DRMS. The percentage 

improvement in the accuracy observed is to be 78.93 % 

and 80.73 %. The percentage improvement in the 

accuracy parameter 2DRMS is the same as DRMS 

improvement. 

The histogram plot and Gaussian distribution of the 

standalone IRNSS and differential IRNSS rover accuracy 

on dual frequency (L5 and S1) signals in terms of East 

error and North error in meters are shown in Figure 13. 

The Gaussian distribution with respective mean 

values and standard deviation values are represented in 

Figure 13 for the accuracy plots on dual frequency signal. 

The mean values for standalone and differential IRNSS 

accuracy plots are approximately zero for east error and 

north error. The standard deviation (STD) values for 

standalone east error and north error are 6.15 and 1.3, 

respectively and for differential IRNSS, east error and 

north error they are 1.1 and 0.49, respectively. In Figure 

13 (a, b) the east error and north error values are 

distributed widely from -10 m to 10 m and -2 m to 2 m, 

repectively, for standalone IRNSS, when compared to the 

Figure 13 (c, d) the east error and north errors are 

distributed from -2m to 2 m and -1 m to 1 m,  which is 

narrow and are confined to zero for Differential IRNSS. 

It is observed that the accuracy in case of differential 

IRNSS is improved when compared to standalone IRNSS 

rover accuracy. 

 
Figure 13. Histogram plot and Gaussian Distribution of 

NavIC standalone and differential rover accuracy on L5 and 

S1 (dual frequency) 

 
 
5 CONCLUSIONS 
 

Differential positioning is to improve the position 

accuracy of the rover receiver which is in the vicinity of 

the reference station. It is useful in certain applications 

where precise position accuracy is required. Here, the 

position accuracy on L5, S1 and dual frequency (L5 and 

S1) are analyzed and compared. Differential position 

accuracy improvement of 78.81 %, 69.14 % and 80.73 % 

in 2DMRS horizontal accuracy are observed on L5, S1 

and dual frequency (both L5 and S1). The highest 

improvement in accuracy observed is 80.73 % which is 

when the rover receiver is in dual frequency mode. 
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Persian Abstract 

 چکیده 
برای ارائه موقعیت و   (ISRO)است که توسط سازمان تحقیقات فضایی هند   (IRNSS)سیستم ماهواره ای ناوبری منطقه ای هند (NavIC)ناوبری با صورت فلکی هند  

یک صورت فلکی ماهواره ای است که دارای هفت ماهواره است که شبه قاره هند را پوشش می دهد.   IRNSSیا    NavICخدمات ناوبری برای منطقه هند توسعه یافته است.  

یابی دیفرانسیل استفاده  ، از تکنیک موقعیتNavICمستقل در برخی کاربردها مانند هوانوردی غیرنظامی کافی نیست. برای بهبود عملکرد دقت موقعیت سیستم  NavICدقت 

یکی به عنوان ایستگاه مرجع و دیگری به عنوان کاوشگر انجام  (IGS IRNSS-GPS-SBAS)موقعیت یابی دیفرانسیل با در نظر گرفتن دو گیرنده    شود. در این مقاله،می

به تنهایی برای    NavICماهواره. در اینجا، صورت فلکی    2از    SBASماهواره، سیگنال    12از    GPSماهواره، سیگنال    7از    IRNSSشده است که قادر به دریافت سیگنال  

هر دو(   S1و  L5مگاهرتز و دوگانه )) 2492.028S1مگاهرتز،  L5 1176.45 های شبه درگیری یابی دیفرانسیل با استفاده از اندازهتحلیل در نظر گرفته شده است. موقعیت

 .(DRMS)دو برابر  2DRMS، (DRMS)شوند. مربع فاصله مقایسه می، میانگین ریشه (CEP)*ای ها از نظر پارامترهای آماری احتمال خطای دایره شود و دقتانجام می

هر دو(    S1و    L5درصد و با استفاده از فرکانس دوگانه )   69.14در  S1درصد،    78.81در  L5های شبه  گیری مریخ نورد با استفاده از اندازه (DRMS)2بهبود دقت افقی  

 مستقل است. NavICدرصد در مقایسه با  80.73
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A B S T R A C T  
 

 

Brain tumors are one of the most common causes of death that have been widely investigated by scholars 

in research areas, including care and prevention. Despite various empirical studies on the brain tumor 

segmentatin, there is still a need for further investigation. This fact is more needed in the automatic 
methods of brain tumors detection. In the present study, a new method for improving brain tumor 

segmentation accuracy based on super-pixel and fast primal dual (PD) algorithms has been proposed. 
The proposed method detects brain tumor tissue in Flair-MRI imaging in BRATS2012 dataset. This 

method detects the primary borders of tumors using a super-pixel algorithm, and improves brain tumor 

borders using fast PD in Markov random field optimization. Then, post-processing processes are used to 
delete white brain areas. Finally, an active contour algorithm was employed to display tumor area. 

Different experiments were carried on the proposed method and qualitative and quantitative criteria such 

as dice similarity measure, accuracy and F-measure were used for evaluation. The obtained results 
showed the efficiency of the proposed method, such that in the accuracy and sensitivity of 86.59 and 

88.57%  and F1-Measure 86.37 were obtained, respectively. 

doi: 10.5829/ije.2023.36.03c.10 
 

 

NOMENCLATURE 

BR  v  MRF Marcov Random Field 

E Energy function LGG Low Graid Gliomas 

𝑥𝑝 Label belonged to object p TP Is a tumor and tumor has been identified 

𝑐p(𝑥𝑝) Potential function FN Is a tumor and tumor has not been identified 

𝑑(𝑥𝑝. 𝑥𝑞) Distance measure FP Is not a tumor and tumor has been identified 

𝑤𝑝𝑞 Weight is considered for each binary cost function TN Is not a tumor and tumor has not been identified 

 
1. INTRODUCTION1 
 
Since timely diagnosis and proper therapy in cancers 

patients increase the improvement and lifetime of 

patients, image processing can be used as a decision-

making tool by physicians for early cancer identification. 

In the 21st century, empirical studies on cancer have been 

changed into a common research effort. Based on the 

statistics, the international agency for research on cancer 

(2022) has estimated that there are 25 million people 
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 (M. Emadi) 

suffering from cancer [1-3]. Also, the American Cancer 

Society (2022) has reported that heart diseases have been 

officially replaced by cancer, such has been the main 

death factor. People’s survival for each type of cancer is 

63% on average [4-6]. Cancer is detected based on 

interfering methods such as surgery, radiotherapy and 

chemotherapy. As studies revealed, using new computer 

technologies, such as image processing mechanisms have 

been successful in the processes related to cancers 

identification and segmentation [7-9]. During the 
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computations and processes related to tumor exact 

segmentation in brain tumor scanned images, it can be 

referred to some challenges, such as hardy in 

distinguishing tumor tissue and the tissue of cysts of the 

main tissue of the human brain, three-dimensional tumor 

tissue surrounded a wide part of the brain (but two-

dimension images have been used in the processing 

system), and the lack of the probability of diagnosing the 

depth of tumor and diagnosing three-dimension area of 

tumor [10]. It seems that one of the challenges existing in 

tumor diagnosis is low accuracy since satisfactory results 

have been obtained by using the fast PD algorithm in 

similar or other studies [11]. Fast PD is a Markov random 

field optimizing algorithmthat attempts to solve an 

alternative problem instead of solving the main 

optimization problem. It occurs in an optimal repetitive 

process; therefore, good results are expected. 

Considering the title of the paper, the main purpose of the 

study is to integrate fast PD algorithms to identify cancer 

regions as well as increase the accuracy of tumor 

diagnosis in MRI images. Cobzas et al. [12] presented a 

fully automatic method based on superpixel algorithm.  

Kircher et al. [13] have presented tumor identification 

and localization based on statistical features and 

classification of support vector machine in images 

(FLAIR). Buchbender et al. [14] presented a new method 

to detect brain tumors in MR images by using 

convolutional neural network and Atsu thresholding. Roy 

and Bandyopadhyay [15] presented a new method in 

tumor segmentation using deep neural network 

technology coupled with imaging strategy using 

nanoparticles. Rehman et al. [16], provided an overview 

of MRI image segmentation methods in brain tumor 

diagnosis. Padlia and Sharma [17] presented a new 

method based on convolutional neural network. Vijh et 

al. [18] have used Generative Adversarial Networks with 

Transfer Learning. Akbari and Emadi [19] proposed 

imaging with nano-particles through neural networks 

molecular technology with FPCNN feedback pulses. 

Using previous imaging algorithms, they achieved a 

higher-level imaging which is very helpful for tumor 

diagnosis in images .Working on brain tumors in 

PET/MRI images, Harouni et al. [20] presented a fuzzy 

neural c-mean algorithm-based artificial neural network 

of PNFCM. Their purpose was segmenting tumor, white 

matter, gray matter and skull based on MRI features. 

Chattopadhyay and Maitra [21] used symmetrical 

analysis of brain images computed the ratio of tumors in 

right and left hemispheres and segmented growing region 

with labeling components connected to the diagnosis 

area. They attempted to distinguish brain from neck skin, 

bone and ventricle as well as distinguish brain regions 

from head skin and tumor tissue pathology from natural 

tissue in brain MRI images [22]. Bauer et al. [23] studied 

brain tumor extracted by MRI using mathematical image 

reconstruction. In this regard, they achieved a support 

vector machine to compute tumors growing region in 

cancer growth trend. Sharma and Meghrajani [24] have 

used support vector machine for localizing cancer tumor 

growing region. Their study’s unique feature was 

automatically combining divide the area of tumor and 

then, tumor contour based purification. The important 

feature of their work was using fuzzy patterns to diagnose 

and purify tumor area and its growth areas. Eberlin et al. 

[25] worked on brain tumor classifying in human. They 

classified various tissue groups in brain MRI images, 

including cerebrospinal fluid and white and gray matters. 

The outmost part of their study was organizer mapping 

and vector match. Sayed et al. [26] prposed combination 

of tissue segmentation and neural networks to diagnose 

brain tumor identificationis. They also achieved good 

results in TMRI identification brain tumor by changing 

gray surface of the image to a colored space image and 

image factor labeled by tumor clustering measure in 

order to identify the exact size of tumors and their area. 

Damodharan and Raghavan [27] investigated an 

algorithm comprised of the brain and segmentation of 

diagnosis measure of brain tumors. They computed 

tumor segmentation in 2D and 3D brain MRI images with 

different brightness level in tumor and non-tumor areas. 

Menze et al. [28] used learning and convolution 

algorithms to investigate imaging data analysis machine 

of MRI. They reported that it is possible to diagnose 

cancer tumors hidden in human brain mass in brain MRI 

images using deep learning and CNN-based prediction 

segmentation method. Kamnitsas et al. [29] investigated 

an algorithm comprised of the brain and segmentation of 

diagnosis measure of brain tumors. They computed 

tumor segmentation in 2D and 3D brain MRI images with 

different brightness level in tumor and non-tumor areas. 

Shenbagarajan et al. [30] studied deep learning and 

convolution algorithms to investigate imaging data 

analysis machine of MRI. They reported that it is possible 

to diagnose cancer tumors hidden in human brain mass in 

brain MRI images using deep learning and CNN-based 

prediction segmentation method. Chandra and Rao [31] 

proposed segmentation algorithm and area-based brain 

tumor segmentation method to classify cancer areas in 

brain to diagnose brain tumors. They used Livewire G-

wire structural algorithm based on generalized multi-

dimensional diagram formula. The feature of their 

method was exact segmentation of tumor areas even in 

noisy images. Havaei et al. [32] proposed a genetic 

algorithm-based method for brain tumor segmentation. In 

this study, they considered the number of genetic 

algorithm genes as a contain value. Then, the tumor 

susceptible areas identified by the algorithm were 

adjusted with learning training phase. After adjustment, 

the number of the algorithm genes changes and the 

previous stages were reiterated if tumor area was out of 

the identified area. Reiteration continues till reaching a 

favorable level of segmentation. The proposed method 
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has been tested on the images collected by Ishikawa [33] 

used a CNN- based method for brain tumor 

segmentation. In this study carried on MRI images with 

high and low grands, a new architecture of CNN has been 

employed for brain tumor identification and 

segmentation. In this architecture, the images are entered 

in parallel in 2 outputs to convolution filters. Under such 

conditions, the filters of on input have large size and the 

filters of the second input have small size. In the second 

stage, pooling operations is done on the images filtered 

by large filters to double the images of this input with the 

size of the second input images. In the next stage, the 

filtered images are integrated with a maximum rule to 

generate the single and final image and enter into fully 

connected neural network.  

 

 

2. MARKOV RANDOM FIELD 
 

One of the issues that is highly considered in machine 

vision and pattern identification and can be formalized is 

discrete labelling, and most problems can be stated in the 

form of discrete MRF. As a result, optimization problems 

in MRF are critical and have received considerable 

attention from researchers in recent years [34]. In other 

words, MRF optimization can be stated as follows: V 

objects exist in the problem space. In other words, these 

objects are the graph G's heads. The edges of this graph 

shown by indicate the relationship between these objects 

or graph heads. In this problem, a set of discrete labels 

also given. The main purpose is to consider a label for 

each objective or V graph heads. If 𝑥𝑝 which is a label is 

given to object p (𝑥𝑝 a label belonged to object p), a cost 

based on potential function 𝑐p(𝑥𝑝)  should be paid. In 

other words, when 𝑥𝑝 label is selected on the object p, 

single cost should be paid based on the potential function 

of 𝑐p(𝑥𝑝). While if two related and dependent objects of 

p and q are given the labels of 𝑥𝑝 ،𝑥𝑞 , respectively. 

Another cost should be paid which is shown by binary 

cost function of d(𝑥𝑝 . 𝑥𝑞). Notably, two single and binary 

cost functions of 𝑐p(𝑥𝑝)، d(𝑥𝑝. 𝑥𝑞) are of the specified 

conditions of the problem and are considered as input. 

The main purpose is to select labels such that the leas cost 

is paid. According to the aforementioned, labelling 

should be performed such that the total of MRF potentials 

are minimized or MRF energy is minimized. That is, the 

purpose of problem solving is to minimize Equation (1): 

E = arg  min ∑ 𝑐𝑝(𝑥𝑝) + ∑ 𝑤𝑝𝑞𝑑(𝑥𝑝. 𝑥𝑞)(𝑝.𝑞)∈𝛴𝑝∈∪   (1) 

In Equation (1), a 𝑤𝑝𝑞 weight is considered for each 

binary cost function of 𝑑(𝑥𝑝. 𝑥𝑞). This weight is applied 

for scaling (high or low) the binary potential functions for 

each edge. With respect to the popularity of MRFs, it 

seems that MRF optimization problems is a vital issue. In 

this regard, researchers have had many attempts for their 

optimization. This problem has not been so important up 

to now since all MRFs have been considered by convex 

energy functions. Now, if MRFs energy functions are not 

convex and their number of local minimums is high, their 

optimization is very hard. The main reason of MRF hard 

optimization is the convex characteristic of MRF related 

functions [35]. It should be noted that most of the 

functions considered in this study for optimization and 

minimization are also non-convex; therefore, it is hard to 

optimize them. Notably, the hardy and complexity of 

MRF optimization problem does not depend on single 

functions of 𝑐𝑝(𝑥𝑝). In other words, the main hardy in 

optimization is on binary functions of 𝑑(𝑥𝑝. 𝑥𝑞) such that 

each function of 𝑑(𝑥𝑝. 𝑥𝑞) is a sub-unit. MRFs can be 

optimized in multi-phrase time functions. For example, 

an overall optimizer is computed [36]. More simply, if 

each binary potential function of 𝑑(𝑥𝑝. 𝑥𝑞) is considered 

only a distance function (distance measure), optimization 

problem will be very hard. If a distance measure is 

considered for 𝑑(𝑥𝑝 . 𝑥𝑞), NP optimization problem will 

be hard. If there is no primary assumption for 𝑑(𝑥𝑝. 𝑥𝑞) 

functions, there is no guarantee and only one local min 

can be given in output [18]. In MRF algorithm 

optimization, it is aimed to control MRF energies as 

much as possible and create an approximately optimal 

solution. As shown in Figure 1, vertical axis indicates the 

complexity of MRF problem and horizontal axis 

indicates binary function of MRF. Further, the 

complexity and hardness have been shown based on the 

considered function. Ideally, it is sought to select a global 

function for optimizing 𝑑(𝑥𝑝. 𝑥𝑞). That is, moving 

toward right side reaches to better choices on the 

horizontal axis and of course, its ability to propose an 

optimal solution is maintained. In other words, rapid 

responses are reached in the lowest possible point. 

Optimization problem and the algorithm presented 

should be big enough on the horizontal axis; that is, MRF 

in more general functions of 𝑑(𝑥𝑝 . 𝑥𝑞) should be 

presented. In other words, the employed binary functions 

of 𝑑(𝑥𝑝. 𝑥𝑞) should be generalizable as much as possible 

while it should be placed in the lowest point in the 

vertical axis. The optimum state is to move under the 

dotted line as shown in Figure 1. The aim of this research 

is to make a binary cost function of 𝑑(𝑥𝑝 . 𝑥𝑞) such that it 

is arbitrary, generalizable and is not in local minimums 

as much as possible and finally, overall minimums are 

appeared in output. 
 
 

3.PROPOSED METHOD 
 
The proposed method for tumor segmentation in FLAIR 

images without Tu-Deg-FPD is based on fast PD  
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Figure 1. The block diagram of Tu-Seg-FPD 

 

 

optimization for Markov random fields. After selecting 

the appropriate processing band with 3D Slicer 4.8.1 

Software, the selected image is entered into the fast PD 

algorithm via appropriate pre-processors such as high-

pass filters to optimize random fields. Figure 1 depicts 

the proposed method's block diagram. The database used 

in this research is BRATS2012. This database has 10 

LGG  (low graid glioma) patients. In LGG type brain 

tumor patients, the tumor is going through its hidden 

growth period and sometimes it can cause superficial 

paralysis in people. Also, there are 20 high graid gliuma 

HGG patients in this database, which usually results from 

the transformation of a LGG. 

 

3. 1. Pre-processing                 A Butterworth low-pass 

filter was used during pre-processing. High-frequency 

portions of the image, such as the edges and corners, are 

sharpened by this filter, making it easier to discriminate 

between the tumor and other parts of the brain. 

 

3. 2. Fast PD Algorithm          The idea of discrete MRF 

can be defined as segmentation with the concept of 

labeling pixels. In Markov random fields, choosing labels 

with the lowest possible cost or with the smallest possible 

cost function is the main objective. According to the 

aforementioned, labeling should be carried out in a way 

that minimizes the total MRF potentials or the MRF 

energy.According to the aforementioned, labeling should 

be performed in a manner that minimizes the total MRF 

potentials or the MRF energy. Primal dual optimization 

is presented as a new fast PD method by to improve 

MRF. It is comparable to an expansion approach that 

ends with a set of graphs. In this method, MRF efficiency 

is significantly increased. In the method, the generalized 

relations between the number of paths and gaps of 

primal-dual allocated by primal MRF its and dual are 

proved. Fast PD, in fact, is a combined optimization 

problem and has a high efficiency with respect to the 

importance of computational efficacy in machine vision 

applications (due to the nature of MRF in segmentation). 

In spite of the high efficacy, fast PD also minimize MRF 

energy considerably. In general, the main purpose of fast 

PD algorithm is to present a solution for MRF problem 

optimization. Figure 2 shows fast PD algorithm with its 

inputs. 
To employ fast PD algorithm for segmentation, there 

is a need of regulating its parameters. These parameters 

have been identified based on the number of considered 

areas segmentation, label weight, the weight of edges 

among the labelled nodes and distance measure (metric 

measure is considered). Figure 3 shows the output of the 

algorithm. 

After labelling Markov random fields by fast PD 

algorithm in a fully optimal manner, they should be 

changed into binary images in one stage to use active 

contour algorithm. In this stage, white areas of brain 

membrane are identified as tumor if the proposed pre-

processing does not perform on the algorithm. This 

important fact highly appears in Low Grade Gliomas  
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Figure 2. Fast PD Algorithm 

 

 

 
Figure 3. An Example of fast PD Algorithm outputs 
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(LGG) images. Low Grade Gliomas are brain tumors that 

originate from glial cells, which support and nourish 

neurons in the brain. Figure 4 shows an example of these 

outputs. Figure 5 shows most of areas existing in the 

image including brain tissue and skull. To complete pre-

processing process through applying fast PD algorithm, 

pre-processing at one stage is performed through 

morphological functions. The employed pre-processing 

process is erosion and non-tumor areas are removed after 

using the method. Figure 5 shows the results obtained by 

pre-processing process.  

 

 

4. RESULT ANALYSIS 
 

The applied purpose of implementing the proposed Tu-

Seg-FDP is to exactly identify the brain tumor tissue in 

Flair-MRI images. The proposed method is based on 

MRF random fields optimization through fast PD 

algorithm. To segment tumor area and depict it, active 

contour-based method has been used. In the following, 

the obtained results are discussed. 

 

4. 1. Database           In this study, BRATS2012 database 

has been used [20]. In this study, only FIAIR images have 

been used to test the proposed algorithm. FIAIR images 

have been used due to high resolution of tumor area in 

white areas of the brain. These areas are identified as 

tumor areas by most of algorithms. FIAIR images in 

BRATS2012 database has a size of 240*240 and a 

spectrum of 155. In fact, these images are read by the 

software before using MATLAB Software in different 

formats.   

 

 

 
Figure 4. The output of tumor segmentation and 

identification without pre-processing with binary images 

after applying fast PD algorithm 

 

 

 
Figure 5. Segmentation output after pre-processing 

4. 2. Analysis of Distance Measure           With respect 

to the aforementioned discussion, the best function in 

distance measures id metric and distance functions. 

However, regarding segmentation, the obtained results 

revealed that fixed distance has the best outcome. In other 

words, segmentation by fixed distance measure has better 

results. Figure 6 shows the results obtained by identifying 

tumor in different distance states. As shown in the figure, 

when the fixed distance and  d = 1000I2, there is no 

identification. According to the obtained results, the best 

state is 𝑑 = 10𝐼2 . 
 

4. 3. Analysis of Kernel Dimension        Morphological 

operators were used to remove the white area of the brain 

membrane after segmentation in the fast PD algorithm in 

MRF. Operators are disappearing. The size and type of 

erosion operators window are critical. In terms of the 

importance of the tumor issue and the area that needs to 

be filled, the best type of window is a square window.  

The white areas of the brain membrane are typically 

smaller in size than the tumor area, and this is true for 

LGG and HGG tumor images. Figure 7 depicts an HGG 

image with kernel sizes 7 and 11. As illustrated in Figure 

8, the kernel size of 7*7 produced the best results. 
 

4. 3. Analysis of Kernel Dimension         
Morphological operators were used to remove the white 

area of the brain membrane after segmentation in the fast 

PD algorithm in MRF. Operators are disappearing. The 

size and type of erosion operators window are critical. In 

terms of the importance of the tumor issue and the area 

that needs to be filled, the best type of window is a square 

window. The white areas of the brain membrane are 

typically smaller in size than the tumor area, and this is 

true for LGG and HGG tumor images. Figure 7 depicts 

an HGG image with kernel sizes 7 and 11. As illustrated 

in Figure 8, the kernel size of 7*7 produced the best 

results. 
 
4. 4. Analysis of Energy in Active Contour        The 

main goal of active contour is to minimize and reduce 

energy of edge detection. The primary framework in this 
 
 

 
Figure 6. The results obtained by applying different distance 

functions in different distance states of a.    10I2, b.  100I2, 

c. 1000I2, d. 10000I2 
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Figure 7. The HGG images with two values of 0.15 and 0.20 

 

 

 
Figure 8. The HGG image with the kernel size of 7*7 

 
 
algorithm is a narrow line. This line is drawn around the 

considered area in the image using a specific function, 

namely the energy function. By reducing the energy 

amount in the function, the narrow line depicted on the 

image under processing approaches the edges of the 

considered areas in the image. The closer the narrow line 

gets to the area being processed, the less energy function 

there will be. This trend continues till the line is inserted 

on the considered area edges. This parameter can be 

intangibly perceived by hanging the weight of P function 

variable manually used for the energy such that tumor 

borders are displaced significantly. Notably, in HGG 

images with higher weighting values, better results have 

been obtained. While, in LGG images, the weight should 

be small as much as possible. After various experiments, 

the best P value for HGG and LGG have been reported 

0.15 and 0.05, respectively. Figure 8 shows HGG images 

with two values of 0.15 and 0.20. 

 
4. 5. Quantitative Analysis       F1-measure measure 

has been employed to analyze and prove the proposed 

method. This measure is obtained by Equation (2) [37]. 

2*
F1_Measure=

2*

TN

TP FP FN+ +
 (2) 

In Equation (2), TP is a tumor and tumor has been 

identified. FN is a tumor and tumor has not been 

identified. FP is not a tumor and tumor has been 

identified. TN is not a tumor and tumor has not been 

identified. 

 

4. 6. Accuracy and Sensitivity           In accuracy test 

of algorithm, the proposed algorithm is analyzed by two 

measures of accuracy and sensitivity. The accuracy and 

sensitivity are computed by the parameters shown in 

Table 1. The accuracy and sensitivity index are 

formulated in Equations (3) and (4), respectively [38]. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
  100%  (3) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100%  (4) 

Tabel 1, shows the result of proposed method for brain 

tumor segmentaion. F1-measure, accuracy and 

sensitivity for 30 FLAIR image of BRATS2012 dataset 

were segmented. Also mean, standard deviation STD and 

confidence interval of measured value are represnted.  

 

 
TABLE 1. The algorithm accuracy analysis 

No. Accuracy(%) Sensitivity(%) F1(%) 

1 85.11 89.00 87.01 

2 97.53 88.35 92.71 

3 83.38 90.31 86.71 

4 85.31 92.23 88.64 

5 91.59 85.11 88.23 

6 92.31 81.83 86.75 

7 87.33 89.17 88.24 

8 95.43 78.35 86.05 

9 89.11 84.48 86.73 

10 88.18 83.03 85.53 

11 95..31 93.14 94.21 

12 88.81 88.73 88.77 

13 89.58 89.30 89.44 

14 97.96 90.18 93.91 

15 85.43 78.18 81.64 

16 78.93 77.83 78.38 

17 79.81 82.14 80.96 

18 88.88 92.14 90.48 

19 77.63 83.69 80.55 

20 73.54 79.14 76.24 

21 93.91 89.34 91.57 

22 93.42 89.34 91.33 

23 84.10 87.14 85.59 

24 87.43 90.14 88.76 

25 81.34 82.50 81.92 

26 87.16 82.60 84.82 

27 85.31 90.86 88.00 

28 83.35 83.65 83.50 

29 80.77 84.14 82.42 

30 84.11 80.50 82.27 

mean 86.59 88.57 86.37 

STD 4.589 4.624 4.61 

Confidence 

interval 

[86.63   92.5] [84.47   93.87] [83.52   

94.00] 
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The best accuracy value is 97.96 while the mean is 86.59. 

the STD and confidence interval for accurcay claim the 

results are acceptable. Also in F1-measure and 

Sensitivity mean values are 88.87 and 86.37, 

respectively. The same as accuracy STD and confidence 

interval of these criteria shows that the results are proper 

and also acceptable. 

 

 

5. CONCLUSION 
 

The purpose of the present study was to improve the 

accuracy of brain tumor segmentation in magnetic 

resonance imaging. The proposed method was based on 

markov random field and fast primal dual optimization 

algorithm. The FLAIR image in BRATS2012 MRI 

dataset were used for evaluating the segmentation results. 

In the proposed method first the imgae is clusterd using 

super pixel algorithm forr finding the ealy region and 

edges of tumor, then fast PD algorithms used for 

optimizing the Markov random fields to find the edge of 

tumor area in FLAIR images. In the proposed method 

post-processing stage  add to final stage for improve 

tumor edge displayed in active contour algorithm. 

Various tests were carried on the proposed method. 

Qualitative evaluation shows the edge of tumor in 

proposed method are fined accurately. Also  quantitative 

measures such as F1-measure, accuracy and sensitivity 

were used to evaluate and claim the Qualitative 

evaluation. Quantitative results fr 30 images of data set 

shows the superiority of proposed markov random field 

and fast primal dual optimization for segmetation. 

 

 

6. REFERENCES 
 

1. Stewart, B. and Wild, C.P., "International agency for research on 

cancer", World Cancer Report,  Vol. 2014, (2014).  

2. Mustaqeem, A., Javed, A. and Fatima, T., "An efficient brain 

tumor detection algorithm using watershed & thresholding based 

segmentation", International Journal of Image, Graphics and 

Signal Processing,  Vol. 4, No. 10, (2012), 34. doi: 

10.5815/ijigsp.2012.10.05.  

3. Karimi, M., Harouni, M., Jazi, E.I., Nasr, A. and Azizi, N., 
Improving monitoring and controlling parameters for alzheimer’s 

patients based on iomt, in Prognostic models in healthcare: Ai and 

statistical approaches. 2022, Springer.213-237. 

4. Islami, F., Guerra, C.E., Minihan, A., Yabroff, K.R., Fedewa, 

S.A., Sloan, K., Wiedt, T.L., Thomson, B., Siegel, R.L. and 
Nargis, N., "American cancer society's report on the status of 

cancer disparities in the united states, 2021", CA: a Cancer 

Journal for Clinicians,  Vol. 72, No. 2, (2022), 112-143.  

5. Siddharth, D., Saini, D. and Singh, P., "An efficient approach for 

edge detection technique using kalman filter with artificial neural 

network", International Journal of Engineering, Transactions 

C: Aspects,  Vol. 34, No. 12, (2021), 2604-2610. doi: 

10.5829/IJE.2021.34.12C.04.  

6. Pourafzal, A., Fereidunian, A. and Safarihamid, K., "Chaotic time 
series recognition: A deep learning model inspired by complex 

systems characteristics", International Journal of Engineering, 

Transactions A: Basics,  Vol. 36, No. 1, (2023), 1-9. doi: 

10.5829/ije.2023.36.01a.01.  

7. Rehman, A., Harouni, M., Karimi, M., Saba, T., Bahaj, S.A. and 
Awan, M.J., "Microscopic retinal blood vessels detection and 

segmentation using support vector machine and k‐nearest 

neighbors", Microscopy Research and Technique,  Vol. 85, No. 

5, (2022), 1899-1914. doi: 10.1002/jemt.24051.  

8. Karimi, M., Harouni, M. and Rafieipour, S., Automated medical 

image analysis in digital mammography, in Artificial intelligence 

and internet of things. 2021, CRC Press.85-116. 

9. Harouni, M., Karimi, M., Nasr, A., Mahmoudi, H. and Arab 
Najafabadi, Z., Health monitoring methods in heart diseases 

based on data mining approach: A directional review, in 

Prognostic models in healthcare: Ai and statistical approaches. 

2022, Springer.115-159. 

10. Nasiri, J. and Shakibian, H., "Probabilistic twin support vector 

machine for solving unclassifiable region problem", 
International Journal of Engineering, Transactions A: Basics,  

Vol. 35, No. 1, (2022), 1-13. doi: 10.5829/ije.2022.35.01a.01.  

11. Noori, Y., Teymourtash, A.R. and Zafarmand, B., "Use of random 
vortex method in simulating non-newtonian fluid flow in a t-

junction for various reynolds numbers and power-law indexes", 

International Journal of Engineering, Transactions B: 

Applications,  Vol. 35, No. 5, (2022), 954-966. doi: 

10.5829/ije.2022.35.05b.11.  

12. Cobzas, D., Birkbeck, N., Schmidt, M., Jagersand, M. and 
Murtha, A., "3d variational brain tumor segmentation using a high 

dimensional feature set", in 2007 IEEE 11th international 

conference on computer vision, IEEE., (2007), 1-8. 

13. Kircher, M.F., De La Zerda, A., Jokerst, J.V., Zavaleta, C.L., 

Kempen, P.J., Mittra, E., Pitter, K., Huang, R., Campos, C. and 

Habte, F., "A brain tumor molecular imaging strategy using a new 
triple-modality mri-photoacoustic-raman nanoparticle", Nature 

Medicine,  Vol. 18, No. 5, (2012), 829-834. 

https://doi.org/10.1038/nm.2721 

14. Buchbender, C., Heusner, T.A., Lauenstein, T.C., Bockisch, A. 

and Antoch, G., "Oncologic pet/mri, part 1: Tumors of the brain, 

head and neck, chest, abdomen, and pelvis", Journal of Nuclear 

Medicine,  Vol. 53, No. 6, (2012), 928-938. doi: 

10.2967/jnumed.112.105338.  

15. Roy, S. and Bandyopadhyay, S.K., "Detection and quantification 
of brain tumor from mri of brain and it’s symmetric analysis", 

International Journal of Information and Communication 

Technology Research,  Vol. 2, No. 6, (2012).  

16. Rehman, Z.U., Naqvi, S.S., Khan, T.M., Khan, M.A. and Bashir, 

T., "Fully automated multi-parametric brain tumour segmentation 

using superpixel based classification", Expert Systems with 

Applications,  Vol. 118, (2019), 598-613. doi: 

10.1016/j.eswa.2018.10.040.  

17. Padlia, M. and Sharma, J., "Fractional sobel filter based brain 
tumor detection and segmentation using statistical features and 

svm", in Nanoelectronics, Circuits and Communication Systems: 

Proceeding of NCCS 2017, Springer., (2019), 161-175. 

18. Vijh, S., Sharma, S. and Gaurav, P., "Brain tumor segmentation 

using otsu embedded adaptive particle swarm optimization 

method and convolutional neural network", Data Visualization 

and Knowledge Engineering: Spotting Data Points with 

Artificial Intelligence,  (2020), 171-194.  

19. Akbari, E. and Emadi, M., "Detection of brain tumors from 
magnetic resonance imaging by combining superpixel methods 

and relevance vector machines classification (RVM)", Journal of 

Intelligent Procedures in Electrical Technology,  Vol. 9, No. 36, 

(2019), 33-42.  

20. Harouni, M., Karimi, M. and Rafieipour, S., "Precise 
segmentation techniques in various medical images", Artificial 

https://doi.org/10.1038/nm.2721


512                                              M. Emadi et al. / IJE TRANSACTIONS C: Aspects  Vol. 36, No. 03, (March 2023)   505-512 

 

Intelligence and Internet of Things,  (2021), 117-166. doi: 

10.1201/9781003097204-6.  

21. Chattopadhyay, A. and Maitra, M., "Mri-based brain tumor image 

detection using cnn based deep learning method", Neuroscience 

Informatics,  (2022), 100060. doi: 10.1016/j.neuri.2022.100060.  

22. Yaqub, M., Jinchao, F., Ahmed, S., Arshid, K., Bilal, M.A., 

Akhter, M.P. and Zia, M.S., "Gan-tl: Generative adversarial 
networks with transfer learning for mri reconstruction", Applied 

Sciences,  Vol. 12, No. 17, (2022), 8841. doi: 

10.3390/app12178841.  

23. Bauer, S., Wiest, R., Nolte, L.-P. and Reyes, M., "A survey of 

mri-based medical image analysis for brain tumor studies", 
Physics in Medicine & Biology,  Vol. 58, No. 13, (2013), R97. 

doi: 10.1088/0031-9155/58/13/R97.  

24. Sharma, Y. and Meghrajani, Y.K., "Brain tumor extraction from 
mri image using mathematical morphological reconstruction", in 

2014 2nd International Conference on Emerging Technology 

Trends in Electronics, Communication and Networking, IEEE., 

(2014), 1-4. 

25. Eberlin, L.S., Norton, I., Orringer, D., Dunn, I.F., Liu, X., Ide, 

J.L., Jarmusch, A.K., Ligon, K.L., Jolesz, F.A. and Golby, A.J., 
"Ambient mass spectrometry for the intraoperative molecular 

diagnosis of human brain tumors", Proceedings of the National 

Academy of Sciences,  Vol. 110, No. 5, (2013), 1611-1616. doi: 

10.1073/pnas.1215687110.  

26. El-Sayed, A., Mohsen, H.M., Revett, K. and Salem, A.-B.M., 

"Computer-aided diagnosis of human brain tumor through mri: A 
survey and a new algorithm", Expert Systems with Applications,  

Vol. 41, No. 11, (2014), 5526-5545. doi: 

10.1016/j.eswa.2014.01.021.  

27. Damodharan, S. and Raghavan, D., "Combining tissue 

segmentation and neural network for brain tumor detection", 

International Arab Journal of Information Technology,  Vol. 

12, No. 1, (2015).  

28. Menze, B.H., Jakab, A., Bauer, S., Kalpathy-Cramer, J., Farahani, 

K., Kirby, J., Burren, Y., Porz, N., Slotboom, J. and Wiest, R., 
"The multimodal brain tumor image segmentation benchmark 

(BRATS)", IEEE Transactions on Medical Imaging,  Vol. 34, 

No. 10, (2014), 1993-2024. doi: 10.1109/TMI.2014.2377694.  

29. Kamnitsas, K., Ledig, C., Newcombe, V.F., Simpson, J.P., Kane, 
A.D., Menon, D.K., Rueckert, D. and Glocker, B., "Efficient 

multi-scale 3d cnn with fully connected crf for accurate brain 

lesion segmentation", Medical Image Analysis,  Vol. 36, No., 

(2017), 61-78. doi: 10.1016/j.media.2016.10.004.  

30. Shenbagarajan, A., Ramalingam, V., Balasubramanian, C. and 

Palanivel, S., "Tumor diagnosis in mri brain image using acm 
segmentation and ann-lm classification techniques", Indian 

Journal of Science and Technology,  Vol. 9, No. 1, (2016), 1-12. 

doi: 10.17485/ijst/2016/v9i1/78766.  

31. Chandra, G.R. and Rao, K.R.H., "Tumor detection in brain using 

genetic algorithm", Procedia Computer Science,  Vol. 79, (2016), 

449-457.  

32. Havaei, M., Davy, A., Warde-Farley, D., Biard, A., Courville, A., 

Bengio, Y., Pal, C., Jodoin, P.-M. and Larochelle, H., "Brain 
tumor segmentation with deep neural networks", Medical Image 

Analysis,  Vol. 35, (2017), 18-31. doi: 

10.1016/j.media.2016.05.004.  

33. Ishikawa, H., "Exact optimization for markov random fields with 

convex priors", IEEE Transactions on Pattern analysis and 

Machine Intelligence,  Vol. 25, No. 10, (2003), 1333-1336. doi.  

34. Komodakis, N., "Image completion using global optimization", in 

2006 IEEE Computer Society Conference on Computer Vision 

and Pattern Recognition (CVPR'06), IEEE. Vol. 1, (2006), 442-

452. 

35. Komodakis, N. and Tziritas, G., "A new framework for 

approximate labeling via graph cuts", in Tenth IEEE International 
Conference on Computer Vision (ICCV'05) Volume 1, IEEE. 

Vol. 2, (2005), 1018-1025. 

36. Smii, B., "Markov random fields model and applications to image 

processing", AIMS Math,  Vol. 7, (2022), 4459-4471. doi: 

10.3934/math.2022248.  

37. Hamamci, A. and Unal, G., "Multimodal brain tumor 
segmentation using the tumor-cut method on the brats dataset", 

Proc MICCAI-BraTS,  Vol., No., (2012), 19-23.  

38. Aziz, K., Saripan, M., Saad, F., Abdullah, R. and Waeleh, N., "A 
markov random field approach for ct image lung classification 

using image processing", Radiation Physics and Chemistry,  Vol. 

200, (2022), 110440. doi: 10.1016/j.radphyschem.2022.110440.  

 

 

 

 

 

 

 

 

 
 

Persian Abstract 

 چکیده 
قرار گرفته    ی مورد بررس  ی ریشگیاز جمله مراقبت و پ  ی قاتیتحق   ی ها  نهیهستند که به طور گسترده توسط محققان در زم   ر یعلل مرگ و م   ن یتر  ع یاز شا  ی کی یمغز  یتومورها

 یمغز  یتومورها  صیخودکار تشخ  یدر روش ها  تیواقع   نیوجود دارد. ا  شتریب  قات ی به تحق   ازیهنوز ن  ،یتومور مغز  قطعه بندی یمختلف بر رو   یمطالعات تجرب  رغمیاست. عل

ارائه شده است.  (PD) عیدوگانه سر  مالیو پر  کسلیسوپرپ  یهاتم یبر اساس الگور  ی تومور مغز  یبندمیبهبود دقت تقس  یبرا  یدی، روش جداین مقالهاست. در    مطرح شتریب

تومورها را با استفاده از   هیاول یروش مرزها نی. اشبیه سازی شده است BRATS2012 در مجموعه داده Flair-MRI یربرداریبافت تومور مغز را در تصو یشنهادیروش پ

پس    یندهای. سپس از فرآبخشد یرا بهبود م  یتومور مغز  یمارکوف، مرزها  یتصادف  دانیم  یسازنه یدر به  عی سر PD و با استفاده از  کندی م  ییشناسا  کسلیسوپرپ  تمیالگور  کی

روش    یبر رو  یمختلف  یهاشیتومور استفاده شده است. آزما  هیناح  شینما  یکانتور فعال برا  تمیالگور  کیاز    تیمغز استفاده شده و در نها  دیسف  یحذف نواح  یپردازش برا

دهنده  آمده نشاندستبه  جینتااستفاده شده است.  یابیارز  یبرا F1 یریگشباهت تاس، دقت و اندازه  یریگمانند اندازه   ی فیو ک  یکم  یارهایانجام شده است و از مع   یشنهادیپ

 .دست آمدندبه  F1-Measure 37/86 درصد و 57/88و  59/86 بیبه ترت  تیکه در دقت و حساس یطوربود، به یشنهادیروش پ  ییکارا
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A B S T R A C T  
 

 

Alkaline proteases are widely used in industrial processes due to their high pH tolerance and thermal 

stability. In present work, the protease producing ability of Bacillus strains (Bacillus subtilis PTCC 1254, 
B. subtilis PTCC 1156 and B. subtilis PTCC 1715) was studied. B. subtilis PTCC 1254 showed the 

highest proteolytic activity and therefore, the strain was selected as the biological agent in the submerged 

fermentation. Cell growth kinetic model was investigated using Malthus and Logistic equations, which 
were relatively well fitted to the experimental data. The maximum specific growth rate for Malthus and 

Logistic models were 0.187 and 0.377 h-1, respectively. The optimum culture conditions were defined as 

follows: pH 9, temperature 37°C, fermentation time 72 h, agitation speed 150 rpm and 4%  inoculum 
with medium contained 1 g/l CaCl2, 0.6 g/l K2HPO4, 1  g/l KH2PO4, 0.2 g/l MgSO4.7H2O, 2 g/l sugarcane 

bagasse and 4 g/l corn bran as carbon and nitrogen sources. A 25% v/v industrial wastewater containing 

starchy waste was used as main substrate. Under optimum conditions, maximum alkaline protease 
activity of 117.43 U/ml was achieved. Also, the obtained protease was able to remove blood stain from 

cotton fabric and hydrolyze gelatin of X-ray film. Thus, this protease showed potential applications in 

detergent and photographic industries. 

doi: 10.5829/ije.2023.36.03c.11 
 

 
1. INTRODUCTION1 
 
Enzymes as biocatalysts are used in biochemical 

reactions. Enzymes are also commercially used in 

number of industrial processes [1]. Among various 

enzymes, about 60% of total enzyme marketplace are 

devoted to protease which are the most important group 

of industrial enzymes [2, 3]. Protease catalyze the 

hydrolysis of peptide bonds linking amino acids in the 

polypeptide chain of the protein molecule [4]. Enzymes 

are specifically classified based on enzyme structure and 

properties of enzyme active site. Proteases are 

categorized based on their activities with special 

functional group such as carboxyl, serine, metallo, 

neutral, acidic and alkaline proteases [5]. The most 

important group of enzymes so far used are the alkaline 

serine proteases [6]. Alkaline proteases as additives are 
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extensively used in pharmaceuticals, dehairing of leather, 

textile, food and detergent industries [7, 8].  The major 

sources of alkaline proteases consist of plants, animal 

organs and microorganisms.  The microorganisms 

including bacteria, molds and yeasts can produce alkaline 

proteases [5, 9, 10]. Presently, Bacillus species are 

commercially used to obtain alkaline proteases due to 

their high pH and temperature tolerances [11]. Selection 

of the right microorganism is very important in 

production of high yield of the desirable enzymes. 

Furthermore, protease production by microorganisms is 

affected by the medium composition; the nitrogen and 

carbon sources and process parameters such as pH, 

temperature, agitation speed, incubation time and 

inoculum size [12, 13]. Achieving high enzyme 

productivity significantly depends on selection of 

suitable fermentation technique and optimization of 
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media composition [14, 15]. Proteases and other enzymes 

are often produced by submerged and solid state 

fermentation techniques [16, 17]. Currently, more than 

90% of the commercial enzymes are produced through 

implication of submerged culture due to its obvious 

advantages in consistent enzyme production 

characteristics with defined medium, process conditions 

and advantages in downstream despite of the cost-

intensiveness for medium components [18, 19]. The cost 

of enzyme production is the most important factor which 

effects on process economics. The most important factor 

in the cost of enzyme production in submerged 

fermentation is devoted to the growth medium [20]. One 

of the environmental problems in recent years is the 

treatment and release of industrial wastewater. Certainly, 

special wastewater, in particular those collected from 

food factories can be used for production of value-added 

products. Through, specific process and recyclable 

materials can be utilized for production of protein, 

enzyme and etc. [21, 22]. Another low-cost substrate that 

can be used for enzyme production is agricultural waste. 

The cost of enzyme production is reduced by utilization 

of agro-waste like rice bran, wheat bran and corn bran 

[23, 24]. In this study, specific strain of bacterial strains 

with high proteolytic activity was selected. In addition, 

considering the economic aspect of enzyme production, 

low-cost substrate was used for enzyme production. The 

purpose of present work was to demonstrate a thermal 

tolerant species of bacteria for the production of protease 

by means of media and process parameters optimization 

in order to maximize enzyme productivities.  

 

 

2. MATERIALS AND METHODS 

 

2. 1. Organisms and Media       B. subtilis PTCC 1254, 

B. subtilis PTCC 1156, B. subtilis PTCC 1715 were 

supplied by the Iranian Research Organization for 

Science and Technology, Iran. These microorganisms 

were cultivated in a medium containing 4 g/l glucose, 2 

g/l peptone, 2 g/l yeast extract, 1 g/l KH2PO4 and 0.2 g/l 

MgSO4.7H2O, and were incubated in an incubator-shaker 

(IKA KS 4000 ic Control) at 33°C and 110 rpm for 24 h. 

The stock cultures of all strains were maintained on 

culture tubes and stored at -4°C for long term 

preservation. To prepare solid phase media for culture 

studies, 2% agar was added to the liquid media. The 

microorganisms were cultured for purity and stock 

cultures were regenerated in every month on a fresh plate. 

 
2. 2. Materials       Industrial wastewater was collected 

from the starch manufacturing plant (Mahshad, Yazd, 

Iran). The wastewater consisted: starch (3.65 g/l), 

glucose (3.321 g/l), total nitrogen (8.8 mg/l N), NH4 (11.7 

mg/l), NH3 (10.7 mg/l), total phosphate (52.48 mg/l P), 

amount of ash (0.2%), total suspended solid (1.06%). The 

substrates screened were sugarcane bagasse, rice bran, 

wheat bran as carbon supplements; corn bran and 

soybean meal as nitrogen sources. All substrates were 

washed with distilled water and dried at 60°C for 48 h to 

remove undesired debris. In order to obtain proper 

powder, dried substrate was milled and kept in a dry 

place. All substrates were purchased from local market. 

 

2. 3. Screening for Alkaline Protease Activity       
Casein-agar medium consisted 10 g/l casein, 5 g/l NaCl, 

12 g/l agar, 5 g/l beef extract and 5 g/l peptone. The 

respective strains were inoculated on the plates as a single 

line and incubated at 37°C for 48 h. The production of 

alkaline protease was proved by the formation of clear 

zones surrounding the colonies [25]. The microorganism 

with maximum zone formation was selected for further 

analysis. 
 

2. 4. Inoculum Preparation and Production of 
Enzyme       A loop-full of the agar culture of each strain 

was added into 50 ml of the medium containing 10 g/l 

glucose, 5 g/l peptone, 5 g/l yeast extract, 0.2 g/l 

MgSO4.7H2O and 1 g/l KH2PO4, and were incubated at 

37°C for 24 h. This formulation is known as modified 

Horikoshii medium [26]. The inoculum was prepared by 

inoculating 5% of the prepared solution into prior 

medium and incubated for 16 h. Then 5% of the inoculum 

was added into medium containing (g/l): peptone 5, 

KH2PO4 1, K2HPO4 0.6, and 25% (v/v) starchy waste. 

Submerged fermentation was carried out at 37°C and 130 

rpm for 72 h. The fermentation residue was centrifuged 

at 8000 rpm and kept at 4°C for 10 min. The supernatants 

were used to measure protease activity. 
 

2. 5. Growth Kinetics       The culture containing 10 g/l 

glucose, 5 g/l peptone, 5 g/l yeast extract, 0.2 g/l 

MgSO4.7H2O and 1 g/l KH2PO4 was inoculated with 5% 

(v/v) inoculum and incubated in a shaking incubator at 

37°C for 24 h. Samples were taken at certain time 

intervals and the sugar concentration and cell density 

were determined. Cell dry weight was determined using 

a 0.25 µm filter  by drying biomass at 60 °C for 24 h. 3,5-

dinitrosalicylic acid (DNS) method was used to 

determine reduced sugar concentration [27]. 

Malthus and logistic equations are known as 

unstructured kinetics models that are used for 

investigation of kinetic growth of B. subtilis PTCC 1254. 

Malthus rate model is defined as the changes of biomass 

concentration which is proportional to the cell growth: 

𝑑𝑥

𝑑𝑡
= 𝜇𝑥  (1) 

where x is cell dry weight (g/l) and µ is specific growth 

rate (h-1). Apply separation of variables then integration 

with initial condition, the above equation is simplified as: 

ln (
𝑥

𝑥0
) = 𝜇𝑡  (2) 
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where x0 is the initial cell dry weight (g/l) and t is the 

incubation time (h). Logistic equation is derived by the 

following equation: 

𝜇 = 𝜇𝑚(1 −
𝑥

𝑥𝑚
)  (3) 

where µm and xm are the maximum specific growth rate 

(h-1) and the maximum cell concentration (g/l), 

respectively. By substitution of the above equation into 

the Malthus equation and performing integration, cell dry 

weight can be expressed as the following equation [28]: 

𝑥 =
𝑥0exp⁡(𝜇𝑚𝑡)

1−(
𝑥0
𝑥𝑚

)(1−exp(𝜇𝑚𝑡))
  (4) 

 

2. 6. Assay for Proteolytic Activity       Alkaline 

protease activity was assayed by the suggested method of 

Sigma-Aldrich. 5 ml casein solution (0.65%, w/v casein 

in 50 mM potassium phosphate buffer, pH 7.4) was 

placed at the water bath at 37°C until equilibrium was 

achieved. One ml of the enzyme solution was poured to 

the mixture and allowed to react for 10 minutes. Then the 

reaction was stopped with 5 ml TCA solution (0.11 M 

trichloroacetic acid). After 30 min the sample was 

centrifuged at 8000 rpm for 10 min. A 2 ml of the 

supernatant was mixed with 5 ml sodium carbonate 

solution (0.5 M) and 1 ml Folin-Ciocalteu’s phenol 

solution and the mixture was incubated at water bath at 

37°C for 30 min. The amount of tyrosine released was 

determined using a UV-VIS spectrophotometer (UNICO, 

2100 series, USA) at 660 nm against the blank. The 

concentration of tyrosine released was obtained by a 

spectrophotometer at a wavelength of 660 nm. One unit 

of protease activity is equivalent to the protease required 

to release 1 µg tyrosine under standard conditions in 1 

min. 

 

2. 7. Optimized Culture Conditions for the Growth 
of B. Subtilis PTCC 1254       The basal media with 25% 

(v/v) starchy waste as a carbon source was used for 

production of alkaline protease by B. subtilis PTCC 1254. 

Initial experiments showed that optimum percent of 

waste for production of protease was 25% (v/v). Several 

nitrogen sources such as 5 (g/l) yeast extract, casein, 

potassium nitrate, ammonium chloride, sodium nitrate, 

soybean meal, corn bran and corn flour were replaced 

instead of peptone. The basal medium was supplemented 

with various carbon sources such as 5 (g/l) glucose, 

fructose, lactose, arabinose, starch, sugarcane bagasse, 

rice bran and wheat bran. Effect of different parameters 

such as temperature (30, 35, 37, 40 and 45°C), pH (5, 6, 

7, 8, 9, 10, 11 and 12), CaCl2 concentration (0.5, 1, 1.5 

and 2 g/l), inoculum concentration %v/v (1, 2, 3, 4, 5 and 

10), agitation speed (110, 130, 150, 180 and 200 rpm) and 

incubation time (24, 48, 72, and 96 h) were studied. All 

the experiments were carried out in triplicates. 

 

2. 8. Cell Growth and Protease Production       The 

B. subtilis PTCC 1254 culture was inoculated once in the 

basal medium (pH 7, agitation rate 130 rpm) and once in 

the optimal medium under optimal conditions. Samples 

were aseptically taken at different time intervals and cell 

density along with enzyme activity was determined. 

 

2. 9. Applications of Alkaline Protease from B. 
Subtilis PTCC 1254       For assessing blood stain 

removing ability, human blood 100 μl was injected on 

100% cotton fabric, then was placed at oven for 5 min 

(95–100 °C). The alkaline protease (10 ml, 117.43 U/ml) 

was applied to the stain. The removal of blood stain was 

investigated at room temperature. Ability of gelatin 

hydrolysis from X-ray films was also investigated. The 

X-ray films were washed with double distilled water and 

dried with ethanol; then were placed in an oven at 40°C 

for 30 min. X-ray films were placed in the enzyme 

solutions and incubated in a shaking incubator. Finality, 

the effect of enzyme activity on the X-ray film was 

investigated after 10, 20, 30 and 40 minutes. Also, the 

turbidity of reaction mixture was determined at 660 nm. 

 

 

3. RESULTS AND DISCUSSION 
 

3. 1. Screening for Alkaline Protease Activity       
Protease production ability of all three bacterial samples 

cultured on casein-agar medium was investigated. Figure 

1 shows colonies and the clear zone created by each one 

of the bacterial colonies. All strains showed a positive 

result for protease production on casein-agar medium, 

but the best protease producer displayed the highest clear 

zone of inhibition was B. subtilis PTCC 1254. Several 

studies have demonstrated that the formation of clear 

zone on casein-agar or skim milk agar by a bacterial 

colony is an indication of alkaline protease production 

[29, 30]. The results showed that all three strains can 

produce alkaline proteases. 

 

3. 2. B. Subtilis PTCC 1254 Growth Kinetic       Figure 

2 shows the changes of sugar concentration and cell 

growth during the fermentation time. The growth curve 

showed that B. subtilis PTCC 1254 had a short lag phase. 

Exponential growth phase was extended from 2 to 16 h 

of incubation time; while after 16 h, the substrate 

concentration was reduced by 70%. 

Based on obtained data, Malthus and Logistic kinetic 

growth rate modes are illustrated in Figures 3a and 3b, 

respectively. The data were relatively well fitted with a 

regression of 0.94 and 0.97 for Malthus and Logistic 

models, respectively. The maximum specific growth rate 

for Malthus and Logistic models were 0.187 and 0.377 h-

1, respectively. Malthus model is based on simple 

exponential growth while Logistic model can project the 
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Figure 1. Bacteria cultured on casein-agar medium, (A) B. subtilis PTCC 1156, (B) B. subtilis PTCC 1715 and (C) B. subtilis PTCC 

1254 
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Figure 2. Cell dry weight and sugar concentration profiles 
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Figure 3. Fitting the experimental data to (a) Malthus kinetic 

model and (b) Logistic kinetic model 

growth curve while considering any growth inhibition 

term. Based on obtained µmax Logistic rate model was 

able to describe cell growth and kinetic rate of B. subtilis 

PTCC 1254 in submerged fermentation. Batch kinetics 

and modeling of alkaline protease production by isolated 

Bacillus sp. was also reported by other researcher using 

Moser -Boulton kinetic model [31]. 
 
3. 3. Production and Enzymatic Activity of Strains       
Temperature, agitation and incubation time for the 

production of alkaline protease by Bacillus species were 

30-37°C, 100-200 rpm and 24-120 h, respectively [32]. 

Accordingly, 37°C temperature, 130 rpm and 72 h were 

selected for incubation of all samples and then bacteria 

were cultivated in the basal medium. Enzyme activity in 

each strain was considered with respect to the above-

mentioned method. Table 1 summarized the results of 

enzyme production for each bacterium. The obtained 

results showed that the unit activity of enzyme 

production by B. subtilis PTCC 1254 was more than other 

two samples, so the specified strain was selected for 

further study. 

 

3. 4. Effect of Nitrogen Sources       In primary 

production of amino acids, nucleic acids, protein and cell 

wall components are metabolized via utilization of 

desired nitrogen source. The regulatory effect of these 

nitrogen sources on the enzyme synthesis was 

investigated. Presence of both carbon and nitrogen 

sources in the medium should highly be affected on 

production of enzyme protease [33]. By evaluating the 

effect of different nitrogen sources on protease 

production, it was determined that corn flour and corn 

bran resulted in the highest enzyme activity (73.20 and  

 

 
TABLE 1. Enzyme activity of different strains of bacteria 

Sample of bacteria Enzyme activity (U/ml) 

B. subtilis PTCC 1254 29.55 

B. subtilis PTCC 1715 6.7 

B. subtilis PTCC 1156 1.44 
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72.07 U/ml). Organic nitrogen sources had significant 

effect on enzyme production, whereas simple inorganic 

nitrogen sources showed reduced alkaline protease 

production (see Table 2). Present study is in agreement 

with previous research as reported that inorganic nitrogen 

sources significantly reduced protease production in 

compare to organic nitrogen sources [12, 34, 35]. Use of 

low-cost feedstock and optimizing the media 

composition with minimum requirements for maximum 

enzyme production has a critical role in industrial scale 

enzyme production. Since corn bran is by-product of the 

corn industry, it was preferred over corn flour due to its 

low cost. The advantage of corn bran could be because 

the organism prefers proteins with slow metabolism or 

partially hydrolyzed. In many microorganisms, 

accumulated amino acids that may be produced by highly 

metabolized nitrogen substrates, repress production of 

protease [36]. Based on obtained results, it was obtained 

that the best nitrogen source for enzyme production may 

be quite different which is depended on selection of 

suitable microorganism. 

 

3. 5. Effect of Carbon Supplementation        In 

general, it is clearly projected that the desired medium 

composition for different microorganisms may 

significantly influence on production of alkaline 

proteases. Availability of both the carbon and nitrogen 

sources within the medium had significant effect on 

protease production and both of these parameters applied 

regulatory affecting on enzyme production. In this study, 

complex and simple carbon sources were investigated. 

Protease production was decreased when simple carbon 

 

 
TABLE 2. Effect of nitrogen sources on the protease 

production in basal medium 

Nitrogen Sources 
Concentration 

(g/l) 

Enzyme activity 

(U/ml) 

Blank 0 29.55 

Soybean meal 5 63.71 

Corn flour 5 73.20 

Corn bran 2 72.07 

 4 78 

 5 72.03 

 6 67.27 

 8 64.96 

 10 56.48 

Yeast extract 5 50.49 

Casein 5 61.34 

Potassium nitrate 5 11.58 

Sodium nitrate 5 23.74 

Ammonium chloride 5 25.58 

sources were used in the culture medium, that is most 

probably caused by the catabolite repression of the 

enzyme. Unlike simple carbon sources, complex carbon 

sources were desired substrates for protease production 

by B. subtilis PTCC 1254.  The obtained result is in 

agreement with previous reported data regarding protease 

production [37-39]. The amount of proteolytic enzyme 

reached to the maximum in the presence of sugarcane 

bagasse. Enzyme activity was enhanced by addition of 2 

(g/l) sugarcane bagasse (82.09 U/ml) when compared to 

a basal medium without sugarcane bagasse (see Table 3). 

A decrease in enzyme production was observed at low 

and high concentrations of sugarcane. The results 

suggested that proper concentration level of sugarcane 

bagasse played a significant role in enhancing the 

production of alkaline protease. Catabolic repression or 

substrate inhibition resulted in repressed enzyme 

production at high substrate concentrations. 

 

3. 6. Effect of Incubation Time       A 50 ml of 

optimized medium was incubated at 37°C (130 rpm) for 

duration of 24, 48, 72 and 96 hours. Figure 4 presents the 

effect of incubation time on protease activity. The 

optimum enzyme production of 81.44 U/ml was observed 

after 48 h; However, numerically, the highest production 

of protease was observed at 72 hours (82.09 U/ml). It 

should be noted that whether increase in fermentation 

time and hence increase in operational cost can be 

compensated by extra enzyme production. According to 

the findings in our experiments, a short fermentation time 

would be more cost effective compare to the extra 

enzyme production. A decrease in enzyme units was 

 

 
TABLE 3. Effect of carbon sources on protease production in 

basal medium containing 0.4% corn bran and supplemented 

with carbon source 

Carbon Sources 
Concentration 

(g/l) 

Enzyme activity 

(U/ml) 

Blank 

Starch 

0 

5 

78 

66.68 

Wheat bran 5 70.53 

Rice bran 5 73.20 

Sugarcane bagasse 1 72.01 

 2 82.09 

 3 79.78 

 4 79.13 

 5 78.66 

Glucose 5 48.41 

Fructose 5 51.79 

Lactose 5 46.75 

Arabinose 5 42.54 
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Figure 4. Effect of incubation time on protease activity 

 
 
observed with increasing incubation time, which could be 

due to hydrolysis of the protease. 

 

3. 7. Effect of Medium Initial pH       In general, the 

morphological and physiological characteristics of an 

organism are affected by pH of culture medium. In 

addition, pH affects many enzymatic processes and the 

Transport of compounds through the cell membrane [40]. 

The effect of initial pH for B. subtilis PTCC 1254 was 

obtained by adjusting the culture medium at different 

initial pH. A 5% (v/v) inoculum was added to the culture 

medium and incubated at 37°C and 130 rpm for 48 hours.  

The protease activity profile at different pH values are 

shown in Figure 5. This strain produced alkaline protease 

enzyme in pH wide range from 5 to 9; maximum protease 

production was found at pH 9 (88.14 U/ml). 

 
3. 8. Effect of Temperature       Temperature is the 

major rolling parameter in growth of microorganism, and 

it regulates the synthesis and excretion of the enzyme 

through changes of the physical properties of the cell 

membrane for extracellular enzymes. One temperature 

can inhibit the growth of microorganisms while another 
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Figure 5. Effect of media pH on production of protease 

temperature can activate it. Therefore, in order to obtain 

an maximum protease production, incubation 

temperature should be controlled as a critical parameter 

[41]. The effect of incubation temperature on proteolytic 

activity was determined by inoculation of 5% inoculum. 

The effect of temperature on the enzyme activity was 

obtained by inoculating 5% inoculum into 50 ml of 

medium at 30, 33, 37, 40 and 45°C for 48 h (Figure 6). 

Maximum protease activity of 88.14 U/ml was found at 

37°C. The reduced enzyme activity at any temperature 

higher than 37°C might be due to enzyme configuration 

changes or degradation at high temperature [40, 42]. 

 

3. 9. Effect of Agitation Speed       Agitation is an 

influential parameter for mass transfer for the oxygen 

requirement of microorganisms. Particularly, to make 

energy for cellular activities, O2 plays the role of a 

terminal electron acceptor for oxidative reactions. It has 

been found that the variation in agitation speed affects the 

intensity of mixing in shake flasks and nutrient 

availability [43]. Protease activity was investigated at the 

agitation speed of 110, 130, 150, 180 and 200 rpm. The 

effect of the agitation speed on the enzyme production is 

depicted in Figure 7. 

Agitation  speed below 150 rpm caused low protease 

activity caused by limitation not maintaining enough 

dissolved oxygen for cell growth. Enzyme activity 

increased with increasing agitation speed, and maximum 

protease activity was found at 150 rpm. However, 

keeping the agitation speed at 200 rpm, the enzyme 

activity (54.82 U/ml) was decreased due to disturbance 

created at high shear forces. Based on cultivation of the 

organism, the desired agitation rate was defined at 150 

rpm. 

 

3. 10. Effect of Inoculum Size       Determining 

inoculum size with regard to microbial fermentation 

processes is important since lag phase is eliminated. 

Increasing in the inoculum size up to 4 v/v% (113.11 

U/ml) at which enzyme activity achieved maximum 
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Figure 6. Effect of temperature on production of protease 
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Figure 7. Effect of Agitation Speed on Production of Protease 

 

 

levels, protease production increased steadily. Thereafter 

(4%), enzyme activity did not change significantly. 

Suitable inoculum size can balance between the biomass 

and available, which improve optimal protease 

production. [44]. 

 

3. 11. Effect of CaCl2 Concentration       CaCl2 was 

used in the composition of the medium to help stabilize 

the protease secreted by B. subtilis PTCC 1254. Addition 

of CaCl2 also enhanced and maintained the enzyme 

activity. Regarding protease activities, CaCl2 showed an 

enhanced effect at a concentration of 1 g/l. 

Concentrations higher than 1 g/L of CaCl2 had an 

inhibitory effect which caused decreased in protease 

activity to 33.05 U/ml. 

 

3. 12. Cell Growth and Protease Production       By 

studying the cell growth of B. subtilis PTTC 1254, it was 

found that in both of medium, the microorganism .showed 

a lag phase of about 4 h. The growth phase was 

exponential until about 18 h, then it entered the stationary 

phase. Protease production almost corresponded with cell 

growth and the maximum value was obtained in the 

stationary phase (Figure 8). The relationship between 

growth and enzyme production with different organisms 

has been reported. Maximum protease production by 

Pseudoalteromonas was achieved at the end of the 

exponential phase. Whereas, maximal alkaline protease 

production with Bacillus sp VE1 occurred during the 

early stationary phase [45]. Comparing the production of 

alkaline protease in basal and optimal medium showed 

that growth trends were quite similar in both media; 

however, the amount of enzyme production extensively 

varied.  Maximum alkaline protease was 29.55 U/ml in 

the basal medium (72 h), while the maximum production 

of enzyme was achieved after 48 h of fermentation 

(117.43 U/ml) which is much shorter incubation time in 

compare to basal medium. 

 
3. 13. Applications of Alkaline Protease from B. 
Subtilis PTCC 1254       The ability of gelatin hydrolysis 

of X-ray film by the protease obtained from B. subtilis 

PTCC 1254 was investigated. As shown in Figure 9, the 

enzyme treatment time increased, the gelatin layer was 

more hydrolyzed and the X-ray films became brighter. 

The turbidity of reaction mixture was gradually increased 

with respect to time. In this way, the turbidity was 0.327, 

0.926, 1.539 and 1.924 after 10, 20, 30 and 40 min, 

respectively. Also, alkaline protease from B. subtilis 

PTCC 1254 was able to remove blood stain from cotton 

fabric (Figure 10). Therefore, the produced protease is 

suitable for the use in detergent and photographic 

industries. 
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Figure 8. Cell growth and protease production in the basal 

medium and optimal medium 
 

 

 

 
Figure 9. Application of B. subtilis PTCC 1254 protease for gelatin hydrolysis of X-ray film, (X-ray film before enzyme treatment 

(A), X-ray film after 10 min (B), 20 min (C), 30 min (D) and 40 min (F) of enzyme treatment) 
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Figure 10. Application of B. subtilis PTCC 1254 protease in removing blood from cotton fabric, ((A) bloody cotton fabric before 

enzyme treatment and (B) cotton fabric after 10 min of enzyme treatment) 
 
 

4. CONCLUSION 

 

The most important factor affecting on wide application 

of alkaline proteases for desired use is enzyme cost. In 

submerged fermentation, a significant part of the total 

production cost of enzymes is related to the cost of 

substrate for the cell growth. Under submerged 

fermentation, the use of organic-based industrial 

wastewater and agricultural waste such as corn bran and 

sugarcane bagasse can reduce the cost of producing 

enzymes. Achievement of high enzyme productivity 

significantly depends on selection of suitable 

fermentation technique and optimization of media 

composition. Malthus and Logistic equations, known as 

unstructured kinetic models, were used to investigate the 

growth kinetics of B. subtilis PTCC 1254. The data were 

relatively well fitted with a regression of 0.94 and 0.97 

for Malthus and Logistic models, respectively. The 

maximum specific growth rate for Malthus and Logistic 

models were 0.187 and 0.377 h-1, respectively. The 

highest level of protease activity was achieved with the 

optimized media composition and culture cultivation 

conditions: industrial starchy wastewater 25% (v/v), 

sugarcane bagasse concentration 2 g/l, corn bran 

concentration 4 g/l, CaCl2 1 g/l, MgSO4.7H2O 0.2 g/l, 

KH2PO4 1 g/l, K2HPO4 0.6 g/l, pH 9, temperature 37°C, 

inoculum concentration 4% v/v, agitation speed 150 rpm 

and fermentation time 48 h. At the optimum condition, 

alkaline protease production by B. subtilis PTCC 1254 

increased from 29.55 to 117.43 U/ml. The selected strain 

showed significant enhancement in protease production 

under optimized conditions. In addition, the protease 

produced by B. subtilis PTCC 1254 successfully removed 

the blood stain from cotton fabric and hydrolyzed the 

gelatin of X-ray film. Thus, the obtained protease found 

having high potential for applications in detergent and 

photographic industries. 
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Persian Abstract 

 چکیده 
 لوسیباس  یهاه یپروتئاز سو  دیتول  ییشوند. در کار حاضر، توانایاستفاده م  یصنعت  یندهایبه طور گسترده در فرآ  یحرارت  یداریبالا و پا  pHتحمل    لیبه دل  ییایقل  یپروتئازها

(PTCC 1254 ،PTCC 1156  وPTCC 1715 بررس )سوبتیلیس لوسیباس .شد ی   PTCC 1254ی ک یولوژیبه عنوان عامل ب نیرا نشان داد و بنابرا  کیتی پروتئول ت یفعال نیبالاتر  

 ثر . حداکشدندبرازش    یتجرب  یهابا داده  یکه به خوب  ،قرار گرفت  یمورد بررس  کیمالتوس و لجست  یهابا استفاده از مدل  یرشد سلول  کینتیانتخاب شد. س  یورغوطه  ریدر تخم

گراد، یدرجه سانت 37 ی، دما pH 9به این صورت تعریف شد:  نهیکشت به طیبود. شرا بر ساعت 377/0و  187/0 بی به ترت کیمالتوس و لجست یمدل ها یبرا ژهینرخ رشد و

در    مگر  4PO2KH  ،2/0  تریگرم در ل  4HPO2K  ،1 تریگرم در ل  2CaCl  ،6/0  تریگرم در ل  1با  مایه تلقیح  درصد    4و    قهیدور در دق  150سرعت هم زدن  ساعت،    72زمان تخمیر  

به    یاپسماند نشاسته  یحاودرصد وزنی    25  ی . پساب صنعتتروژنی سبوس ذرت به عنوان منابع کربن و ن  تر یگرم در ل  4و    شکریباگاس ن   تری گرم در ل  O2.7H4MgSO  ،2  تریل

آمده قادر به حذف لکه خون از پارچه  دستپروتئاز به   ن،یمچنبه دست آمد. ه  U/ml  43/117  ییایپروتئاز قل   تیحداکثر فعال  نه،یبه  طی استفاده شد. در شرا  یاصل  سوبسترایعنوان  

 .نشان داد  یو عکاس ندهیشو عیدر صنا یابالقوه یپروتئاز کاربردها نیا ن،یبود. بنابرا کسیاشعه ا لمیف  نیژلات  زیدرولیو ه کتان
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A B S T R A C T  
 

For the creation of surface reinforcement particles in the metal matrix, friction stir processing is 

frequently utilized. Formation of aluminum/SiC surface composite on tungsten inert gas (TIG) butt weld 
of Al5083 by a novel technique of direct friction stir processing (DFSP) using a hollow tool is 

successfully demonstrated in this work. Deposition of SiC in the stir zone of DFSP was confirmed by X-

ray diffraction (XRD) method. Micro analysis of weld joint was achieved using metallographic 
microscope and scanning electron microscope (SEM). Microstructure of stir zone of DFSP shows finely 

distributed SiC reinforcement particles in aluminum matrix. Absence of detrimental intermetallics was 

confirmed by energy dispersive spectroscopy (EDS) analysis. Tensile strength of DFSPed specimen was 
found to be 227.3 MPa which is 19.5% lower than UTS of autogenous TIG weld specimen. 

Microhardness of SZ of DFSP was found to be increased from TIG weld microhardness of 86 Hv to 107 

Hv due to presence of SiC particles. 

doi: 10.5829/ije.2023.36.03c.12 
 

 
1. INTRODUCTION1 
 

Aluminum alloys are incredibly superior material for 

space, marine and automobile applications due to their 

specific properties like good low temperature ductility, 

high strength to weight ratio, good weldability and good 

corrosion resistance. Al 5083 is a non-heat treatable 

aluminum alloy having excellent sea water and industrial 

chemical corrosion resistance and possesses maximum 

strength among all non-heat treatable aluminum alloys. 

However, their mechanical properties like wear 

resistance and hardness are not very promising. The 

mechanical properties of Al 5083 can only be enhanced 

in a few ways [1]. 

The continuous pursuit of lightweight materials with 

tailored properties to meet the increasing need for energy 

efficient and tenable structure resulted in the creation of 

composite materials. Two or more components with 

different physical and chemical properties are combined 

to form a composite material. When they are united, they 

 

*Corresponding Author Email: kdtandel.gecd@gmail.com   
(K. D. Tandel) 

produce a material which is having desirable 

characteristics that are superior than individual 

components. The composite materials are unique and 

distinguishable in the final product [2]. One of the most 

extensively utilized approaches for improving the 

mechanical characteristics of aluminum alloys is metal 

matrix composite (MMC) technology, in which particles 

are reinforced across the entire volume. In MMCs, 

secondary phase reinforcements are combined with a 

metal matrix that is rather light. For composites to 

function as the primary load-bearing element, 

reinforcements are mostly in the form of granules, 

whiskers, or fibres. Ceramics, carbides, nanotubes, and 

oxides such as Al2O3, B4C, TiC, SiO2, TiN, SiC and 

carbon nanotubes are some of the most often utilized 

reinforcements in MMCs [3]. MMCs strengthened with 

ceramic particles have better strength, elasticity, and 

resilience to wear, fatigue, and creep than unreinforced 

metals, making them ideal structural materials for the 

automobile and aerospace sectors. Major drawback of 
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these composites is deterioration of ductility and impact 

strength because of inclusion of strong, hard to deform 

ceramic particles, this, to some extent, restricts their vast 

range of uses. 

For numerous applications, where corrosion and wear 

resistant characteristics is required in the component, the 

service life of the component is mostly determined by 

their surface characteristics. In these cases, it is preferable 

to reinforce only the top layer of the material with 

ceramic particles, while the remaining bulk of the 

material keep their original structure and composition 

with higher ductility and toughness, referred to as surface 

composites (SC) [4]. 

Aluminum matrix composites are fabricated by 

numerous methods which can be broadly categorized in 

to liquid state, and solid state deposition process. In 

recent times, many surface modification techniques 

which calls for processing of liquid phase at elevated 

temperature, such as laser melt treatment [5], plasma 

spraying [6], high-energy electron beam irradiation [7], 

and casting [8], are evolved to create MMCs. In this 

situation, it is difficult to avert reaction between the 

surface reinforcement and the metal matrix and thus 

emergence of unfavorable brittle phases is inevitable. 

Above mentioned difficulty can be averted by processing 

SC below melting point temperature of the metal matrix. 

A solid state technique such as Friction Stir Processing 

(FSP) is the best suited to avoid reaction between 

reinforcement particle and metal matrix and to maintain 

the elemental state of the metallic particle [4]. FSP was 

invented and evolved by Mishra et al. [9], which works 

on the principle of Friction Stir Welding (FSW). FSW is 

a revolutionary solid state joining process, invented and 

patented by the Welding Institute, UK in the year 1991 

(G.B. Patent 9125978.8, Int. Patent PCT/GB92/02203, 

1991) [10]. In the FSP technique, a non-consumable tool 

having a shoulder and a probe of specific design is used. 

Probe height is kept as per targeted processing depth. 

Tool is rotated at certain RPM and plunged into the base 

metal until its shoulder is rubbing against the base metal 

surface. After an appropriate dwell time, the tool is then 

traversed along the desired processing path at definite 

feed rate. Due to the frictional heating caused by the tool 

rubbing on the base metal, the material around the tool 

probe softens. The combined effect of tool rotation and 

transverse movement results in severe plastic 

deformation and plastic material glide all around the tool 

probe [11, 12]. 

Amount of heat input into the base metal depends 

upon tool RPM and feed rate. Higher tool RPM and lower 

feed rate will increase the heat generated during the 

process. Higher heat input parameters during FSP will 

tend to produce coarse grain structure in the stir zone (SZ) 

whereas, low heat input parameters will lead to formation 

of tunnel defect in the SZ. Hence, optimum set of FSP 

parameters are required which produces fine grain defect 

free structure in the SZ [13]. Tool geometry also as a great 

impact on amount of frictional heat generation and plastic 

flow of material during FSP [14]. During the process, 

there is a chance to integrate second phase particles and 

create composites because of the high material flow. 

Therefore, to achieve both a flawless SZ and a uniform 

dispersion of the particles, the FSP parameters must be 

optimized [15]. 

Fabrication of surface composites (SCs) on aluminum 

alloy matrix using FSP technique was first exercised by 

Mishra et al [4]. SiC powder mixed with small amount of 

methanol was applied on the Al 5083 surface. FSP was 

performed on the preplaced SiC layer after drying in air. 

Tool having pin height of 1mm was used for FSP. 

Uniformly distributed particles having satisfactory 

bonding in surface Al-SiC composite layer ranging from 

50 µm to 200 µm was produced by FSP technique. 

Increase in SC’s microhardness by twice as that of base 

metal was reported. Since then, SC fabrication by the 

novel technique of FSP had motivated significant 

research work on this subject. Successful formation of 

aluminum based MMCs reinforced with particles like SiC 

[16-19], Al2O3 [20], [21], TiO2 [22], B4C [23-25], NiTi 

[26] and Si3N4 [27] have been reported. 

Different techniques of incorporating surface MMCs 

by FSP have been adopted by researchers. Reinforcement 

particles are prefilled in groove cut or blind holes drilled 

on the parent metal surface [28, 29]. FSP is performed 

later on to mix the reinforcement with the metal matrix. 

Loss of reinforcement particles during FSP had been a 

prime concern as exact targeted proportion of 

reinforcement particles deposition is difficult to achieve. 

In order to reduce loss of reinforcement particles during 

FSP, they are blended with methanol before prefilling in 

the groove or hole and then dried in the air so that they 

stick together and with the metal surface during FSP 

being performed [4, 30]. To further reduce loss of 

reinforcement particles, a capping pass is performed 

utilizing a pinless tool before final FSP using a usual tool 

having a pin [24, 31]. A thin plate was used to cover the 

groove in a different method adopted by Mahmoud et al. 

[32] and Lim et al. [33]. FSP was then applied to the plate 

along the groove. This technique successfully avoids 

material loss, but it still has problems with bonding the 

original plate to the "cover plate", which necessitates 

specialized tool design and meticulous control over other 

process variables. To produce surface reinforcement 

particles on AZ31 material, Huang et al. [34] adopted a 

direct-FSP approach with a hollow pin-less tool pre-filled 

with SiC powder. SiC powder is deposited during FSP 

through a hollow pin-less tool carrying a centrally drilled 

hole of 8mm. Under the optimum process parameters of 

the direct-FSP, an unvarying composite layer up to depth 

of 150 μm was constructed. 

FSP tool configuration and process parameters are the 

two main characteristics which can be varied to achieve 

homogenous particle distribution. Low axial force and 

lesser processing depth will not be effective in uniform 

dispersion of reinforcement particles whereas higher 

axial force for deeper processing target depth will expel 
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surface reinforcement particles from the surface [4, 34]. 

Higher tool feed rate will lead to decrease in heat input 

during FSP. This can result in the lack of the necessary 

plastic martial flow for particle dispersal. Multi pass FSP 

technique may therefore be adopted to improve 

reinforcement particle distribution [35-37]. By and large 

it is observed that increasing tool rotation speed and 

decreasing too feed rate will improve reinforcement 

particle dispersion [38]. Greater heat input associated 

with multi-pass FSP causes improved stirring and mixing 

[39]. Influence of tool pin geometry on reinforcement 

element distribution has been studied by many 

researchers. Mahmoud et al. [32] had studied effect of 

tool probe size and shape on SiC dispersion in A1050-

H24 aluminum metal matrix by FSP. They have 

discovered that the tool having square probe had 

uniformly disseminated the SiC particles in the stir zone 

compared to other tool probe profile irrespective of tool 

rotation speed. However, the uniformity of the SiC 

particle distribution in the nugget zone was not 

significantly affected by the probe size. Azizieh et al. [38] 

had compared nanoparticle distribution using columnar 

probe with and without thread, and thread with three 

flutes by FSP method. The results of their experiments 

demonstrated that homogeneous nanoparticle dispersion 

was obtained using a tool probe with a thread without 

flutes. Threads promote downward motion of material 

flow along the thread during FSP. 

In the present investigation, surface reinforcement of 

Al 5083 TIG butt weld surface by SiC composite 

fabrication via direct friction stir processing (DFSP) 

method is proposed. FSP tool used in this work is a 

hollow tool having a cylindrical pin. Homogenous 

dispersion of SiC particles in aluminum matrix was 

achieved in single pass of DFSP. This new approach is 

based on direct particle injection technique during 

performing FSP. Therefore, objective of this work is to 

eliminate pre-FSP operations performed on the plate 

surface such as groove cutting or hole drilling and 

achieve homogenous SiC distribution in single pass FSP. 

 

 

2. MATERIAL AND METHOD 
 

Cold rolled aluminum alloy 5083 sheet of 6mm thickness 

was used in this work. Weight % composition of Al 5083 

according to ASTM B209/B928M is 5% Mg, 0.15% Si, 

0.35% Fe, 0.05% Cr, 0.05% Cu, 0.02% Zn and rest is Al. 

To produce surface composite layer, commercially 

available SiC powder of 400 mesh size was used as 

reinforcement element. 75mm x 150mm size plate was 

cut using abrasive cutting disc and faying surface was 

made flat grounded to produce zero root gap setup for 

Tungsten Inert Gas (TIG) welding which is shown in 

Figure 1.  

Faying surfaces and nearby region of welding was 

rubbed by polish paper followed by acetone cleaning to 

remove aluminum oxide, oil and dirt prior to TIG 

welding. Butt joint of Al 5083, 6mm thick plate was 

produced by TIG welding without adding filler wire. 

Welding was performed on machine welding station 

where torch travel was controlled by machine. Therefore, 

constant TIG welding torch travel speed was achieved by 

maintaining constant arc length. TIG welding was 

performed using Lincoln Electric made Aspect 300 

welding machine. Welding parameters were 150 Amp 

current, 16 V voltage, 120 mm/min travel speed, 13-15 

lpm shielding gas flow rate. Argon gas having 99.95% 

purity was used as shielding gas. Two autogenous TIG 

welding passes, one each on either side, were deposited 

to produce full fusion butt joint of Al 5083, 6mm thick 

plate. 

After TIG welded plate cooled down to room 

temperature, it was mounted on a milling machine table 

for performing Direct Friction Stir Processing (DFSP) on 

it. Geeta Engineering Pvt. Ltd. made milling machine was 

used for performing DFSP. Specially designed non-

consumable hollow tool was used to direct implant SiC 

surface composite simultaneously during performing FSP 

as illustrated in Figure 2. The FSP tool was manufactured 

from the tool steel followed by hardening (heating in the 

range of 840 °C to 870 °C and oil quenching) and 

tempering (heating in the range of 500 °C to 650 °C and 

oil quenching). The targeted depth for surface processing 

was up to 2mm. Therefore, hollow FSP tool is also having 

cylindrical probe of 5mm dimeter and 1.8mm length. 

Known quantity of SiC powder was prefilled in the 

hollow FSP tool. After completion of one FSP pass, 

remaining SiC powder was collected and weighed to get 

 

 

 
Figure 1. Square Butt Joint Set-up 

 
 

  
Figure 2. Hollow Tool for DFSP (Dimensions shown are in 

mm) 
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the SiC consumption value during FSP by weight 

difference. Weight measurement was taken on analytical 

balance (Ana Matrix Instrument Technologies Pvt. Ltd., 

HZK-FA210) having maximum capacity of 210 gm and 

readability 0.1 mg sensitivity. After cooling to room 

temperature, DFSP on other side of the plate was 

performed. DFSP was performed at three different tool 

rotational speed to find out effect of frictional heat input 

on the SiC particle distribution and mechanical 

characteristics of the weld joint. Different set of DFSP 

parameters are shown in Table 1. 

Macro examination of weld cross section was 

performed to evaluate processing depth and to ensure 

absence of macro defects. Microstructural evaluation of 

Direct Friction Stir Processed (DFSPed) specimen was 

performed on Carl Zeiss, Jena, Model-EPY Type-2 

optical microscope. Specimen for macro and micro 

examination was sectioned perpendicular to the weld 

seam and they were etched with Keller's reagent. ImageJ 

software was used to digitally measure the grain size 

(diameter). 

To reveal the mechanical properties of the weld joint 

after performing FSP on it, tensile test and microhardness 

tests were performed. Sub sized specimens, according to 

ASTM B557 were prepared for tensile test and test was 

performed on computer controlled tensometer having 2 

Ton load capacity. Microhardness was measured using 

diamond indenter by applying 200gm force for 20 

seconds dwell time. Microhardness measurement was 

carried out starting from the weld center to going away 

from the weld center to cover all regions of the weldment. 

Scanning Electron Microscopy (SEM) analysis of as-

processed specimen on top surface and on cross-section 

was performed to evaluate presence and dispersion of SiC 

particles. EDS was used for qualitative analysis of 

DFSPed specimens. Chemical analysis of both TIG 

welded specimen and DFSPed specimen were evaluated 

by EDS method. SEM and EDS were performed on 

Hitachi made, Model - S-3400N machine. X-Ray 

Diffraction (XRD) scan was also performed on the 

DFSPed specimen to identify the crystalline phases and 

compound types present in the material.  

 

 

3. RESULT AND DISCUSSION 
 

3. 1. Macro and Micro Examinations           Figure 3 

shows cross-sectional macrograph of Autogenous TIG 

 
TABLE 1. DFSP Parameters and Tensile Test Results 

Sample 

ID 
Tool 

RPM 
Feed Rate, 

mm/min 
UTS, 

MPa 
% 

Elongation 

B1 - - 299.67 22 

T1 - - 282.5 20 

TFH1 545 31.5 213.6 17 

TFH2 765 31.5 227.3 18.75 

TFH3 380 31.5 189.3 9.37 

welding followed by FSPed specimen. Macrograph 

reveals complete overlapping of both Autogenous TIG 

welding passes to produce full fusion weld joint. No 

traces of lack of fusion, macro pores, undercut and crack 

in the weldment were observed in the macro examination. 

Figure 4 shows microstructures of autogenous TIG 

welded plate at various locations viz. weld metal, HAZ 

and unaffected base metal. Due to the fact that, 

aluminium 5xxx series is a non-heat treatable and work 

hardenable alloys, the base metal microstructure is 

observed similar to that of rolling work hardening 

microstructure as shown in Figure 5(c). Microstructure of 

uninfluenced parent metal reveals un-recrystallized, and 

elongated grain in aluminum solid solution. It is evident 

that in case of fusion welding process such as TIG 

welding process, a wide HAZ arises as a result of material 

fusion and high temperatures experienced by nearby base 

material. The HAZ microstructure, as shown in Figure 

5(b) reveals fine intermetallic particles distributed in 

coarse recrystallised grains of average grain size of 35 𝜇m 

in aluminum solid solution. No cracks or porosities were 

observed in the HAZ region. The weld metal 

microstructure shows fine columnar-dendritic, epitaxial 

grains having average grain size of 22 𝜇m in aluminum 

solid solution that has inter-dendritic eutectic constituents 

primarily Al3Mg2. The HAZ area, on the other hand, lacks 

columnar grain structure. Some traces of micro-pores 

were observed in the weld metal microstructure shown in 

Figure 5(a). The novel approach of using DFSP on 

autogenous TIG welded joint showed significant 

improvement in weld zone microstructure and resulted in 

improvement of mechanical properties. Figure 6 shows 

microstructures of TIG + DFSP welded joint with 

addition of SiC surface reinforcement particles. 

Microstructure reveals that previous coarse grain 

dendritic TIG welded structure is crushed by strong 

stirring effect produced by FSP tool. Temperature in the 

stir zone was lower than melting point of the base metal  
 

 

 
Figure 3. Macrograph of Autogenous TIG + FSP Specimen  

 

 

  
(a) DFSP at 765 RPM (b) DFSP at 545 RPM 

Figure 4. Comparison of DFSP Microstructure at Tool 

Rotation Speed of (a) 765 rpm and (b) 545 rpm 

TIG Weld Passes 

DFSP Passes 

Finely Dispersed SiC Cluster of SiC 
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(a) TIG Weld (b) TIG HAZ (c) Base Metal 

Figure 5. Autogenous TIG Weld Microstructure, Magnification 500x 
 

 

   
(a) At Top of Specimen FSPed Region 

(SiC addition) 
(b) At Center of Specimen TIG Weld 

Region 
(c) TMAZ 

Figure 6. Autogenous TIG Weld + DFSP Microstructure, Tool Rotation at 765 RPM, Magnification 500x 
 

 

but high enough to promote recrystallisation and 

produces fine grained equiaxed structure (average grain 

size of 4.6 𝜇m) in the SZ of TIG + DFSPed specimens. 

Microstructural evaluation reveals fine dispersion of SiC 

particles (dark regions) in the fine grain crystallized 

structure of Aluminium solid solution. The particles were 

pushed and churned into the TIG weld metal as they 

release out of the through hole into the confined area 

between the incurved shoulder and workpiece during 

DFSP. As a result, the particles dispersed in the SZ in a 

homogenous and distributed manner after only single 

pass operation. However, dispersion of SiC particles was 

finer at higher tool rotation speed of 765 rpm compared 

to tool rotation speed of 545 rpm as shown in Figure 4. 

Significant amount of micro pores were seen in the 

microstructure of stir zone of TIG + DFSPed weldment, 

which resulted in drop in UTS of the weld joint. These 

pores are the result of hydrogen entrapment during DFSP 

method in which SiC powder is used to deposit on the 

surface of the TIG  weldment. SiC powder may be the 

primary source of hydrogen in the weldment which is 

trapped during cooling of the stir zone. Comparison of 

microstructures of the weld center shown in Figures 5(a) 

and 6(b) discovers that core microstructure of 

unprocessed TIG weld metal of FSPed specimen shows 

grain growth due to added heat of FSP (average grain size 

of 57 𝜇m).  

Subsequent grain coarsening was also observed in the 

TMAZ of DFSPed specimen (average grain size of 30 

𝜇m) as shown in Figure 6(c). Figure 7 shows XRD images 

of TIG welded aluminum 5083 alloy (T) and SiC 

reinforced aluminum 5083 alloy (THF) subjected to 

single pass of DFSP. Clear peak of Al was seen in both 

the cases where as marginal peak of SiC was also 

observed in TIG+DFSP specimen. Since the volume 

fraction of Al is higher than that of SiC, SiC peaks seems 

to be week in Al/SiC composite. Another interesting 

information was revealed during XRD was no traces of γ 

phase (Mg17Al12) was reported in both TIG and 

TIG+DFSP specimens. Some researchers have 

discovered the formation of this phase in the weld zone 

of Al5XXX, however the existence of phase is not seen 

in our work. As γ phase (Mg17Al12) is rich in Mg and time 

required for diffusion of Mg is not sufficient to form this 

phase [40]. It is also evident from the XRD analysis that 

no intermetallic phases were formed after performing 

DFSP. SEM images of TIG welded specimen and TIG + 

DFSP specimens are shown in Figure 8. SEM scan of TIG 

weld region in the centre shows no clear indication of 
 

 

 
Figure 7. XRD Image of TIG + DFSP Specimen 

Micro Pores 

SiC 

Coarse Grain 

Coarse Grain 
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micro pores (Figure 8b) whereas, SEM scan of SZ of 

DFSP at the top and at the cross section shows uniform 

dispersion of SiC particles in aluminum matrix. No 

clustering of SiC particles were observed even after 

single pass of DFSP (Figures 8c and 8d). Differences in 

size of SiC particles were observed in the SEM analysis. 

Extreme plastic deformation and shearing effect caused 

by FSP tool leads to reduction in the SiC particle size 

[31]. EDS result shown in Figure 8e reveals significant 

amount of Si and C along with parent element Al which 

confirms uniform distribution and presence of SiC 

particles in the SZ of DFSP. No sign of any detrimental 

inter-metallics were reported in EDS analysis of SZ of 

DFSPed region. 
 

3. 2. Mechanical Properties           The Ultimate Tensile 

Strength (UTS) of Autogenous TIG and Autogenous TIG 

+ DFSP (Hollow Tool, addition of SiC) weld specimens 

are presented in Table 1. Tensile test result shows that 

UTS of TIG welded specimen (282.5 MPa) is 5.7% lower 

than base metal UTS (299.67 MPa). UTS of a specimen 

after depositing SiC on TIG weld through DFSP is found 

to be 227.3 MPa which is 19.5% lower than UTS of TIG 

weld. Comparing UTS values of DFSPed specimens at 

different tool rotation speed, better tensile strength is 

reported for tool rotation speed of 765 RPM whereas least 

tensile strength is reported for lowest tool RPM of 380 

RPM. Low tool rpm is responsible for insufficient 

churning action of base metal for better grain refinement. 

Better dispersion of SiC particles in aluminium matrix 

can be achieved using higher tool rotation speed even in 

single pass [41]. Marginal loss in ductility of weld metal 

is observed after Autogenous TIG welding due to 

formation of dendritic structure and intermetallic 

compounds in the weld metal. However, in DFSP weld 

specimen, further reduction in ductility of weldment is 

observed due to deposition of SiC reinforcements in stir 

zone. HAZ damage in non-heat treatable alloys is limited 

 

 

 

 

 
Figure 8. (a) Weld cross section macro image showing location of SEM spots; SEM Images of (b) TIG Weld at cross section; (c) 

SZ of DFSP at top face; (d) SZ of DFSP at cross section, (e) EDS Result of Shown Area in image C; Magnification 1000 X 

c 
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b 

CROSS SECTIONAL WELDING FACE 
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C – 38.72 
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to grain coarsening, recrystallization, and recovery, as 

opposed to heat treatable alloys, where strengthening 

precipitates may dissolve or coarsen. As a result, the HAZ 

strength loss is not nearly as severe as it is in heat 

treatable alloys. Dendritic microstructure of the TIG weld 

metal lowers tensile strength of the weld joint whereas, 

fine grain equiaxed microstructure in the SZ of the 

DFSPed region tends to increase tensile strength. 

Figure 9 shows microhardness mapping of 

Autogenous TIG and Autogenous TIG + DFSP (Hollow 

Tool, addition of SiC surface reinforcement) weld 

specimens across the weld seam. Maximum hardness 

value of average 107 Hv is reported in the weld area for 

all the specimens. Maximum micro hardness value in the 

stir zone of DFSP specimen is observed due to presence 

of SiC particles. The results of micro hardness tests range 

between 80 and 110 HV, indicating softening in the HAZ 

region. This is mostly due to recrystallisation in the weld 

and HAZ that occurred during welding. The hardness of 

TMAZ of DFSP region reduced somewhat (average 93.3 

Hv) compared to SZ because of second phase particle 

disintegration and coarsening produced by thermo-

mechanical effect. 
 

 

 
Figure 9. Microhardness Mapping of Autogenous TIG Weld 

and DFSP Specimen 

 

 

4. CONCLUSION 
 

Al-SiC surface composites are successfully fabricated 

through Direct Friction Stir Processing (DFSP) technique 

using hollow tool without forming any macro welding 

defects in stir zone. The conclusions from the test results 

are summarized as below: 

The welding parametes, 150 Amp current, 16 V 

voltage, and 120 mm/min travel speed are capable of 

producing full fusion weld joint by autogenous TIG 

welding process. 

Novel approach of directly depositing SiC 

reinforcement particles in aluminum metal metrix is 

successfully demonstrated by using DFSP technique with 

the help of hollow tool having a pin. SEM and XRD 

analysis confirm presence of SiC particles in SZ of DFSP. 

EDS scan reveals uniform dispersion of reinforcement 

particles even after single pass of DFSP. 

Study of microstructures and SEM images reveals 

micro porosities in Autogenous TIG weld metal and in 

SZ of DFSP after depositing SiC surface reinforcement. 

Considerable Grain coarsening in weld metal and HAZ is 

observed after Autogenous TIG weld. Whereas evenly 

distributed SiC particles in fine grain recrystallized 

structure is observed in SZ of DFSP specimen. 

Maximum UTS of DFSP specimen (227.3 MPa) is 

reported for the tool rotation speed of 765 RPM and travel 

speed of 31.5 mm/min. UTS of DFSPed specimen was 

19.5% lower than Autogenous TIG weld UTS of 282.5 

MPa. From the measurement of percentage elongation, 

loss of ductility of TIG weld is also reported after 

performing DFSP on it. However, microhardness value 

of SZ of DFSP is increased by 25.5% due to presence of 

SiC particles. 
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Persian Abstract 

 چکیده 
بر روی گاز    SiCتشکیل کامپوزیت سطح آلومینیوم/برای ایجاد ذرات تقویت کننده سطح در ماتریس فلزی، پردازش اغتشاشی اصطکاکی اغلب مورد استفاده قرار می گیرد.  

با استفاده از یک ابزار توخالی با موفقیت در این     (DFSP)توسط یک تکنیک جدید پردازش اغتشاش اصطکاکی مستقیم   Al5083جوش لب به لب   (TIG) خنثی تنگستن

تایید شد. تجزیه و تحلیل میکرو اتصال جوش با استفاده از میکروسکوپ     (XRD)ایکس  با روش پراش اشعه    DFSPدر منطقه اغتشاشی    SiCکار نشان داده شده است. رسوب  

ریز توزیع شده را در ماتریس آلومینیوم نشان    SiCکننده  ذرات تقویت   DFSPزن  به دست آمد. ریزساختار منطقه هم   (SEM)متالوگرافی و میکروسکوپ الکترونی روبشی  

  ٪ 19.5مگاپاسکال است که    DFSPed 227.3تایید شد. استحکام کششی نمونه     (EDS)سنجی پراکنده انرژی  ر با تجزیه و تحلیل طیف دهد. عدم وجود مواد بین فلزی مضمی

 افزایش یافته است. Hv 107به  TIG 86 Hvاز ریزسختی جوش  SiCبه دلیل وجود ذرات  DFSPاز  SZخودزا است. ریزسختی  TIGنمونه جوش   UTSکمتر از 
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A B S T R A C T  
 

 

Enhance the surface hardness of materials usually conducted through a hardfacing technique. Hardfacing 
is popular, whereby materials with better properties are deposited over cheaper bulk material. This work 

fabricated hard layers by adding titanium (Ti) wire during the welding process. This research used low-

carbon steel as the base material, wire optime Ti grade 1 for Ti addition, and an HV 600 electrode with 
a diameter of 3.2 mm for filler metal. A single-layer weld was conducted with SMAW (positive polarity 

and 90 A). The samples were directly quenched in a different solution after welding. The properties of 

the weld layer were examined phase, structure, microstructure, macrostructure, and hardness using 
optical emission spectroscopy (OES), x-ray diffraction (XRD), an optical microscope, a digital camera, 

and a hardness device, respectively. Adding titanium (Ti) to the weld layer and quenching the samples 

after welding in the solution enhances the hardness. This phenomenon is attributed to different phase 

compositions, oxides, and microstructures. A fine dispersion of small particles and oxide amount is 

important in increasing hardness. There is no cracking in the weld and base metal. In conclusion, samples 

BNTiO and BNTiM are recommended for lathe-cutting tools.  

doi: 10.5829/ije.2023.36.03c.13 
 

 
1. INTRODUCTION1 
 
High Speed Steel (HSS) is a commonly used cutting tool 

in the lathe. For dry-cutting operational conditions, four 

factors need consideration: pressure, temperature, sliding 

speed, and the interface. Thus, factors could affect high 

wear rate, heat, and short tool life [1]. These conditions 

could be reduced by increasing the hardness. HSS 

commercial lathe-cutting tool hardness is around 765.68 

HV [2]. 

Enhance the surface hardness of materials usually 

conducted through a hardfacing technique. Hardfacing is 

popular, whereby materials with better properties are 

deposited over cheaper bulk material [3]. Furthermore, 

hardfacing is one of the most economical techniques to 

mitigate the wear of tools and components of a machine 

[4]. By increased the hardness on the surface of the metal 

with less hardness is the cheapest than using a bulk metal 

with high hardness. Hardfacing applies a hard surface 
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layer on the base material to resist abrasion, impact, and 

erosion.  

Welding is one technique for fusion between two 

materials [5]. The welding process also could be 

conducted to reach the hard layer. Therefore, a hard layer 

could result from welding processes such as shielded 

metal arc welding (SMAW) [6, 7], Flux core arc welding 

(FCAW) [6], plasma transferred arc welding (PTA) [8], 

electro-slag welding (ESW) [9], and gas tungsten arc 

welding (GTAW) [10]. The SMAW technique is more 

flexible and easy to operate than others. 

Commonly filler metals used for hardfacing are iron 

(Fe)-based alloys, cobalt (Co)-based alloys, and nickel 

(Ni)-based alloys. Singh [11] has reported hardfacing 

single layers through various hard alloy filler metals (iron 

(Fe)-based alloys), resulting in hardness between 375 and 

543 HV. A different electrode composition has resulted 

in different hardness. A filler metal with a high carbon 

(C), Manganese (Mn), and chromium (Cr) has a resulting 
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high hardness. Deng et al. [12] reported that hardfacing 

by cobalt (Co)-based alloys resulted in different hardness 

for different thicknesses. Less thickness is resulting high 

hardness. This phenomena is caused by the absence of the 

fine grain when the thickness is decreased. Kesavan and 

Kamaraj [8] have found that aging treatment of a nickel-

based hardfacing has reduced the hardness when 

treatment time increased. 

Titanium (Ti) and Ti-alloys are widely applied in 

marine, petrochemical, chemical, aerospace, and 

biomedical industries because promising high specific 

strength and high corrosion resistance [13, 14]. 

Furthermore, Ti also promises good hardness and erosion 

resistance [15]. Therefore adding a Ti into the weld layer 

could increase the hardness. Zhou et al. [16] have added 

0.263 wt% Ti in the flux of the SMAW filler metal (Fe-

Cr13-C-Nb). Exhibit Ti leads to a decreasing hardness 

from 46.2 to 45.2 HRC. Ti could be aglomerated 

perfectly between filler and based metal because the flux 

is changed into gasses as shielding for molten metal when 

the SMAW process is performed. Zhou et al. [16] found 

that the hardness of the layer increased from 56 to 61 

HRC with titanium content from 0 to 0.63 wt%. Increased 

Ti content to 1.17 wt% could form TiC carbide because 

too much carbon is consumed by titanium. It led to a 

change in the microstructure to a hypereutectoid one and 

caused a decrease in the hardness. Moreover, the exhibit 

Ti content in the layer also increases the hardness than Zr 

addition by approximately 603 and 584 HV, respectively 

[17]. 

In addition, increasing the hardness of a material can 

also be conducted by quenching techniques in various 

solutions such as oil [18, 19]. Vegetables and engine oil 

were used for quenching operations to avoid undesirable 

microstructure [18, 20]. Dauda et al. [20] quenched 

carbon steel in engine oil, and Totten et al. [21] also 

quenched steel in vegetable oil which could increase the 

hardness. Various oils for quenching solution would be 

resulting different microstructures due to different 

cooling rates. Engine oil and vegetable oil at 40 ºC have 

a cooling rate of 64.4 and 71.9 K/s, respectively [21]. The 

cooling rate decreases as the viscosity of the solution 

increases [22].  

Before quenching, the sample was heated in a muffle 

furnace. Commonly, the muffle furnace temperature is 

set to > 800ºC, and the specimen was heated 0.5 until 1 

hour [18]. For cost efficiency, the sample quench after 

the welding process is similar to when the sample heating 

with a muffle furnace and then rapidly quenching 

because the temperature during the welding process is 

around 1200 ºC, which is similar to heating with a muffle 

furnace [23].  

In this research, the hardfacing by the commercial 

electrode and adding Ti during welding on the low-

carbon steel was conducted. Moreover, after welding, 

each sample was directly quenched in vegetable oil and 

engine oil. It is worth to be mentioned and to highlight 

the major concern about properties and hardness result by 

adding Ti in the weld layer and directly quenching 

method after weld. This method is more cost-effective 

than heating the sample with a muffle furnace. The 

application of this research is for lathe cutting tools 

application. 

 

 

2. MATERIALS AND METHODS 
 
This research used low-carbon steel (1501010 mm) as 

the base material. The composition of the base material 

is 0.128 wt% C, 0.359 wt% Si, 0.996 wt% Mn, 0.225 

wt% Cr, 0.167 wt% Cu, and Fe balance (see Figure 1). 

Wire optime Ti grade 1 with a diameter of 0.65 mm (from 

the USA) was used for Ti addition. The weight of each 

Ti wire used is 0.225 g. HV 600 electrode (typical 

composition: 0.6 wt% C, 1 wt% Mn, 0.4 wt% Si, 4wt% 

Cr, and Fe balance) with a diameter of 3.2 mm (from 

Nikko Steel Manufacturer) was used for filler metal. 

Prior welding process, the based material surface was 

cleaned by hand grinder. HV 600 electrode was dried for 

1 hour (150 ºC). Three pieces of Ti wire (150 

0.65mm) were placed on the surface of low carbon steel 

and welded single layer with SMAW (Fro BF 443, 

positive polarity, and 90 A).  

This research was resulting three different samples 

that were welded using an HV 600 electrode without Ti 

addition and directly cooled in the natural air, quenched 

in 1L of engine oil (SAE 20-50), and 1 L of palm oil, 

namely BNU, BNO, BNM, respectively. Afterward, 

three samples were welded using an HV 600 with Ti 

addition. They directly cooled in the natural air, 

quenched in 1 L of palm oil, and  1L of engine oil (SAE 

20-50) were BNTiU, BNTiO, and BNTiU, respectively. 

The sample after the weld is shown in Figure 2. 

The samples were checked with Was Foundry 

Master-Optical Emission Spectroscopy (OES) according 

to ASTM E415. X-ray diffraction (XRD) PANalytical 

Aeris with CoK=1.789 Å and step size 0.0217° was used 

to analyze the phase composition and crystal structure. 

The Rietveld method was used to calculate the lattice 

parameters [24]. Furthermore, the sample was mounted 

in the epoxy resin, grinding, polishing, etching in 3% 
 

 

 
Figure 1. Base material 
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Figure 2. Weld samples  

 

Nital, and captured by a digital camera for 

macrostructure. It was also checked by an inverted 

optical metallurgy microscope Olympus BX41M – LED 

for microstructure investigation (ASTM E407). 

Afterward, samples were hardness measured by Vickers 

hardness tester FV-300e (5kgf of load). Five readings 

were collected to have average hardness. 

 

 

3. RESULT AND DISCUSSION 
 
3. 1. OES         Based on the OES result, the base material 

was welded with HV 600 electrodes, resulting welded 

layer in the composition: 0.342 wt%C, 0.182 wt%Si, 

0.608 wt%Mn, 2.09 wt%Cr, 0.139 wt%Cu, and Fe 

balance. The 0.342 wt%C in the steel is close to medium 

carbon steel [25].  

The base material was welded with HV 600 electrode 

and added a Ti wire resulting welded layer in the 

composition: 0.443 wt%C, 0.366 wt%Si, 0.923 wt%Mn, 

2.19 wt%Cr, 0.144 wt%Cu, 0.147 wt% Ti, and Fe 

balance. Ti was perfect adding in the weld layer, as 

proved by the OES result. 

 
3. 2. XRD        Figure 3 shows the diffraction pattern of 

the various samples. The plane peaks (110) and (211) are 

reflections of the α-iron (ferrite) phase. These α-iron 

phase plane peaks are in good agreement with the results 

of other studies [26-28]. The peak magnification of 110 

plane diffraction patterns in the inset of Figure 3 (2θ = 

50-53°) shows an asymmetric peak shape. According to 

Han et al. [28], this asymmetrical peak denotes the 

presence of an α’-iron (martensite) phase. The peak at an 

angle of 2θ = 41.3°, identified as the Fe3O4 phase, 

illustrates how the welding process used results in the 

oxidation of the steel.  

Different intensity values can be seen in the 

diffraction patterns of the four samples. This intensity 

value can be connected to the full width at half maximum 

(FWHM) value of each sample. The BNTiO sample has 

the smallest crystallite size, according to the qualitative 

analysis of the FWHM values of the α-iron and α’-iron 

phases in the (110) and (211) planes, as summarized in 

Table 1. 

 
Figure 3. XRD various samples 

 
 
TABLE 1. Quantitative analysis of diffraction patterns for 

various samples 

Source BNU BNTiU BNTiO BNTiM 

Ferrite phase     

Crystal system: Body Center Cubic (BCC) 

Space group: Im-3m 

Lattice a (nm) 0.2878 0.2867 0.2881 0.2875 

Martensite phase     

Crystal system: Body Center Tetragonal (BCT) 

Space group: I4/mmm 

Lattice a (nm) 0.2855 0.2857 0.2859 0.2821 

Lattice c (nm) 0.2935 0.2958 0.2931 0.2876 

α-Fe (wt.%) 81.24 60.35 72.75 85.41 

α'-Fe (wt.%) 15.99 32.30 23.86 13.02 

Fe3O4 (wt.%) 2.77 7.35 3.39 1.57 

FWHM (110) (°) 0.695 0.858 0.548 0.680 

FWHM (211) (°) 0.980 1.090 1.030 1.120 

Rwp (%) 3.30 5.31 3.46 3.52 

χ2 1.360 1.369 1.662 1.268 

 

 
The composition of the phase formed and lattice 

constants were determined through the quantitative 

analysis of the diffraction patterns. Figure 4 compares the 

results of the calculated and observed diffraction patterns 

for the BNTiM sample. This study uses the Rietveld 

method to analyze diffraction patterns quantitatively. The 

overlapping peak (110) of the ferrite and martensite 

phase fractions were calculated using the Rietveld 

method in order to determine its composition. The ferrite 

and martensite phase fractions for the BNTiM sample 

were 85.41 wt.% and 13.02 wt.%, respectively (see Table 

1). The sample with the greatest α-iron phase content out 

of the other three is the BNTiM sample. 
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Figure 4. Diffraction patterns for the BNTiM sample 

calculated with the Rietveld method 

 

 

The BNTiM sample, which has a body center cubic 

(BCC) structure with the space group Im-3m, has a lattice 

constant value (a=b=c) of 0.2875 nm. Table 1 shows the 

lattice constants for the four samples. These constant 

lattice values are identical to those previously reported 

[29-31].  

 

3. 3. Microstructure         Microstructure observation 

for the samples with an optical microscope was 

conducted as shown in Figure 5. 

Based on Figure 5, we can observe different 

microstructures were formed. Samples with air cooling 

have similar characteristics for Ti addition and without 

Ti addition. It seems 0.147 wt% Ti addition does not 

influence the microstructure. This phenomenon is due to 
 

 

 
(a)  

 
(b)  

 
(c)  

 
(d)  

 
(e)  

 
(f)  

Figure 5. Microstructure result (a) BNU, (b) BNO, (c) 

BNM, (d) BNTiU, (e) BNTiO, and (f) BNTiM 

 

 

only 0.147 wt% Ti being formed in the welded layer 

based on the OES result. Zhou et al. [16] have reported 

0.28 wt%Ti could change the microstructure. When the 

Ferrite 

Martensite 
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Ti composition of Ti raised to 1.17 wt%, the 

microstructure significantly changed.  

From Figures 5(a) and 5(d), we can see a un uniform 

distribution of ferrite (white region) and martensite (dark 

area). This behavior was confirmed with the XRD result, 

where 81.24 wt % ferrite and 15.99 wt % martensite were 

in the BNU. Moreover, 60.35 wt % ferrite and 32.30 wt 

% martensite were realized in the BNTiU. The 

distribution and compositions formed between 

martensite and ferrite could avoid cracking [32]. It has 

been no cracking seen in the samples based on 

microstructure observation. 

Quenching in palm oil and engine oil significantly 

influences the microstructure, similar to other cases 

reported in literature [20]. Figure 5 shows the martensitic 

phase and perfect agreement with different research 

results [33]. Quenching the samples in the solution led to 

uniformly changing ferrite (α-Fe) distribution between 

martensite (α'-Fe). Randomly martensite structure is 

distributed in a ferrite matrix after quenching [34]. This 

phenomenon is due to the oil's rapid cooling; hence, 

conducted ferrite becomes finer and does not grow more 

[35]. The quench heat treatment would be resulting 

smooth distribution of ferrite and martensite [36].  

 

3. 4. Macrostructure      The samples were compared 

to evaluate the effect of the quenching solution and Ti 

addition to the macrostructure. Macrostructure 

observation with a digital camera is shown in Figure 6. 

Based on Figure 6, we can see different 

macrostructures were formed. Fusion between the base 

metal and weld metal is shown for various samples.  

 
 

  
(a) (b)  

  
(c) (d) 

  
(e) (f) 

Figure 6. Macrostructure result (a) BNU, (b) BNO, (c) 

BNM, (d) BNTiU, (e) BNTiO, and (f) BNTiM 

There are no visible cracks on the macrostructure. 

Commonly, this occurs influenced by welding 

conditions, mechanical restraint, and hydrogen trapping 

[37, 38]. It means the welding condition in this research 

could avoid this, and no hydrogen trapping appears in the 

weld metal.  

The penetration of the weld layer would increase by 

raising the current of welding. Shukla et al. [39] showed 

1.2 mm deep penetration when welding using 90 A and 

positive polarity. Rising to 120 A, reach a deep 

penetration of around 1.75 mm. The negative polarity and 

90º of the electrode angle with a current at 120 A revealed 

full penetration because of more heat to the weld region 

[35, 39]. Moreover, a higher current for positive polarity 

is needed to get full penetration than negative polarity 

[40]. Plate thickness also influences penetration. Shifting 

to more thicknesses could increase penetration [35]. In 

this research, a single layer of weld penetrates 

approximately 3 mm for various samples. It shows 

perfect agglomeration between the base material and 

weld metal. Adding Ti in the weld layer is not influence 

the penetration. This result differs from others because 

welding parameters such as an electrode, current, and 

electrode are different. Commonly penetration of the 

weld layer is affected by the polarity, current, and angle 

of the electrode for the SMAW process [39]. 

 

3. 5. Hardness Distributions            A comparison of 

the sample hardness was carried out in Figure 7. 

Many factors influence hardness were formed. 

Khamari et al. [35] found that increasing the current 

would increase the hardness. Dauda et al. [20] found 

various oil for quenching media resulting in differences 

in hardness. An exhibit of a fine dispersion of small 

particles of ferrite and martensite also contributed to 

higher hardness [20]. 

Based on Figure 7, we can see that quenching the sample 

increased the hardness. BNU sample was resulting an 

average hardness of 503.48 HV. This hardness agrees 

with the manufacturer of a diverse range of advanced 

welding consumable HV 600 for single-layer welding, 

resulting in hardness between 440 – 540 HV [41]. 

Quench the sample into oils significantly increase the 

hardness [20]. 
 

 

 
Figure 7. Hardness Vickers of the different specimens 
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Its seem samples where quenching in oils has higher 

hardness than air cooling. Air and oil cooling could 

increase the hardness by around 4.5% and 40%, 

respectively [42]. Sample where quenching in palm oil 

has a higher hardness than engine oil. This value is 

attributed to palm oil having less viscosity than engine oil 

and thus affecting the higher cooling rate. As we know, 

engine oil has 64.4 and vegetable oil has 71.9 K/s of 

viscosity at 40º C  [20, 21]. A shift to a higher cooling 

rate led to higher hardness [43]. For this study, we found 

that palm oil is the best quenching solution to increase 

the hardness. 

Adding Ti also increases the hardness of the sample 

when quenching in a different solution. This result 

perfectly agrees with other research where adding Ti 

improves the hardness, whereas adding 0.63 wt% Ti 

could increase the hardness from 56 to 61 HRC [16]. 

Increasing the Ti from 0.63 to 1.17 wt% could decrease 

the hardness because too much carbon is consumed when 

titanium content is 1.17 wt% [16]. Therefore, there is a 

limitation contained in the layer when Ti is added. 

Moreover, 0.147 wt% Ti in the weld layer increases 

hardness by around 0.2% for a sample with and without 

the quenching process. 

Based on Table 1, we can realize that the quenched 

sample with Ti addition in the engine oil and palm oil led 

to a decrease in the oxide (Fe3O4). This phenomenon may 

be attributed to the solution cooling rate that increased 

sample hardness. Iron oxide could affect the strength of 

the material [44]. 

Compared to Table 1, an increase in the hardness 

linearly within increase in the ferrite for a sample with Ti 

addition. Adding Ti could increase in the hardness of the 

ferrite matrix [45]. The ferrite phase is the main factor in 

increasing the hardness in this research. A shift to higher 

ferrite composition (see Table 1) and fine dispersion of 

small ferrite particles could enhance the hardness. 

Based on the hardness test result, BNTiO, and 

BNTiM have more hardness than the HSS commercial 

for a lathe-cutting tool [2]. This value means the samples 

are recommended for the cutting tool. But this needs deep 

further investigation. 

 

 
4. CONCLUSIONS 

 
The effect of Ti addition and quenching of the samples is 

summarized as follows: 

1. Adding titanium (Ti) to the weld layer and 

quenching the samples after welding in the solution 

enhances the hardness. This phenomenon is 

attributed to different phase compositions, oxides, 

and microstructures.  

2. A fine dispersion of small ferrite particles and oxide 

amount is important in increasing the hardness.  

3. Adding Ti in the weld layer did not influence the 

penetration. Therefore, there is no cracking in the 

weld and base metal. 

4. BNTiO, and BNTiM samples are recommended for 

cutting tools. 
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Persian Abstract 

 چکیده 
رایج است، به طوری که مواد با خواص بهتر بر روی مواد فله    Hard facingفاسینگ انجام می شود، افزایش دهید.   مواد را که معمولاً از طریق تکنیک هاردسختی سطح  

فولاد کم کربن به عنوان ماده پایه، سیم بهینه    های سختی را ساخت. این تحقیق از( در طول فرآیند جوشکاری، لایهTiکنند. این کار با افزودن سیم تیتانیوم ) تر رسوب می ارزان 

Ti    برای افزودن    1با درجهTi  و یک الکترود ،HV 600    میلی متر برای فلز پرکننده استفاده کرد. یک جوش تک لایه با    3.2با قطرSMAW    قطب مثبت و(90  A .انجام شد )

د. خواص لایه جوش به ترتیب فاز، ساختار، ریزساختار، درشت ساختار و سختی با استفاده از نمونه ها به طور مستقیم پس از جوشکاری در محلول دیگری خاموش شدن

( به لایه  Ti(، میکروسکوپ نوری، دوربین دیجیتال و دستگاه سختی مورد بررسی قرار گرفت. افزودن تیتانیوم )XRD(، پراش اشعه ایکس )OESسنجی انتشار نوری )طیف 

س از جوشکاری در محلول باعث افزایش سختی می شود. این پدیده به ترکیبات فازی، اکسیدها و ریزساختارهای مختلف نسبت داده می شود. جوش و کوئنچ کردن نمونه ها پ

  BNTiMو    BNTiOهای  پراکندگی ریز ذرات کوچک و مقدار اکسید در افزایش سختی مهم است. هیچ ترک خوردگی در جوش و فلز پایه وجود ندارد. در نتیجه، نمونه

 شوند. برای ابزارهای تراشکاری توصیه می 
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A B S T R A C T  
 

 

Through this paper, a 3D simulation together with experimental observation was conducted to study two-

phase flow in a vertical tube. OpenFOAM software was employed to analyze air and water. Main flow 
stream was downward which was considered to be within a vertical pipe of 10 mm in diameter. Study 

included two inputs for flows: upper input for water and side input for air. Several states with various 

mass fluxes for both water and air were studied. Based on physics of the issue, numerical simulation was 
considered to be time-dependent. Obtained results showed that when air velocity occupied lower values, 

air momentum cannot overcome water momentum leading in small slugs. When airflow velocity was 

more than water flow rate, it dominated water flow and consequently could affect mainstream direction. 
Also, velocity graphs on centerline represented that going forward in time, velocity magnitude 

experiences a significant value of fluctuations and large oscillations occur next to outlet. Comparing 

experimental and numerical results, approximately 9% differences can be found which showed suitable 
agreement. Results showed that at initial steps, void fraction faces a significant jump in values. Intensity 

of this change in void fraction values was higher in lower water velocity. Indeed, by increment of water 

velocity, inertial forces associated with liquid phase find a dominant role in overall hydrodynamics of 
the gas-liquid flow. Also, it is obvious that flowing manner in cases 1, 2, and 3 are similar but after case 

4, flow pattern varies. These changes are more considerable in cases 5 and 6. 

doi: 10.5829/ije.2023.36.03c.14 
 

 

NOMENCLATURE   

D Pipe diameter, m Greek Symbols  

𝐹 Force, kg m/s2 α Void fraction 

g Gravitational acceleration, m2 ρ Density, kg/m3 

ℎ Enthalpy µ Dynamic viscosity, Pa.s 

k Turbulence kinetic energy, m2/s2 ω Specific dissipation rate, kg/m2s 

p Static pressure, pa Subscript  

Q Volume flow rate, m3/s i Interaction 

𝑞 Generation term int Initial 

𝑇 Turbulent viscosity tensor G,g Gas phase 

Re Reynolds number L,l Liquid phase 

𝑡 Time, s c Continues phase 

𝑢 Velocity, m/s d Dispersed phase 

  k Phase k 

  s Surface 

 
1. INTRODUCTION1 
 
The multiphase flow is named for the stream of two 

substances that are in different phases from the viewpoint 

of physics. Through the last decades, it was revealed that 

 

*Corresponding Author Institutional Email: m.khalilian@urmia.ac.ir  

(M. Khalilian) 

multiphase flows  (especially the application is gas\liquid 

two-phase flow) could occur within a variety of industrial 

applications. The industrial applications that included the 

gas-liquid two-phase flow included power plants, fuel 

refinery systems, drug production processes, and so on. 
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These high technological applications urge the 

investigations to better understanding of the nature of the 

multiphase flows [1, 2]. 

A type of multiphase flow named the gas-liquid two-

phase flow is one of the major types of multiphase flow 

that widely exists in natural and industrial applications. 

The complexity of the nature of these types of streams 

makes them very interesting for researchers of this field. 

This complexity is based on the nature of two different 

phases and could be intensified by the variations in the 

orientation, shape, and form of the flowing path.  

Findings have presented that the gas-liquid two-phase 

flow could present different thermal and hydraulic 

behavior in different flow patterns [3]. They represented 

that the  centrifugal forces influence the flow pattern in 

helical tubes. Golan [4] implemented an experimental 

investigation within a 0.038 m diameter round tube that 

the air-water two-phase flow was considered as the 

working fluids. Through their investigation, the flow 

patterns of bubbly, slug, oscillatory, and annular flow 

patterns were observed. The hydrodynamic behavior of 

the flow around a Taylor ascending bubble using the 

VOF model was numerically studied by Taha and Cui 

[5]. The results represented that the movement of this 

bubble creates a very thin layer of film on the sides of the 

bubble and in contact with the wall. Hossain et al. [6] 

employed the VOF model to study the oscillating 

behavior of slug flow. They utilized the k-ε model for 

turbulence flow simulation. An empirical investigation of 

the mixing of gas-liquid flow within horizontal pipes was 

conducted by Akhlaghi et al. [7]. They performed a 

numerical analysis to compare the results with the 

experimental ones. Their results showed that when the 

surface velocity of the gas phase is enhanced at a constant 

surface velocity of the liquid, the fraction of the gas slug 

length to that of the liquid slug goes up significantly. Yu 

et al. [8] worked on the thermal and hydrodynamic 

features of slug flow in a microchannel. In their study, 

they also utilized the VOF model to simulate this flow. 

Gupta et al. [9] experimentally studied the thermal and 

hydrodynamic characteristics of two-phase flows 

including the Taylor bubble employing a fluid volume 

model. The results reported that the Nusselt number of 

two-phase flows is up to 2.5 times higher than single-

phase. Newtonian and non-Newtonian fluids including 

two phases examined by Ratkovich et al. [10]. They 

provided a relationship to predict the volume fraction 

values. Zheng et al. [11] numerically investigated the 

features of the Taylor bubble in the ascending flow in the 

vertical tube. The results of their study represented that 

in the flow where the inertial force is predominant, the 

shear stress of the wall enhances with an increase in 

velocity of the Taylor bubble. Abdulkadir et al. [12] 

compared the experimental and numerical results of the 

Taylor bubble studying. The results of their study 

represented that the use of the VOF model can provide an 

acceptable result for studying the features of two-phase 

flow models. 

An investigation conducted by Adegoke and 

Oyediran [13] included the nonlinear dynamics behavior 

of cantilevered pipes that included the gas-liquid two-

phase flow. Through their studies, they applied different 

scales of methods to provide the axial and transverse 

vibrations. Furthermore,  the influence of Poisson’s ratio 

and the pressurization on the dynamic response of the 

pipe were probed through their results. Wang et al. [14] 

represented a dynamic configuration of a horizontal pipe 

that consisted of slug flow. They applied the finite 

element method for solving the governing equation 

associated with the motion of gas liquid two phase flow. 

Their results presented a good agreement between the 

results of the simulation and the empirical results. Their 

results presented a significant impact of the slug 

transition velocity on the main features of the system as 

like to damping. Mimouni et al. [15] reported that the 

changes in the values of the flow rates of both phases in 

the inlet section of the horizontal pipes results in the 

presence of various flow patterns. They reported that the 

flow patterns may consist of slug, plug and intermittent 

flow patterns. Also, it was found that the intermitted 

nature of the gas-liquid flow interrupts the ordinary 

performance of the instruments associated with the oil 

and gas refinery systems [16] and may cause some very 

significant damages to the pipelines [17]. An 

investigation implemented by Montgomery [18] focused 

on the flow properties within an S-shaped riser. They 

probed the feaures of flow patterns associated with 

various separator pressures and developed a stability 

criterion to observe the stable and unstable flow. 

Malekzadeh et al. [19] performed some experiments 

associated with long pipeline-riser systems. They tried to 

focus in the features of the gas-liquid two-phase flow in 

these systems. Xie et al. [20] studied the influence of 

backpressure on severe slugging characteristics in a large 

flow loop with a total pipeline length of 405 m. Assari et 

al. [21] utilized the mixture method to simulate the gas-

liquid two-phase flow inside an air-water ejector. Their 

results revealed a deviation of 7% between the simulation 

results and the existing empirical data. Han et al. [22] 

tried to propose and develop a new technology to 

determine the void fraction which was based on an 

artificial neural network. 

Based on the literature reviewed, there are limited 

numerical works on the downward air-water two-phase 

flow in detail. Also, some papers showed the results 

without any comparison with experimental data which is 

done in this work. Therefore, herein, this kind of flow is 

studied numerically in a 3D vertical pipe through various 

mass fluxes. The present study includes several sections. 

The first section is an introduction and literature review 

of the proposed issue. The next part has essential 

definitions of numerical methodology. Then, the result 
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and discussion part is discussed. Finally, the conclusion 

and studied references, specific parts are shown, 

respectively. 

 
 
2. METHODOLOGY and VERIFICATION 
 
The geometric configuration was developed and meshed 

in Gambit software. Then, the desired model is exported 

to OpenFOAM software and the simulation steps in this 

software are continued. 

Six balance equations are defined in an overall two-

fluid model. However, seven different  dependent flow 

factors of 𝛼𝑔, 𝑢𝑔. 𝑢𝑙 . ℎ𝑔. ℎ𝑙 . 𝑝𝑔 and 𝑝𝑙   play their roles 

which brings a kind of complexity to solving the 

mentioned equations. There are two individual methods 

to get a complete set of equations. The first is the 

definition of more simplifications to diminish the number 

of dependent parameters. The second one is to develop 

further differential equations to get an equilibrium 

condition between the number of dependent parameters 

and equations. Thus, usually, the assumption of equal 

local pressure 𝑝𝑔 = 𝑝𝑙 = 𝑝 are stated because the 

variation in local pressure among the individual phases 

was considered to be slight and could be considered 

negligible for various applications. Supposing a unique 

local pressure amount, the below mass, momentum, and 

energy conservation equations could be extracted: 

 Conservation of mass equation: 

𝜕

𝜕𝑡
𝛼𝑘𝜌𝑘 + ∇(𝛼𝑘𝜌𝑘𝒖𝑘) = Γ𝑘  (1) 

Momentum balance equation: 

𝜕

𝜕𝑡
𝛼𝑘𝜌𝑘𝒖𝑘 + 𝛻(𝛼𝑘𝜌𝑘𝒖𝑘 ⊗ 𝒖𝑘) + 𝛼𝑘𝛻𝑝 + (𝑝 −

𝑝𝑘
𝑖𝑛𝑡)𝛻𝛼𝑘 = 𝛼𝑘𝜌𝑘𝑔 + 𝐹𝑘

𝑖𝑛𝑡 + 𝛤𝑘𝑢𝑖𝑛𝑡 − 𝛻. (𝛼𝑘𝑇𝑘)  
(2) 

Energy balance equation: 

𝜕

𝜕𝑡
𝛼𝑘𝜌𝑘ℎ𝑘 + 𝛻(𝛼𝑘𝜌𝑘ℎ𝑘𝒖𝑘) − 𝛼𝑘

𝐷𝑘𝑝

𝐷𝑡
= 𝛤𝑘ℎ𝑘

𝑖𝑛𝑡 +

𝑞𝑘
𝑒𝑥𝑡  

(3) 

Through which the term k equals g for gas or vapor. 

Furthermore, the k equals l for the liquid phase. 
𝐷𝑘

𝐷𝑡
 stands 

for the material derivative and 𝑇𝑘  stands for the turbulent 

viscosity tensor [23]. The main configuration is a three-

dimensional pipe of 10 mm in diameter with a side input 

at the head. To do the numerical evaluation, three 

different mass fluxes of 0.75, 1.5, and 2 l/min were 

considered for the water flow rate. Simultaneously, five 

mass fluxes of 0.01, 0.2, 1, 3, and 5 l/min were considered 

for air flow rate. Table 1 shows the related velocities for 

all mass fluxes. 

Level-Set Method (LSM) was employed to simulate 

the problem. The level-set method is a popular interface-

tracking method for computing two-phase flows with 
 

 

TABLE 1. Various velocity values for water and airflow 

Cases Water vel. [m/s] Air vel. [m/s] 

Case 1 (based case) 0.01 0.005 

Case 2 0.02 0.005 

Case 3 0.01 0.008 

Case 4 0.0265 0.053 

Case 5 0.0265 0.159 

Case 6 0.0265 0.265 

 
 
topologically complex interfaces. In the level-set method, 

the interface is captured and tracked by the level-set 

function, defined as a signed distance from the interface. 

Assuming  the curve of Γ is perpendicular to the speed of 

v, then the level-set function 𝜑  could easily satisfy the 

level-set equation: 

∂φ

∂t
= v|∇φ|  (4) 

The solution 𝜑 of Equation (4) describes the time-

dependent position of the interface Γ(t), implicitly as its 

zero level, i.e. 

Γ(t) = {xϵΩ: φ(x, t) = 0}  (5) 

This approach renders the method robust with respect to 

topological changes of the interface. For instance, a 

collision of two droplets can be handled easily. Figure 1 

shows the main flow domain. As it is observed, water is 

fed to the pipe from the head and the air enters from the 

side input. In both inlets, the velocity value is known as 

previously mentioned and the outlet consists of specified 

relative pressure equal to zero.  

The mesh independency, herein, is the first step. 

Figure 2 shows that the unstructured meshes are used in 

this simulation. 
In this study, firstly, five different cell numbers are 

investigated. To assess solution mesh independence, 

Figure 3 is extracted. This figure shows that the 

magnitude of outlet velocity varies by changing cell 

numbers. It is clear that after 350,000 cells, the changes 
 

 

 
Figure 1. Main simulated domain 
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Figure 1. Unstructured used meshes 

 

 

 
Figure 3. Solution mesh independence based on outlet  

velocity for 1s 

 
 
in velocity magnetite is negligible. Therefore, to reduce 

computation cost, this number of cell is selected to fulfill 

the numerical procedure. 

The most important part of the numerical 

investigations is the reliability checking of the results. To 

this aim and for the validation of the simulation results, 

the results of the flow map were compared with those 

obtained with Oshinowo [24]. Figure 4 depicts the flow 

map results of the present simulation in comparison with 

the results of Oshinowo [24]. Looking at the mentioned 

figure, it could be concluded that the flow transition 

points between the flow patterns of bubbly-slug, slug- 

froth, and froth-falling film of the simulation results are 

 

 

 
Figure 2. Flow pattern comparison for present work vs. 

Oshinowo [24] . 

in good agreement with those associated with the results 

of Oshinowo [24]. Although there is a minor deviation 

between the results of the present simulation and the 

results of the Oshinowo [24], this difference can be 

explained based on the differences in the description of 

the physical structure of the flow patterns defined by 

individual investigators. 

 
 
3. EXPERIMENTAL SETUP 
 
The setup consisted of two main streams including the 

airlines and waterline.  For the water line, a tank was used 

as water storage and a drain was fabricated to exit the 

extra water. A pump supplied the water from this tank. It 

is worth to be mentioned that the tank was filled with tape 

water. A mixer was located in the next step that combined 

the airflow with water flow to generate the two-phase 

flow. It should be noted that the airflow was produced by 

employing a compressor with suitable pressure to feed 

the mixer. Furthermore, three individual rotameters 

(KHL-08A01M-V mode) were utilized to sense the 

volumetric flow rates of each stream. The test section 

included a 4 m pipeline through which a camera was 

located in the last 1 m for capturing the flow structure. A 

schematic depiction of the experimental setup is shown 

in Figure 5. 

 
 
4. RESULTS and DISCUSSION 
 
Firstly, according to Table 1, case 1 is the base case for 

this simulation. Thus massive data are extracted for this 

case to show the flow dynamics in the investigated 

domain then the results of other cases were compared to 

each other briefly. The previous findings have revealed 

that the void fraction is a function of some different 

factors as the mass flow rate of the individual mass flow 

rates of each phase and also the flow patterns.  Through 

the dominant flow patterns that are observed in 

 

 

 
Figure 5. Schematic of the experimental setup 
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downward flows the minimum values of void fraction 

were found to be associated with the bubbly flow, 

whereas the maximum values were always relevant to the 

annular flow patterns. Through Figure 6, the variation of 

void fraction in terms of the variation of air flow rate and 

for different water flow rates are depicted. It was found 

that at the initial steps the void fraction faces a significant 

jump in the values. The intensity of this rapid change in 

the values of the void fraction was higher in the lower 

values of the water velocity. Indeed, by the increment of 

water velocity, the inertial forces associated with the 

liquid phase find a dominant role in the overall 

hydrodynamics of the gas-liquid two-phase flow. 

Looking at Figure 6, it could be concluded that after a 

certain value of the air velocity the void fraction curves 

face an almost constant slope. It should be noted that the 

above-mentioned statement is in good agreement with 

previously presented findings of some other 

investigations, from which their work were published by 

Jiang and Rezkallah [25], Usui and Sato [26], Nguyen 

[27] and Vatani and Domiri-Ganji [28] could be named.  

Since the solution domain is 3D so to deduce 

understandable results, it is essential to specify a certain 

line to extract data on which. Figure 7 shows this 

centerline. Also, it is worth mentioning that to reduce 

solution time, the simulation is run out up to 5s.  

The first parameter studied on the centerline is 

velocity magnitude. Figure 8 represents this parameter 

for different periods. This figure shows that by going 

forward in time, the centerline velocity oscillation is 

larger. Furthermore, it is obvious that near the outlet, the 

fluctuations bigger. According to the geometry and base 

case parameters, water flow is dominant initially while 

time spending, and air volume fraction increase, and 

these phenomenon cause fluctuations in the mainstream. 

Figures 9 and 10 demonstrate such facts. 

Figure 11 shows velocity contours to clarify the 

happened physical phenomena in the studied domain. 

Figure 12 is a comparison among velocity contours 

for all cases at plane x=0.0 mm in 5s. As shown, when air 

velocity is less, airflow cannot overcome the mainstream 

of water while when air has a higher velocity value, it can 
 

 

 
Figure 6. The void fraction for different water and air 

velocities 

 
Figure 7. Specified centerline in the studied domain 

 

 

 
Figure 8. Velocity magnitude for base case on the centerline 

via time 
 

 

 
Figure 9. Air volume fraction during the time for the base 

case 
 

 

 
Figure 10. Water volume fraction during the time for the 

base case 

 

 

dominate water momentum and can cause direction 

change for the mainstream. To show slug or bubble flow, 

it is recommended to represent the air volume fraction on 

the XZ plane. Therefore, Figure 13 is extracted. 



S. Hasanpour et al. / IJE TRANSACTIONS C: Aspects  Vol. 36, No. 03, (March 2023)    540-547                                           545 

 

   

 

t=0.0 s t=0.5 s t=1 s 

   
t=1.5 s t=2 s t=2.5 s 

   
t=3 s t=3.5 s t=4 s 

Figure 11. Velocity contours for the base case at x=0.0 mm 

 

 

   
Case 1 Case 2 Case 3 

   
Case 4 Case 5 Case 6 

Figure 12. Comparison of velocity contours for all cases in 

5s at x=0.0 

 

 

Figure 13 is the 3D void fraction for all cases. It is 

clear that the flowing manner in cases 1, 2, and 3 are 

somewhat similar but after case 4, the flow pattern varies. 

These changes are more considerable in cases 5 and 6. In 

fact,  with specified water influx and increased air flow 

rate this happens. To compare the numerical results with 

the achieved experimental ones, Figure 14 is extracted as 

follows: 

 t= 1s t=3 s t=5 s 
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Figure 13. 3D void fraction for All cases at 1, 3, and 5s 
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Figure 14. Comparison of experimental and numerical 

results for various ratios of water and air mass flux 
 
 

5. CONCLUSION 
 
The present work included a numerical simulation and an 

experimental study of downward gas-liquid two-phase 

flows within a pipe with 10 mm of diameter. The main 

domain consisted of two inputs for flows. The head input 

was for water as the liquid phase and the side input was 

for air as the gaseous phase. In the first step of the 

numerical investigation, solution mesh independence is 

investigated then six cases with different mass fluxes 

were studied. The simulation was transient modeling. To 

reduce the computation time, just 5 seconds was 

considered for extracting data. The level set method was 

utilized to model two-phase interactions. The verification 

process showed there was a minor deviation between the 

results of the present simulation and the results of the 

reported data by others. The achieved results 

demonstrated that when airflow velocity was low, air 

momentum could not overcome water momentum so 

small slugs or massive bubbles were observed but when 

airflow velocity is more than water one, it can dominate 

water flow and consequently can affect the mainstream 

direction. In such cases actually, airflow is dominant and 

covers almost all core of the pipe. Comparing 

experimental and numerical results, approximately 9% 

differences can be found so it shows suitable agreement. 
 
 

6. REFERENCES 
 

1. Jafarmadar, S., "The effects of pressure difference in nozzle’s two 
phase flow on the quality of exhaust mixture", International 

Journal of Engineering, Transactions B: Applications,  Vol. 26, 

No. 5, (2013), 553-562. doi: 10.5829/idosi.ije.2013.26.05b.12.  

2. Tayari, E., Torkzadeh, L., Domiri Ganji, D. and Nouri, K., 

"Analytical solution of electromagnetic force on nanofluid flow 
with brownian motion effects between parallel disks", 

International Journal of Engineering, Transactions B: 

Applications,  Vol. 35, No. 8, (2022), 1651-1661. doi: 

10.5829/IJE.2022.35.08B.21.  

3. Murai, Y., Inaba, K., Takeda, Y. and Yamamoto, F., "Backlight 

imaging tomography for slug flows in straight and helical tubes", 
Flow Measurement and Instrumentation,  Vol. 18, No. 5-6, 

(2007), 223-229. 

https://doi.org/10.1016/j.flowmeasinst.2007.07.001 

4. Golan, L.P., "An air-water study of vertical upward and 

downward two-phase flow",  (1969).  

5. Taha, T. and Cui, Z.F., "Cfd modelling of slug flow in vertical 

tubes", Chemical Engineering Science,  Vol. 61, No. 2, (2006), 

676-687. https://doi.org/10.1016/j.ces.2005.07.022 

6. Hossain, M., Chinenye-Kanu, N.M., Droubi, G.M. and Islam, 

S.Z., "Investigation of slug-churn flow induced transient 

excitation forces at pipe bend", Journal of Fluids and Structures,  
Vol. 91, (2019), 102733. 

https://doi.org/10.1016/j.jfluidstructs.2019.102733 

7. Akhlaghi, M., Mohammadi, V., Nouri, N.M., Taherkhani, M. and 
Karimi, M., "Multi-fluid vof model assessment to simulate the 

horizontal air–water intermittent flow", Chemical Engineering 

Research and Design,  Vol. 152, (2019), 48-59. 

https://doi.org/10.1016/j.cherd.2019.09.031 

8. Yue, C., Zhang, Q., Zhai, Z. and Ling, L., "Cfd simulation on the 

heat transfer and flow characteristics of a microchannel separate 

heat pipe under different filling ratios", Applied Thermal 

Engineering,  Vol. 139, (2018), 25-34. 

https://doi.org/10.1016/j.applthermaleng.2018.01.011 

9. Gupta, R., Fletcher, D.F. and Haynes, B.S., "Cfd modelling of 

flow and heat transfer in the taylor flow regime", Chemical 

Engineering Science,  Vol. 65, No. 6, (2010), 2094-2107. 

https://doi.org/10.1016/j.ces.2009.12.008 

10. Ratkovich, N., Majumder, S. and Bentzen, T.R., "Empirical 

correlations and cfd simulations of vertical two-phase gas–liquid 
(newtonian and non-newtonian) slug flow compared against 

experimental data of void fraction", Chemical Engineering 

Research and Design,  Vol. 91, No. 6, (2013), 988-998. 

https://doi.org/10.1016/j.cherd.2012.11.002 

11. Zheng, D., He, X. and Che, D., "Cfd simulations of hydrodynamic 

characteristics in a gas–liquid vertical upward slug flow", 
International Journal of Heat and Mass Transfer,  Vol. 50, No. 

21-22, (2007), 4151-4165. 

https://doi.org/10.1016/j.ijheatmasstransfer.2007.02.041 

12. Abdulkadir, M., Hernandez-Perez, V., Lo, S., Lowndes, I. and 

Azzopardi, B.J., "Comparison of experimental and computational 

fluid dynamics (CFD) studies of slug flow in a vertical riser", 
Experimental Thermal and Fluid Science,  Vol. 68, (2015), 468-

483. https://doi.org/10.1016/j.expthermflusci.2015.06.004 

13. Adegoke, A.S. and Oyediran, A.A., "The analysis of nonlinear 
vibrations of top-tensioned cantilever pipes conveying 

pressurized steady two-phase flow under thermal loading", 

Mathematical and Computational Applications,  Vol. 22, No. 4, 

(2017), 44. https://doi.org/10.3390/mca22040044 

14. Wang, L., Yang, Y., Li, Y. and Wang, Y., "Dynamic behaviours 

of horizontal gas-liquid pipes subjected to hydrodynamic slug 
flow: Modelling and experiments", International Journal of 

Pressure Vessels and Piping,  Vol. 161, (2018), 50-57. 

dhttps://doi.org/10.1016/j.ijpvp.2018.02.005 

15. Mimouni, S., Fleau, S. and Vincent, S., "Cfd calculations of flow 

pattern maps and les of multiphase flows", Nuclear Engineering 

https://doi.org/10.1016/j.flowmeasinst.2007.07.001
https://doi.org/10.1016/j.ces.2005.07.022
https://doi.org/10.1016/j.jfluidstructs.2019.102733
https://doi.org/10.1016/j.cherd.2019.09.031
https://doi.org/10.1016/j.applthermaleng.2018.01.011
https://doi.org/10.1016/j.ces.2009.12.008
https://doi.org/10.1016/j.cherd.2012.11.002
https://doi.org/10.1016/j.ijheatmasstransfer.2007.02.041
https://doi.org/10.1016/j.expthermflusci.2015.06.004
https://doi.org/10.3390/mca22040044
https://doi.org/10.1016/j.ijpvp.2018.02.005


S. Hasanpour et al. / IJE TRANSACTIONS C: Aspects  Vol. 36, No. 03, (March 2023)    540-547                                           547 

 

and Design,  Vol. 321, (2017), 118-131. 

https://doi.org/10.1016/j.nucengdes.2016.12.009 

16. Zhou, H., Guo, L., Yan, H. and Kuang, S., "Investigation and 

prediction of severe slugging frequency in pipeline-riser 
systems", Chemical Engineering Science,  Vol. 184, (2018), 72-

84. https://doi.org/10.1016/j.ces.2018.03.050 

17. Tay, B.L. and Thorpe, R.B., "Hydrodynamic forces acting on pipe 
bends in gas–liquid slug flow", Chemical Engineering Research 

and Design,  Vol. 92, No. 5, (2014), 812-825. 

https://doi.org/10.1016/j.cherd.2013.08.012 

18. Montgomery, J., "Severe slugging and unstable flows in an s-

shaped riser",  (2002).  

19. Malekzadeh, R., Henkes, R. and Mudde, R., "Severe slugging in 

a long pipeline–riser system: Experiments and predictions", 

International Journal of Multiphase Flow,  Vol. 46, (2012), 9-

21.  

20. Xie, C., Guo, L., Li, W., Zhou, H. and Zou, S., "The influence of 

backpressure on severe slugging in multiphase flow pipeline-riser 
systems", Chemical Engineering Science,  Vol. 163, (2017), 68-

82. https://doi.org/10.1016/j.ces.2017.01.028 

21. Assari, M., Basirat Tabrizi, H., Jafar Gholi Beik, A. and Shamesri, 
K., "Numerical study of water-air ejector using mixture and two-

phase models", International Journal of Engineering, 

Transactions B: Applications,  Vol. 35, No. 2, (2022), 307-318. 

doi: 10.5829/ije.2022.35.02b.06.  

22. Han, B., Ge, B., Wang, F., Gao, Q., Li, Z. and Fang, L., "Void 

fraction detection technology of gas-liquid two-phase bubbly 

flow based on convolutional neural network", Experimental 

Thermal and Fluid Science,  Vol. 142, (2023), 110804. 

https://doi.org/10.1016/j.expthermflusci.2022.110804 

23. Graf, U. and Papadimitriou, P., "Simulation of two-phase flows 
in vertical tubes with the ctfd code flubox", Nuclear Engineering 

and Design,  Vol. 237, No. 20-21, (2007), 2120-2125. 

https://doi.org/10.1016/j.nucengdes.2007.02.011 

24. Oshinowo, O., "Two-phase flow in a vertical tube coil", 

University of Toronto,  (1971),  

25. Jiang, Y. and Rezkallah, K.S., "A study on void fraction in 
vertical co-current upward and downward two-phase gas-liquid 

flow—i: Experimental results", Chemical Engineering 

Communications,  Vol. 126, No. 1, (1993), 221-243. 

https://doi.org/10.1080/00986449308936220 

26. Usui, K. and Sato, K., "Vertically downward two-phase flow,(i) 
void distribution and average void fraction", Journal of Nuclear 

Science and Technology,  Vol. 26, No. 7, (1989), 670-680. 

https://doi.org/10.1080/18811248.1989.9734366 

27. Nguyen, V.T., "Two-phase, gas-liquid concurrent flow: An 

investigation of holdup, pressure drop and flow pattern in a pipe 

at various inclinations", ResearchSpace@ Auckland,  (1975),  

28. Vatani, M. and Domiri-Ganji, D., "Experimental examination of 

gas-liquid two-phase flow patterns in an inclined rectangular 

channel with 90 bend for various vertical lengths", International 

Journal of Engineering, Transactions A: Basics,  Vol. 35, No. 

4, (2022), 685-691. doi: 10.5829/IJE.2022.35.04A.07.  

 

 

 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

Persian Abstract 

 چکیده 
 Open بعدی همراه با مشاهدات تجربی برای مطالعه جریان دو فازی در یک لوله عمودی انجام گرفت. برای تجزیه و تحلیل هوا و آب از نرم افزارسازی سهمقاله، شبیه در این  

FOAM   العه شامل دو ورودی برای جریان بود: ورودی  میلی متر بود در نظر گرفته شد. مط  10استفاده شد. جریان اصلی رو به پایین که در داخل یک لوله عمودی به قطر

شبیه سازی عددی وابسته به    بالایی برای آب و ورودی جانبی برای هوا. چندین حالت با شار جرمی مختلف برای آب و هوا مورد مطالعه قرار گرفت. بر اساس فیزیک موضوع،

بر تکانه آب که منجر به اسلاگ های کوچک می شود    تواندنمی  هوا  تکانه  ،  است  کمتری  مقادیر  دارای  واه  سرعت   آمده نشان داد که وقتیدستزمان در نظر گرفته شد. نتایج به

توانست جهت جریان اصلی را تحت تأثیر قرار دهد. همچنین نمودارهای غلبه کند. هنگامی که سرعت جریان هوا بیشتر از آب بود، بر جریان آب تسلط داشت و در نتیجه می 

کند و نوسانات بزرگ در نزدیک خروجی رخ  دهند که هر چه زمان پیش می رود، بزرگی سرعت مقدار قابل توجهی از نوسانات را تجربه می رکزی نشان می سرعت روی خط م

همراه   توجهی  قابل  مقدار  افزایش   تخلخل با  درصد اختلاف، تطابق قابل قبولی را نشان داد. نتایج نشان داد که در مراحل اولیه،  9دهد. مقایسه نتایج تجربی و عددی، با تقریباً  می

ش غالبی در هیدرودینامیک کلی  است. شدت این تغییر در مقادیر تخلخل در سرعت کمتر آب بیشتر بود. در واقع، با افزایش سرعت آب، نیروهای اینرسی مرتبط با فاز مایع نق

و   5، الگوی جریان متفاوت است. این تغییرات در موارد 4مشابه است اما پس از مورد  3و  2،  1ر موارد کنند. همچنین بدیهی است که نحوه جریان دمایع پیدا می  -جریان گاز

 .بیشتر قابل توجه است 6
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A B S T R A C T  
 

 

Al2O3 nanoparticles were used to improve the performance of the vital properties of transformer oil (TO) 

under normal operating conditions and when subjected to thermal aging. Different weight percentages 
of Al2O3 in the TO were considered to maximize the breakdown voltage (BDV). Al2O3 nanofluid (NF) 

increases the BDV by 116% (31.1 kV to 67.4 kV) and the heat transfer by 33.4%, and also minimizes 

partial discharge (PD) by 66%. The reduction of PD is also related to the ability of Al2O3 to adsorb 
hydrogen and acetylene, two oil-soluble gases that are effective in PD. Even Al2O3NF was more resistant 

to water content in TO. BDV for TO and Al2O3NF, when water content increased to more than 30 ppm, 

were reduced by 57% and 19%, respectively. According to Arrhenius equation, both samples were placed 
at 120°C for 29 days to age samples (equivalent to about 30 years). Aged Al2O3NF has continued its 

exceptional performance and improved BDV by 121% compared to aged TO, and also Al2O3NF showed 

its capacity well and improved PD compared to aged TO by 71%. All the favorable properties of 
Al2O3NF are conditional on the stability of Al2O3. FESEM confirms the stability of Al2O3. 

doi: 10.5829/ije.2023.36.03c.15 

 
1. INTRODUCTION1 
 

Transformers, which account for almost 60% [1] of the 

network cost, provide the connection between production 

and consumption due to changes in voltage level [2]. 

Transformer oil acts as a very important insulating part 

of the transformer. It plays a decisive role in its life [3]. 

The oil that is inside the transformers and is moving 

between the various internal components. It is like blood 

ins human body [4]. Examination of oil-soluble gases, 

such as a blood test or a scan of the human body, can 

warn about the internal failers of the transformer and an 

increase in the probability of its proper function [5].  

During normal and electrical faults (breakdowns, 

partial discharges (PDs)) operation, the oil in power 

transformer ages and decompositions, breaking specific 

C-C and C-H bonds in the oil molecules. These 

conditions lead to the release of gases in the oil [6, 7]. 

 

*Corresponding Author Instutional Email: 
seyyedbarzegar@shahroodut.ac.ir  (S. M. Seyyedbarzegar) 

Acetylene, carbon dioxide, methane, ethylene, carbon 

monoxide and hydrogen are the six main defective gases 

that dissolve in transformer oil (TO) [8]. Soluble gases in 

the oil cause a PD, which should not be underestimated. 

Among the mentioned gases, hydrogen and acetylene 

have the most severe damages and are also the most 

critical factors in the formation of PD [9, 10]. 

In general, oil performs two basic functions, cooling 

and insulation. It has been used for more than a century 

to insulate the electrical components of transformers and 

to transfer the heat generated in the transformer winding 

[11]. The two inhibiting factors for maximum power 

transfer and reducing the size of the transformer are the 

thermal and insulating properties of the oil [12].  The 

thermal conductivity of the oil in the transformer is 

usually not high, which weakens its cooling performance 

and ultimately reduces the life of the transformer [13, 14]. 

In addition, transformer operation and the aging of the 
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oil, the breakdown voltage (BDV) is significantly 

reduced. One of the ways to improve the properties of oil 

is to use nanoparticles (NPs) and make a nanofluids 

(NFs) based on oil. NPs generally have a higher thermal 

conductivity. NPs help to increase the thermal 

conductivity of pure oil and even increase the BDV in 

some cases [15].  

The experimental investigation has showed that the 

thermal conductivity of nanofluids is characterized by 

several dynamics such as volume or mass fraction of 

NPs, NPs type, NPs shape and size. Thermal conductivity 

mineral oil-based nanofluids with various volume 

concentrations suspended with Al2O3 (with 20 nm 

diameter) NPs has been examined by Timofeeva et al. 

[16]. About 4% of Nps  was noted for the maximum 

improvement in thermal conductivity. Also, the 

investigation of the thermal conductivity of NFs with a 

rise in NPs concentrations has been reported by Jin [17] 

and Ilyas et al. [18]. In this study, a maximum 

enhancement about 16% in thermal conductivity at three 

wt% NPs concentrations has been achived.  The thermal 

conductivity of MWCNT NPs based NFs has been 

investigaion for NPs effects on TO by Aberoumand and  

Jafarimoghaddam [19]. The results embodied an 

improvement of 160%. The author revealed that 

attributes of NPs cause this vast increase. They 

experimentally performed Ag/WO3 hybrid NF in TO in 

three different weight fractions of 1, 2, and 4%. 

According to obtained results, the hybrid NFs used at a 

higher weight fraction and a temperature at100 ° C have 

increased the thermal conductivity by 41% [19]. Bhunia 

et al. [20] improve that TiO2 (50–70 nm) with weight 

fractions (0.005 wt%) provide almost 13–23% thermal 

conductivity enhancement. Mansour et al. [21] showed 

barium titanate (BTO) NPs were inserted into the base 

TO by a concentration of 0.005 g/L. This insertion 

enhances the heat transfer coefficient by 33%. Parvar et 

al. [22] showed that the thermal conductivity of ZnO 

nanoparticles is higher than pure TO at 25°C. By adding 

this NPs to TO, it has shown that the thermal conductivity 

of NF increased by increasing NPs concentration in TO. 

Under these conditions, at volume fractions of 0.05% and 

1% NPs in TO, the thermal conductivity increased 

approximately by 4.61% and 11.53%, respectively. 

Babu and Babu [23] used nanocrystal nickel-

manganese ferrite at different concentrations. In their 

article, the effect of increasing concentrations on the 

increase of dielectric strength was investigated. As a 

result, the concentration of 0.04 g/L showed a great 

increase in breakdown of voltage, about 42.3% [23]. 

Electrical strength and stability of SiO2, Al2O3 and TiO2 

based NFs at different concentrations were investigated 

by Paul et al. [24] for TO. The reported data showed the 

highest breakdown of voltage for Al2O3 at a 

concentration of 0.06 g/L [23]. Oparanti et al. [25] 

utilized TiO2, Al2O3, and MoS2 NPs in TO and showed 

that the dielectric strength of TiO2 was higher than the 

other samples. Electrical BDV in TO NFs with NPs such 

as ZnO, MgO, Al2O3, TiO2, SiO2, graphite, LiTaO3 and 

Fe3O4 was investigated by Moghadassi et al. [26]. 

Electrical breakdown was studied for NFs based on ester 

oil at 0.2 to 1 weight percentage of Al2O3 nanoparticles. 

They observed that Al2O3 (at 0.6wt%) NPs improve the 

BDV of ester oil to 29kV [25]. As you can see, various 

valuable studies have been done on the effect of NPs on 

the improvement of BDV and thermal properties. 

However, as far as the author's knowledge, less research 

has been done on reducing the PD (as one of the essential 

properties of TO) in oil using NPs as well as improving 

the BDV and heat transfer simultaneously. Failure to 

consider PD in applying NPs in TO is a vast and severe 

gap in research on this subject. Also, one of the other 

issues is the stability of nanomaterials in the oil, which 

can be said that almost less attention has been paid. This 

lack of awareness and research has been done while all 

the properties of NPs in oil (and their function) have a 

natural and extraordinary relationship to stability. On the 

other hand, in normal operating conditions of the 

transformer, it is often subjected to different stress 

conditions and causes the oil to move towards aging. So, 

the function and stability of NPs inside the oil should not 

be neglected when aging occurs. 

In this paper, Al2O3 was used to reduce the partial 

discharge, improving the BDV and TO heat transfer 

under normal and thermal aging conditions. Another 

fundamental goal that has been studied in this research is 

to provide an obvious and accurate sight of the 

relationship between PD and gas-soluble bubbles, as well 

as the physical mechanism of Al2O3NPs in oil. Al2O3 and 

a two-stage method have been used to make the NF. 

Several samples of NF were prepared by considering 

different amounts of NPs. NF was regarded as the 

primary sample whose BDV was maximized. Stability is 

the fundamental problem in using NPs in oil, which were 

photographed FESEM to prove the stability of Al2O3NPs. 

In the next step, laboratory tests (BDV, gas 

Chromatography, moister effect on BVD, heat transfer, 

total acid number (TAN), PD) were performed on the 

samples. In the last stage of the laboratory test, to 

comprehensively  evaluate the performance and stability 

of Al2O3 in the TO, the oil is thermally aged using the 

Arrhenius equation and examined (BDV, TAN, PD). 

Finally, the physical mechanism of Al2O3NP function 

was investigated. 

 

 

2. MATERIALS AND METHODS 
 

2. 1. Materials          Table 1 summarizes the 

specifications of NP that was purchased from US 

Research Nanomaterials, Inc. (USA). As can be seen, 

Al2O3 has a purity of more than 99% and a heat transfer  
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TABLE 1. NP specifications 

 

 

coefficient of 880 J/(kg-K), which indicates a relatively 

high power to improve the thermal transfer coefficient of 

the final nano oil. The average particle size (APS) is 20 

nm. 

 
2. 2. NF Prepration Methods           Single-step and 

two-step designs are usually used for preparation of NF. 

The single-phase method involves the simultaneous 

development and dispersion of particles in the fluid. 

Drying, storage, transfer, and dispersion of NPs are 

avoided in single-phase process. Therefore, the 

accumulation of NPs is limited and fluid stability has 

increased [26]. Single-phase systems have the ability to 

produce nanoparticles with homogeneous distribution. 

Based on this, particles can be placed in a liquid at stable 

condition. This process has advantages due to the control 

of NP size, reduction of NP aggregation, and 

development of NFs including metal NPs. In addition to 

being expensive, this method is not able to produce NFs 

on a large scale. Another major drawback associated with 

the single-phase process is that the development of NFs 

with high volume loadings of NPs is very challenging. 
The two step process is commonly used to synthesize 

NFs by stirring NPs in the base fluids. Typically, two 

steps are involved in this technique. NPs are 

commercially available and are produced using physical, 

chemical and mechanical methods at the first step. The 

most important physical, chemical and mechanical 

methods are crushing, grinding, sol-gel. Then, in the 

second phase the dry NPs are dispersed in the base liquids 

using ultrasound, magnetic mixing, and high shear 

agitation. During this phase, some activities, for example, 

the incorporation of scattered materials or ultrasound, are 

usually performed to improve the stability of the derived 

NFs [27]. 

The two-step process is usually used to prepare 

Al2O3NF [28]. By using this method, it has been shown 

that Al2O3 has excellent stability [23]. As shown in 

Figure 1, Al2O3 and mineral oil are first throughly mixed 

in a magnetic stirrer for 30 minutes. In the next step, the 

sample is placed in a sonic device for 30 minutes to 

obtain a homogeneous mixture. In the last stage, to 

achieve high accuracy in the test results and complete 

removal of oil-soluble gases (which occurs in the 

previous steps), the solution is kept at a pressure of less 

than 1 kPa for 48 hours. It is very important to mention 

two points. First, the initial moisture content of the NPs 

has been tried to be very low so as not to aberration  the 

test results (for 10 h at 160 °C), and second, all the above 

steps have been performed at environment temperature. 

 

Figure 1. Two steps method for Al2O3NF preparation 
 

 

One way to prove the uniform distribution of NPs in 

oil is to use field emission scanning electron 

microscopy (FESEM). FESEM is used to visualize tiny 

topographic details on the surface. This technique is used 

to observe structures with several nanometers in size. 

FESEM is consequential in two ways: 1) Evidence of 

homogeneous dispersion of NPs in the oil 2) 

Displacement of APS. FESEM photo of NF can be seen 

in Figure 2. As it turns out, 1) NPs are well dispersed and 

stabled; 2) APS of Al2O3 is 20 nm. The importance of NP 

stability is analayzed in section 5. 

 
 
3. EXPERIMENTAL TEST 
 

As mentioned above, TO as a liquid insulator is a type of 

insulating oil with suitable electrical and thermal 

insulating properties. Two functions of TO that are 

related to the life of the transformer are cooling and 

electrical insulation. The TO deteriorates over time due 

to operating conditions. These conditions affect the 

performance of the transformer. Therefore, checking the 

status of the TO during the operation period is vital. For 

this purpose, testing sequences and procedures are 

defined by different international standards. In this 

section, some critical electrical tests on oil insulation are 

evaluated. 

 
3. 1. Breakdown Voltage          The insulating strength 

of TO is considered one of its electrical properties in oil 

testing. The BDV test is introduced in this regard. BDV 

 

 

 
Figure 2. FESEM micrographs provided from Al2O3 NP 

Nano 

particle 
Purity Color 

Specific heat 

capacity 
Density 

Al2O3 (20 nm) 99+% White 880 J/(kg-K) 3890 kg/m3 
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is determined based on the voltage level that flashover 

occurs between two electrodes at a certain distance. 

BAUR PGO S-3 device was used for this test and the 

procedure is described in Standard Method ASTM 

D1816. According to the standard, two electrodes are 

fixed with a gap of 2.5 mm, and voltage is applied to 

them. The rate of rising of the applied voltage is 

controlled at 2 kV/s. As the voltage increases, the amount 

of voltage is recorded when the first discharge occurs 

between electrodes. After pouring the oil into the test 

vessel, it is rested for 10 minutes, and then the voltage is 

applied. This test is performed six times with an interval 

of 1 minute, and at the end, the average of the obtained 

results is considered BDV. All experiments were 

conducted at room temperature and power frequency (50 

Hz). 
 

3. 2. Gas Chromatography            To obtain the number 

of dissolved gases in TO, gas chromatography method 

has been used. Acetylene, carbon dioxide, methane, 

ethylene, carbon monoxide and hydrogen are the six 

main defective gases that dissolved in TO. Determining 

the amount of H2 and C2H2 in base oil and NF is crucial 

to investigate and prove the performance of Al2O3NF in 

the PD process. 

 
3. 3. Water Content             Water, as a destructive factor, 

reduces the boiling point of TO, premature aging of TO, 

and degrades the insulating properties of paper 

insulation. The moisture in the paper insulation has the 

ability to transfer to the oil, which increases the oxidation 

level, which will increase the water and acid content in 

the oil. Therefore, it is necessary to always control the 

water content of TO, which has been carried out using the 

necessary tests by the METHROM 831 device under 

ASTM D877 standard. 
 

3. 4. Heat Transfer Test             The use of nanoparticles 

in TO has been investigated as a new method to improve 

heat transfer. In general, the goal is to increase the 

thermal conductivity and reduce the heat produced. One 

of the most practical ways to measure heat transfer is to 

use the immerse heating method [29]. The selected 

sample must first be placed in a particular container to 

use this method. Then, to increase the temperature inside 

the oil, an element must be placed inside it. To monitor 

the temperature inside the sample, place a thermometer 

at a fixed distance from the element. The element must 

be connected to a constant voltage source in the next step. 

In order to ensure equal conditions of the element in 

experimental samples, its voltage and current are 

monitored. In the final stage, to check the temperature 

transfer, temperature changes are recorded in seconds. 

 
3. 5. Total Acid Number          The acid concentration 

in TO is defined as the oil's TAN. The standard unit for 

measuring TAN is mg KOH/g. Generally, it refers to the 

milligrams of potassium hydroxide (KOH) necessary to 

countract free acids in 1 gram of oil. Based on ASTM 

D974 standard, transformer oil TAN has been measured. 

The main source of acid production in TO is oil 

decay/oxidation. The TAN in the oil detriment the 

structure of insulation and can raise the corrosion 

intensity of inside parts of transformer in the existence of 

moisture. 
 
3. 6. Partial Discharges           According to Standard 

IEC 60343, PD in TO is localized insulating discharge in 

a limited volume of liquid insulation when subjected to 

high voltage electrical stress. According to mentioned 

standard, the distance between the needle and plane 

electrode was set to 1 mm.  PD is one of the sources of 

deterioration of TO, which can even lead to electrical 

discharge in the oil. The PD apparent charge quantity is 

measured and recorded to measure PD. In this regard, the 

base charge is significant in measuring PD and must be 

present in minimal amounts. PD pulses created in the oil 

were conditioned in the electronic coupling device, 

connected to a coupling capacitor, and processed in the 

measuring instrument. Due to the very high sensitivity of 

PD measurements to noise, it is necessary to calibrate the 

measuring device to achieve high accuracy. A JDEVS-

PDMA 300 was utilized for PD test. PD signals were 

sense by the PD detector device at a voltage of 

approximately 32% of each sample's BDV. This voltage 

was considered as the PD initial voltage. This experiment 

aimed to decrease the quantity of PD in the TO by NPs; 

the applied voltage was approximately 40% of that of the 

BDV of each sample to ensure the conditions of PD [30]. 
 
3. 7. Thermal Aging          Destruction of electrical 

insulation plays an important role in the aging of the 

transformer and reducing its life. Increasing heat in the 

insulation can lead to its decomposition, which can 

intensify this process. The losses of Core and coil in 

operating transformers cause considerable internal heat. 

If it does not transfer out quickly, it can increase the 

insulation system's aging rate and shorten the unit's life. 

In addition to what was said about aging, humidity is 

another important factor. In fact, the creation of oxygen 

in the transformer oil along with other gases in it leads to 

the production of water [31]. Figure 3 represents a 

superficial schematic of the decomposition mechanism of 

transformer insulation. Aluminum and iron are the main 

components of the body and winding of transformers, 

and nothing can be done to remove them. Still, moisture 

and O2 play a significant role in transformer oil 

degradation. Therefore, in examining the aging process 

of oil, moisture and O2 must be monitored. 

Arrhenius equation has been used for the thermal 

aging of oil. Pure oil and Al2O3NF were placed at 120°C 

for 29 days for accelerating aging. By increasing the 
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Figure 3. schematic of the decomposition mechanism of transformer insulation 

 

 

temperature by 7°C from the reference temperature 

(60°C), it is possible to halve the lifetime of the insulating 

material. Hence, accelerated thermal aging for 29 days at 

120°C approximates 30 years [32]. Both aged samples 

were taken out periodically for BDV and TAN tests 

during this process. 
 

 

4. RESULTS AND DISCUSSION 
 

4. 1. Pure Oil and Al2O3 NF Test Results         The 

amount of BDV is one of the essential factors in TO. To 

improve the properties of the oil using NPs, the BDV 

should be increased as much as possible. For this purpose 

and to achieve the maximum BDV, five samples of NFs 

with values of 0.01, 0.05, 0.1, 0.02, and 0.3 g/L of Al2O3 

NPs were considered. The point to pay special attention 

is that the water content is less than 10 ppm in all 

samples, and all tests are performed at room temperature. 

The BDV diagram for the base oil and the other five 

NFs is shown in Figure 4. As can be seen, for TO and 

NFs with concentration of 0.01, 0.05, 0.1, 0.02, and 0.3 

g/L, the BDVs are 31.1, 60.9, 67.4, 62.6, 56.7 and 50.1 

kV, respectively. The BDV is maximized for 0.05 g / l. 

NF, in this case, has been able to improve the BDV by 

about 116%, which is very impressive. For all NFs, the 

BDV is greater than pure oil. Because the BDV is one of 

the essential properties of TO, to maximize the BDV, 

0.05 g/L of Al2O3 is used to achieve the desired Al2O3NF. 

The results obtained up to 0.05 g/L can be justified: By 

increasing NP concentration up to 0.05 g/L, the amount 

of charge traps and as a result BDV increases. 

Meanwhile, for concentrations higher than 0.05 g/L,  

 
Figure 4. The BDV of TO/Al2O3 NFs 

 

 

BDV decreases due to the accumulation of nanoparticles. 

However, the reversible NP aggregation caused by the 

electric field improves the BDV due to the catch of free 

electrons. 

The presence of acid content in transformer oil is 

unavoidable due to its operating conditions. The TO and 

NF TAN values are 0.03 and 0.01, respectively. These 

values indicate that the TAN value was within the 

allowable range for both samples, and the NF (albeit a 

small one) was even able to reduce it.  Table 2 shows the 

amount of H2 and C2H2 gases in the TO and Al2O3NF 

samples. As can be seen, Al2O3NF reduced the amount of 

H2 from 67 to 9 ppm (86% reduction) and the amount of 

C2H2 from 198 to 53ppm (73% reduction). 

The water content must be low and equal in range to 

perform a BDV test. Otherwise, the values obtained for 

the BDV will not be valid. The water content test results 

prove  that  water  content is  less  than  10 ppm  for  both  
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TABLE 2. Amount of H2 and C2H2 after GC test, TAN for 

samples 

H2 (ppm) 
TO Al2O3NF 

67 9 

C2H2 (ppm) 198 53 

TAN (mg KOH/g) 0.03 0.01 

 

 

samples. An experiment was designed to demonstrate the 

destructive effect of moisture inside TO. Thus, four 

samples of TO and four Al2O3NF with different water 

content were provided. The moisture effect on the BDV 

of TO and Al2O3NF is shown in Figure 5. It is pretty 

evident that the BDV decreases from 31.1 kV to 13.2 kV 

by increasing the amount of moisture in the oil from less 

than 10 to more than 30 ppm, which indicates a 57% 

decrease in the BDV. For the same moisture inside the 

Al2O3NF, the BDV decreases from 67.4 to 54.5 kV, 

representing a 19.1% reduction. As can be seen, as the 

water content increases, the Al2O3NF experiences a 

smaller percentage reduction in the amount of BDV than 

the MO. One of the reasons for this is the ability of Al2O3 

to absorb H2 as one of the constituents of water in MO. 

Figure 6 illustrates the results obtained from the 

immerse heating method. Both samples' temperature 

changes were recorded from ambient temperature (25 °C) 

to 80 °C. As can be seen, the oil has risen from 25 to 80 

°C in 560 seconds. On the other hand, Nano oil only 

needs 373 seconds to cross the same path. This result 

shows that the temperature in nano oil is transferred to 

the base oil 33.4% faster, and in the transformer 

operation, it can transfer heat from the warmer part of the 

transformer to the lower temperature parts in less time. 

There are many cases of transformer explosions. 

Increasing the thermal conductivity of TO reduces the 

flammability of TO and expands the safety point of view. 

One of the tests that show the effect of NPs on oil 

performance is the PD test. Parameters such as the 

number of charges and the phase angle can be achieved 

using this test. The number of charges of TO is equal to 

1373. The phase angle variations of PD based on 

 

 

 
Figure 5. Effect of moisture on the BDV 

 
Figure 6. The time required to increase the temperatures 

 

 

reference sinusoidal voltage waveform is shown in 

Figure 7(a). Based on the presented result for TO, the PD 

has occurred between 45 < 𝜑 < 135  at positive or 

negative cycle of the reference waveform. However, 

most PD with larger amplitudes are seen at angles less 

than 90 degrees. 

Using the Al2O3, the number of charges in Al2O3NF 

sample has reduced by 66%. The number of charges in 

Al2O3NF is equal to 461. As shown in Figure 7(b), the 

trend of phase angle variation of Al2O3NF is similar to 

TO. The comparison of TO and Al2O3NF at the same 

phase angles shows a decrease in the PD number and 

amplitude. The change of phase angle in the positive  
 

 

 
(a) 

 
(b) 

Figure7. The phase angle variations of PD based on 

reference sinusoidal voltage waveform (a) for TO; (b) for 

Al2O3NF 

0

10

20

30

40

50

60

70

80

0 - 10 10–20 20-30 30 - 40

B
D

V
 (

k
V

)

Water Content (ppm)

TO Al2O3NF



554                                   A. H. Mashhadzadeh et al. / IJE TRANSACTIONS C: Aspects  Vol. 36, No. 03, (March 2023)   548-557 

 

cycle to less than 90 degrees indicates the proper 

performance of the Al2O3 to control the PD in the oil. The 

oil insulation performance against PD activity is 

improved via the NPs proposed in this paper. 

 
4. 2. Aged Oil and Al2O3 NF Test Results          Three 

essential properties of the TO, which are very important 

and decisive in its performance in aging, are BDV, PD 

and TAN. Figure 8 shows the average value of TO and 

Al2O3NF BDV in the aging state. As you can see, the 

BDV for TO starts at 31.1 kV and decreases to 20.4 kV 

after 29 days, which is a 34% reduction. The decreasing 

trend of oil BDV is due to oil aging. This reduction for 

NF also remains strong. The BDV for the Al2O3NF starts 

at 67.4 kV and decreases after 29 days to 45.2 kV (33% 

reduction). 

Figure 9 shows the TAN for aged TO (ATO) and NF 

samples. The point to note is that according to ASTM 

D974, the maximum number of acids is 1.2 mg KOH/g. 

As the aging process begins and MO's ages increases, the 

amount of TAN also increases so that the TAN of the 

ATO at the end of 29 days is more than the allowable 

limit and has a value of 1.4 mg KOH/g. This result 

indicates a very unsatisfactory condition of the ATO load 

after the aging process. The situation does not change 

much for Al2O3NF, and the TAN for Al2O3NF increases 

with an increase in thermal aging of the NF. But the 

exciting point is that the Al2O3NF has been able to 

comply with the permissible limit and maintain the oil 

condition better. 

PD is one of the things that changes due to the aging of 

the oil. Based on the aging process used in this paper, the 

parameters used for PD were investigated. The number 

of charges in ATO has increased to 2781. This amount 

has increased by 102% compared to TO. Under these 

conditions, the angle of occurrence of PD has increased 

and, according to Figure 10, the angle is approximately 

between 45 < 𝜑 < 135 . These conditions are different 

from the performance of TO and indicate variations in the 

oil's PD. 

 
 

 
Figure 8. Mean BDV for aged TO and NF 

 
Figure 9. TAN values for ATO and Al2O3NF 

 

 

 
Figure 10. The phase angle variations of PD based on 

reference sinusoidal voltage waveform for ATO 

 

 

The result presented in Figure 11 shows that the 

repetition of the oil aging process with the Al2O3NF has 

caused variations in the PD parameters. Based on this, it 

is possible to improve the oil properties of TO and aged 

ones. The reduction in the number of charges is 

significant. PD reduced to 801, which shows the addition 

of Al2O3 prevents the occurrence of PD in the aged oil by 

about 71%. A significant result of the suitable 

performance of the NP is the change in PD's angle, which 

is between 45 and 135 degrees. These situations, along 

with reducing the number of charges, indicate the 

improved ATO performance in combination with the 

Al2O3. 

Figure 12 presents the immerse heating method for 

both samples after thermal aging. Both samples' 

temperature changes were recorded from ambient 

temperature (25 °C) to 80 °C. As can be seen, the ATO 

temperature has risen from 25 to 80 °C in 631 seconds. 

Aged-NF needs 398 seconds to reach 80°C. This result 

shows that the temperature in Aged NF transferred 36.9% 

faster than ATO. Also, transformer oil is about 13% less 

capable of moving heat in the aging state than before.This 

is about 7% for nanofluids. 

 
 
5. PHYSICAL MECHANISM 
 

The performance of NPs in this work can be split into two 

general aims: improving electrical and thermal  
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Figure 11. The phase angle variations of PD based on 

reference sinusoidal voltage waveform for aged Al2O3NF 

 

 

 
Figure 12. The time required to increase the temperatures 

for both samples in aging mode 

 

 

 

properties. The mechanism of NPs action in improving 

the BDV is that the NPs trap and absorb electrons. In 

other words, this NP acts as an electron absorber in NFs, 

which reduces the streamer propagation and increases the 

BDV compared to TO.  On the other hand, another critical 

reason for NPs to help improve the BDV is the low 

conductivity of NPs.  

The same factors used to improve the BDV also apply 

to PDs. PD inside the oil is a localized dielectric 

breakdown (DB) in such a way that it does not entirely 

bridge the space between the two conductors (electrical 

breakdown does not occur). When free electrons are 

absorbed and trapped, the conditions for PD become 

much more difficult. This factor causes a PD to happen 

later. On the other hand, the PD is due to the presence of 

soluble gas bubbles inside the oil and the difference 

between its dielectric coefficient and the oil. As 

observed, when the NPs were added to the base oil, the 

number of soluble gases inside the oil dramatically 

decreased. These two factors can be mentioned as the 

main reasons for reducing PD for Al2O3NF. 

One of the important factors in heat transfer, which 

plays a decisive role in determining the insulation 

system, is thermal conductivity, which must be high for 

TO. Transformer oil must have good heat transfer and 

low viscosity. However, the thermal conductivity of TO 

is usually low, which causes damage to the transformer 

in overload conditions. Therefore, it is important to 

increase the thermal conductivity of the transformer in 

order to increase its lifespan. Ideally, transformer oil 

should have good heat transfer and low viscosity in 

addition to proper insulating properties. Various methods 

have been used to increase TO thermal conductivity and 

heat transfer. 

The method used to improve heat transfer is a 

suspension of convenient NPs into the TO. Nano-

materials have a significant and, at the same time, unique 

property: improved surface-to-volume ratio or aspect 

ratio. This feature increases the effect of cooling in the 

transformer. The heat produced in the transformer is 

absorbed by nano materials. In this regard, the strength 

and melting point of these materials can be improved by 

changing their dimensions. The heat generated in the 

transformer is transferred due to the structure and 

molecular motion of the oil and is transferred from the 

hot point to the cold point according to the principle of 

thermodynamics. By adding NPs to the oil, its 

performance in heat transfer can be increased. 

The main challenge in producing a NFs is the 

homogeneous dispersion of NPs. In fact, NPs tend to 

aggregate under the influence of Van der Waal's forces. 

Meanwhile, long-term dispersion is considered as a 

primary requirement in practical applications. Also, 

thermal conductivity as another parameter is affected by 

the stability of NF, which has the ability to improve 

thermal conductivity if stability is provided. To solve this 

challenge, physical and chemical methods such as adding 

surfactants and using different surface modifications for 

nanoparticles have been used. 

FESEM clearly shows that Al2O3 has very good 

stability. As long as the NPs have a uniform distribution 

and do not stick to each other; They have a higher 

surface-to-volume ratio (aspect ratio) and further 

improve thermal conductivity. 

In aging mode, the physical mechanism performance 

of NPs is highly dependent on how they interact with O2 

and moisture  as the two main factors in accelerating 

aging (aging catalysts). An effect to consider is that it is 

two unpaired electrons in the ground state for O2. One or 

both of the two unpaired electrons of O2 molecules can 

be coupled with the unpaired electron of paramagnetic 

free radicals. The diradical aspect of the O2 molecule is 

considered as a favorable factor for creating an effective 

reaction with weak hydrocarbon. Under this reaction, 

hydroperoxide is created, which changes the color of the 

oil from bright yellow to amber. In this regard, The 

presence of copper increases redox reactions. This 

condition leads to an increase in oil dissipation factor due 

to the production of load carriers. Due to the weakness of 

the peroxide bond, it is possible to break it. Based on this, 

the absorption of the thermal energy of the chain reaction 

by two new free radicals leads to the strengthening of 
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oxidation. Also, insoluble colloidal suspensions are 

created from the combination of free radicals. In general, 

increasing the concentration of free radicals increases 

random chemical reactions between them. Eventually, 

the soluble and insoluble oil-borne decomposition 

products are the result. 

As can be seen, in the aging state, the conditions for 

Al2O3 become much more complex, and they have to deal 

with the more threatening factors of the oil properties. 

The function of O2 in oil was discussed above. O2 is a 

massive threat for two reasons: a) free electrons, b) 

accelerated oxidation and aging. It was seen that the NP 

could trap the free electrons of O2 to some extent and 

reduce its movement speed. On the other hand, absorbing 

O2 reduces the aging process of the oil, and oil conditions 

remain at an acceptable level.  

 
 
6. CONCLUSION 
 

A noteworthy point in the results is the effect of water 

content on the samples and the much better reaction of 

the NF against it compared to TO. In such a way, NF has 

withstood a higher voltage against moisture and has been 

able to have a much lower BDV reduction percentage 

(19.1% vs 57%) than oil.  This behavior of NPs regarding 

water dissolved in oil can occur for two main reasons:  

a) Dissolved water bound to the surface of Al2O3, which 

has the property of reducing the BDV of liquid 

insulation, can be the cause of this condition. The 

breaking of multi-molecular water clusters attached to 

the surface of some Al2O3 into single water molecules 

can increase the BDV in these conditions. 

b) As you can see in the gas chromatography results, the 

amount of H2 dissolved in the oil has decreased by 

about 86%. Since oil-soluble H2 is one of the factors 

in the formation of water in oil, when the amount of 

hydrogen can be reduced, the amount of water can 

also be reduced. As the amount of water in the oil 

decreases, it can be expected that (because one of the 

causes of oil aging has decreased) the oil will show 

better properties than pure aging oil as it ages. 

 
 
7. REFERENCES 

 

1. M. M. Islam, G. Lee, and S. N. Hettiwatte, "A review of condition 
monitoring techniques and diagnostic tests for lifetime estimation 

of power transformers," Electrical Engineering, Vol. 100, No. 2, 

(2018), 581-605, https://doi.org/10.1007/s00202-017-0532-4 

2. A. A. Taheri, A. Abdali, M. Taghilou, H. H. Alhelou, and K. 

Mazlumi, "Investigation of Mineral Oil-Based Nanofluids Effect 

on Oil Temperature Reduction and Loading Capacity Increment 
of Distribution Transformers," Energy Reports, Vol. 7, (2021) 

4325-4334, DOI:10.1016/j.egyr.2021.07.018 

3. M. Hussain, F. A. Mir, and M. Ansari, "Nanofluid transformer oil 

for cooling and insulating applications: A brief review," Applied 

Surface Science Advances, Vol. 8, (2022), 100223, 

DOI: 10.1016/j.apsadv.2022.100223 

4. M. R. Meshkatoddini and S. Abbospour, "Aging study and 

lifetime estimation of transformer mineral oil," American J. of 
Engineering and Applied Sciences, Vol. 1, No. 4, (2008), 384-

388, DOI: 10.3844/ajeassp.2008.384.388 

5. M. Duval, "Dissolved gas analysis: It can save your transformer," 
IEEE Electrical Insulation Magazine, Vol. 5, No. 6, (1989), 22-

27. DOI: 10.1109/57.44605. 

6. J. Faiz and M. Soleimani, "Dissolved gas analysis evaluation in 
electric power transformers using conventional methods a 

review," IEEE Transactions on Dielectrics and Electrical 

Insulation, Vol. 24, No. 2, (2017), 1239-1248, DOI: 

10.1109/TDEI.2017.005959 

7. J. Dai, H. Song, G. Sheng, and X. Jiang, "Dissolved gas analysis 
of insulating oil for power transformer fault diagnosis with deep 

belief network," IEEE Transactions on Dielectrics and 

Electrical Insulation, Vol. 24, No. 5, (2017), 2828-2835, DOI: 

10.1109/TDEI.2017.005959 

8. D.-E. A. Mansour, "Development of a new graphical technique 

for dissolved gas analysis in power transformers based on the five 
combustible gases," IEEE Transactions on Dielectrics and 

Electrical Insulation, Vol. 22, No. 5, (2015), 2507-2512, DOI: 

10.1109/TDEI.2015.004999 

9. J. Weesmaa, M. Sterner, B. Pahlavanpour, L. Bergeld, J. Nunes, 
and K. Sundkvist, "Study of stray gassing measurements by 

different methods," in Electrical Insulation and Dielectric 

Phenomena (CEIDP), 2013 IEEE Conference on, (2013), 184-

189.DOI: 10.1109/CEIDP.2013.6748192. 

10. G. Xiao, W. Chen, C. Yu, and L. Jin, "Study on ZnO-based gas 

sensor for detection of acetylene dissolved in transformer oil," in 
2018 IEEE International Instrumentation and Measurement 

Technology Conference (I2MTC), (2018),  1-6, DOI: 

10.1109/I2MTC.2018.8409830 

11. M. Rafiq, Y. Lv, and C. Li, "A review on properties, 

opportunities, and challenges of transformer oil-based 

nanofluids," Journal of Nanomaterials, Vol. 2016, (2016), 

Article ID 8371560, http://dx.doi.org/10.1155/2016/8371560. 

12. R. E. Hebner, "Measurement of electrical breakdown in liquids," 

in The liquid state and its electrical properties: Springer, pp. 

519-537, (1988). 

13. M. Chiesa and S. K. Das, "Experimental investigation of the 

dielectric and cooling performance of colloidal suspensions in 
insulating media," Colloids and Surfaces A: Physicochemical 

and Engineering Aspects, Vol. 335, No. 1-3, (2009), 88-97, 

DOI: 10.1016/j.colsurfa.2008.10.044 

14. Asefi M., Molavi H., Shariaty-Niassar M., Babaee Darband 

J., Nemati N., Yavari M., Akbari M, “An investigation on 
stability, electrical and thermal characteristics of transformer 

insulting oil nanofluids”, International Journal of Engineering, 

Transactions A: Basics, Vol. 29, No. 10, (2016), 1332-1340, 

DOI: 10.5829/idosi.ije.2016.29.10a.02 

15. M. Yang, C. Li, L. Luo, R. Li, and Y. Long, "Predictive model of 

convective heat transfer coefficient in bone micro-grinding using 
nanofluid aerosol cooling," International Communications in 

Heat and Mass Transfer, Vol. 125, (2021), 105317, 

DOI: 10.1016/j.icheatmasstransfer.2021.105317 

16. E. V. Timofeeva, J. L. Routbort, and D. Singh, "Particle shape 

effects on thermophysical properties of alumina nanofluids," 

Journal of Applied Physics, Vol. 106, No. 1, (2009), 014304, 

DOI: 10.1063/1.3155999 

17. H. Jin, "Dielectric strength and thermal conductivity of mineral 

oil based nanofluids," Doctoral Thesis, (2015), 
https://doi.org/10.4233/uuid:10d18961-a23f-478e-b6e2-

181d897d8541 

http://dx.doi.org/10.1016/j.egyr.2021.07.018
http://dx.doi.org/10.1016/j.apsadv.2022.100223
http://dx.doi.org/10.3844/ajeassp.2008.384.388
http://dx.doi.org/10.1016/j.colsurfa.2008.10.044
http://dx.doi.org/10.5829/idosi.ije.2016.29.10a.02
http://dx.doi.org/10.1016/j.icheatmasstransfer.2021.105317
http://dx.doi.org/10.1063/1.3155999


A. H. Mashhadzadeh et al. / IJE TRANSACTIONS C: Aspects  Vol. 36, No. 03, (March 2023)   548-557                                  557 

 

18. S. U. Ilyas, R. Pendyala, M. Narahari, and L. Susin, "Stability, 
rheology and thermal analysis of functionalized alumina-thermal 

oil-based nanofluids for advanced cooling systems," Energy 

Conversion and Management, Vol. 142, (2017), 215-229, 

http://dx.doi.org/10.1016/j.enconman.2017.01.079 

19. S. Aberoumand and A. Jafarimoghaddam, "Experimental study 

on synthesis, stability, thermal conductivity and viscosity of Cu–
engine oil nanofluid," Journal of the Taiwan Institute of 

Chemical Engineers, Vol. 71, (2017), 315-322, 

DOI:  10.1016/j.jtice.2016.12.035 

20. M. M. Bhunia, K. Panigrahi, C. B. Naskar, S. Bhattacharjee, K. 

K. Chattopadhyay, and P. Chattopadhyay, "2D square nanosheets 
of Anatase TiO2: A surfactant free nanofiller for transformer oil 

nanofluids," Journal of Molecular Liquids, Vol. 325, (2021), 

115000, DOI: 10.1016/j.molliq.2020.115000 

21. D.-E. A. Mansour, E. M. Shaalan, S. A. Ward, A. Z. El Dein, H. 

S. Karaman, and H. M. Ahmed, "Multiple nanoparticles for 

improvement of thermal and dielectric properties of oil 
nanofluids," IET Science, Measurement & Technology, Vol. 13, 

No. 7, (2019), 968-974, DOI: 10.1049/iet-smt.2018.5015 

22. M. Parvar, S. Saedodin, and S. H. Rostamian, "Experimental 
study on the thermal conductivity and viscosity of transformer oil-

based nanofluid containing ZnO nanoparticles," Journal of Heat 

and Mass Transfer Research, Vol. 7, No. 1, (2020), 77-84, DOI 

: 10.22075/JHMTR.2020.19303.1267 

23. S. R. Babu and P. R. Babu, "Comparative Analysis Of Stability 

And Dielectric Break Down Strength of Transformer Oil Based 
Nanofluids." International Journal of Electrical Engineering 

and Technology, Vol. 11, No. 5, (2020), 113-119, DOI: 

10.34218/IJEET.11.5.2020.013. 

24. G. Paul, M. Chopkar, I. Manna, and P. Das, "Techniques for 

measuring the thermal conductivity of nanofluids: a review," 

Renewable and Sustainable Energy Reviews, Vol. 14, No. 7, 

(2010), 1913-1924, DOI: 10.1016/j.rser.2010.03.017 

25. S. Oparanti, A. Khaleed, A. Abdelmalik, and N. Chalashkanov, 

"Dielectric characterization of palm kernel oil ester-based 
insulating nanofluid," in 2020 IEEE Conference on Electrical 

Insulation and Dielectric Phenomena (CEIDP), (2020), 211-214. 

DOI: 10.1109/CEIDP49254.2020.9437477 

26. A. Moghadassi, E. Ghomi, and F. Parvizian, "A numerical study 

of water based Al2O3 and Al2O3–Cu hybrid nanofluid effect on 
forced convective heat transfer," International Journal of 

Thermal Sciences, Vol. 92, (2015), 50-57, 

DOI:  10.1016/j.ijthermalsci.2015.01.025 

27. M. Rafiq, M. Shafique, A. Azam, and M. Ateeq, "Transformer 

oil-based nanofluid: The application of nanomaterials on thermal, 

electrical and physicochemical properties of liquid insulation-A 
review," Ain Shams Engineering Journal, Vol. 12, No. 1, 

(2021), 555-576, DOI: 10.1016/j.asej.2020.08.010 

28. Koutras, K.N.; Naxakis, I.A.; Pyrgioti, E.C.; Charalampakos, 

V.P.; Gonos, I.F.; Antonelou, A.E.; Yannopoulos, S.N. The 

Influence of Nanoparticles, "The Influence of Nanoparticles’ 
Conductivity and Charging on Dielectric Properties of Ester Oil 

Based Nanofluid," Energies, Vol. 13, No. 24, (2020), 6540. 

https://doi.org/10.3390/en13246540 

29. X. Wang, Z. Wang, Q. Liu, and P. Dyer, "Dissolved gas analysis 

of thermal faults in transformer liquids simulated using immersed 

heating method," IEEE Transactions on Dielectrics and 

Electrical Insulation, Vol. 25, No. 5, (2018), 1749-1757, DOI: 

10.1109/TDEI.2018.007158 

30. Y. Du, Y. Lv, C. Li, M. Chen, Y. Zhong, J. Zhou, X. Li, Y. Zhou, 
"Effect of semiconductive nanoparticles on insulating 

performances of transformer oil," IEEE Transactions on 

Dielectrics and Electrical Insulation, Vol. 19, No. 3, (2012), 

770-776, DOI: 10.1109/TDEI.2012.6215079 

31. L. Loiselle, I. Fofana, J. Sabau, S. Magdaleno-Adame, and J. C. 

Olivares-Galvan, "Comparative studies of the stability of various 
fluids under electrical discharge and thermal stresses," IEEE 

Transactions on Dielectrics and Electrical Insulation, Vol. 22, 

No. 5, (2015), 2491-2499, DOI: 10.1109/TDEI.2015.7311022 

32. T. Tsuboi, J. Takami, S. Okabe, K. Inami, and K. Aono, "Aging 

effect on insulation reliability evaluation with weibull distribution 

for oil-immersed transformers," IEEE Transactions on 

Dielectrics and Electrical Insulation, Vol. 17, No. 6, (2010), 

1869-1876. DOI: 10.1109/TDEI.2010.5658240 

 

 

 

 

 

 

 

 

 

 

 

Persian Abstract 

 چکیده 
برداری پایدار و در معرض پیری حرارتی استفاده شد. درصدهای وزنی مختلف  ( در شرایط بهرهTOبرای بهبود عملکرد خواص ذاتی روغن ترانسفورماتور )  3O2Alنانوذرات  

3O2Al  درTO  ( برای به حداکثر رساندن ولتاژ شکستBDVدر نظر گرفته شد. نانوسیال )(NF)  3O2Al  کیلوولت( و انتقال   67.4کیلوولت به  31.1) %116ولتاژ شکست را

برای جذب هیدروژن و استیلن، دو   3O2Alهمچنین به توانایی  PDرساند. کاهش به حداقل می %66( را تا PDی دهد و همچنین تخلیه جزئی )افزایش م % 33.4حرارت را تا 

ی که ، زمانNF3O2Alو    TOتر است. ولتاژ شکست برای  مقاوم  TOنسبت به محتوای آب در    NF3O2Alموثر هستند، مرتبط است. حتی    PDگاز محلول در روغن که در  

درجه سانتیگراد قرار   120روز در دمای  29. طبق معادله آرنیوس، هر دو نمونه به مدت است یافته کاهش ٪19 و  ٪57افزایش یابد، به ترتیب  ppm 30محتوای آب به بیش از 

بهبود داده    %71پیر شده تا    TOرا نسبت به    PDپیرشده و همچنین    TOنسبت به    %121را    BDVپیرشده    NF3O2Alسال(.    30ها پیر شوند )معادل حدود  گرفتند تا نمونه

 را تایید می کند. 3O2Alپایداری  FESEMاست.  3O2Alروط به پایداری مش NF3O2Alاست. تمام خواص مطلوب 

 

http://dx.doi.org/10.1016/j.enconman.2017.01.079
http://dx.doi.org/10.1016/j.jtice.2016.12.035
http://dx.doi.org/10.1016/j.molliq.2020.115000
http://dx.doi.org/10.1049/iet-smt.2018.5015
https://doi.org/10.22075/jhmtr.2020.19303.1267
http://dx.doi.org/10.1016/j.rser.2010.03.017
http://dx.doi.org/10.1016/j.ijthermalsci.2015.01.025
http://dx.doi.org/10.1016/j.asej.2020.08.010
https://ieeexplore.ieee.org/author/37855605200
https://ieeexplore.ieee.org/author/37529763000
https://ieeexplore.ieee.org/author/37278180900
https://ieeexplore.ieee.org/author/38248092500
https://ieeexplore.ieee.org/author/38247425700
https://ieeexplore.ieee.org/author/37897482100
https://ieeexplore.ieee.org/author/37859266000
https://ieeexplore.ieee.org/author/38247290700


IJE TRANSACTIONS C: Aspects  Vol. 36, No. 03, (March 2023)   558-564 
 

  
Please cite this article as: E. B. Setiawan, A. Setiyadi, Comparative Analysis of Web Hosting Server Performance, International Journal of 
Engineering, Transactions C: Aspects, Vol. 36, No. 03, (2023)   558-564 

 
International Journal of Engineering 

 

J o u r n a l  H o m e p a g e :  w w w . i j e . i r  
 

 

Comparative Analysis of Web Hosting Server Performance  
 

E. B. Setiawan*, A. Setiyadi 
 
Faculty of Engineering and Computer Science, Universitas Komputer Indonesia, Bandung, Indonesia

 
 

P A P E R  I N F O   

 
 

Paper history: 
Received 11 December 2022 
Received in revised form 15 January 2023 
Accepted 16 January 2023 

 
 

Keywords:  
Web Hosting 
Server 
Performance 
Analysis 
Website 

 
 
 

A B S T R A C T  

 

This research discusses the comparison performance of different hosting servers. The hosting server that 

is used as a comparison consists of four types. Namely, Indonesian shared hosting servers, foreign shared 

hosting servers, Indonesian virtual private servers, and foreign virtual private servers. The parameters 
tested in this study are load time, domain name system, connection, and secure socket layer. The tools 

used for testing the performance comparison of the hosting server are Dotcom-Tools, Pingdom.com, 

Webpage Test, and sitespeed. The results of this comparison can be an input for potential users who have 
plans to online their applications using a hosting server. The total value of web server hosting Indonesian 

shared hosting servers (SH I) is 28.975 milliseconds (ms), foreign shared hosting servers (SH LN) are 

8.267 ms, Indonesian virtual private servers (VPS I) are 14.195 ms, Foreign virtual private servers (VPS 
LN) are 11.835 ms. This research concludes that foreign shared hosting servers (SH LN) are the best 

web hosting servers because, on some of the parameters tested, this server has the best value because it 
gets the lowest value with 8.267 ms. 

doi: 10.5829/ije.2023.36.03c.16 
 

 
1. INTRODUCTION1 
 

Internet technology and online applications continue to 

evolve all the time. For example, online technology is 

used for the education process [1], teaching evaluation 

process [2], meeting [3], electronic commerce [4], and 

online banking transaction processing [5]. Millions of 

websites and online-based applications have been created 

with various types and functions to meet the needs and 

support human life. Hosting is an internet service that 

provides resources in the form of servers [6] and services 

[7] that can make websites or applications accessible to 

the public online. 

Web hosting is a service that provides a data storage 

server for website placement [8] which the public can 

access through a connection to the internet network from 

personal computers in all corners of the world. Web 

hosting provides various technologies and features that 

can provide effective web service and security 

mechanisms [9]. Currently, there are many web hosting 

service providers, especially in Indonesia. The packages 

offered are diverse, ranging from affordable to costly 
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prices. There are several types of web hosting today, 

including shared hosting, reseller hosting, VPS, and 

cloud hosting [10]. Some types have different 

architectures [11], performance [12], and features. When 

choosing the hosting service, of course, prospective users 

will pay attention to the things needed [13], starting from 

the specifications needed to match the website to be 

hosted, such as the hosting server capacity, bandwidth 

provided, processor, RAM, and the number of domains 

that can be used. 

The web hosting server can be interpreted as the 

centre, both the database centre and the system centre. 

The server is a computer in charge of serving every 

request made by the client computer [14], which returns 

the results of the request to the client computer. A server 

is a particular device in a computer network that is a place 

to allow resource sharing [15]. Several types of servers 

can be tailored to the client's needs to assist the client in 

doing his job. The type of server can be physical or 

virtual machine (VM) [16]. Preparing a hosting server 

requires excessive time and effort [17]. 
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Shared hosting is web hosting that uses the same web 

server computer for several hosting users 

simultaneously[18]. The advantage of shared hosting is 

that the price is relatively low. The disadvantage of 

shared hosting is that if there is a problem with one of the 

web hosting users, it will affect all web hosting users 

[19]. Therefore, shared hosting is the most popular type 

of hosting. Usually, web hosting providers offer many 

attractive packages for this type of web hosting. 

A virtual private server (VPS) is a server that uses 

virtualization [20], which is a strategy to reduce data 

centre power consumption. By doing virtualization, one 

physical server host has many virtual servers. Therefore, 

in addition to better use of hardware, server virtualization 

can reduce data centre space, making computing with 

efficiency server usage [21] and reducing energy 

requirements in the data centre [22]. 

With so many types of web hosting servers available 

today, of course, users want to use the most suitable web 

hosting. Web hosting service providers most widely used 

and provided are shared hosting services [23] and virtual 

private servers [24]. Therefore, this research conducted a 

performance test of the types of web hosting, namely 

shared hosting and virtual private servers. Thus, the 

purpose of this research can be formulated to assist 

hosting users in determining the type of web hosting to 

be used.  

 

 
2. RESEARCH METHOD 
 

The research method carried out consists of six stages. 

The first stage is the determination of the hosting server, 

the second stage is the determination of the website, the 

third stage is the determination of the assessment 

parameters, and the fourth stage is the determination of 

tools to conduct performance assessments. Finally, the 

analysis process is the fifth stage carried out so that the 

conclusions are obtained from the research, which is the 

final stage. In general, the stages of the research carried 

out can be seen in Figure 1.  
 
2. 1. Determining the Hosting Server              Hosting 

comes from the world host. Computers connected to the 

network can take advantage of the facilities available on 

a computer that is the host connected to the network. 

Hosting provides server resources for rent [25], thus 

enabling organizations and individuals to place 

information on the internet. Server hosting consists of a 

combination of servers or servers connected to a high-

speed internet network. For effective utilization, load 

must be balanced among all resources server[26]. 

Hosting can be used by organizations and individuals to 

store web page files that have been created so that they 

can be accessed online. 
A virtual private server divides a physical server into 

several virtual private servers [27] so that each VPS looks 

and works like a standalone server. Each VPS has full 

root access, an operating system, and its settings for 

scripts, users, processing, filesystems, and server 

resource management such as standalone CPU and RAM. 

In contrast to share hosting, which uses server resources 

and influences each other. VPS allows multiple operating 

systems to run simultaneously on a single physical server 

machine. Using a virtual private server can improve the 

server's performance, but the costs involved when renting 

a VPS are more expensive than shared hosting. 

Several hosting servers are determined at this stage, 

which will be analyzed for performance comparisons. 

The public, namely, often uses four hosting servers: 

a. Indonesian shared hosting servers (SH I) 

b. Foreign shared hosting servers (SH LN) 

c. Indonesian virtual private servers (VPS I) 

d. Foreign virtual private servers (VPS LN) 

 

 

 
Figure 1. Stages of the research conducted 
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2. 2. Website Determination           At this stage, a 

website determined to be stored on the four servers. The 

online website is the same website on each server. The 

selected website only consists of a few pages and only 

displays information. A website is a collection of pages 

that convey information that contains text, still or moving 

images, animation, sound, and a combination of all of 

them, both static and dynamic. The website forms a series 

of interconnected buildings from these pages. The 

relationship of these pages is called a hyperlink, while the 

text used as a connecting medium is called hypertext. 

Things that must be prepared to build a website are a 

domain name, website hosting and content management 

system (CMS). In this study, one website was hosted on 

four different servers. 
 

2. 3. Determination of Assessment Parameters        
Tests are carried out to find out which type of hosting is 

better, carried out with the same internet connection 

conditions and website page loads so that it is expected 

to get precise and accurate results. The test in 

determining which type of hosting is better in this study 

is to use a comparison method.  
The parameters to be tested in this study are as 

follows: 

1). Load Time 

Load time is the time it takes for a website to display 

a website page to completion [28]. Long load times can 

lead to poor service experiences [29]. The amount of 

multimedia content contained in a website can aggravate 

the load time of a website [30]. 

2). Domain Name System 

A Domain Name System (DNS) is a service 

application on the internet that translates a domain name 

into an IP address [31]. DNS helps map a computer's 

hostname to an IP address. DNS can have an effect on 

web performance [32].  

3). Connection 

A server is a particular computer with a socket 

connected to a unique port number. The server waits for 

the socket to accept a connection request (request) from 

a client (passive open). The connection parameter is the 

speed of the server and client to communicate and make 

requests-responses [33]. Average server connection time 

can be used to determine the performance of a website  

and web hosting server [34]. 

4). Secure Socket Layer 

Secure Socket Layer (SSL) is a protocol used for 

secure web browsing [35]. SSL is designed to protect 

data on the Internet. In general, the function of SSL is to 

secure personal data, such as names, addresses, or credit 

card numbers, from cybercriminals. The workings of 

SSL is to lock the cryptographic key into the information 

to be identified. The data will also be well encrypted 

during the transfer process so that third parties will not be 

able to enter and steal sensitive information. SSL has 

significant impact on the web hosting performance [36]. 

 

2. 4. Determining Tools for Performance 
Assessment              Several supporting tools are used to 

determine the performance of various parameters. The 

assessment tools used are Dotcom Tools, Pingdom.com, 

Webpage test and sitespeed. Dotcom-Tools is a free 

website speed and performance testing and tools and used 

to determine the loading time of a web hosting server 

[37]. Pingdom is a website performance and availability 

monitoring [38]. A webpage test is a website 

performance and optimization test [39]. Finally, 

Sitespeed is an open-source tool that helps analyze and 

optimize the website speed and web performance [40] 

based on best practices. 
 

2. 5. Comparative Result Analysis        This stage 

analyses the results of the performance comparison of the 

four hosting servers where the test website is stored. The 

analysis process is carried out by comparing the values 

and numbers of the assessment results from each tool and 

parameter used. 
 

2. 6. Getting a Conclusion         The comparisons made 

in the previous stage are used to conclude the research 

conducted. However, the research results depend on 

other parameters that will change in the future. 
 

 

3. RESULT AND DISCUSSION 
 

Tests conducted in this study have limitations, namely: 

1. There are four types of hosting servers to be tested, 

namely: Indonesian shared hosting servers (SH I), 

foreign shared hosting servers (SH LN), Indonesian 

virtual private servers (VPS I), Foreign virtual private 

servers (VPS LN). 

2. Tests on four types of hosting servers are carried out 

on one computer with the same internet  

connection and the same website. 

3. Testing using four tools, namely: dotcom-tools, 

pingdom.com, webpage test, and sitespeed 

4. The test uses load time, Domain Name System, 

connection and Secure Socket Layer criteria. 

5. The internet connection used for testing is a data 

package from same internet service provider. 

6. Testing using the same website. 

7. The browser used for testing is Google Chrome. 

The testing process carried out using the dotcom-tools 

tools can be seen in Figure 2, the pingdom.com tools can 

be seen in Figure 3, the webpage-test tools can be seen in 

Figure 4, and the testing process using sitespeed can be 

seen in Figure 5. 
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Figure 2. Testing process using Dotcom-tools 

 

 

 
Figure 3. Testing process using Pingdom.com 

 

 

 
Figure 4. Testing process using Webpage-test 

 

 

 
Figure 5. Testing process using Sitespeed 

From the tests carried out in this research on four 

types of hosting servers using four web performance 

measuring tools and a website for testing, the following 

results were obtained for the test material parameters. 

The smaller the value obtained from these parameters, 

the better the hosting server. In presenting the test results, 

milliseconds are used. The test results for the load time 

parameters can be seen in Table 1 and Figure 6. It can see 

that foreign shared hosting has the best load time 

performance with total value 4977 milliseconds. 

Based on the results of testing the DNS parameters as 

shown in Table 2 and Figure 7, Indonesia's shared hosting 

server (SH I) has better DNS performance compared to 

other types of hosting servers with 276 milliseconds. 

The test results for the connection parameter can be 

seen in Table 3 and Figure 8. It can see that foreign shared 

hosting has the best connection performance with 1081 

milliseconds. 

The test results for SSL parameters can be seen in 

Table 4 and Figure 9. It can see that Foreign Virtual  

 

 
TABLE 1. Load Time Parameter Test Results 

Server 
Dotcom-

tools 

Pingdom.

com 

Webpage 

test 
Sitespeed Total 

SH I 6410 7830 737 7764 22741 

SH LN 3660 883 187 247 4977 

VPS I 4420 1350 316 1096 7182 

VPS LN 5280 613 542 935 7370 

 

 

 
Figure 6. Graph of Load Time Test Results 

 

 
TABLE 2. DNS Parameter Test Result 

Server 
Dotcom-

tools 

Pingdom.

com 

Webpage 

test 
Sitespeed Total 

SH I 40 27 27 182 276 

SH LN 310 731 28 5 1074 

VPS I 880 495 28 536 1939 

VPS LN 250 312 27 186 775 
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Figure 7. Graph of DNS Test Results 

 

 
TABLE 3. Connection Parameter Test Result 

Server 
Dotcom-

tools 

Pingdom

.com 

Webpage 

test 
Sitespeed Total 

SH I 1570 559 263 287 2679 

SH LN 800 158 110 13 1081 

VPS I 1740 273 282 171 2466 

VPS LN 3320 7 37 82 3446 

 

 

 
Figure 8. Graph of Connection Test Results 

 

 

TABLE 4. SSL Test Result 

Server 
Dotcom-

tools 

Pingdom.

com 

Webpage 

test 
Sitespeed Total 

SH I 1620 301 300 1058 3279 

SH LN 850 82 132 71 1135 

VPS I 2270 19 57 262 2608 

VPS LN 50 24 90 80 244 

 

 

Private Server has the best SSL performance compared 

to other types of server hosting with 244 milliseconds. 

After testing, the values for each type of hosting 

server can be obtained which can see in Table 5. 

The test results on four parameters to measure the 

performance of four types of hosting servers can see in 

Figure 10. 

 
Figure 9. Graph of SSL Test Results 

 

 
TABLE 5. Total Value of Server Hosting Type 

Server Hosting Total Value 

SH I 28975 

SH LN 8267 

VPS I 14195 

VPS LN 11835 

 

 

 
Figure 10. Hosting server test results 

 

 

The total value of the hosting server type is obtained 

to see which hosting server is the best. After testing the 

four types of hosting servers using 4 tools to measure web 

performance against the following four measurement 

parameters, a list of the best hosting server sequences is 

made:  

1. Foreign shared hosting server, total 8.267 ms 

2. Foreign virtual private server, total 11.835 ms 

3. Indonesian virtual private server, total 14.195 ms 

4. Indonesian shared hosting server, total 28.975 ms 

Foreign shared hosting server is the best hosting 

server because on several parameters tested, this type of 

server is superior to other servers and has the smallest 

(best) value with total 8.267 milliseconds. With the 

smaller the total value obtained, the performance of the 

web hosting is faster so that it has better performance. 

The results obtained can be used as a reference for 

choosing the hosting server, but many performance 
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measurement parameters were still not tested in this 

study.  

 

 

4. CONCLUSION 
 

Based on the results of the research that has been done, it 

is concluded that foreign shared hosting server is the best 

hosting server several tools and parameters can be used 

to test the performance of the types of web hosting. This 

test will be significantly influenced by various factors 

that can make different results. The results of this study 

will vary with different infrastructure conditions. 
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Persian Abstract 

 چکیده 
یعنی   .سرور میزبانی که به عنوان مقایسه استفاده می شود از چهار نوع تشکیل شده است .عملکرد مقایسه سرورهای میزبانی مختلف را مورد بحث قرار می دهداین تحقیق  

پارامترهای تست   .خارجیسرورهای میزبانی مشترک اندونزیایی، سرورهای میزبانی مشترک خارجی، سرورهای خصوصی مجازی اندونزیایی و سرورهای خصوصی مجازی  

،  Dotcom-Tools ابزارهای مورد استفاده برای آزمایش مقایسه عملکرد سرور میزبانی .شده در این مطالعه زمان بارگذاری، سیستم نام دامنه، اتصال و لایه سوکت امن است 

Pingdom.com  ،Webpage Test و Sitespeed کاربران بالقوه ای باشد که قصد دارند برنامه های خود را با استفاده از  نتایج این مقایسه می تواند ورودی برای   .هستند

، سرورهای میزبانی مشترک  (ms) میلی ثانیه 28.975 (SH I) ارزش کل وب سرورهای میزبانی وب سرورهای میزبانی مشترک اندونزی .یک سرور میزبان آنلاین آنلاین کنند

 (VPS LN) .ثانیه، سرورهای خصوصی مجازی خارجی هستندمیلی  14.195 (VPS I) خصوصی مجازی اندونزیاییثانیه، سرورهای  میلی  8.267 (SH LN) خارجی

بهترین سرورهای میزبانی وب هستند، زیرا در برخی از پارامترهای   (SH LN) گیرد که سرورهای میزبانی مشترک خارجیاین تحقیق نتیجه می .ثانیه استمیلی  11.835

 .کندثانیه دریافت میمیلی 8.267ور بهترین مقدار را دارد زیرا کمترین مقدار را با آزمایش شده، این سر
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A B S T R A C T  
 

 

Harvesting microalgae is an important process in gaining biomass while the remaining water is still rich 

in nutrients. These nutrients, mainly nitrogen and phosphorous, could cause eutrophication of water 

bodies (rivers, lakes, and oceans) and ecosystem degradation if discharged directly without proper 
treatment. Electrocoagulation (EC) is one of the harvesting methods and has several advantages: ease of 

operation, fast harvesting, adaptability, environmental friendliness, and low footprint. However, EC 

method for harvesting microalgae has the potential in producing ammonia, which is undesirable due to 
its threat to the environment. The purpose of this study is to establish the equilibrium of ammonium 

(NH4
+)  and ammonia (NH3) during Dunaliella salina harvesting. The harvesting was conducted using 

EC with a variation of 20 volts, 30 min, and 400 rpm. The result shows that the harvesting efficiency can 
reach 93.72% after 5 min of processing, decreasing the concentration of inorganic nitrogen compounds 

in total ammonia nitrogen (TAN) to 98.80%. 

doi: 10.5829/ije.2023.36.03c.17 
 

 
1. INTRODUCTION1 
 

Climate change mitigation, environmental deterioration, 

and energy scarcity are society's greatest concerns in the 

21st century [1]. Biofuels derived from microalgae have 

become one of the most popular used renewable energy 

sources. Currently, the focus of efforts to reduce climate-

altering CO2 emissions is shifting from fossil fuels to 

ones based on biological materials [2]. Microalgae are a 

biological resource that can be used for many things, such 

as making food, medicine, animal feed, biofertilizers, 

cosmetics, fuels, treating wastewater, and making 

bioplastics [3].  

Microalgae produce wastewater containing additional 

nutrients such as nitrogen and phosphorus immediately 

after harvest. If these pollutants are not handled carefully, 

they can cause eutrophication of water bodies (like rivers, 

lakes, and oceans) and damage to ecosystems [4, 5]. One 

of the things that contributes to ecosystem degradation is 

water pollution. Therefore, appropriate solutions are 

needed to reduce the impact of environmental damage as 

 

*Corresponding Author Institutional Email: 
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soon as possible. The harmful effects of ammonia 

nitrogen on the aquatic environment are attracting global 

attention  [6]. Untreated microalgae effluent containing 

nutrients (nitrogen and phosphorus) has the potential to 

pollute aquatic bodies. Instead of treating microalgae 

effluent before disposal, water dilution may be used [7], 

but water is a scarce resource [8].  

The hardest part of any microalgae-based activity is 

harvesting the algae. Consquently, the harvesting process 

is an interesting subject to study so that it can be used in 

the field. Centrifugation and membrane filtration are the 

usual methods for large-scale harvesting cultures of 

microalgae [9]. However, require complex maintenance. 

Therefore, new methods must be developed to make 

maintenance easier and lower harvesting costs without 

slowing down harvesting or making the biomass less pure 

[10]. EC is a microalgae harvesting method that needs to 

be explored because of its ease of operation, fast 

harvesting, adaptability, environmental friendliness, and 

low footprint [11]. When compared to centrifugation 

alone, the usage of EC can save up to 89% of energy [12]. 

mailto:purwonopurwono@students.undip.ac.id
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After harvesting microalgae using EC, wastewater 

with extra nutrients such as nitrogen will be produced. 

The wastewater contains ammonium and ammonia, 

which can be quantified as total ammonia nitrogen [13]. 

In wastewater, ammonium and ammonia are all in 

equilibrium. Their relative concentrations depend on pH 

and temperature, at high pH and temperature values 

promoting the production of ammonia molecules [14].  

Producing microalgae and harvesting employing EC 

(Al electrodes) can remove 75% of the total nitrogen in 5 

hours [15]. Similar results were obtained by Liu and Liu 

[16], which integrated Chlorella vulgaris cultivation and 

EC pretreatment with iron electrodes that removed 88% 

of total nitrogen from anaerobic digestion wastewater in 

40 min. The anode chamber of the biocathode-coupled 

electrocoagulation cell (bio-ECC) achieved nitrogen 

removal rates of 7.28 mg.L-1.h-1, while the cathode 

chamber achieved nitrogen removal rates of 6.77 mg.L-

1.h-1 [17]. However, the previous studies focused on the 

decrease in nitrogen (NH4
+-N and total nitrogen), 

neglecting the equilibrium between ammonium and 

ammonia. Actually, ammonia production is undesirable 

due to its toxicity to aquatic biota [6]. According to 

Meetiyagoda and Fujino [18], wastewater from 

microalgae harvesting should be introduced into water 

budies because of contaminants. The novelty of this 

research includes a high microalgae harvesting 

efficiency, a quick harvesting time, and a non-toxic 

microalgae culture wastewater effluent for aquatic 

biota.The purpose of this research is to investigate the 

equilibrium between ammonium and ammonia during 

microalgae harvesting. This study harvested D. salina 

utilizing EC with a voltage of 20 volts, a duration of 30 

min, using stainless steel and iron electrodes. 

 

 

2. MATERIALS AND METHODS 
 
2. 1. The Substrate of D. salina            This research 

was conducted using an experimental laboratory method. 

Cultures of D. salina were obtained from UgoPlankton, 

Jepara Regency and cultured at UPT C-BIORE 

Laboratory, Diponegoro University, Semarang, 

Indonesia. Testing of the total ammonia nitrogen, pH, 

and temperature was carried out at the Environmental 

Laboratory, Faculty of Engineering, Diponegoro 

University and UPT Laboratory C-BIORE. The sampling 

method used was SNI 6989.59:2008 [19]. The 

parameters observed were pH, temperature (oC), 

ammonia, ammonium, and total ammonia nitrogen. 
 

2. 2. EC Experiment         The harvesting of D. salina 

using EC wais carried out under fixed conditions,  which 

means researchers did not modify any parameters, 

including pH, initial concentration, room temperature, 

etc. The stirring speed and substrate volume refer to 

previous research conducted by Lucakova et al. [20] with 

a stirring speed of 400 rpm using a magnetic stirrer and a 

culture volume of 500 mL. The operational details of the 

research are shown in Table 1. The stainless steel cathode 

and iron anode are completely submerged in D. salina 

culture. Coating the cathode with a circular insulator (0.5 

cm) and inserting it into the anode prevents the cathode 

and anode from binding together. The experiment was 

conducted utilizing direct current (DC) electricity with a 

constant voltage of 20 volts. Using an AC-DC adapter, a 

220 volt AC supply was transformed into DC (Sunshine 

30V 5A, P-3005D, China). Electrocoagulation times 

ranging from 0 to 30 min were varied to assess the 

harvesting efficiency and TAN from the culture of D. 

salina. The settling time was set for 60 min. At a depth 

of 2 cm, samples were taken from the supernatant to 

check the optical density (OD), the harvesting efficiency 

of D. salina (%), the total alkalinity (TAN), pH, and 

temperature.  
 

2. 3. Sample Analysis and Concentration 
Calculation           The pH and temperature measurement 

refers to standard methods for the examination of water 

and wastewater [21]. pH was measured using a pH meter 

WalkLAB TL9000 (TransInstruments, Singapore). TAN 

analysis was performed using the phenate method [20] by 

adding 1 mL of phenol, 1 mL of sodium nitroprusside, 

 

 
TABLE 1. Details of harvesting operations D. salina using EC 

Indicator Unit Note 

Temperature oC 
The temperature according to 

laboratory conditions 

pH - 

pH according to the conditions 

of the microalgae to be 

harvested (initial pH is 8.72) 

Glass beaker volume mL 600 

Types of microalgae - D. salina 

Microalgae culture vol mL 500 

Stirrer/magnet mm 25 x 8 

Anode material - stainless steel 304 

Anode shape/geometry - spiral/ helix 

Anode length cm 10 

Anode diameter cm 5 

Cathode material - iron S45C 

Cathode 

shape/geometry 
- solid 

Cathode length cm 10 

Cathode diameter cm 2 

Stirring speed rpm 400 

Settling time min 60 



P. Purwono et al. / IJE TRANSACTIONS C: Aspects  Vol. 36, No. 03, (March 2023)   565-572                                           567 

 

and 2.5 mL of oxidizing solution to 25 mL of sample in 

a 50 mL Erlenmeyer flask. Plastic or paraffin wrap 

covered the sample.  

The color requires at least an hour to develop at room 

temperature (22-27°C) and under dark , and it is stable 

for 24 hours. Spectrophotometric measurement of color 

absorption was at 640 nm wavelength (UV-Vis Genesys 

150 Spectrophotometer, Thermo Scientific, USA). The 

stock ammonia solution was diluted to create standard 

and blank solutions. A standard curve plotted standard 

absorbance versus standard ammonia concentration. 

Sample absorbance was compared to a standard curve to 

calculate concentration. Ammonium concentration was 

then calculated using equation (2) [22]. Removal 

efficiency was calculated using equation (3). A 

spectrophotometer (Spectroquant®Prove 100, Merck 

KGaA, Darmstadt, Germany) adjusted to a wavelength of 

442 nm was used to measure the optical density (OD) of 

D. salina culture, which allowed for the calculation of the 

percentage of harvesting efficiency (%). 

Lie and Liu [23]  stated that optical density is an 

accurate and efficient approach for measuring microalgal 

biomass (OD). A spectrophotometer was utilized to scan 

the maximum wavelength automatically [24].  

𝐴𝑚𝑚𝑜𝑛𝑖𝑎 =  
TAN X  10𝑝𝐻

𝑒
(

6344
273+𝑜𝐶)

+ 10𝑝𝐻
  (1) 

where Ammonia is the concentration of ammonia as 

nitrogen (mg/L), TAN is the concentration of total 

ammonia nitrogen (mg/L), pH and temperature (oC).  

Ammonium calculation: 

Ammonium = TAN - ammonia (2) 

where: Ammonium is the concentration of ammonium as 

nitrogen (mg/L), Ammonia is the concentration of 

ammonia as nitrogen (mg/L), TAN  is the concentration 

of total ammonia nitrogen (mg/L). 

Removal efficiency (%) = [1-(Xout/Xin)]*100  (3) 

Where: Removal efficiency is the removal efficiency of 

D. salina culture (%), X in  is the initial concentration 

(mg/L), X out is the final concentration (mg/L). 
The statistical significance of the research findings 

was determined using analysis of variance (ANOVA) 

(Origin 2022 software) at a 95% confidence level (p 

value 0.05). 
 

 

3. RESULT AND DISCUSSION 
 
3. 1. Harvesting Efficiency of D. salina Culture          
The harvesting efficiency of D. salina was evaluated 

based on differences in optical density (OD) at 

wavelength 442 nm between the initial and harvested 

samples. This comparison was made in order to 

determine how successfully the microalgae were 

harvested [25].    

What stands out in Figure 1 is the harvesting 

efficiency of D. salina culture in 2 min of 56.33%. It is 

interesting to observe that the harvesting efficiency can 

reach 93.72% after 5  min of electrocoagulation. The 

harvesting efficiency reaches a maximum of 98.43% 

when the electrolysis time is as long as 30 min. In 

applying electrocoagulation to harvest D. salina, Fe3+ 

ions react with D. salina and cause coagulation [26]. This 

harvesting efficiency value is higher than the research 

conducted by Lucakova et al. [27], where the harvesting 

efficiency of Chlorella vulgaris is 85%. Parmentier [28] 

harvested Chlorella in continuous mode using an 

electrocoagulation-flotation tubular reactor and 

successfully harvested 88%. The harvesting efficiency of 

this study is higher than that of Mixson et al. [29], who 

applied EC using Al anodes for harvesting D. viridis. 

After 24 hours of EC, more than 95% of the biomass was 

harvested. The analysis of variance and harvesting time 

of D. salina using EC had no significant effect on 

harvesting efficiency; at the 0.05 level, the slope was 

significantly different from zero. This shows that 

harvesting for more than 5 min does not significantly 

increase the efficiency of the harvest.  

The type of algae can affect the harvesting process 

due to autoflocculation [30]. Scenedesmus quadricauda 

produces extracellular polymeric substances (EPS) that 

stimulate efficient self-flocculation. If the pH drops, the 

negatively charged functional groups in EPS or 

microalgae cell walls will accept protons. The surface 

charge of the cell would then be neutralized in the culture 

media to produce a floc [31]. 

 

3. 2. pH            Figure 2 shows the change in the pH value 

of D. salina culture during harvesting using the EC. The 

pH value of D. salina culture wastewater was as required 

in government regulation. Government regulations are 

decisions made by the government in the form of 

regulations that apply to all regions of the country. We  

 
 

 
Figure 1. Graphics of harvesting efficiency (%) of D. salina 

culture when harvested using EC for 30 min 
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(a) 

 
(b) 

Figure 2. Graph of D. salina culture pH and temperature when 

harvested using EC for 30 min 

 

 

used Government Regulation Number 22 of 2021 

concerning the Implementation of Environmental 

Protection and Management of Class II Rivers, which 

states that a safe pH for the environment is between 6-9. 
What stands out in Figure 2 is that the initial pH of D. 

salina culture was 8.72; after EC was carried out in an 

effort to harvest microalgae, the pH decreased in 2 min 

and 5 min by 8.42 and 8.63, respectively. However, at 10  

min, the pH increased to 9.49, and at  30 min  the pH 

increased to 10.18. The analysis of variance and 

harvesting time of D. salina using EC has a significant 

effect on temperature increase; at the 0.05 level, the slope 

is significantly different from zero. Based on this study, 

the pH of D. salina culture wastewater was safe for the 

environment when the harvesting process was carried out 

for 5 min. 

As a result of oxidation processes at the anode, Fe2+ 

ions will be produced if iron is used [32], as in the 

reaction Equation (4). Meanwhile, a reduction of water at 

the cathode creates hydroxide ions and H2 gas (5). 

Fe→Fe2+ + 2e- (4) 

2 H2O + 2e- 
→ 2 OH- + H2 (5) 

The pH of a solution increases as a result of the 

hydroxide ions produced through Equation (5). The 

longer the electrolysis process is conducted, the more 

OH- ions are produced at the cathode, resulting in a 

higher pH of the solution [33]. In this study, the pH 

during the harvesting of microalgae was alkaline. At this 

pH, it has the potential to shift ammonium equilibrium to 

ammonia, which is toxic to aquatic biota (Equation (6)) 

[34].  

NH4
+ + OH-

→NH3.H2O→NH3 + H2O (6) 

 

3. 3. Temperature         Temperature measurements 

were carried out in situ in the laboratory at around 8 AM 

and 4 PM. Temperature affects certain chemical and 

biological reactions that occur in water and the organisms 

that live in it [35]. Temperature also affects other water 

quality indicators, such as dissolved oxygen (DO) and the 

power of hydrogen (pH) [36]. 
Figure 2 shows the change in D. salina culture 

temperature during harvesting using the EC process for 

30 min. The temperature value of D. salina culture 

wastewater, as required in government regulation 

number 22 of 2021 concerning the Implementation of 

Environmental Protection and Management of class II 

rivers, is three deviations from the room temperature of 

the study site. During the research, the laboratory room 

temperature was 26oC, so the maximum temperature 

required was 29oC (26oC+3oC = 29oC). 

What stands out in Figure 2 is that the initial D. salina 

culture temperature was 25.5oC; after EC was carried out 

in an effort to harvest microalgae, the temperature 

increased to 26.7oC at 5 min. The temperature  s 

increased to 33.1oC at 10 min and 43.1oC at 30 min. 

Based on the ANOVA test, the harvesting time of D. 

salina using EC had a significant effect on the 

temperature increase; at the 0.05 level, the slope was 

significantly different from zero. 

In this study, the wastewater temperature exceeds the 

limits of standards after the harvesting of D. salina for 30 

min. The temperature of wastewater is safe for water 

bodies when the harvesting process using EC is carried 

out for 5 min. This increase in temperature has the 

potential to shift the balance of NH4
+ to NH3 [14], which 

is toxic to aquatic biota.  

 

3. 4. Removal Efficiency of Total Ammonia 
Nitrogen (TAN)             Total Ammonia Nitrogen (TAN) 

is the sum of ammonium and ammonia present in the 

water sample [13]. Figure 3(a) shows the TAN removal 

(%) and  TAN concentration on D. salina culture during 

harvesting using EC for 30 min. Although the 

concentration of TAN is not required in government 

regulation number 22 of 2021 regarding the 
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Implementation of Environmental Protection and 

Management, TAN needs to be analyzed because it can 

be used to determine the concentration of ammonium and 

ammonia. Ammonia has attracted high global  attention 

because its presence in surface water has a highly toxic 

effect on aquatic biota [6]. D. salina culture wastewater 

containing TAN has the potential to contaminate water 

bodies if disposed of directly without treatment. In 

addition to treating D. salina culture wastewater, efforts 

that can be made when disposing of microalgae culture 

wastewater include dilution by water [7], but water is a 

scarce resource [8]. 
What stands out in Figure 3 is that the concentration 

of TAN in the initial D. salina culture was 0.98 mg/L; 

after EC was carried out in an effort to harvest 

microalgae, TAN decreased to 0.87mg/L in the 2nd min. 

The concentration of TAN decreased continuously at 5, 

10, 15, 20, 25, and 30 min, respectively, by 0.70 mg/L, 

0.63 mg/L, 0.61 mg/L, 0.50 mg/L, 0.46 mg/L, and 0.27 

mg/L. Based on the ANOVA test, the harvesting time of 

D. salina using EC had a significant effect on the 

decrease in TAN; at the 0.05 level, the slope was 

significantly different from zero. 

In this study, maximum TAN removal of 72.49%  

 

 

 
(a) 

 
(b) 

Figure 3. Graph of (a) TAN removal (%) and (b) TAN 

concentration of D. salina culture when harvested using EC 

resulted from the EC process for 30 min, 20 volts of 

electric power, stainless steel and iron electrodes. TAN 

removal was as low as 11.25% when using an electrolysis 

time of 2 min. This TAN removal is slightly lower than 

the results of a study conducted by Saavedra et al. [15], 

where the process of cultivating microalgae and 

harvesting using EC (Al electrodes) can  remove  75% of 

total nitrogen and 5 hours of electrolysis time. Similar 

results were found by Liu and Liu [16], who integrated 

Chlorella vulgaris cultivation and EC pretreatment with 

iron electrodes capable of removing 88% of total nitrogen 

from anaerobic digestion wastewater for 40 min. 

Although the results of this study are lower, the TAN 

process only takes 2  min, while the study of Saavedra et 

al. [15] takes 5 hours and Liu and Liu [16] had 40 min of 

treatment. 

 

3. 5. The Equilibrium of Ammonia and Ammonium            
Ammonia is an inorganic non-metallic component 

present in water [37]. The results of changes in ammonia 

and ammonium concentrations on D. salina culture 

during harvesting using the EC process for 30 min are 

shown in Figure 4. The ammonia concentration required 

in government regulation number 22 of 2021 for the 

Implementation of Environmental Protection and 

Management of Class II rivers is 0.2 mg/ L. 
What stands out in Figure 4 is that the ammonia 

concentration in the initial D. salina culture was 0.23 

mg/L, and ammonia decreased to 0.15 mg/L after EC for 

5 min. Ammonia concentration for 10 min, 15 min, 20 

min, and 25 min increased to 0.47 mg/L, 0.46 mg/L, 0.45 

mg/L, and 0.44 mg/L, respectively. In this study, the 

concentration of ammonia in wastewater after harvesting 

D. salina for 30 min exceeds the limits of standards. 

Based on the ANOVA test, the harvesting time of D. 

salina using EC had no significant effect on the reduction 

of ammonia; at the 0.05 level, the slope was not 

significantly different from zero. 

Temperature and pH might have had an effect on the 

amount of ammonia. The increase in ammonia may be 

due to the effect of increasing temperature and pH when 

harvesting using EC. When the pH increases, the reaction 

equilibrium tends to form NH3 [14], as shown in Equation 

(6). 

According to the equilibrium reaction, if the pH is 

high, the reaction equilibrium will shift toward NH3. This 

is in accordance with the findings of Liu and Liu [16], 

which state that, when the pH of the solution is basic, the 

reaction equilibrium will shift to the right, thus inducing 

the formation of ammonia. Hydrogen and oxygen gases 

increase when water is electrolyzed, and nitrate is 

converted to nitrogen gas, but NH3 is usually formed as 

well [38]. Othmani et al. [34] state that the pH of the 

solution increases after the EC process. The wastewater 

pH and temperature influence the relative concentrations 

of ammonia gas and ammonium ions [40].  
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The initial ammonium concentration of the D. salina 

culture was 0.75mg/L. After EC was carried out in an 

effort to harvest microalgae, ammonium decreased to 

0.55mg/L at 5 min. Ammonium concentration decreased 

by 0.15 mg/L, 0.05 mg/L, 0.03 mg/L, and 0.01 mg/L after 

10, 15, 20, 25, and 30 min, respectively. In this study, the 

maximum ammonium removal of 98.80 % resulted from 

the EC treatment for 30 min, 20 volts, stainless steel 

electrodes and iron. Wastewater treatment using 

electrochemistry previously reported was able to convert 

NH4
+ into NO3 and N2 gas through the oxidation process 

[41]. Based on the ANOVA test, the harvesting time of 

D. salina using EC had a significant effect on ammonium 

reduction; at the 0.05 level, the slope was significantly 

different from zero. 

Overall, the harvesting time of D. salina using EC had 

no significant effect on the reduction of ammonia but had 

a significant effect on the reduction of ammonium. Based 

on this study, it can be concluded that pH harvesting of 

D. salina using EC for 30 min actually increased the 

concentration of ammonia, which is toxic to aquatic 

biota. Overall, there was a decrease in the concentration 

of inorganic nitrogen compounds in the form of TAN. 

This was due to there being a general decrease in the 

concentration of ammonium. 
 
 

 
(a) 

 
(b) 

Figure 4. Equilibrium graph (a) concentrations of ammonia 

and ammonium; (b) pH and concentration of ammonia in D. 

salina culture when harvested using EC for 30 min 

4. CONCLUSION 
 

The harvesting efficiency reached 93.72 % after 5 min of 

electrocoagulation, which is a remarkable result. When 

the electrolysis time is as long as 30 min, the harvesting 

efficiency reaches its most significant point, which is 

98.43%. D. salina culture wastewater that complies with 

regulatory standards in terms of temperature and pH may 

only be harvested for a maximum of 5 min. Overall, 

inorganic nitrogen compounds in the form of TAN 

decreased, which was dominated by a decrease in 

ammonium. Harvesting D. salina using EC was found to 

increase the concentration of ammonia, which is toxic to 

aquatic biota. Therefore, additional wastewater treatment 

is required so that the wastewater from microalgae 

harvesting is non-toxic to aquatic biota. In addition to the 

treatment of microalgae culture wastewater, efforts that 

can be made when disposing of microalgae culture 

wastewater are by reusing microalgae culture wastewater 

as a culture medium for these microalgae or other 

species.  
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Persian Abstract 

 چکیده 
عمدتاً نیتروژن و فسفر،  ی،  برداشت ریزجلبک ها یک فرآیند مهم در به دست آوردن زیست توده است در حالی که آب باقیمانده هنوز غنی از مواد مغذی است. این مواد مغذ 

 ها( و تخریب اکوسیستم شوند. انعقاد الکتریکی ها و اقیانوسها، دریاچههای آبی )رودخانه توانند باعث اتروفیکاسیون بدنهدر صورت تخلیه مستقیم و بدون تصفیه مناسب، می

(EC)  ش  های برداشت است و دارای چندین مزیت است: سهولت در عملیات، برداشت سریع، سازگاری، سازگاری با محیط زیست و ردپای کم. با این حال، رو یکی از روش

EC   د تعادل آمونیومها پتانسیل تولید آمونیاک را دارد که به دلیل تهدید محیط زیست نامطلوب است. هدف از این مطالعه ایجابرای برداشت ریزجلبک) +
4NH( و آمونیاک

) 3NH(  در طول برداشتDunaliella salina    است. برداشت با استفاده ازEC    دور در دقیقه انجام شد. نتیجه نشان می دهد که راندمان   400دقیقه و    30ولت،    20با تغییرات

 درصد کاهش دهد.  98.80را به  (TAN)نیتروژن معدنی در نیتروژن کل آمونیاک درصد برسد و غلظت ترکیبات   93.72دقیقه پردازش به   5برداشت می تواند پس از 
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A B S T R A C T  

 

With the significant growth of social media, individuals and organizations are increasingly using public 
opinion in these media to make their own decisions. The purpose of sentiment analysis is to automatically 

extract people’s sentiments from those social networks. Social networks related to financial markets, 

including stock markets, have recently attracted the attention of many individuals and organizations. 
people in these networks share their opinions and ideas about each share in the form of a post or tweet. 

In fact, sentiment analysis in this field is the assessment of people’s attitude towards each share. There 

are different approaches in sentiment analysis, in this article, a hybrid approach is proposed for sentiment 
analysis. In this way the feature vector used in machine learning is obtained from a lexicon that is 

automatically extracted from user’s tweets. This lexicon is made by using stock price information related 

to user’s opinion. Also, by using the next day’s price information of each share, amendments were 
suggested to this lexicon. Therefore, the lexicon generated for the feature vector was constructed in three 

ways, and all three methods reported about an 8% improvement over the baseline method in terms of F-

score. The baseline method that is considered for this work, is the Persian version of SentiStrength 

lexicon which is designed for general purpose. 

doi: 10.5829/ije.2023.36.03c.18 
 

 

NOMENCLATURE 

BR  𝑣  𝑷𝑴𝒊𝒏  Share minimum price in day 

𝑷𝑪𝒍𝒐𝒔𝒆  Share closing price 𝑷𝑴𝒂𝒙  Share maximum price in day 

𝑷𝑷𝒓𝒆𝒗𝑪𝒍𝒐𝒔𝒆 Yesterday close price   

 
1. INTRODUCTION1 
 
What others think is always an important piece of 

information in the decision-making process for most 

people. The internet and the web now (among other 

things) make it possible for us to use the opinions and 

experiences of a wide range of people who are neither our 

personal acquaintances nor recognized professional 

critics in our everyday decisions [1]. With the dramatic 

growth of social media (e.g., reviews, forum discussions, 

blog and social networks) on the web, individuals and 

organizations increasingly use public opinion in these 

media for their decision-making process. However, 

finding and monitoring tweets on forums and reviewing 

the information contained in them, still remains a 

difficult task due to wide variety of sites. A mature reader 

 

*Corresponding Author Institutional Email: a.sebti@gu.ac.ir (A.Sebti) 

will have difficulty in identifying relevant sites and 

accurately summarizing the information and opinions 

contained in them [2]. Today, customers and business 

owners use these opinions to identify the strengths and 

weaknesses of their products, but due to an increase in 

the volume of tweets, this no longer possible to study 

them case by case and draw a final conclusion and as a 

result, the need for a system to acquire knowledge 

automatically under the title of sentiment analysis (also 

known as opinion mining) emerged. 

The sentiment analysis or opinion mining has many 

applications, in politics (elections, predicting political 

developments, the degree of unity of people or society in 

a case, etc.), social sciences and psychology (analysis of 

social and cultural issues, analysis of the impact of 

various events on people's behavior, etc.), management 
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and leadership (assistance in decision-making, awareness 

of the level of satisfaction of customers or subscribers or 

a group of contacts, etc.). 

So far, a lot of researches has been done in the field 

of opinion mining and sentiment analysis in English, 

Chinese and Russian languages. Despite the fact that 

Persian is the main language of Iran, Afghanistan and 

Tajikistan, and more than 110 million people around the 

world speak this language, very little researches have 

been done on the analysis of sentiments in Persian texts 

and there are still many complications and challenges in 

the analysis of sentiments and feelings in Persian 

language. Today, sentiment analysis can be used in 

various applications. Part of which includes the 

recognition of feelings towards specific issues in the field 

of product review, customer relationship management, 

financial markets and politics [3]. 

Financial markets, including stock markets, are 

markets that have always attracted the attention of many 

people. As a result, social networks that are related to 

these markets have been given much attention. In these 

social networks, users publish their opinions in the form 

of a post or tweet based on the state of shares or the 

market as a whole. User’s opinions can be a reflection of 

the Functionality, news or price value of companies and 

based on the analysis that exists about a share  or even 

they could be without any analysis and support, 

completely emotional and non-technical.   Hence, it can 

be said that these comments contain positive or negative 

emotions. 

Sentiment analysis in this field is the evaluation of 

people's attitude towards each share. which can be used 

for senior managers in various organizations, companies 

for whom the satisfaction or dissatisfaction of 

shareholders is important, or to predict the future trend of 

a stock. 

A unique feature of these networks is that the price 

information of each share is available on the day of 

comment for that share. Since shares are growing or 

falling every day. Opinions or comments that 

shareholders or analysts publish every day are affected 

by this share growth and decline. In this research, we 

proved that the sentiment hidden in the comments or 

tweets posted on the days when the stock is falling or 

growing are correlated with the price information of that 

stock. In the proposed system, we used this topic to 

extract words automatically, to improve the quality of 

opinion mining in these networks. 

In general, there are two main methods of sentiment 

analysis. Lexicon based method and machine learning 

based method [4]. Machine learning methods work to 

predict the polarity of sentiments based on training and 

testing data sets. And they can use supervised learning 

methods (they use labeled data for text classification) and 

unsupervised learning methods (they use raw data for 

text classification). While the Lexicon based approach 

does not require initial training to extract data. In these 

methods, a predefined list of words is used. So that each 

word is associated with a specific feeling. For our work, 

we first created a dictionary of the stock market corpus 

and then using this dictionary along with support vector 

machine (SVM), we evaluated our approach. 

There are three general techniques for building 

sentimental lexicon. Manual technique, where each word 

is labeled by an expert according to the polarity of that 

word, which is time-consuming and costly. Creating 

emotional lexicon based on a dictionary, such as 

WordNet [5], which contains synonyms and antonyms of 

words and creating sentimental lexicon using corpus, this 

method is usually used to create sentimental lexicon for 

certain fields. The construction of sentimental lexicon in 

this way can be created by using the occurrence of words 

with each other, for example, if a word comes with words 

with positive polarity, it can be said that word also has 

positive polarity, or it is possible to match the polarity of 

the words of an already existing dictionary with that 

corpus by using a corpus in a certain area. 

In our work, we use corpus-based method to build our 

proposed lexicon. The corpus used in this method is in 

the field of financial markets, which we extracted them 

from the ,  which includes 1,100,000 comments from the 

shareholders of the stock markets. In the proposed 

method, words and their polarity are extracted 

automatically. 

In this article, a hybrid method is introduced that uses 

a lexicon and SVM algorithm to present a new model for 

sentiment analysis. In this way, the feature vector used in 

model learning is calculated from the constructed 

lexicon. In order to categorize the comments of each user, 

we used a 3-class classification, which includes three 

classes: positive, negative, and neutral. Also, using the 

generated dictionary in the feature vector has been done 

and compared in three ways. The conducted tests show 

that the use of the proposed method in all three modes 

has an improvement of about 8% in F-Score compared to 

the baseline method. 

The rest of this article deals with the following topics: 

In section two, some of the most important researches 

related to the development of sentimental vocabulary for 

the Persian language are discussed. In the third section, 

the process of creating sentimental lexicon and the 

proposed model for sentiments analysis are described in 

detail. Evaluation and testing of the proposed model was 

done in the fourth section. And in the fifth section, we 

presented our conclusion. 

 

 

2. RELATED WORKS 
 

The most important and main step in the process of 

obtaining customer satisfaction is to identify the 

expectations, demands and possibly the requirements 

proposed by the consumer. Keeping in mind that not all 

customers are available in person or people who have 
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important comments about the product do not share it 

with the producers, it is possible to use social networks 

and taking into account the fact that people in this 

network share their opinions with others, get the 

information they need without the presence of the 

customer. Applications of sentiment analysis are 

examined at three levels: document level, sentence and 

aspect level [6]. Our work focuses on sentiment 

prediction at the document level in which we assign a 

positive, negative or neutral label to each document. 

User comments are subjective documents that are 

rapidly being produced in virtual worlds. Therefore, they 

have a large volume. And it is not possible to review 

comments manually. Therefore, we need to use and 

choose appropriate techniques and methods to check 

opinions automatically. In general, the available 

techniques for sentiment analysis are divided into two 

categories; Techniques based on machine learning and 

techniques based on lexicon . Until now, most of the 

studies in the field of sentiment analysis have used 

machine learning techniques [7, 8]. Most of these works 

used SVM and Naïve Bayes algorithm for their work. 

They can use supervised or unsupervised learning 

methods. Supervised methods use labeled data for text 

classification, while unsupervised methods only use raw 

data [9]. Lexicon-based techniques use a dictionary to 

detect the sentiments of a text and determine the polarity 

of the given text with statistical calculations on positive 

and negative words. One of the most important 

advantages of this technique is that it is fast and does not 

require training data. And the main disadvantage of this 

method is its lack of scalability [10]. In the rest of this 

section, we will discuss some of the presented methods 

based on machine learning and based on lexicon. 

 

2. 1. Machine Learning Based Method            Turney 

[11] presented a simple unsupervised learning algorithm 

to classify reviews as recommended (thumbs up) or not 

recommended (thumbs down). in which the classification 

of a review is predicted by the average semantic tendency 

of the phrases in the review, which contain adjectives or 

adverbs. His proposed algorithm reaches an average 

accuracy of 74% when evaluated on 410 reviews from 

the site, opinions, sampling from four different domains 

(car reviews, banks, movies, and travel destinations). 

Rani and Kumar [12] conducted sentiment analysis on 

movie review data, which is in Hindi. They did this using 

different configurations of Convolutional Neural 

Network (CNN) configurations. They compared the 

results given by their Convolutional Neural Network 

model with the most advanced results of classic machine 

learning algorithms. The results of their work showed 

that their proposed model is able to achieve better 

performance than classical machine learning approaches 

and reached 95% accuracy. To overcome the 

shortcomings of current sentiment analysis methods, a 

sentiment analysis method based on Recurrent Neural 

Network (RNN) called Bidirectional Long Short-Term 

Memory (BiLSTM) [13]. After embedding the words 

using the Word2vec model and calculating the weight of 

the words using the TF_IDF algorithm, they converted 

their data, which includes 15,000 hotel review texts, into 

a weighted vector and then applied it to a BiLSTM 

network. Their experiments showed that their proposed 

model has higher accuracy and F1-Score than CNN, 

RNN, long short-term memory (LSTM) and Naïve Bayes 

algorithm. The accuracy and F1-Score obtained in their 

workwere about 91 and 92%, respectively. In a similar 

work conducted by Rhanoui et al. [14], they used 

Doc2vec model instead of Word2vec for word 

embedding, and also used CNN along with LSTM 

network to extract features as best as possible. They 

showed with experiments that their proposed method has 

higher accuracy compared to CNN, LSTM, BiLSTM and 

CNN-LSTM. The accuracy obtained for their proposed 

method, on their dataset, which is French articles 

obtained from national and international newspapers, is 

around 91%. So far, many works have been done using 

Support Vector Machine and  Naïve Bayes algorithm for 

sentiment analysis [15-19]. The first work that has been 

done in the field of sentiment analysis in Persian 

language is the use of two standard methods of Support 

Vector Machine and Naïve Bayes in the field of movie 

review [20]. Also, the characteristics of the presence and 

Frequency of Unigrams, Bigrams and Trigrams for 

displaying documents were compared. According to the 

evaluations they made, they realized that in their work, 

the SVM algorithm performed better than Naïve Bayes. 

Also, using the Unigram feature improves the efficiency 

of the classifier compared to Bigram and Trigram. Also, 

considering only the presence of a feature has a better 

result than repeating it. In a similar work conducted by 

Saraee and Bagheri et al. [21], by examining four 

different information criteria, including Document 

Frequency (DF), Term Frequency Variance (TFV), 

Mutual Information (MI), and Modified Mutual 

Information (MMI), which were proposed by them, they 

found that the proposed method has a relatively better 

performance than the approaches of DF, TFV, and MI. 

The corrected mutual information can generally reach 

85% of the F-Score criterion. 

Another version of support vector machine used with 

particle swarm optimization algorithm for movie review 

data on Twitter [22]. It shows that using the particle 

swarm optimization algorithm to determine the 

parameters of the support vector machine, as well as 

using the features of n-grams and especially Unigrams 

can improve the accuracy by 4%. This improvement can 

be increased to about 2% more by cleaning the data. The 

first dataset called Pars-ABSA, which is completely 

based on aspects in Persian language, was presented by 

Ataei et al. [23]. To test the dataset, 6 models that have 

recently been used for the sentiment analysis based on 

aspects, in different fields in English, and their focus is 



576                                   M. Ahangari and A. Sebti / IJE TRANSACTIONS C: Aspects  Vol. 36, No. 03, (March 2023)   573-584 

 

on deep learning methods, were used. Among the results 

of all models on their proposed work, the TD-LSTM 

model has had surprising results, because this model had 

poorer results compared to other models in English 

datasets, but in their work [24], it has better results than 

other models. In another work, two deep learning models 

(automatic encoders and complex neural networks) were 

used in the Persian movie review data set. The results 

obtained from these two models were compared with 

multilayer perceptron, the results showed that automatic 

encoders have higher accuracy than multilayer 

perceptron, and the proposed complex neural network 

model also performs better than automatic encoders with 

an accuracy of 82.6%. 

Also, in some works, sentiment analysis is used to 

make predictions for other topics. Derakhshan et al. [25], 

used sentiment analysis to predict share price movement 

in stock markets. They proposed a new method that 

incorporates part-of-speech tags into topic modeling 

methods and called their method "LDA-POS" method. 

The average accuracy of the results for this method on 

quite large datasets in both English and Persian 

languages reach promising results of 56.24% and 

55.33%, respectively, and they outperformed better than 

the related work that used its English dataset. Also, they 

produced a dataset for Persian language including five 

stocks, user opinions and their price movements, which 

is a valuable resource and they claim that this dataset is 

the first dataset of Persian stocks which containing quite 

a protracted time. In a similar work by Li et al. [26], they 

build a stock prediction system and propose an approach 

that 1) converts historical prices into technical indicators 

that summarize aspects of the price information, and 

models news sentiments by using different sentiment 

dictionaries and represents textual news articles by 

sentiment vectors, 2) constructs a two-layer LSTM 

neural network to learn the sequential information within 

market snapshots series, 3) constructs a fully connected 

neural network to make stock predictions. Experiments 

have been conducted on more than five years of real 

Hong Kong stock market data using four different 

sentiment dictionaries. Two baseline models, i.e. MKL 

and SVM, are employed as benchmarks to compare the 

performances of their proposed approach. They found 

from the results that, 1. Based on both information 

sources, the LSTM outperforms the MKL and the SVM 

in both prediction accuracy and F1 score. 2. The LSTM 

incorporating both information sources outperform the 

models that only use either technical indicators or news 

sentiments. 3. Among the four sentiment dictionaries, 

finance domain-specific sentiment dictionary models the 

new sentiments better, which brings at most 120% 

prediction performance improvement, compared with the 

other three dictionaries (at most 50%). 

 
2. 2. Lexicon-Based Methods               Most people 

working in the field of sentiment analysis have focused 

on machine learning-based methods, and few of them 

have turned their attention to vocabulary-based methods. 

Until now, a lot of good lexicon has been produced for 

English-language works [27-30], but the production of 

lexicon for the sentiment analysis in Persian language has 

not been given much attention.  

One of the known polarity lexicon for English is 

SentiWordNet [31], In SentiWordNet, three points are 

assigned to each of the sets of synonyms in WordNet, 

which shows how positive, negative and neutral these 

sets are. This resource contains more than 117,000 sets of 

synonyms. The main idea of building SentiWordNet is to 

classify WordNet synonym sets using vocabularies of 

synonym sets. The important thing to consider about the 

scores assigned to each set of synonyms is that these 

scores do not indicate the strength of the polarity. They 

only indicate how positive, negative or neutral a set of 

synonyms is. As a result, the sum of these three scores for 

each set is equal to one. Another vocabulary of general 

polarity known for the English language is NRC lexicon 

[32]. This lexicon assigns tags to each word such as 

emotional, anger, fear, expectation, disgust, . as well as 

positive and negative tags, which is about 15,000 words 

and was manually created through Amazon's Mechanical 

Turk. The first approach of sentiment analysis in Persian 

[33], which is based on lexicon, was done by providing a 

framework for sentiment analysis.  They introduced 2 

sources for sentiment analysis in Persian language: 1. A 

Persian vocabulary that is related to Persian sentimental 

words along with its polarity. 2. A dataset that is 

manually collected and labeled by an expert. They used 

the Dempster-Shafer theory to determine the polarity of 

each document. The results of their work show that their 

proposed method gets a higher F-Score rating of about 

90% compared to the methods based on machine 

learning. In another work by Basiri and Kabiri [34], help 

to solve the problem of lack of resources for sentiment 

analysis in Persian language, they present two new 

resources named SPerSent and CNRC for sentiment 

analysis in Persian language. SPerSent is a sentence-level 

dataset where each sentence is associated with two labels, 

a binary label for determining polarity and a 5-star rating 

label. CNRC is a Persian lexicon, which was created 

using the NRC [35] lexicon along with three steps of 

processing. To evaluate the CNRC lexicon, they 

compared it with the Persian version of the NRC and 

Senti_Str [36] lexicons on the SPerSent dataset by the 

Naïve Bayes machine learning algorithm. The results 

showed that the CNRC vocabulary has higher efficiency 

and accuracy than the other two lexicons. In a work 

similar to the method discussed by Basiri and Kabiri [37], 

they compared four vocabularies to prove that the direct 

translation of an English vocabulary into Farsi does not 

have the right quality in sentiment analysis, which 

includes the Persian version of Adjectives, CNRC, 

SentiStrength, NRC. The results showed that the direct 

translation used in NRC has the weakest performance, 
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while the pre-processing and lexicon refinement used in 

SentiStrength and CNRC improved the performance. 

Also, the results showed that using only adjectives leads 

to better results compared to using NRC. 

Sabeti et al. [38] have proposed a new graph-based 

method for selecting and expanding seeds to generate 

general polarity vocabulary, called LexiPers, which 

includes more than 6000 words. 

Amiri et al. [39] presented another method for 

lexicon-based sentiment analysis. They collected a 

Persian vocabulary that consists of adjectives, words and 

expressions considered in two formal and informal 

categories. Also, the collected vocabulary corresponds to 

standard Persian or obsolete Persian used by a certain 

number of native speakers. They also created a web 

interface that enables native speakers to manually assign 

a score to vocabulary words. Following the creation of an 

annotated Persian emotion vocabulary, they designed and 

developed a 3-language pipeline based on the GATE 

framework. Its components included a Persian tokenizer, 

Sentence Splitter, Part of Speech Tags and Gazetteer. As 

a result, they reported an accuracy of about 65%, which 

was considered an improvement compared to similar 

vocabulary-based approaches. 

Dehkharghani [40] proposed a new translation-based 

method for creating polarity vocabulary in languages 

where there are few lexical resources for sentiment 

analysis, and applies it to Persian language. Their 

proposed method is done in four steps, first the words are 

translated into Farsi, then the translated words are 

manually labeled as positive, negative and neutral. The 

next step is feature extraction by English polarity 

vocabulary, and then, classification is done by Logistic 

Classifier. This is done by learning the mapping between 

the inputs described by the extracted features, and the 

three class labels (positive, negative and neutral). Finally, 

after the experiments, it was able to reach 92.95% 

accuracy by considering all four mentioned English 

vocabularies to extract features. 

 

 

3. THE PROPOSED SYSTEM 
 

Our work is divided into two phases, the first phase 

shows the lexicon building process and the second phase 

shows the process of classification tweets using the 

generated lexicon. 

 

3. 1. Lexicon Creation               As mentioned earlier, 

due to the importance of financial markets, we 

automatically created a lexicon for sentiment analysis in 

the stock market. This work was done in several steps, 

which are shown in Figure 1. The data or tweets intended 

for this purpose, and also used for evaluation and testing, 

were extracted from the site sahamyab.com and stored in 

 
1 http://www.tsetmc.com/ 

our database. Also, we extracted the price value of each 

share from the official website of Iran Stock Exchange1 

and stored it in a separate table from the database. Table 

1 summarized the information of shares stored in the 

database. 
According to the proposed system for lexicon 

creation in Figure 1, after data collection, pre-processing 

is done on them. In the following, we will review and 

explain each of these pre-processing. 

 

3. 1. 1. Remove Unnecessary Tweets        
Unfortunately, the daily price information of shares is not 

 

 
TABLE 1. Information of selected shares 

Share Frequency year 

Dey 85461 1392-1399 

Fmeli 43054 1392-1399 

Folad 35978 1392-1399 

Haffari 8917 1392-1399 

Hkashti 30907 1392-1399 

Khodro 162371 1392-1399 

Khsapa 157308 1392-1399 

Satran 31383 1392-1399 

Shabendar 147451 1392-1399 

Shapna 88118 1391-1399 

Shatran 22605 1392-1399 

Tapico 51276 1392-1399 

VTejarat 50341 1392-1399 

VBMellat 77265 1392-1399 

VBSader 107565 1392-1399 

 

 

 
Figure 1. Proposed method for lexicon creation 
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available for all the days of posting comments. Since we 

needed this price information to automatically create the 

desired lexicon, we had to remove this category of 

tweets. The number of these tweets decreased to 900,000 

tweets after this stage. Some examples of this price 

information along with time and stock name are given in 

Table 2. 

 

3. 1. 2. Adding Share Price Information To Tweets       
After removing unnecessary tweets, price information 

was added for each tweet. This information, which part 

of it is given in Table 2, has been used to determine the 

weight and polarity of the words of the final lexicon. 

Table 3 shows some of the tweets along with their price 

information. 
 
3. 1. 3. Preprocessing         One of the important steps 

in sentiment analysis is data pre-processing, choosing 

appropriate pre-processing methods can improve the 

correct classification of data [41]. Therefore, we perform 

data preprocessing in six steps: 
 

 
TABLE 2. Some information for each share 

Share Date 
Maximum 

Price 

Close 

price 

Yseterday 

Price 

Dey 1399/12/25 18813 19486 19941 

Khodro 1399/02/27 587 1174 1174 

Haffari 1397/11/29 4121 4072 4116 

Hkashti 1393/07/30 5607 5605 5687 

Folad 1388/03/04 1884 1865 1900 

 

 

 
TABLE 3. Example of Price information for each share 

Price Information Tweets 

‘Share symbol’: ‘خودرو’, ‘date’: 

1392/08/26, ‘maximum price’: 

3150, ‘minimum price’: 3070, 
‘close price’: 3090, ‘yesterday 

price’: 3075, … 

امروز هر دو صف  حکشتی# خودرو#

نیخوشب  .شوندی م  

‘Share symbol’: ‘شبندر’, ‘date’: 

1393/01/26, ‘maximum price’: 

2900, ‘minimum price’: 2854, 

‘close price’: 2871, ‘yesterday 

price’: 11566, … 

بازم   شبندر ۹۶تا سال  ۹۴سال  شبندر#

. ودشی بهتر م  

‘Share symbol’: ‘خودرو’, ‘date’: 

1396/09/27, ‘maximum price’: 

3150, ‘minimum price’: 3070, 

‘close price’: 3090, ‘yesterday 

price’: 2850, … 

با   یسلام خدمت دوستان فولاد فولاد#

که نوش همه   فولادتوجه به رشد خوب 

 یمنف  یمتاسفانه واگرائ د،باش  آن سهامدارن

  شنهادیپ شتریب  اط یحتا د.دهی ن ما نش ار

. سود باشند همه پر یاله .شودی م  

 
1 https://www.sobhe.ir/hazm/ 
2 is negative 
3 prices 

Step 1: Normalization 

For data normalization, we used the HAZM tool1, which 

is a library for the Python language. This tool consists of 

different modules. that we used its normalization module 

for our work. Some words in Farsi consist of several 

parts.  These words are usually separated from each other 

by a semi-space. But usually, people do not follow this 

point in the tweets they post on social networks. For 

example, the word " هاآن " is also incorrectly written as "  آن

 One of the tasks that this module does for us is to ."ها

convert these types of spaces into thin spaces. Also, some 

letters in Farsi have different Unicode. In particular, the 

letters "ی" and "ک" which are sometimes written as "ي" 

and "ك" respectively. These letters are also converted into 

their standard form by this module. In fact, in this section, 

we converted the non-standard words into standard form. 

 

Step 2: Correcting Words 
In most informal texts of Persian websites, users write the 

words as they use them in daily conversations. For this 

reason, these texts contain a large number of words with 

non-standard spelling. Therefore, checking the spelling 

of words in Persian is more challenging than in English 

[33]. To solve this problem, a list of words along with the 

number of their occurrences was extracted from the 

tweets stored in the database. Then the size of this list was 

reduced in two steps. In the first step, we used the known 

corpus of Hamshahri [42] in order to match each word 

from the obtained list with it. In the second step, with the 

assumption that the words whose frequency is less than 

ten times in the whole data will have a small effect on the 

estimation of the sentimental polarity of the sentences, 

these words were removed from the list, That left 2782 

words from the list. Table 4 shows some of the words in 

this list along with their correct equivalents. Finally, the 

correct equivalent of each of these words was manually 

entered and applied to the entire database. 

 

Step 3: Removing Stop Words 
To reduce the size of the data and improve the accuracy 

of sentiment analysis, we removed the stop words that do 
 

 

TABLE 4. Part of the list of informal Persian words with its 

formal equivalent 

Incorrectly Spelled Words The Correction Equivalent 

یه منف   منفی است 2 

ا مت یق  قیمت ها3 

 می ریزد4 میریزه 

 می گردد 5 میگرده 

 نشوند 6 نشن 

4 decant 
5 turn 
6 don’t be 
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not have a significant impact on sentiment recognition 

and are frequently repeated in our dataset. For  this 

purpose, unlike other works that use the list of known 

stop words for recognition, we created a Unigrams of 

words in the dataset, along with the frequency of each of 

them, to identify stop words. Assuming that the 

frequency of stop words in the data set will have a 

significant difference with other words. With this 

method, effective words in the dataset, which may be 

recognized as a stop word by the existing stop word lists, 

remain in the dataset. 

 

Step 4: Removing Punctuation Marks 
All punctuation marks except "#" and "." were removed 

from the dataset. 

 

Step 5: Removing Duplicate Letters 
Sometimes, among tweets, people write some words by 

repeating one letter to emphasize a topic, for example, 

they use "نهههههههه" to emphasize the word "نه". In this 

module, the repetition of these letters was removed. 

 

Step 6: Changing The Share Name 
Since the name of the share does not affect the process of 

recognizing sentiments and causes redundancy in our 

lexicon, in this section we changed the name of shares to 

a special noun (#سهم), in order to prevent redundancy in 

the dataset, and to improve the word matching process. 

 

3. 1. 4. Building Lexicon             As mentioned in section 

1, there are 3 general ways to build lexicon. that our job 

is to build lexicon based on corpus. The approach of the 

proposed system to build lexicon is to use n-grams 

features (especially Unigram and Bigram) in tweet data. 

Also, price information corresponding to each tweet is 

calculated to calculate the growth rate of each share at the 

time of sending tweet. The reason for calculating the 

growth rate is that we assume that when the growth rate 

of a stock is positive, people who tweet about that stock 

in these social networks will use more positive words in 

their tweets due to their sense of satisfaction. Also, if the 

share growth rate is negative, more negative words are 

used in the tweets that these people publish, due to their 

feeling of discomfort. Based on this, for each tweet, the 

growth rate was calculated according to the time of 

posting and which share this tweet is related to. To 

calculate the growth rate, we used Equation (1). 

𝐆𝐫𝐨𝐰𝐭𝐡 𝐑𝐚𝐭𝐞 =

{
 

 
𝑷𝑪𝒍𝒐𝒔𝒆−𝑷𝑴𝒊𝒏

𝑷𝑴𝒊𝒏
  , 𝑷𝑪𝒍𝒐𝒔𝒆 − 𝑷𝑷𝒓𝒆𝒗𝑪𝒍𝒐𝒔𝒆 > 𝟎

𝑷𝑪𝒍𝒐𝒔𝒆−𝑷𝑴𝒂𝒙

𝑷𝑴𝒂𝒙
 , 𝑷𝑪𝒍𝒐𝒔𝒆 − 𝑷𝑷𝒓𝒆𝒗𝑪𝒍𝒐𝒔𝒆 < 𝟎

𝟎                          , 𝑷𝑪𝒍𝒐𝒔𝒆 − 𝑷𝑷𝒓𝒆𝒗𝑪𝒍𝒐𝒔𝒆  = 𝟎

  (1) 

In our data, the "closing price" is available for each stock 

on each day. The reason for this is that if a share starts 

with a high value at the beginning of the trading hours 

 
1  sale 
2 buy 

and faces a significant decrease at the end of the trading 

hours, the comments or tweets that users publish for that 

share are very important and significant in terms of 

sentiments .The opposite is also true, i.e. if a share starts 

trading with a low value at the beginning of the market 

trading hours, and this value increases during the trading 

hours, the comments published by users are often 

associated with positive feelings. Therefore, using the 

lowest price and the highest price makes a better 

distinction for calculating the growth rate. Better 

distinction means that if the mentioned conditions 

happen, the growth rate for those tweets will be more 

positive or negative. For this purpose, to calculate the 

growth rate, we first check whether that share has 

increased or decreased compared to the previous day, if 

there is an increase, we calculate the growth rate from the 

first rule of formula, and if there is a decrease, we use the 

second rule of the formula.  

As mentioned, the extraction of lexicon words was 

done by the feature of n-grams, and we entered the 

growth rate and frequency of these words along with it. 

The calculation of the growth rate of each of these 

lexicon words is that first, when these words are selected 

from tweets by the n-gram feature, the growth rate of 

each of the tweets in which that word is located is 

considered in a list for that word and after scanning all 

the tweets, the average of these growth rates for each 

word is considered as the growth rate of each word. For 

example, if the word "فروش" is present in 1000 tweets, the 

average growth rate of these tweets is considered as the 

growth rate of this word. As mentioned, we used unigram 

feature as n-gram feature. The details of which are 

mentioned below. 

• Building ParsStock-v1 Lexicon 
A part of the lexicon created using the Unigram feature 

is given in Table 5. 

As mentioned before, our lexicon is automatically 

extracted and its size is 11422. After extracting words, 

these words were sorted and stored based on the absolute 

value of frequency multiplication in growth. Our purpose 

of doing this sorting is to show the impact of the growth 

rate on the feelings of shareholders or people who are 

active in social media related to the stock market and 

 

 
TABLE 5. Part of the Lexicon obtained with Unigram feature 

Words Frequency Mean of Grow Rate (%) 

 0.533- 89179 فروش 1

 0.051 128991 خرید 2

 0.266 161192 خوشبین 3

 0.604- 30432 حمایت 4

3 optimist 
4 support 
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share their opinions in these networks. Also, this sorting 

helps to reduce the feature vector dimension and its more 

effective conclusion, so that the words that have a greater 

impact on the sentiment analysis process are placed at the 

top of the lexicon. 

After sorting, these words were used to form a feature 

vector for the comments, and for this we considered 11 

different cases, which actually differ in the length of the 

vector for each comment. These 11 cases include vectors 

with dimensions of 11000, 10000, 9000, 8000, 7000, 

6000, ..., 1000, the length of each vector is based on the 

number of the first N words of each list, which means that 

a vector with a length of 11000 is the same as the first 

11000 words of the arranged lexicon. Since we used 

SVM for classification in our work, these feature vectors 

were used for SVM inputs. To build these feature vectors, 

we tried 3 different methods and compared the results of 

each of them. In the following, we will consider each of 

these methods. 

 

Method 1: Constructing the Feature Vector using 
the Presence and Absence of Words 
In this method, the numbers 1 and 0 are respectively 

assigned to the presence and absence of tweet’s words in 

the feature vector and then given as input to SVM. 

 

Mehtod 2: Feature Vector Construction using 
Growth Rate 
In this method, for the presence of tweet words in the 

feature vector, the growth rate of that word is used, and 

if it is not present, the value is considered zero. 

 

Method 3: Feature Vector Construction using 
Modified Growth Rate 
This method is the same as the previous method, but the 

amount of growth rate has been modified. The reason for 

these adjustments is that although some lexicon words 

express a positive feeling in nature, the growth rate for 

them has become negative. The reason why the value of 

the growth rate in these words has become negative is 

that despite the promising tweets in which these words 

were seen, they were tweeted on the days in which the 

growth rate was negative. In order to recognize and 

correct some of these words in the lexicon and change 

their growth rate from negative to positive, we used the 

following method. 

By looking carefully at the posted tweets, we will find 

that some of the comments posted by analysts are 

actually analysis or predictions of the future state of the 

share. In other words, the analyst observes the trading 

status of the stock on the current day, which is a negative 

day, and sees signs of the stock's return, and as a result, 

posts a positive tweet about the stock. It should be noted 

that the mentioned symptoms do not lead to a positive 

growth rate and are only discovered by a sharp analyst. 

With this argument, examining the tweets that were 

posted on negative days with a positive tomorrow can 

lead us to those words. Therefore, we selected tweets 

whose growth rate was negative on that day and positive 

on the next day, and among these selected tweets, we 

finally selected those whose growth rate changes from 

negative to positive were significant. In such a way that 

the growth rate on the day of tweet publication is less 

than -2 and on the day after the tweet publication, this 

growth rate is more than 2. After selecting tweets, 

Bigram words were extracted from these tweets. The 

reason for this is that we assumed that if the words that 

are extracted in this condition express a positive feeling, 

their frequency number will be higher compared to the 

case where only the growth rate on the day of the tweet 

is negative and the growth rate on the next day is not 

important. Therefore, we calculated the frequency of 

each bigram in the case where the growth rate becomes 

positive the next day, compared to the case where the 

growth rate is negative only at the time the tweet was sent 

and among these bigrams, we selected those whose ratio 

was greater than 1 and we saved it in a list called 

GrowRateChangeList. 

After this, according to the previous method, we 

scored each of the feature vector values for each tweet. 

With the difference that, in addition to calculating the 

unigram for each tweet and checking its presence or 

absence in the feature vector, the Bigram values of that 

tweet are also calculated, and if these Bigrams exist in 

the GrowRateChangeList, the feature vector values for 

those words in the tweet, which is the growth rate here, 

are changed to positive if they are negative. And then 

they are considered as the input of the SVM. 

 

3. 2. Classification           After the comments were 

placed in the vector space, we used the SVM for 

classification. Then, all the states obtained by the three 

mentioned methods were given as input to the SVM to 

build the model and were evaluated and compared. 

Figure 2 shows the proposed model for building the 

final model. 
 
 

 
Figure 2. Proposed model for building the final model 
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4. EVALUATION 
 

As mentioned, using the lexicons we generated, we 

performed three different methods to construct the 

feature vector for each tweet, and for each of these 

methods, 11 different cases are considered, which differ 

in the length of their feature vector. In order to compare, 

in our work we calculated all these states for each method 

and compared their results. Also, in order to show the 

efficiency of this method and compare it with other 

lexicons, we used a general lexicon that was used in the 

work of Basiri et al. [33], to calculate sentiments in our 

work. And we compared the obtained results with the 

results obtained from the proposed lexicon. For 

comparison, we randomly selected 1000 tweets from our 

database, and manually determined the polarity of each 

of them. In order to select the polarity, we used three 

classes: positive, negative and neutral. Table 6 shows the 

characteristics of our dataset. 

 

4. 1. SentiStrength Lexicon             An accessible library 

that is used to detect the polarity and strength of short and 

informal social texts [43]. Basiri et al. [33] used this 

library to analyze sentiments on their work. Since this 

software was designed and created for the English 

language, Basiri et al. [33] first manually translated the 

main list of words into Persian. And after removing the 

repeated words, they used them in their work. 
 
4. 2. Assessment Steps             In order to determine the 

polarity of each tweet in the dataset, we used machine 

learning methods in our work, and for this purpose, the 

SVM algorithm was used for classification. In the 

training and validation phase, 10-fold cross validation 

was used to make the process independent of the training 

data. In order to evaluate the classification model, since 

our data is unbalanced, we used three common evaluation 

criteria namely Precision, recall, and F1-score. Also we 

used Python to implement the proposed method. To use 

SVM, we used the Scikit-Learn library of Python. Scikit-

Learn contains the svm library, which contains built-in 

classes for different SVM algorithms. Since our task is a 

classification task, we used the support vector classifier 

class written as SVC in Scikit-Learn's SVM library. This 

class has one parameter which is the kernel type. In the 

case of a simple SVM, we simply set this parameter as 

"linear" because simple SVMs can only classify linearly 

separable data. 
 

 
TABLE 6. Dataset specifications 

Label Frequency 

Positive 500 

Negative 166 

Neutral 334 

4. 3. Final Evaluation             In Tables 7, 8 and 9, the 

evaluation results for all cases obtained by different 

methods are summarized. Also, the best result obtained 

by the feature vector construction method using the 

modified growth rate is highlighted. As can be seen in 

Tables 7, 8 and 9, in general, the results obtained from 

the feature vector construction method using the 

modified growth rate are better than the results obtained 

by other methods in terms of the F1-score measure. 

This improvement is tangible in two aspects, first in 

terms of the F1-score measure, in 9 out of 11 different 

cases, the mentioned method is better than other 

methods. As well as, the highest F1-score value is when 

the length of the vector is equal to 6000, which also 

belongs to the feature vector construction method using 

the modified growth rate. In Figure 3, a graph is shown 

 

 
TABLE 7. Results of the evaluation of the proposed lexicons 

based on feature vector constructed using the presence and 

absence of words 

Cases Precision Recall F-Score 

Feature vector length 11000 57.6 56.0 56.5 

Feature vector length 10000 57.7 55.9 56.5 

Feature vector length 9000 57.6 55.8 56.4 

Feature vector length 8000 57.3 55.4 56.1 

Feature vector length 7000 57.6 55.8 56.4 

Feature vector length 6000 57.3 55.5 56.1 

Feature vector length 5000 57.9 56.4 56.8 

Feature vector length 4000 57.6 55.7 56.3 

Feature vector length 3000 57.3 55.7 56.2 

Feature vector length 2000 56.9 55.0 55.6 

Feature vector length 1000 56.9 54.0 55.1 

 

 
TABLE 8. Results of the evaluation of the proposed lexicons 

based on feature vector constructed using growth rate 

Cases Precision Recall F-Score 

Feature vector length 11000 56.9 57.7 56.9 

Feature vector length 10000 57.1 57.8 57.0 

Feature vector length 9000 57.2 57.8 57.1 

Feature vector length 8000 56.9 57.5 56.8 

Feature vector length 7000 57.4 57.9 57.3 

Feature vector length 6000 56.8 57.5 56.8 

Feature vector length 5000 57.1 57.7 57.1 

Feature vector length 4000 56.5 57.0 56.4 

Feature vector length 3000 56.1 56.5 56.0 

Feature vector length 2000 56.8 56.9 56.6 

Feature vector length 1000 55.4 55.7 55.3 
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TABLE 9. Results of the evaluation of the proposed lexicons 

and SentiStrength using modified growth rate 

Cases Precision Recall F-Score 

Feature vector length 11000 57.5 58.4 57.5 

Feature vector length 10000 57.5 58.4 57.6 

Feature vector length 9000 57.8 58.6 57.8 

Feature vector length 8000 57.6 58.3 57.5 

Feature vector length 7000 57.4 58.1 57.4 

Feature vector length 6000 57.8 58.6 57.9 

Feature vector length 5000 57.8 58.6 57.8 

Feature vector length 4000 57.4 58.0 57.4 

Feature vector length 3000 56.4 56.8 56.3 

Feature vector length 2000 55.0 55.7 55.1 

Feature vector length 1000 54.8 54.8 54.6 

 

 

that draws the F1-score measure for each of the proposed 

methods. 

In Figure 3, the effect of the growth rate in the 

calculation of emotions as well as the polarity of the 

sentences was well shown. As can be seen in the figure, 

correcting the growth rate made the results better in 9 out 

of 11 cases. Also, in order to compare the lexicon 

obtained in our work with other works, we used 

SentiStrength lexicon which is created for general usage 

and compared the results of this lexicon with our work in 

Table 10. 

In Table 10, the best result of the proposed method is 

compared with the result obtained from SentiStrength 

lexicon. According to Table 10, the task of polarity 
 

 

 
Figure 3. Comparing the results obtained from different 

cases that exist for the proposed lexicons 

 

 

TABLE 10. Best result of the evaluation of the proposed 

lexicons and SentiStrength 

Approach Precision Recall F-Score 

Feature vector construction 

using modified growth rate 

with vector length 6000 

57.8 58.6 57.9 

Feature vector construction 
using SentiStrength lexicon 

51.2 49 49.8 

detection using SentiStrength lexicon, which was created 

for general purpose, has the least accuracy in stock 

market data. The reason for this low accuracy is that the 

words in the data of the stock market are specific to the 

stock market and are not widely used in other fields. 

Therefore, SentiStrength lexicon among other lexicons 

obtained the lowest accuracy in all states. 

 

 
5. CONCLUSION AND SUGGESTION 
 
The purpose of sentiment analysis is to automatically 

extract people's opinions on various topics on the web. 

Social networks are an environment where people 

discuss and exchange opinions every day. One of these 

networks, which is always the focus of society, is the 

social networks related to the financial market. The stock 

market is one of these financial markets where people 

buy and sell shares. In these networks, people express 

their opinions about stocks. In our work, we performed 

opinion mining on tweets that are published daily in the 

stock market. The unique feature of these networks is the 

presence of price information for each share every day. 

We used this to automatically extract lexicon from 

900,000 tweets available in these networks. In fact, these 

features were used to calculate the growth rate of each 

share at the time of tweeting, and the scores of obtained 

words for lexicon were determined with the help of these 

growth rates. To evaluate the proposed method for 

lexicon generation and feature vector construction based 

on it, the generated lexicon was compared with the 

Persian version of SentiStrength lexicon, which is 

designed for general use, and the results were evaluated. 

The results showed that their lexicon is less efficient than 

the lexicon produced by the proposed method in the field 

of stock exchange. Also, on our dataset, the best F-Score 

obtained by the proposed method is equal to 57.9%, 

which is 8% more than the value obtained for 

SentiStrength lexicon. In addition, after the 

investigations carried out in the feature selection, we 

were able to slightly improve the F-Score in our work by 

creating a new solution to modify the growth rate values 

that are used to score the feature vectors. 

In the price analysis that was performed, the share 

price analysis of the day of posting tweets and the days 

before and after that was used. And it was shown that the 

state of the share in the coming days can help us to 

identify sentiments. Because many of the comments 

posted by users, are actually a reflection of the share's 

status in the upcoming days. 
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Persian Abstract 

 چکیده

احساسات   یلکنند. هدف از تحل  یخود استفاده م  یریگ  یمتصم یها برارسانه  یندر ا  یاز افکار عموم یا  یندهها به طور فزاافراد و سازمان  ی،های اجتماعرسانه  یربا رشد چشمگ

های  مورد توجه افراد و ستازمان  یراجمله بازار ستاا،، اخ از ی،مال یمرت ط با بازارها یهای اجتماعاست.. شت که  یهای اجتماعاستتررا  خودکار احستاستات افراد از شن شت که

احستاستات در  یلگذارند. در واقع تحل یبه اشتترا  م  یی.تو یاپست.   یکهای خود را در مورد هر ستام در قال  یدهها نظرات و اشت که  ینقرار گرفته است.. افراد در ا یاریبست 

احساسات   یلو تحل  یهتجز یبرا  ی یترک  یکردرو  یکمقاله   یناحساسات وجود دارد، در ا  یلدر تحل  یمرتلف  یکردهاینگرش افراد نس . به هر سام اس.. رو  یابیارز  ینه،زم  ینا
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A B S T R A C T  
 

 

Recently, some researchers have employed the McCormick envelopes method to convexify some NP-

hard optimization problems with bilinear terms. However, few publications concentrate on its variants 
to derive a more tight convex relaxation for practical applications. This paper proposes a new viewpoint 

on Kron’s loss formula, also known as the B-matrix formula, as an equation having bilinear terms. 
Relying on the perspective, we transform the loss equation to some linear constraints using an enhanced 

McCormick relaxation. In the technique, the domain of bilinear variables is divided into some smaller 

parts to improve the relaxation tightness. Some case studies with different nonconvex terms are 
considered to verify the effectiveness of the enhanced envelopes for capturing Kron’s loss formula. The 

findings from the numerical simulations suggest that the proposed approach can represent Kron’s loss 

equation precisely. Moreover, the method performs more effectively than the other methods available in 
the literature as it usually converges to more optimal solutions. 

doi: 10.5829/ije.2023.36.03c.19 
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𝐻𝑘  Set of breakpoint indices of cost functions 𝑃𝑘
𝐿,𝑛 , 𝑃𝑘

𝑈,𝑛  
New lower and upper bounds of generation for 
unit k in subinterval n for partitioned McCormick 

𝐾  Set of generating units 𝑝̄ℎ,𝑘  Generation in breakpoint h for unit k 

𝑁  Set of Subinterval indices of Partitioned McCormick 𝑈𝑅𝑘/𝐷𝑅𝑘  Ramp up/down limit for unit k 

𝑋 =
{1,2, . . . , 𝑞}  

Set of POZ indices Variables  

Parameters 𝑃𝑘  Generation level of unit k 

𝑐𝑘 , 𝑏𝑘 , 𝑎𝑘 , 𝑒𝑘 , 𝑓𝑘 Coefficients of cost function. characteristics 𝑝̃ℎ,𝑘  
Generation level of unit k in segment h for 
piecewise linear approximation of cost. function 

𝐵00, 𝐵𝑘0, 𝐵𝑘𝑗  Loss coefficients in Kron’s formula 𝑃𝑙𝑜𝑠𝑠𝑒𝑠  Transmission losses 

𝑣𝑘,𝑗  
Auxiliary continuous variables in the McCormick 
relaxation 

Functions  

𝑣𝑘,𝑗
𝑛   

Auxiliary continuous variables in the partitioned 
McCormick relaxation 

𝑂(𝑃)  The total cost of generating units 

𝑧𝑅
𝑘,𝑛  Binary variables in the McCormick relaxation 𝑂̃(𝑃)  The approximated total cost of generating units 

𝑧ℎ,𝑘  Binary variables in the partitioned McCormick relaxation 𝑃𝐶𝑘  Generation cost of unit k 

 

 
1. INTRODUCTION 
 
The increasing pressure on enhancing power systems’ 

economic and environmental performance requires more 

efficient tools for electrical network management. 

However, most current tools, such as market-clearing 

models, usually ignore the transmission losses due to 

emerging complex optimization problems [1-4]. 

Nevertheless, this simplification leads to inefficient and 

imprecise modeling.  

One can directly incorporate the physic of the problem 

to model the losses as accurately as possible using the AC 

power flow equations. Nonetheless, the accurate model 

creates highly nonlinear nonconvex equations constituting 

an NP-hard problem. On the other hand, one can use the 

DC power flow model as an alternative approach, which 

is the current practice of some electricity markets [5]. 

Although the DC power flow equations build a linear 

model, they do not consider the losses and, as a result, can 

not capture the network behavior accurately. 

An intermediate technique can include one or some 

equations solely to approximate the transmission losses as 

the network effect model. The most well-known technique 

for approximating the losses is Kron’s equation 

employing a nonlinear equation to represent the network 

losses [6]. 

Kron’s formula yields a more straightforward loss 

computation approach than the complex nonlinear AC 

power equations. Kron’s formula yields a more simple 

loss computation approach than the complex nonlinear 

AC power equations. However, it also questions the 

efficacy of the conventional optimization algorithms to 

solve the constructed model even in a relatively simple 

economic dispatch (ED) problem, especially when a 

model includes some other practical constraints such as 

wire drawing effects. 

The ED problem involving the loss formula as a 

constraint can be solved using traditional nonlinear 

programming techniques such as the interior-point 

method or sequential quadratic programming (SQP) [7]. 

The techniques exhibit reliable behavior to solve 

nonlinear problems in general. Nevertheless, as a 

weakness, these solution algorithms naturally converge to 

local solutions rather than the global ones, which is 

problematic in multimodal problems.  

In the past decade, some researchers have used newly 

emerged artificial intelligence (AI) algorithms to solve the 

complex problem [8]. In the area of the nonconvex ED,  to 

name a few, differential evolution [9], teaching-learning 

algorithm [10], hybrid particle swarm optimization [11], 

chameleon swarm [12], artificial bee colony [13], peafowl 

optimization [14], hybridization of ETLBO and IPSO 

[15], Hybrid Multi-Verse Optimizer [16], ray 

optimization algorithm [17], particle swarm [18-20], GA–

API [21], shuffled differential evolution [22], quasi-

oppositional teaching learning [23], oppositional real 

coded chemical reaction [24], and krill herd algorithm 

[25] have been employed to solve the ED.  

The algorithm utilizing stochastic parallel search 

mechanisms can solve the problem more effectively than 

the nonlinear programming methods and find the global 

solution. Moreover, they do not rely on objective 

function/constraint gradients to search the feasible space. 

However, they lack compelling evidence for convergence. 

Moreover, one generally can find some discrepancies in 

their identified solutions in different algorithm runs in 

practice. Although a deterministic technique has been 

previously presented [26], it does not consider trnamission 

losses in its ED model.  

On the other side, relatively new deterministic global 

optimization methods usually utilize the convex 

relaxation of the nonconvex region to solve the nonconvex 

problems. McCormick envelopes have been introduced to 

relax generally nonconvex bilinear terms to one convex 

region [27]. A bilinear term is defined as the product of 

two different variables, i.e., the ‘x×y’ term. The nonlinear 
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parts of Kron’s equation are bilinear terms in Pk×Pj form, 

where Pk and Pj represent the generation level of 

generating units k and j, respectively.  

In the literature, the transmission losses usually are 

ignored or managed heuristically, which usually leads to 

infeasibility. To the best of our knowledge, this work, for 

the first paper, calculates the losses using a robust 

deterministic technique known as the McCormick 

relaxation. Moreover, we utilize an enhanced version of 

the relaxation to improve the solution optimality. As the 

distinct advantage, the proposed method reliably 

converges to the optimal solution while the convergence 

is guaranteed. 

We propose an enhanced McCormick technique to 

relax the unit generation product expressions in this work. 

The enhanced envelopes leverage deterministic 

approaches rather than stochastic searches used in AI 

algorithms, thereby presenting a robust and stable 

convergence behavior.  

In summary, the contribution of this paper include the 

following: 

1) We proposed a new viewpoint on Kron’s formula as an 

equation having bilinear terms. Relying on the viewpoint, 

we transform the loss equation to some linear constraints 

that can be solved efficiently using available optimization 

software. 

2) The presented enhanced version of the McCormick 

formulation provides a tight linear problem. Moreover, we 

linearized the nonconvexity terms due to wire drawing 

effects, and thereby we transformed the nonlinear 

nonconvex ED model to a fully tight linear model. 

3) We also proposed a new mixed-integer technique to 

enforce prohibited operating zones (POZs) of the 

generating units having nonconvex space due to disjoint 

feasible space rather than nonconvex functions.   

The rest of the paper organizes as follows: Firstly, in 

section 2, we formulate an ED model with the 

transmission losses. In the next section, we formulate the 

enhanced McCormick relaxation to recast Kron’s formula 

as linear constraints. To verify the effectiveness of the 

proposed approach, we use two case studies having 

multimodal objective functions. The simulation results 

obtained from applying the solution method in the case 

studies are reported in section 4. Section 5 concludes the 

paper. 

 

 

2. PROBLEM STATEMENT 
 

The ED problem includes the sum of the generation costs 

as the objective function and a set of equality and 

inequality constraints describing the physical and 

technical limits of the power system [18]. The details of 

the considered ED formulation are provided below . 

Objective function: Traditionally, the production costs 

of the generating units are shown by quadratic 

expressions. The objective function of the ED problem 

usually is defined as the sum of the generating unit 

production cost. Mathematically, the ED objective 

function can be computed as follows: 

𝑀𝑖𝑛∑ 𝑃𝐶𝑘(𝑃𝑘)𝑘∈𝐾 = ∑ (𝑐 𝑃𝑘 𝑘
2 + 𝑏𝑘𝑃𝑘 + 𝑎𝑘)𝑘∈𝐾   (1a) 

The representation of the cost functions in Equation (1a) 

makes the implicit assumption that a thermal unit has only 

one steam valve. However, the current modern units with 

multiple steam valves have more complex cost functions. 

For these modern units, the cost functions usually include 

sinusoidal terms, modeling the wire drawing effects, in 

addition to the quadratic expressions. Therefore, a more 

general objective function with the complex cost function 

can be expressed as follows: 

𝑀𝑖𝑛𝑂(𝑃) = ∑ 𝑃𝐶𝑘(𝑃𝑘)𝑘∈𝐾 =

∑ (
𝑐 𝑃𝑘 𝑘

2 + 𝑏𝑘𝑃𝑘 + 𝑎𝑘

+𝑒𝑘|𝑠𝑖𝑛( 𝑓𝑘 × (𝑃𝑘
𝐿 − 𝑃𝑘))|

)𝑘∈𝐾   
(1b)  

The surface of the objective function, considering only 

two generating units, is shown in Figure 1. As can be seen, 

it forms a nonconvex space with many local minimal 

challenging optimization algorithms.  

Equality constraints: Here, we represent the 

transmission network losses using well-known Kron’s 

formula. Accordingly, the generating units should meet 

the total system load as well as the transmission losses. 

The requirement usually is called the power balance 

equation and can be written as follows: 

∑ 𝑃𝑘 =𝑘∈𝐾 𝐷 + 𝑃𝑙𝑜𝑠𝑠𝑒𝑠  (2) 

The𝑃𝑙𝑜𝑠𝑠𝑒𝑠denotes the transmission losses and can be 

computed using Kron’s formula by the following 

equation: 

𝑃𝑙𝑜𝑠𝑠𝑒𝑠 = 𝐵00 +∑ 𝑃𝑘𝐵𝑘0𝑘∈𝐾 +∑𝑘∈𝐾 ∑ 𝑃𝑘𝐵𝑘𝑗𝑗∈𝐾 𝑃𝑗  (3) 

 
 

 
Figure 1. Nonconvex space of the objective function 

considering two generating units 
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𝑃𝑘𝐵𝑘𝑗𝑃𝑗 , shown in red in Equation (3), are bilinear terms 

that are highly nonlinear and nonconvex in general. 
Figure 2 illustrates the complex structure of the 

bilinear term. Next, we attempt to relax the bilinear terms 

tightly using the enhanced McCormick envelopes. 

Inequality constraints: The technical limits of the 

generating units require that the units should be operated 

within the feasible range of generation: 

𝑃𝑘
𝐿 ≤ 𝑃𝑘 ≤ 𝑃𝑘

𝑈∀𝑘 ∈ 𝐾  (4) 

Furthermore, some units have prohibited operating 

zone (POZ), namely 𝑃𝑘 ∉ [𝑃𝑘
𝑝𝑜𝑧𝑑𝑥

, 𝑃𝑘
𝑝𝑜𝑧𝑢𝑥

]. The 

generation limits considering the POZ can be described as 

follows: 

𝑃𝑘
𝐿 ≤ 𝑃𝑘 ≤ 𝑃𝑘

𝑝𝑜𝑧𝑑1
∀𝑘 ∈ 𝐾 𝑃𝑘

𝑝𝑜𝑧𝑢𝑥
≤ 𝑃𝑘 ≤

𝑃𝑘
𝑝𝑜𝑧𝑑𝑥+1

∀𝑘 ∈ 𝐾, ∀𝑥 ∈ 𝑋 = {1,2, . . . , 𝑞} 𝑃𝑘
𝑝𝑜𝑧𝑢𝑞

≤

𝑃𝑘 ≤ 𝑃𝑘
𝑈∀𝑘 ∈ 𝐾 

(5) 

Finally, the ramp rate limits of the generation units for 

a single period ED problem can be modeled by the 

following constraints: 

𝑃𝑘 ≤ 𝑃𝑘
0 + 𝑈𝑅𝑘∀𝑘 ∈ 𝐾  (6a) 

𝑃𝑘 ≥ 𝑃𝑘
0 − 𝐷𝑅𝑘∀𝑘 ∈ 𝐾  (6b) 

In the next section, we reformulate the bilinear terms 

(𝑃𝑘𝑃𝑗) of Kron’s equation in Equation (3) as well as the 

rectified sinusoidal terms (|𝑠𝑖𝑛( 𝑓𝑘 × (𝑃𝑘
𝐿 − 𝑃𝑘))|) in 

Equation (1b) to achieve a (mixed-integer) linear model. 

 

 
3. PROPOSED METHOD 

 
The McCormick relaxation forming the convex hull of the 

bilinear term 𝑃𝑘𝑃𝑗using two underestimators and two 

overestimators can be computed as follows [27]: 

𝑣𝑘,𝑗 ≥ 𝑃𝑘
𝐿𝑃𝑗 + 𝑃𝑘𝑃𝑗

𝐿 − 𝑃𝑘
𝐿𝑃𝑗

𝐿  (7a) 

 

 

 
Figure 2. The complex surface of the bilinear expression 

𝑣𝑘,𝑗 ≥ 𝑃𝑘
𝑈𝑃𝑗 + 𝑃𝑘𝑃𝑗

𝑈 − 𝑃𝑘
𝑈𝑃𝑗

𝑈  (7b) 

𝑣𝑘,𝑗 ≤ 𝑃𝑘
𝑈𝑃𝑗 + 𝑃𝑘𝑃𝑗

𝐿 − 𝑃𝑘
𝑈𝑃𝑗

𝐿  (7c) 

𝑣𝑘,𝑗 ≤ 𝑃𝑘𝑃𝑘
𝑈 + 𝑃𝑘

𝐿𝑃𝑗 − 𝑃𝑘
𝐿𝑃𝑗

𝑈  (7d) 

The new variable 𝑣𝑘𝑗 , together with the four additional 

linear constraints (7a)-(7d), replaces the bilinear 

nonconvex space with a convex one. As an advantage, the 

constructed constraints are linear, and as a result, one can 

solve the new problem using matured linear programming 

(LP) solvers.  

As can be seen, the built constraints depend on the 

variable bounds, namely[𝑃𝑘
𝐿 , 𝑃𝑘

𝑈]and[𝑃𝑗
𝐿 , 𝑃𝑗

𝑈]. It can be 

shown that the maximum distance of the relaxed space 

from the bilinear surfaces can be computed by the 

following equation [27]: 

𝑒𝑀𝑎𝑥
𝑘,𝑗

=
(𝑃𝑘

𝑈−𝑃𝑘
𝐿)(𝑃𝑗

𝑈,𝑃𝑗
𝐿)

4
  (8) 

The expression in Equation (8) demonstrates that the 

maximum distance is proportional to the variable ranges: 

as the variable ranges widen, the relaxation performance 

weakens. Thus, one can divide the ranges into smaller 

parts and formulate the relaxation based on the new 

bounds to improve the relaxation tightness [28]. In this 

way, the McCormick relaxation is constructed for each 

sub-interval separately. Figure 3 illustrates the idea behind 

the partitioning mechanism more clearly [29]. As the 

number of partitions (N) increases, the envelopes build a 

set of tighter relaxations. 

In this paper, we divide the generation bounds to N 

smaller subintervals and apply the McCormick envelopes 

for each of the subintervals separately. To this end, 

consider a unit whose generation level is denoted by 𝑃𝑘
𝑛. 

The new generation variable in smaller subinterval has the 

following bounds: 

 

 

 
Figure 3. Tightening the McCormick relaxation by 

increasing the number of partitions [29] 
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𝑃𝑘
𝐿,𝑛 ≤ 𝑃𝑘

𝑛 ≤ 𝑃𝑘
𝑈,𝑛

  (9) 

Therefore, the original generation level variables and 

subinterval generation variables have the following 

relationships: 

𝑃𝑘 = ∑ 𝑃𝑘
𝑛

∀𝑛∈𝑁   (10) 

𝑃𝑘
𝑛 ≤ 𝑧𝑅

𝑘,𝑛𝑃𝑘
𝑈,𝑛∀𝑛 ∈ 𝑁, ∀𝑘 ∈ 𝐾  (11) 

∑ 𝑧𝑅
𝑘,𝑛

∀𝑛∈𝑁 = 1∀𝑘 ∈ 𝐾  (12) 

Constraint (12) requires only one subinterval can be 

selected at the same time, and other subinterval 

generations are enforced to be zero using constraint (11). 

To avoid introducing too many partitions and binary 

variables, we build the McCormick relaxation using one 

variable partitioning rather than two variables 

partitioning. Thus, the enhanced McCormick for the new 

generation variables with the novel bounds can be 

expressed as follows: 

𝑣𝑘,𝑗
𝑛 ≥ 𝑃𝑘

𝐿,𝑛𝑃𝑗 + 𝑃𝑘
𝑛𝑃𝑗

𝐿 − 𝑃𝑘
𝐿,𝑛𝑃𝑗

𝐿 −𝑀
𝑘,𝑗,𝑛

× (1 −

𝑧𝑅
𝑘,𝑛)  

(13a) 

𝑣𝑘,𝑗
𝑛 ≥ 𝑃𝑘

𝑈,𝑛𝑃𝑗 + 𝑃𝑘
𝑛𝑃𝑗

𝑈 − 𝑃𝑘
𝑈,𝑛𝑃𝑗

𝑈 −𝑀
𝑘,𝑗,𝑛

× (1 −

𝑧𝑅
𝑘,𝑛)  

(13b) 

𝑣𝑘,𝑗
𝑛 ≤ 𝑃𝑘

𝑈,𝑛𝑃𝑗 + 𝑃𝑘
𝑛𝑃𝑗

𝐿 − 𝑃𝑘
𝑈,𝑛𝑃𝑗

𝐿 −𝑀
𝑘,𝑗,𝑛

× (1 −

𝑧𝑅
𝑘,𝑛)  

(13c) 

𝑣𝑘,𝑗
𝑛 ≤ 𝑃𝑗𝑃𝑘

𝑈,𝑛 + 𝑃𝑗
𝐿𝑃𝑘

𝑛 − 𝑃𝑘
𝐿,𝑛𝑃𝑗

𝑈 −𝑀
𝑘,𝑗,𝑛

× (1 −

𝑧𝑅
𝑘,𝑛)  

(13d) 

(13a)-(13d): ∀𝑛 ∈ 𝑁, ∀𝑘, 𝑗 ∈ 𝐾  

𝑣𝑘,𝑗
𝑛 ≤ 𝑃𝑘

𝑈,𝑛𝑃𝑗
𝑈𝑧𝑅

𝑘,𝑛∀𝑛 ∈ 𝑁, ∀𝑘, 𝑗 ∈ 𝐾  (14) 

𝑃𝑙𝑜𝑠𝑠𝑒𝑠 = 𝐵00 +∑ 𝑃𝑘𝐵𝑘0𝑘∈𝐾 +
∑ ∑ ∑ 𝐵𝑘𝑗 × 𝑣𝑘,𝑗

𝑛
𝑘∈𝐾𝑗∈𝐾𝑛∈𝑁   (15) 

The Nonconvex cost functions also pose a challenge 

for the solution of the ED problem. Based on a technique 

that has been proposed by sharifzadeh [4]. We represent 

the nonconvex cost functions Equation (1b) through 

piecewise linear approximation rendering mixed-integer 

linear programming (MILP): 

𝑀𝑖𝑛𝑂̃(𝑃) = ∑ ∑ (𝛼ℎ,𝑘𝑝̃ℎ,𝑘 + 𝛽ℎ,𝑘𝑧ℎ,𝑘)ℎ∈𝐻𝑘𝑘∈𝐾   (16) 

𝑃𝑘 = ∑ 𝑝ℎ,𝑘ℎ∈𝐻𝑘
∀𝑘 ∈ 𝐾  (17) 

𝑝̄ℎ−1,𝑘𝑧ℎ,𝑘 ≤ 𝑝ℎ,𝑘 ≤ 𝑝̄ℎ,𝑘𝑧ℎ,𝑘∀𝑘 ∈ 𝐾, ∀ℎ ∈ 𝐻𝑘  (18) 

 
1 http://www.gams.com 

∑ 𝑧ℎ,𝑘 = 1ℎ∈𝐻𝑘
∀𝑘 ∈ 𝐾  (19) 

Moreover, relying on the MILP representation, we 

propose a new technique to handle POZ restrictions. We 

can include the POZ segment bounds as the pairs of 

breakpoints in the piecewise linear approximation and, 

thereby, POZ segments can be avoided by imposing the 

pertained integer variables to become zero, namely: 

𝑝ℎ,𝑘 ∈ [𝑃𝑘
𝑝𝑜𝑧𝑑𝑥

, 𝑃𝑘
𝑝𝑜𝑧𝑢𝑥

] → 𝑧𝑥,𝑘 = 0∀𝑘 ∈ 𝐾, ∀𝑥 ∈ 𝑋  (20) 

To summarize, the Mixed Integer-McCormick 

envelopes (MI-ME) model can be expressed as follows: 

Objective function: Equation (16) 

Constraints: (2), (5), (6a), (6b), (9)-(15) and (17) - (20)  

As the solution obtained by the MI-ME model may 

contain error because of the approximations, we use its 

optimal solution as the initial solution of the original NLP 

model. The goal is to obtain a more accurate solution 

without approximation error. Clearly, the NLP model 

objective function is Equation (1b), and its constraints 

include Equations (2), (3), (5), (6a), and (6b). It is noted 

as the NLP model is a nonconvex problem, the pertained 

NLP solver converges to the nearest point to MI-ME 

optimal solution. Later in the numerical result section, we 

analyze the MI-ME and NLP roles to enhance the quality 

of obtained solutions. 

 

 
4. NUMERICAL RESULTS 

 

To show the effectiveness of the proposed solution 

method, we adopt two case studies, including 6-unit and 

40-unit test systems modeling the transmission losses 

using Kron’s formula. We draw required data for the 6-

unit and 40-unit case studies from [18]. The case studies 

also include the sinusoidal cost functions stemmed from 

the wire drawing effects. The generation ranges of the 6-

unit case study also contain POZs complicating the 

solution space. Therefore, the ED feasible spaces of both 

case studies make a complex nonconvex problem. As a 

result, they need particular solution techniques with global 

search ability rather than locally based solvers . 

We use GAMS 24.1.3 to implement our solution 

approach and CPLEX 12 to solve the constructed ED 

model1. The absolute optimality gap is set to 0. Moreover, 

IPOPT as the NLP solver is employed to refine the final 

solution. We perform all simulations in a laptop with 8 GB 

RAM and 2.7 GHz Core i7 processors . 

Table 1 displays the solutions of the ED problem 

reported in earlier works as well as the proposed method 

results for 6-unit case study. The first column in the tables 

shows the different ED solution methods that can be found 

in earlier works as well as the solution obtained by the 



590                                             H. Sharifzadeh / IJE TRANSACTIONS C: Aspects  Vol. 36, No. 03, (March 2023)   585-593 

 

proposed method. The next three columns (columns two, 

three, and four) exhibit the reported optimal costs, i.e., 

objective function in Equation (1b). As the AI-based 

algorithms use random search mechanisms, they usually 

converge to different solutions in each algorithm 

application. The algorithms generally run several times, 

for example, 50 times. Then, the best and worst identified 

solutions, as well as the average of the identified solutions 

among all trial runs, are recorded. However, note that the 

proposed approach always converges to a unique solution 

in different runs as it relies on deterministic mechanisms 

to find the optimal solution. In other words, we solely 

write down the obtained solution of the proposed method 

three  times  in  the  pertained  three  columns  of  Tables 

1 and 3. 

Consider the second column of Table 1, which shows 

the best cost, among some conducted experiments as 

reported in the corresponding study, of the solution 

methods in case study I. As can be seen, the MI-ME 

identifies a more optimal solution compared with the other 

techniques. A couple of the meta-heuristic algorithms 

randomly obtain some optimal points close the MI-ME 

solution as shown in the second column of the table; 

however, the poor performance of their average and 

especially the worst solutions, in columns three and four 

of Table 1, respectively, suggests they exhibit 

unacceptable behavior in different trial runs, as they 

statistically converge to a weaker solution compared with 

their own best solution. 

Table 2 shows the optimal scheduling of the 

generating units in case I, based on the proposed method, 

leading to $15449.89, as the considered objective function 

in Equation (1b). 

Table 3 shows the solutions of earlier studies and the 

proposed method result for case II, namely 40-unit case 

study. Case study II with a larger and more complex 

feasible space reasonably reveals the efficacy of the 

solution methods more clearly. From the viewpoint of the 

best solutions, rarely the previous studies have found the 

solutions close to the proposed Mi-ME solution, as can be 

seen in the second column of Table 3. More importantly, 

the result reported in columns three and four of Table 3 

shows that the earlier works have low success rates. 

Namely, a large discrepancy can be seen between their 

identified solutions in different trial runs. 

Apart from the discrepancy drawback, the AI 

techniques heavily rely on their parameters to search the 

solution space. In other words, their obtained solutions 

change depending on their parameter values. For example, 

the different versions of Particle swarm optimization 

(PSO) in Table 1, such as PSO, NPSO, NPSO-LRS, 

RDPSO, and IRDPSO, have parameters such as cognitive 

coefficient and social coefficient, number of iterations, 

and number of particles that need to be tuned beforehand. 

In other words, the results of the AI algorithms are 

sensitive   to   their    parameter   setup.    The    sensitivity 

TABLE 1. Comparison of the solution method results in the 6-

unit case study 

Method 
Cost($) 

Best Average Worst 

SA [17] 15545.5 15488.98 15461.1 

GA [17] 15524.69 15477.71 15457.96 

TS [17] 15498.05 15472.56 15454.89 

PSO [17] 15491.71 15465.83 15450.14 

GA [18] 15459 15469 15524 

MTS [17] 15453.64 15451.17 15450.06 

NPSO [19] 15450 15452 15454 

NPSO-LRS [19] 15450 15450.5 15452 

PSO [18] 15450 15454 15492 

RDPSO [19] 15449.89 15458.01 NAa 

IRDPSO [19] 15449.89 15456.55 NA 

Proposed 15449.89 15449.89 15449.89 

a: Not available 

 
 

TABLE 2. The optimal generation scheduling of the proposed 

method in case I 

Units Generation (MW) 

P1 447.5038 

P2 173.3182 

P3 263.4628 

P4 139.0653 

P5 165.4734 

P6 87.1347 

The objective function($) 15449.89 

 

 

TABLE 3. Comparison of the solution method results in the 40-

unit case study 

Method 
Cost($) 

Best Average Worst 

GA-API [21] 139864.96 NA NA 

SDE [22] 138157.46 NA NA 

QOTLBO [23] 137329.86 NA NA 

BBO [24] 137026.82 137116.58 137587.82 

DE/BBO [24] 136950.77 136966.77 137150.77 

ORCCRO [24] 136855.19 136855.19 136855.19 

KHA [25] 136670.37 136671.24 136671.86 

Proposed 136450.21 136450.21 136450.21 

 

 

challenges the application of these algorithms in practice, 

as a new difficult problem arises on how to tune the 

parameters effectively, which is an unsolved problem in 

general.  
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As a significant advantage, we design the MI-ME 

leveraging advanced deterministic modeling techniques as 

well as standardized off-the-shelf solvers. On the other 

side, AI algorithms are mainly devised based on some 

‘heuristics’ and personal experiences. To the best of our 

knowledge, the algorithms lack compelling evidence for 

convergence. The large discrepancies between the 

obtained solutions of the algorithms also suggest their 

weakness in finding a unique solution and lack of reliable 

convergence. However, the proposed model and the 

employed solvers have solid evidence to prove their 

reliable convergence, as the achieved result confirms the 

advantage as well. 

The optimal scheduling of the generating units in case 

II, obtained by the proposed method, is illustrated in Table 

4. The scheduling results in $136450.21, as the operation 

cost.  

As noted earlier, we also used an NLP solver to refine 

the solution of the MI-ME. To analyze the share of the MI-

ME and the NLP solvers in the improvement of the  

 

 
TABLE 4. The optimal generation scheduling of the proposed 

method in case II 

Units 
Generation 

(MW) 
Units 

Generation 

(MW) 

P1 114 P21 523.2794 

P2 114 P22 550 

P3 120 P23 523.2794 

P4 179.7331 P24 523.2794 

P5 87.7999 P25 523.2794 

P6 140 P26 523.2794 

P7 300 P27 10 

P8 300 P28 10 

P9 290.4802 P29 10 

P10 279.5997 P30 87.7999 

P11 243.5997 P31 190 

P12 94 P32 190 

P13 484.0392 P33 190 

P14 484.0392 P34 200 

P15 484.0392 P35 164.7998 

P16 484.0392 P36 164.7998 

P17 489.2794 P37 110 

P18 489.2794 P38 110 

P19 511.2794 P39 110 

P20 511.2794 P40 550 

The objective 

function($) 
136450.21 

 

obtained solutions, we separately reported the solutions 

obtained in the models in Table 5. Moreover, we also 

shown the change in the solutions of the MI-ME model 

after the application of the NLP solver in percentage 

terms. Mathematically, the change can be computed as 

follows: 

𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒(%) =
𝐶𝑜𝑠𝑡𝑀𝐼−𝑀𝐸−𝐶𝑜𝑠𝑡𝑁𝐿𝑃

𝐶𝑜𝑠𝑡𝑀𝐼−𝑀𝐸
× 100  (21) 

Comparison of the results of MI-ME and NLP models, 

in columns two and three of Table 5 in both cases, 

indicates that the obtained objective functions are close to 

each other. To put it simply, the difference, as defined in 

Equation (21), between the obtained objective functions is 

less than 0.1%, as can be seen from column four of Table 

5. Therefore, the MI-ME model converges to one point 

quite close to the final solution, and then, the NLP solver 

solely takes a small step forward to improve the solution 

locally. 

To illustrate the change more clearly, we display the 

generation levels in the obtained solutions of the MI-ME 

and NLP models for case study I in Figure 4. As the figure 

shows, the change in generation levels in the MI-ME 

solution after the application of the NLP solver is 

negligible, suggesting that the MI-ME solution is placed 

very close to the final solution. 

To show the power of the MI-ME in finding the 

optimal solution of the problem, the convergence 

characteristic of the incumbent value in case study II is 

illustrated in Figure 5. The 40-unit case includes many 

local minimal complicating finding the globally optimal 

solution. However, as the figure reveals, it only takes 6 

steps to find the optimal solution.  

Finally, to demonstrate the effectiveness of the 

proposed partitioned McCormick againts the classical 

McCormick, the case studies are also solved using the 

classical one. Table 6 compares the derived solution of the 

two McCormick types.  

The table shows that in small-sized problems, such as 

6-unit case, the classical McCormick performs 

satisfactory, as it also may find the optimal solution. 

Nonetheless, as the problem size increases, the classical 

one fails to find the optimal solution. On the other side, 

the proposed partitioned McCormick presents a tighter 

relaxation and can obtain the more optimal solutions 

consequently.   

 

 
TABLE 5. cost obtained in the MI-ME model compared with 

the NLP model 

Case study 
Cost ($) 

MI-ME NLP Difference (%) 

6-unit 15443.64 15449.89 0.04 

40-units 136311.371 136450.21 0.10 
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Figure 4. Generation levels in solutions of MI-ME and NLP 

models 

 

 

 
Figure 5. The convergence characteristic of the incumbent 

value in 40-unit case 

 

 
TABLE 6. Comparison of the classical and partitioned 

McCormick relaxations in the considered case studies 

McCormick type 
Case study 

6-unit 40-units 

The classical McCormick 15449.89 136617.10 

The proposed partitioned McCormick  15449.89 136450.21 

 

 

5. CONCLUSION 
 

To represent a tractable formulation of Kron’s formula for 

transmission loss computation, we have proposed a novel 

viewpoint on the problem based on the McCormick 

relaxation of bilinear terms. To this end, we employ an 

enhanced McCormick envelope that tightly captures the 

loss equation. Comparison of the obtained solutions of the 

MI-ME model with the earlier work results on the adopted 

case studies shows the advantage of the proposed method 

to find the more optimal solutions. Furthermore, as the 

presented model relies on deterministic mechanisms for 

searching the solution space using matured solvers, it 

exhibits a highly reliable convergence behavior. Finally, 

the presented model can easily be employed without 

difficult trial and error procedures usually used to tune the 

parameters in AI algorithms.   
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Persian Abstract 

 چکیده 
داراي عبارات دوسويه استفاده كرده اند. با اين حال، تعداد بسيار    NP-hardسازيِ  سازي بعضي مسائل بهينهكرميخ براي محدب هاي مكدر سالهاي اخير بعضي محققان از پوش 

اند. اين مقاله يك ديدگاه جديد از  تر بويژه براي كاربردهاي عملي تمركز كردهمعدودي از تحقيقات، بر ديگر انواع اين پوش جهت بدست آوردن يك ريلكس محدب چفت 

كند. براساس اين نگاه، ما رابطه تلفات مذكور را  عنوان يك معادله كه داراي عبارات دوسويه است ارائه مي شود، بهاخته مي نيز شن  B-matrix، با نام رابطه  Kronرابطه تلفات  

شود تا چفتي  هاي كوچكتري تقسيم مي كنيم. در روش مذكور، دامنه متغيرهاي دوسويه به بخشكرميخ به تعدادي قيود خطي تبديل مي يافته مكبا استفاده از يك ريلكس توسعه

، چند سيستم مطالعاتي با عبارات نامحدب مختلف با استفاده از رهيافت  Kronيافته در توصيف رابطه تلفات  هاي توسعهسازي بهبود يابد. براي ارزيابي كارايي پوشريلكس

است. همچنين، اين روش نسبت به    Kronنمايش دقيق رابطه تلفات    هاي عددي حاكي از آن هستند كه روش پيشنهادي قادر بهسازيهاي شبيهشوند. يافتهمذكور بررسي مي 

 شود. تري همگرا مي هاي بهينهكند چراكه معمولا به جواب شده در اين زمينه موثرتر عمل مي هاي ارائهديگر روش 
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A B S T R A C T  

 

Various mechanical and geometrical parameters have different effects on the isolation system's 
performance. Thus, a sensitivity study of the isolated structures' behavior is an essential matter. In this 

regard, the isolation systems should be designed using optimization approaches to consider the effects 

of the different factors. In this study, the optimal design of the lead rubber bearing (LRB) seismic 
isolation was conducted by considering mass irregularity and near-fault seismic excitation effects. Also, 

sensitivity analysis of the behavior of the considered isolated buildings was implemented concerning 

the mechanical parameters of the LRB system. A nonlinear time history dynamic analysis was used 
here, and the design optimization of the LRB isolator was programmed using the newly introduced 

grasshopper optimization algorithm (GOA). The main purpose was to investigate the ability of the 

GOA to optimize the design parameters of the LRB-isolated frames. The results proved the desirable 

ability of the GOA to solve optimal design problems for isolation systems. Also, the sensitivity analysis 

of the seismic behavior of LRB base-isolated structures showed that the yield base shear index had the 

most important effects. Also, the mass irregularity parameter showed a negligible influence. 

doi: 10.5829/ije.2023.36.03c.20 
 

 
1. INTRODUCTION1 
 
During ground motions, structures vibrate, and if the 

structures have weak energy dissipation, they will be 

damaged, and in more severe cases, the structures will be 

collapsed. In recent decades, extensive studies have been 

conducted on developing structural control systems for 

the robust design of structures under seismic excitations 

[1-5]. In structural control systems, the mechanism of 

control devices has a significant role in the energy 

dissipation caused by earthquakes. A seismic isolation 

system with suitable force-displacement hysteresis 

properties can have the desired characteristics, such as 

optimum flexibility, high damping, and reduction of 

horizontal earthquake forces [6]. The primary purpose of 

the seismic isolation method is to prevent the transfer of 

horizontal ground motions and seismic forces to the 

superstructure. The reduction of transmitted seismic 
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force to the superstructure is achieved by increasing the 

natural period of the structure and energy dissipation at 

the isolation level [7]. One of the most common types of 

isolation systems is the lead rubber bearing (LRB). 

The seismic behavior of isolated structures is 

affected by different parameters. Various studies have 

been conducted to evaluate the behavior of the isolation 

system. In some studies, the impact of the type and 

mechanical parameters of the isolator has been assessed 

[8, 9]. Also, the effect of soil interaction on the isolation 

system [10, 11], isolation in tall buildings [12], 

evaluation of fragility curves in system isolation [13], 

reliability analysis [14], and reliability-based design [15] 

in isolated systems, semi-active isolation systems [16], 

hybrid control strategies for the isolated structures [17, 

18], optimization of the shape memory alloy based 

friction pendulum system [19], and the cost benefits of 

isolations in the seismic design of structures [20] have 
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been studied. Shaking table experiments have been 

carried out on base-isolated building systems [21]. 

Recently, the Telescopic Column (TC) system was 

proposed as a novel rocking-isolation method by 

Farsangi et al. [22]. 

Also, some studies showed that the performance of 

the isolation systems can be affected by factors such as 

geometric conditions, the irregularity of the structure, 

and seismic excitation characteristics. The damage 

caused by earthquakes depends on many factors, such as 

failure mechanism, site location, soil type, and 

earthquake record characteristics, including frequency 

content, duration, and amplitude [23]. Some researchers 

have studied the effects of ground motion [24], the 

impact of horizontal and vertical components [25], and 

the effect of earthquake frequency content [26] on the 

performance of isolated systems. The effects of near-fault 

and far-fault earthquakes have also been considered in 

some other studies [27-29]. In several studies, the effects 

of asymmetry in structure [30], the presence of soft 

stories [31], and eccentricity [32] on isolated structures 

have been studied. An isolated building with LRB 

isolators was analyzed using a series of real near-fault 

earthquake ground accelerations [33]. 

Determining the mechanical parameters of isolator 

devices to achieve efficient performance for the isolation 

system is a complex process. However, studies have 

shown that the behavior of these systems can be 

influenced by various conditions. Therefore, the design 

of isolation systems is defined in the framework of design 

optimization problems. One of the efficient methods in 

solving engineering optimization problems is meta-

heuristic algorithms [34, 35]. So far, several 

metaheuristic algorithms have been introduced, such as 

charged system search (CSS), colliding bodies 

optimization (CBO), vibrating particle system (VPS) 

[34], ant colony optimization (ACO) [36], grasshopper 

optimization algorithm (GOA) [37], and so on. Recently, 

the particle swarm optimization algorithm was used to 

optimize the magneto-rheological (MR) damper 

parameters [38]. 

The literature review proved that more investigation 

is necessary for the optimization of the base isolation 

design process, especially when using novel optimization 

algorithms. In this study, the optimum design of a seismic 

isolation system with LRB isolators is solved using the 

newly introduced method of GOA while considering the 

mass irregularity and near-fault earthquake effects. The 

main purpose here is to evaluate the GOA method for 

optimizing the design of the LRB-isolated system. 

 

 

2. MATERIALS AND METHODS 
 
2. 1. Seismic Isolation Systems             Rubber supports 

can provide the flexibility and deformation required for 

vibration isolation. If these supports are combined with a 

lead core to dissipate input energy, the necessary 

damping is also offered for the system. The shear 

deformation of the lead core in rubber supports can be 

controlled by using steel plates in the system. So, the lead 

core deforms against shear forces and causes a bilinear 

hysteresis behavior in the device [39]. Also, the rubber 

part of this isolation system is responsible for providing 

the restoration force (Figure 1 (a)).  
In practice, all LRB isolation systems are simulated 

with a bilinear hysteresis model based on the three 

parameters of elastic stiffness (𝐾1), post-yield stiffness 

(𝐾2), and specified yield strength (𝑄𝑦), as shown in 

Figure 1 (b). The post-yield stiffness is obtained from the 

desired period of the structural system. For lead rubber 

bearing (LRB) and frictional pendulum systems (FPS), 

elastic stiffness is a coefficient of post-yield stiffness 

[28]. 

Initially, a time period is selected for the isolated 

structure (𝑇2) at the design displacement level, usually 

between 2 and 3 seconds. Then the post-yield stiffness of 

the isolated system for the selected period can be 

calculated using Equation (1): 

(1) 𝐾2 = 𝑀 × (
2𝜋

𝑇2
)
2
  

In this relationship, M is the total mass of the whole 

structure isolated at the base. Also, the yield shear 

strength at the isolation level (𝑄𝑦) can be defined using 

Equation (2): 

(2) 𝑄𝑦 = 𝛼𝑀𝑔  

 

 

 
(a) 

 
(b) 

Figure 1. (a) Hysteretic loops parameters [40]; and (b) A 

bilinear behavioral model the LRB isolation used in this 

study [28] 

Force 

Displacement 
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In this relationship, α is the yield shear coefficient. 

Assuming a value between 0 and 1, the effective shear 

force on the structure can be determined. In the bilinear 

behavioral model, the value of the elastic stiffness of the 

system (𝐾1) can be determined by selecting the yield 

deformation component (𝑋𝑦) as the elastic behavior limit. 

(3) 𝐾1 =
𝑄𝑦

𝑋𝑦
  

Therefore, the ratio of initial stiffness to post-yield 

stiffness is defined as the parameter 𝛼𝑘 in relation (4): 

(4) 𝛼𝑘 =
𝐾1

𝐾2
  

Also, the damping of the isolation system (𝑐𝑏) in terms of 

the effective damping ratio (𝜉𝑏), which represents the 

dissipated energy, is equal to Equation (5): 

(5) 𝑐𝑏 = 2𝜉𝑏√𝐾2 ×𝑀  

 

2. 2. Nonlinear Dynamic Analysis            The dynamic 

response of a structural system beyond its linear elastic 

range can usually not be calculated by an analytical 

solution. Even if the excitation changes are described by 

a simple function. Therefore, using numerical methods in 

the analysis of nonlinear systems is necessary. The 

Newmark method with a modified Newton-Raphson 

iteration approach is generally used for nonlinear 

dynamic equation solutions [41]. 

The dynamic equation of a structure with nonlinear 

behavior is written as Equation (6): 

𝑀𝑈̈(𝑡) + 𝐶𝑈̇(𝑡) + 𝐹𝑆(𝑡) = 𝑃(𝑡)  (6) 

where t is the time; U, 𝑈̇ and 𝑈̈, are displacements, 

velocities, and acceleration vectors relative to the ground, 

respectively; M is the mass matrix; C is the damping 

matrix; 𝐹𝑆 is the vector of resisting forces, which is a 

function of displacement and P(t) is the applied force, 

which for the seismic case is given by ground 

acceleration time history. Also, the initial condition is 

𝑈(0) = 𝑈0 and 𝑈̇(0) = 𝑈̇0. According to the equilibrium 

conditions in each time interval, the equation of motion 

during the time step 𝑡𝑖+1 can be written as follows: 

𝑀𝑈̈𝑖+1 + 𝐶𝑈̇𝑖+1 + 𝐹𝑠𝑖+1 = 𝑃𝑖+1  (7) 

In this paper, the constant average acceleration 

method with Newton–Raphson iterations has been used 

to analyze the nonlinear MDOF structures. At first, the 

initial state of the structural system is determined (𝐾𝑇0 

and 𝐹𝑠0). Then, also, the initial acceleration is calculated: 

𝑈̈0 = 𝑀
−1(𝑃0 − 𝐶𝑈̇0 − 𝐹𝑠0)  (8) 

then for each time step: 

𝑃̅𝑖+1 = 𝑃𝑖+1 + 𝑎1𝑈𝑖 + 𝑎2𝑈̇𝑖 + 𝑎3𝑈̈𝑖     ,   𝑖 = 0.1.2.…  (9) 

where: 

𝑎1 = (
1

𝛽(∆𝑡)2
)𝑀 + (

𝛾

𝛽∆𝑡
) 𝐶  (10) 

𝑎2 = (
1

𝛽∆𝑡
)𝑀 + (

𝛾

𝛽
− 1)𝐶  (11) 

𝑎3 = (
1

2𝛽
− 1)𝑀 + ∆𝑡 (

𝛾

2𝛽
− 1)𝐶  (12) 

If the resisting forces are not equal to the applied force, a 

residual force vector is defined as: 

𝑅̅𝑖+1 = 𝑃̅𝑖+1 − (𝐹𝑠)𝑖+1 − 𝑎1𝑈𝑖+1  (13) 

By using the Newton–Raphson iteration method, the 

additional displacement due to this residual force is 

determined by solving: 

∆𝑈 = (𝐾𝑇)𝑖+1
−1
× 𝑅̅𝑖+1  (14) 

where 𝐾𝑇 is the tangent stiffness that can be considered 

as follows:   

(𝐾𝑇)𝑖+1 = (𝐾𝑇)𝑖+1 + 𝑎1  (15) 

The responses of a nonlinear structure can be obtained as 

follows: 

𝑈𝑖+1 = 𝑈𝑖 + ∆𝑈  (16) 

𝑈̇𝑖+1 = (
𝛾

𝛽∆𝑡
) ∆𝑈 + (1 −

𝛾

𝛽
) 𝑈̇𝑖 − ∆𝑡 (1 −

𝛾

2𝛽
) 𝑈̈𝑖  (17) 

𝑈̈𝑖+1 = (
1

𝛽(∆𝑡)2
) ∆𝑈 − (

1

𝛽∆𝑡
) 𝑈̇𝑖 + (1 −

1

2𝛽
) 𝑈̈𝑖  (18) 

where 𝛾 and 𝛿 are Newmark parameters, in this study, 

𝛾 = 0.5 and 𝛿 = 0.25 have been used for nonlinear 

analysis of the structure. 

 

2. 3. Grasshopper Optimization Algorithm         
Optimization methods in their classical form use the 

derivation information of the objective function to find 

the optimal solution. These methods fall into the locale 

optimum points for complex problems, and cannot be 

used for underivable functions. Another type of 

optimization methods are stochastic methods, such as 

meta-heuristic algorithms. These methods are generally 

population-based algorithms inspired by nature. One of 

the evolutionary algorithms is the grasshopper 

optimization algorithm (GOA) which is inspired by the 

grasshopper lifecycle [37]. Most of the nature-inspired 

algorithms divide the search area into exploration and 

exploitation parts. In the exploration step, search agents 

are driven by random movements, while, in the 

exploitation phase, they tend to move locally around their 

place. 

The theoretical model used to simulate grasshoppers' 

behavior was initially in the form of Equation (19): 

𝑋𝑖 = 𝑆𝑖 + 𝐺𝑖 + 𝐴𝑖  (19) 
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where 𝑋𝑖 indicates the position of the grasshopper i, 𝑆𝑖 is 

the social interaction, 𝐺𝑖 is the force of gravity applied to 

the grasshopper i, and 𝐴𝑖 represents the direction of the 

wind. The value of 𝑆𝑖, that is, the social interaction for 

grasshopper i, is calculated by Equation (20): 

𝑆𝑖 = ∑ 𝑆(𝑑𝑖𝑗)𝑑𝑖𝑗̂
𝑁
𝑗=1   (20) 

where 𝑑𝑖𝑗  indicates the distance between grasshoppers i 

and j and is calculated as Equation (21): 

𝑑𝑖𝑗 = |𝑥𝑖 − 𝑥𝑗|  (21) 

as shown in Equation (20), 𝑑𝑖𝑗̂ is a unit vector from the 

ith to the jth grasshopper. S is also a function for defining 

social force. The function S, which defines a social force, 

is calculated as in Equation (22): 

𝑆(𝑟) = 𝑓𝑒
−𝑟

𝐼 − 𝑒−𝑟  (22) 

where f represents the intensity of gravity, and I 

represents the length of the gravity scale. Parameters I 

and f significantly change the comfort zone, attraction, 

and repulsion. 

Research has shown that the initial grasshopper 

motion relationship cannot be used in swarm simulation 

and optimization algorithms since this relationship 

prevents exploration and exploitation in the search space 

around a solution. The model is used for outdoor 

crowding. Therefore, Equation (23) has been used and 

can simulate the interaction between the grasshoppers in 

the swarm. 

𝑥𝑖
𝑑 = 𝑐 (∑ 𝑐

𝑢𝑏𝑑−𝑙𝑏𝑑

2
𝑠(|𝑥𝑗

𝑑 − 𝑥𝑖
𝑑|)

𝑥𝑗−𝑥𝑖

𝑑𝑖𝑗

𝑁
𝑗=1 ) + 𝑇𝑑̂  (23) 

Where 𝑢𝑏𝑑 is the upper bound in the d-th dimension, and 

𝑙𝑏𝑑 is the lower bound in the d-th dimension. 𝑇𝑑̂  is the 

value of the d-th dimension in the target (the best solution 

ever seen), and c is a decreasing constant to reduce the 

area of comfort, repulsion, and attraction. 

In Equation (23), S is obtained from Equation (19), 

and the parameters of gravity (G) and wind direction (A) 

are not considered. Based on this equation, the next 

position of a grasshopper can be defined using its current 

position, the target position, and the positions of all other 

grasshoppers. To maintain a balance between exploration 

and exploitation, parameter c needs to decrease with 

increasing repetition times during the algorithm. The 

coefficient c reduces the comfort zone in proportion to 

the number of repetitions (Equation (24)): 

𝑐 = 𝑐𝑚𝑎𝑥 − 𝑖
𝐶𝑚𝑎𝑥−𝐶𝑚𝑖𝑛

𝑙
  (24) 

where 𝐶𝑚𝑎𝑥 is the maximum value, 𝐶𝑚𝑖𝑛 is the minimum 

value, i represents the current iteration number, and l is 

the maximum number of algorithm iterations. In the 

simulations, the value of 𝐶𝑚𝑎𝑥 is 1 and the value of 𝐶𝑚𝑖𝑛 

is 0.00001. 

 

2. 4. Design Formulation            Design variables are a 

set of parameters that affect design details and design 

results. Different parameters affect the design of base 

isolation systems in building structures. Parameters that 

are independently involved in the behavior mechanism of 

Lead Rubber Bearings are selected as design variables. 

The behavioral model of any Lead Rubber Bearing is 

influenced by independent factors such as yield 

displacement (𝑋y), secondary time period (𝑇2), base shear 

yield coefficient (α), damping ratio (𝜉𝑏), etc., that 

parameters such as initial hardness (𝐾1), Secondary 

stiffness (𝐾2), yield shear strength (𝑄𝑦) and damping 

coefficient (𝑐𝑏) are functions of these changes. In the 

optimum design of a Lead Rubber Bearing, these 

parameters are selected as the design variables. 

Constraints on the optimum design of isolations apply to 

the design variables due to physical limitations and 

acceptable results. According to the above, the optimum 

design of Lead Rubber Bearing for building structures is 

formulated as Equation (25): 

𝐹𝑖𝑛𝑑: 𝐷𝑒𝑠𝑖𝑔𝑛 𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 𝑋 = {

𝑋y
𝑇2
𝛼
𝜉𝑏

}  

(25) 𝑤ℎ𝑖𝑐ℎ 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑠 𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝑓(𝑋)  

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 

{
 
 

 
 𝑋y𝑚𝑖𝑛

≤ 𝑋y ≤ 𝑋y𝑚𝑎𝑥
𝑇2𝑚𝑖𝑛 ≤ 𝑇2 ≤ 𝑇2𝑚𝑎𝑥
𝛼𝑚𝑖𝑛 ≤ 𝛼 ≤ 𝛼𝑚𝑎𝑥
𝜉𝑏𝑚𝑖𝑛 ≤ 𝜉𝑏 ≤ 𝜉𝑏𝑚𝑎𝑥

  

In this paper, the objective function for the 

optimization problem is defined based on performance 

indices for inter-story drift. This index shows the effect 

of control devices on system performance and is 

expressed based on the ratio of controlled maximum drift 

response to uncontrolled maximum response: 

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 𝑓(X) =

|
𝑀𝑎𝑥(𝑑𝑟𝑖𝑓𝑡𝑖,𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑑)

𝑀𝑎𝑥(𝑑𝑟𝑖𝑓𝑡𝑖,𝑈𝑛𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑑)
|  

(26) 

where 𝑑𝑟𝑖𝑓𝑡𝑖 is the inter-story drift of the i-th story. 

The iteration process of the proposed algorithm has 

been summarized in Table 1 for steps i to i + 1. Also, the 

procedure of finding the displacement, velocity, and 

acceleration responses for the next steps are summarized 

in Table 2. 

 

2. 5. Numerical Case Studies            In this article, the 

numerical studies include three cases: 

Case 1: In the first case, the seismic behavior of the base-

isolated building structure with LRB is analyzed for 

sensitivity to evaluate the effect of LRB mechanical 

parameters and the mass irregularity of the structure. 
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TABLE 1. Summary of the steps of Newton-Raphson method 

used here 

1) Data definition: 𝑢𝑖+1
(0)

= 𝑢𝑖  , 𝑓𝑆
(0)
= (𝑓𝑆)𝑖, ∆𝑅

(1) = ∆𝑝̂𝑖, 

𝐾̂𝑇 = 𝐾̂𝑖 

2) Iterative calculations (j=1,2, …):       𝐾̂𝑇∆𝑢(𝑗) = ∆𝑅(𝑗) →
∆𝑢(𝑗) ,  𝑢𝑖+1

(𝑗)
= 𝑢𝑖+1

(𝑗−1)
+ ∆𝑢(𝑗)  

∆𝑓(𝑗) = 𝑓𝑆
(𝑗)
− 𝑓𝑆

(𝑗−1)
+ (𝐾̂𝑇 − 𝐾𝑇)∆𝑢

(𝑗),  

∆𝑅(𝑗+1) = ∆𝑅(𝑗) − ∆𝑓(𝑗)   

3) Repeating (j→j+1)  

 

 
TABLE 2. Steps of the Newmark method used here 

Average acceleration method  𝛽 =
1

4
 , 𝛾 =

1

2
 

1) Initial calculations:     𝑢̈0 =
𝑝0−𝑐𝑢̇0−(𝑓𝑠)0

𝑚
  

1-2)  Determination of the ∆𝑡 :    𝑎 = 1

𝛽∆𝑡
𝑚 +

𝛾

𝛽
𝑐  ,     𝑏 =

1

2𝛽
𝑚+ ∆𝑡 (

𝛾

2𝛽
− 1) 𝑐  

2)  Iterative calculations:  ∆𝑝̂𝑖 = ∆𝑝𝑖 + 𝑎𝑢̇𝑖 + 𝑏𝑢̈𝑖  

2-1) Determination of the tangential stiffness (𝐾𝑖) :      𝑘̂ =
𝑘 +

𝛾

𝛽∆𝑡
𝑐 +

1

𝛽(∆𝑡)2
𝑚  

2-2) Determination of the  ∆𝑢 using the updated Newton-

Raphson method and Table 1: 

∆𝑢̇𝑖 =
𝛾

𝛽∆𝑡
(∆𝑢𝑖) + −

𝛾

𝛽
𝑢̇𝑖 + ∆𝑡 (1 −

𝛾

2𝛽
) 𝑢̈𝑖 ,   ∆𝑢̈𝑖 =

1

𝛽(∆𝑡)2
(∆𝑢𝑖) −

1

𝛽∆𝑡
𝑢̇𝑖 −

1

2𝛽
𝑢̈𝑖  

 𝑢̈𝑖+1 = 𝑢̈𝑖 + ∆𝑢̈𝑖   ,  𝑢̇𝑖+1 = 𝑢̇𝑖 + ∆𝑢𝑖̇    ,  𝑢𝑖+1 = 𝑢𝑖 + ∆𝑢𝑖  
3) Repeating (i→i+1) 

 

 

Case 2: In the second case, the LRB isolation system is 

designed using the GOA meta-heuristic optimization 

method. To have a comprehensive comparison of GOA 

algorithm performance, some of the well-known 

metaheuristic algorithms, such as Particle Swarm 

Optimization (PSO), Harmony Search (HS), and 

Colliding Body Optimization (CBO), are selected to 

solve the optimum design of LRB. 

Case 3: Finally, in the third case, the seismic behavior of 

isolated building structures with optimized LRB isolators 

using GOA with the best solution is evaluated under near-

fault earthquakes and mass irregularities, and the 

performance of LRB isolators is compared in different 

conditions. 

For numerical studies, benchmark structural models 

are used. These structural models include two models of 

5-story (Example 1) and 10-story (Example 2) building 

structures. These structures have a two-dimensional 

lumped mass shear building system. The mechanical 

properties of the considered structures, such as mass, 

stiffness, and damping, are assumed to be the same for all 

the stories. The mass and stiffness of each story are 

respectively 445 ton and 448 𝑀𝑁 𝑚 ⁄ for 5-story models; 

those values are respectively 252.1 ton and 354.2 

𝑀𝑁 𝑚 ⁄ in the 10-story models. For these models, the 

damping ratio (𝜉𝑠) is assumed to be 0.02 and the damping 

coefficient (c) for each story can be calculated using 

Riley method. Also, the reference structural models are 

drawn in Figure 2.   

To calculate the seismic responses and optimize the 

design of the LRB isolator, the generated Gaussian 

random white noise with a duration of 40 seconds and a 

maximum acceleration of 0.35 g is used as ground motion 

acceleration (Figure 3). Also, the ground acceleration of 

near-fault earthquakes is used to study the seismic 

behavior of isolated building structures with the optimal 

LRB system. According to many of the past studies [42-

44] and seismic design guidelines, the recordings of three 

real earthquakes were utilized in this research. The 

Imperial Valley, the Northridge, and the Chi-Chi 

earthquakes were used here. The details of the considered 

earthquakes are presented in Table 3, which are selected 

from the Pacific earthquake Engineering Research Center 

(PEER). Irregular conditions for building models are 

defined based on mass irregularities in the height of the  

 

 

    
Figure 2. Reference structural models considered here  

 

 

 
Figure 3. Time history of ground acceleration in random 

white noise (W(t)) 



F. Mehri et al. / IJE TRANSACTIONS C: Aspects  Vol. 36, No. 03, (March 2023)   594-603                                           599 

 

TABLE 3. Details of earthquakes used in this study [28] 

Event Station Magnitude 
Distance 

(km) 

PGA 

(
𝒎

𝒔𝟐
) 

𝑷𝑮𝑽

𝑷𝑮𝑨
 

Imperial 

Valley 
El Centro 6.5 1.35 4.40 0.26 

Northridge NWH-360 6.7 6.8 5.79 0.17 

Chi-Chi TCU-052 7.6 1.84 3.56 0.52 

 

 

structure. Irregularity for this building model is defined 

as a 50% variation in the mass of successive stories. 

 

 

3. RESULTS AND DISCUSSION 
 

To show the effect of each parameter of the isolator on 

system performance, the sensitivity analysis is used here. 

To achieve this aim, the sensitivity of the seismic 

responses of isolated structures with LRB is evaluated in 

relation to changes in the values of the yield base shear 

coefficient, secondary period, yield displacement, 

damping coefficient, and mass irregularity. Every 

parameter changes incrementally in the allowable range 

of parameters. The changes in maximum inter-story drift 

responses for each component are shown in Figures 4 and 

5 for 5 and 10- story building models, respectively. As 

shown in Figures 4 and 5, the structural drift response has 

a high sensitivity to the yield base shear ratio. Also, the 

mass irregularity does not have a considerable effect on 

the performance of isolated structures. 

In the second part, the results obtained from solving 

the optimization problem in the design of isolation 

systems with LRB isolators are presented. The outputs of  

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 4. The variation of maximum drift response in a 5-

story isolated building structure relative to: (a) mass 

irregularity; (b) base shear ratio; (c) Damping; (d) secondary 

time period; (e) yield displacement 

 

 

 
(a) 

 
(b) 
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(c) 

 
(d) 

 
(e) 

Figure 5. The variation of maximum drift response in a 10-

story isolated building structure relative to: (a) mass 

irregularity; (b) base shear ratio; (c) Damping; (d) secondary 

time period; (e) yield displacement 
 
 

this problem include the convergence history of the 

objective function, the minimum value calculated for the 

objective function, and the optimal values of design 

variables. Figure 6 shows the convergence history 

diagram for the defined objective function based on 

controlled seismic responses in the isolated building with 

LRB isolators for the GOA. According to this method, 

the minimum value for the ratio of maximum controlled 

responses to uncontrolled responses for the 5-story 

structural models is 0.19995, and for 10-story structural 

models, it is 0.4058.  

In order to perform a comprehensive evaluation of the 

performance of the algorithms, a statistical test was 

performed based on the best solution, the mean, and the 

standard deviation of the solutions. The results of 

statistical tests for the GOA algorithm compared to PSO, 

HS, and CBO algorithms to solve the optimum design of 

the base isolation system are presented in Table 4. This 

statistical test was performed for each 5 and 10-story 

building structure case study based on 30 independent 

runs. According to the results of this test, in Table 4, the 

GOA algorithm shows its stability and robustness for 

solving the LRB design problem. Table 5 shows the 

results obtained from the optimal design of LRB isolators 

using GOA, including design variables and constraints 

for 5 and 10-story structural models. 

Finally, the seismic behavior of isolated building 

structures using optimized LRB isolators is evaluated in 

both regular and mass irregularity cases under near-fault 

earthquakes. In this regard, the time history of seismic 

inter-story drift response at the maximum level is 

compared to the near-fault records of the Imperial Valley, 

Northridge, and Chi-Chi. Figures 7 to 9 show the drift 

time history of a 5-story structure for each earthquake. 

Under the Imperial Valley earthquake, the maximum 

drift is 0.95 cm for the regular 5-story structural model 

and 0.99 cm for the irregular 5-story structural model. For 

the Northridge earthquake, the maximum drift is 0.72 cm 

for the regular 5-story structural model and 0.70 cm for 

the irregular 5-story structural model. Also, under the 

Chi-Chi earthquake, the maximum drift value is 1.10 cm 

for the regular 5-story structural model and 1.05 cm for 

the irregular 5-story structural model. 
 

 

 
(a) 

 
(b) 

Figure 6. Convergence history of the objective function for 

the design of LRB with the GOA (a) 5-story (b) 10-story 

 

 

TABLE 4. Statistical test for the optimization problem 

Model Test PSO HS CBO GOA 

5- 

story 

Best 0.21754 0.25736 0.24328 0.19995 

Mean 0.25641 0.29768 0.27585 0.22584 

STD 0.04743 0.05303 0.04538 0.02461 

10- 

story 

Best 0.41886 0.46629 0.45043 0.40579 

Mean 0.45718 0.50906 0.48452 0.43041 

STD 0.04938 0.05954 0.04489 0.03615 
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TABLE 5. Optimal design results for the LRB isolator with 

GOA algorithm 

Set Parameter Dimension 
Value 

5- Story 10- Story 

Objective 
Function 

Controlled 
Responses 

- 0.19995 0.40579 

Design 
Variables 

Yield Base Shear 

Ratio (𝛼) 
- 0.055024 0.058653 

Yield Deformation 

(𝑋y) 
cm 0.019219 0.038141 

Secondary Period 

(𝑇2) 
s 2.9937 3.9946 

Damping Ratio (𝜁𝑏) % 0.20751 0.13873 

Constraints 
Stiffness Ratio (𝛼𝑘) - 0.1569 0.16407 

Isolator Deformation cm 0.20127 0.3849 

 

 

 
Figure 7. Time history of maximum drift for the 5-story 

model under Imperial Valley earthquake 
 

 

 
Figure 8. Time history of maximum drift for the 5-story 

model under Northridge earthquake 
 

 

 
Figure 9. Time history of maximum drift for the 5-story 

model under the Chi-Chi earthquake 
 

 

Figures 10 to 12 show the time history of maximum 

drift for a 10-story structure under each earthquake. 

Under the Imperial Valley earthquake, the maximum 

drift is 1.53 cm and 1.60 cm for the regular and irregular 

10-story structural models, respectively. For the 
 

 
Figure 10. Time history of maximum drift for the 10-story 

model under Imperial Valley earthquake 

 
 

 
Figure 11. Time history of maximum drift for the10-story 

model under Northridge earthquake 

 
 

 
Figure 12. Time history of maximum drift for the 10-story 

model under the Chi-Chi earthquake 

 
 
Northridge earthquake, the maximum drift for a 10-story 

structural model in both regular and irregular modes is 

1.16 cm. Also, under the Chi-Chi earthquake, the 

maximum drift value for a model of 10-story structures 

in both regular and irregular modes is 1.00 cm. As can be 

seen, the presence of irregularities in the isolated 

structure does not affect the drift response of the structure 

under near-fault earthquakes. The existence of mass 

irregularity in the structure can lead to a change in the 

main period time of the structure and, consequently, a 

change in the seismic behavior of the structure. However, 

the use of seismic isolators at the base of building 

structures increases the main period of the structure. And 

it creates distance from the dominant frequencies of 

ground motion. 
 

 
4. CONCLUSIONS 
 
The primary purpose of this study was to optimum design 

a lead rubber-bearing seismic isolation system and 

evaluate the effects of mass irregularity and near-fault 
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seismic excitation on the seismic responses of buildings. 

Also, the sensitivity analysis of the isolated structures to 

the mechanical parameters of the lead-rubber bearing 

system and the mass irregularity was conducted here.  

For numerical studies, two models of 5- and 10-story 

building structures with lumped mass shear frame 

systems were selected. The seismic behavior of these 

structures was studied under regularity and irregularity of 

mass conditions and in two fixed base and isolated cases 

with the LRB isolator. The LRB system's characteristics 

were optimally designed using GOA.   

The sensitivity analysis of the seismic behavior of the 

LRB-isolated structures showed that the yield base shear 

ratio is the most influential parameter. According to the 

results of statistical tests comparing the GOA algorithm 

to the PSO, HS, and CBO algorithms to solve the 

optimum design of the base isolation system, the GOA 

has an excellent ability to solve the optimization problem 

of the isolation system design for building structures. The 

seismic performance of LRB isolation systems, which 

were optimally designed for regular structures, was not 

affected by mass irregularities in the structure. Also, the 

LRB isolation system had the identical performance in 

controlling the seismic responses of structures in the 

presence of mass irregularity under near faults 

earthquakes for both 5- and 10-story models. In other 

words, the performance of LRB isolators was not 

degraded by changes in the height of building structures. 
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Persian Abstract 

 چکیده

ی اداسیاپی  ید  اا امر روی رفتار سییتیتج اداسیاپی پااث ادر تا یتث با یندب بنابرااجا انحای تحفیس تتیاسیی  رفتار سیاپ   رتوانند بپارامترهای مکانیکی و هندسیی متتف  می

تج  سیاپی رراتی  یوند تا ادراع اوامس متتف  تر هنها احاگ درتتب تر ااج ملاا،ثا راربرت اا ااروراهای بهینثهای اداسیاپی بااد با رو ضیروری اسی ب تر نتیحثا سییتیتج

های سیاتتاانی بررسیی  یدب تحفیس تتیاسیی  رفتار  ای سیاپ سیاپی ارپ ( برای مقاویLRBی سیربی  های اداسیاپ سسیتیکی با هتیتثسیاپی اداد تر رراتی سییتیتجبهینث

ها  پما  غیرتلی اه  ت،ییج پاسی  -اتچثسیاتتاا  اداسیاپی  ید  با ترنگر درفتج تییو ییاع مکانیکی سییتیتج اداسیاپ و نامنگای ارمی انحای درتادب تر اانحاا تحفیس تار

هداف ا ییفی بررسییی یابفی  ا( تهیث  ییدب GOAسییاپی مف   با اسییتدات  اپ ااروراتج اداد بهینث  MATLABی ی اداسییاپ تر برنامثبث رار رف  و هاچنیج رراتی بهینث

ی یابفی  ملفوب ااج ااروراتج تر رراتی ااج نوع بوتب نتااج نشیا  تهند   LRBتج های اداسیاپی  ید  با سییتی ی پارامترهای یاب سیاپی مف  تر رراتی بهنیثااروراتج بهینث
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AIMS AND SCOPE 
 

The objective of the International Journal of Engineering is to provide a forum for communication of information among the world's 
scientific and technological community and Iranian scientists and engineers. This journal intends to be of interest and utility to 
researchers and practitioners in the academic, industrial and governmental sectors. All original research contributions of significant 
value focused on basics, applications and aspects areas of engineering discipline are welcome. 

This journal is published in three quarterly transactions: Transactions A (Basics) deal with the engineering fundamentals, 
Transactions B (Applications) are concerned with the application of the engineering knowledge in the daily life of the human being and 
Transactions C (Aspects) - starting from January 2012 - emphasize on the main engineering aspects whose elaboration can yield 
knowledge and expertise that can equally serve all branches of engineering discipline. 

This journal will publish authoritative papers on theoretical and experimental researches and advanced applications embodying the 
results of extensive field, plant, laboratory or theoretical investigation or new interpretations of existing problems. It may also feature - 
when appropriate - research notes, technical notes, state-of-the-art survey type papers, short communications, letters to the editor, 
meeting schedules and conference announcements. The language of publication is English. Each paper should contain an abstract both 
in English and in Persian. However, for the authors who are not familiar with Persian, the publisher will prepare the latter. The abstracts 
should not exceed 250 words. 

All manuscripts will be peer-reviewed by qualified reviewers. The material should be presented clearly and concisely: 
• Full papers must be based on completed original works of significant novelty. The papers are not strictly limited in length. However, 

lengthy contributions may be delayed due to limited space. It is advised to keep papers limited to 7500 words. 
• Research notes are considered as short items that include theoretical or experimental results of immediate current interest. 
• Technical notes are also considered as short items of enough technical acceptability with more rapid publication appeal. The length 

of a research or technical note is recommended not to exceed 2500 words or 4 journal pages (including figures and tables). 
Review papers are only considered from highly qualified well-known authors generally assigned by the editorial board or editor in 

chief. Short communications and letters to the editor should contain a text of about 1000 words and whatever figures and tables that may 
be required to support the text. They include discussion of full papers and short items and should contribute to the original article by 
providing confirmation or additional interpretation. Discussion of papers will be referred to author(s) for reply and will concurrently be 
published with reply of author(s). 

 

INSTRUCTIONS FOR AUTHORS 
 

Submission of a manuscript represents that it has neither been published nor submitted for publication elsewhere and is result of research 
carried out by author(s). Presentation in a conference and appearance in a symposium proceeding is not considered prior publication. 
 
Authors are required to include a list describing all the symbols and abbreviations in the paper. Use of the international system of 
measurement units is mandatory. 
 

• On-line submission of manuscripts results in faster publication process and is recommended. Instructions are given in the IJE web 
sites: www.ije.ir-www.ijeir.info 

• Hardcopy submissions must include MS Word and jpg files. 
• Manuscripts should be typewritten on one side of A4 paper, double-spaced, with adequate margins. 
• References should be numbered in brackets and appear in sequence through the text. List of references should be given at the end of 

the paper. 
• Figure captions are to be indicated under the illustrations. They should sufficiently explain the figures. 
• Illustrations should appear in their appropriate places in the text. 
• Tables and diagrams should be submitted in a form suitable for reproduction. 
• Photographs should be of high quality saved as jpg files. 
• Tables, Illustrations, Figures and Diagrams will be normally printed in single column width (8cm). Exceptionally large ones may be 

printed across two columns (17cm). 
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• Manuscript including abstracts, key words, illustrations, tables, figures with figure captions and list of references. 
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