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Face recognition (FR) is a challenging computer vision task due to various adverse conditions. Local
features play an important role in increasing the recognition rate of an FR method. In this direction, the
covariance descriptors of Gabor wavelet features have been one of the most prominent methods for
accurate FR. Most existing methods rely on covariance descriptors of Gabor magnitude features
extracted from single-scale face images. This study proposes a new method named multiscale Gabor
covariance-based ensemble Log-euclidean SVM (MGcov-ELSVM) for FR that uses the covariance
descriptors of Gabor magnitude and phase features derived from multiscale face representations.
MGcov-ELSVM begins by producing multiscale face representations. Gabor magnitude and phase
features are derived from the multiscale face images in the second stage. After that, the Gabor magnitude
and phase features are used to generate covariance descriptors. Finally, Covariance descriptors are
classified via a log-Euclidean SVM classifier, and a majority voting technique determines the final
recognition results. The experimental results from two face databases, ORL and Yale, indicate that the
MGcov-ELSVM outperforms some recent FR methods.

doi: 10.5829/ije.2022.35.11b.01

1. INTRODUCTION

Face recognition (FR) is the process of recognizing an
unknown face from a set of labeled face samples. FR has
various applications in criminal screening, surveillance,
military, mobile telephone, computer unlocking, and
social media monitoring. As technology advances and
data volumes increase, artificial intelligence techniques
play an increasingly important role in automatic face
recognition. Recognition of faces with machine learning
techniques is challenging due to the various complex
factors such as facial expression, image noise, head poses
and illumination conditions, sensitivity to geometrical
variations such as scale, rotation, and translation, the
large volume of data, and small training sample size
[1, 2].

The performance of the FR method depends on its
robustness against the mentioned adverse conditions.
Gabor textural filters inspired by the functioning of the

*Corresponding Author: b_asghari@email.kntu.ac.ir
(B. Asghari Beirami)

mammalian visual cortices are robust under some
adverse conditions [2]. Gabor textural features are
usually generated by convolving the Gabor filters in the
different scales and orientations with the original face
image. Although resultant Gabor features vectors are
discriminative, managing the high dimensionality of
these vectors is challenging.

Tuzel et al. [3] proposed the covariance matrix as a
novel image region descriptor and used it to detect
objects and classify textures. The covariance matrix is a
powerful image descriptor, with each diagonal element
representing variance and each non-diagonal member
representing covariance between two features. The
rotation invariance is the most critical advantage of
the covariance descriptor. In addition, covariance
descriptor is the natural way to transform the high
dimensional data to the new low dimensional matrix-
based features, which contain discriminative second-
order statistics.

Please cite this article as: B. Asghari Beirami, M. Mokhtarzade, Ensemble of Log-Euclidean Kernel SVM based on Covariance Descriptors of
Multiscale Gabor Features for Face Recognition, International Journal of Engineering, Transactions B: Applications, Vol. 35, No. 11, (2022)
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Most of the existing FR techniques rely on the single-
scale representation of the faces; however, recently,
different studies have shown that multiscale facial
representation can increase the FR approach's
performance [4]. In this work, motivated by the
effectiveness of covariance descriptors and Gabor
features in FR, we proposed a novel ensemble FR
approach based on covariance descriptors of multiscale
Gabor features. It seems that by using the ability of Gabor
features and covariance descriptors, the proposed FR
method can become more robust to adverse conditions
such as illumination conditions and geometric variations.
In addition, the proposed FR method can better manage
the high dimensionality of Gabor features, leading to
appropriate recognition rates in small sample size
situations. The following is a summary of this study's
contributions:

e We introduce a novel effective FR system that uses
covariance descriptors of Gabor magnitude and
covariance descriptors of Gabor phase information.
It should be noted that the combined Gabor textural
features gained a powerful tool for modeling the
local characteristics of face images.

o We offer a novel ensemble FR system that integrates
covariance descriptors of the Gabor feature
generated from the multiscale face representation.

e The study demonstrated the efficacy of the proposed
method over several new FR methods using two
well-known face databases.

The organization of the study is as follows. Section 2
delves into the related works. section 3 introduces the
proposed FR method. The benchmark FR databases are
introduced in section 4. Section 5 contains an analysis of
the experimental results. In section 6, we conclude this
study.

2. RELATED WORKS

Generally, FR methods can be categorized into two major
groups, holistic and local approaches. This section
reviews some important recent approaches of mentioned
two groups of FR.

The use of holistic methods has a long literature. The
most well-known methods in this group are eigenface
(based on principal component analysis) and fisherface
(based on Linear Discriminant Analysis). Aliyu et al. [5]
compared the performance of eigenface and fisherface
for FR on the LFW dataset and proved that the FR with
fisherface technique outperformed the eigenface
technique. Other recent classifiers, such as extreme
learning machines (ELMs), have lately been employed
for FR in addition to traditionally used nearest neighbor
and support vector classifiers. ELMs can handle the high
dimensional data and commonly perform better than
SVM for FR. In this direction, Abd Shehab and

Kahraman [6] proposed an ensemble version of ELM for
FR to address the problem of its randomization nature In
another study, Dalal and Vishwakarma [7] used the
optimized extreme learning machines with PCA
transform for FR. Their results on various face datasets
proved some merits of the proposed method against the
standard extreme learning machines. As stated earlier,
FR is a complex task due to the various adverse
conditions. In addition, the high dimensionality of face
feature vectors is another issue that leads to the poor
performance of the traditional FR methods. To address
this problem, Khalili Mobarakeh et al. [8] proposed a new
method named supervised Kkernel locality-based
discriminant neighborhood embedding. Using nonlinear
kernel mapping, this method effectively represents the
nonlinear and complex variations of face images while
simultaneously preserving the local structure information
of data from the same class as well as discriminant
information from other classes. Although their method
can achieve appropriate recognition results on some FR
dataset such as ORL, their results on complex face
databases such as Yale is not better than the recent state-
of-the-art methods. In another study, Gao et al. [9]
proposed the new FR method, named extendface, that
uses the complex number data augmentation and
collaborative representation to address the problem of the
high dimensionality of face images. Like the previous
method, their results on the complex Yale face dataset do
not reach a high level of recognition according to the
state-of-the-art methods.

Holistic methods do not consider local
characteristics of the face image, so they do not lead to
optimal accuracy. Different Recent researches suggest
that incorporating local features can improve recognition
rates of the FR [2]. In this direction, Zaaraoui et al. [10]
proposed the new local descriptor for face recognition by
dividing the face image into some regions and calculating
the histogram of dictionary words in each region. Their
final results show an average accuracy of about 91% on
two ORL and Yale face databases. Although their
proposed method outperformed other FR methods, such
as PCA, it seems that the use of the histogram method to
generate the final local features reduced the performance
of the proposed method, especially in small training
samples size. In another recent study, Asadi Amiri and
Rajabinasab [11] used the local features of color and edge
orientation difference histogram in the conjugation with
Canberra measure for FR. Their final results
demonstrated a recognition rate of below 80% on the
Yale database in the situation of the limited training
sample size, which is not in comparison to recent state-
of-the-art methods. In another recent study, Zhang and
Yan [12] proposed a new local FR method that uses the
histogram of local image gradient feature compensation
as the feature descriptors of the face. Although their
experiment reported the appropriate results on the ORL



B. Asghari Beirami and M. Mokhtarzade / IJE TRANSACTIONS B: Applications Vol. 35, No. 11, (November 2022) 2065-2071 2067

face database, their recognition accuracy is commonly

below 80% on the challenging Yale database.

Among all the mentioned methods, Gabor features
have received the most attention from researchers [2, 13].
Gabor features can model facial texture using filters at
different scales and directions. Although using Gabor
features for FR can improve recognition rate, it is
challenging to manage the high dimensionality of the
generated features. Covariance descriptors can
effectively solve this problem by compressing the high-
dimensional Gabor data cube into a matrix. In addition,
covariance descriptors contain information about second-
order statistics that are useful in face recognition. In
recent years, several studies, such as Pang et al. [14, 15],
used the covariance descriptors of Gabor features for FR.
Although Gabor feature covariance descriptors have been
used in several studies for FR, it seems that the
capabilities of these descriptors for FR have not been
fully exploited due to the following points:

e The proposed covariance-based methods usually use
only Gabor magnitude features and do not consider
the valuable information of the Gabor phase
features.

e Previous works have usually used a single-scale
representation of faces, discarding the valuable
information contained in different scales of face
representation.

e The ability of some advanced matrix-based
classification methods such as SVM with Log-
Eclidean SVM for FR is less exploited. Log-
Eclidean SVM is a powerful machine learning
technique that can handle matrix-based descriptors
such as covariances.

According to the mentioned points, this study
proposes a new ensemble-based FR method that uses
covariance descriptors obtained from multiscale Gabor
magnitude and phase. In addition, this study's new
ensemble-based FR method can effectively exploit the
underlying information of multiple covariance
descriptors.

3. METHODOLOGY

In this section, at first, Gabor features, covariance
descriptors, and log-Euclidean kernel SVMs are
reviewed, and finally, the proposed FR method is
introduced.

3. 1. Feature Extraction with Gabor Filters
Gabor functions can accurately model a cell in the human
visual brain. Gabor filters are commonly employed in
image processing to extract texture information. Many
FR approaches are based on Gabor features, which can
describe the frequency content of images in different
orientations. Gabor representation (G, ,,) of a face image

() at each pixel (z= (%, y), x and y are the coordinates of
the pixel z) are produced by convolving the face image
with the Gabor kernel (,,,,) as following [16]:

Gy (z) = 1(2) * l/)u,v ) 1)

V(@) = ”kg_.zvllze<—||ku,u||2||z||2/2rrz)[eik,wz el @

In which the parameters of the above equations are as
follows [16, 17]:
e u,v: are the orientation and scale

° k[.L,U = k,,eid’#, kv = kmax/fv , ¢ =u- /8

f is the spacing between kernels in the frequency

domain set to V2.

o k..ax 1S the max frequency, commonly set to 0.25
o is commonly set to 7.

The solution to Equation (1) for each pixel is a

complex number with two parts: real (Re(z)) and imagery

(Img(z)). From them, Gabor magnitude (mag) and phase

features are defined as follows [16]:

Mag(z) = \/Re(z)? + Img(z)? (3)
phase(z) = arctan (Img (Z)/ Re (z)) 4)

This work created Gabor magnitude and phase
textural features using the MATLAB 2020b image
processing toolbox. Eight orientations [0, 22.5, 45, 67.5,
90, 112.5, 135, 157.5] and nine wavelengths [from
2:1:10] are used to create these features. As a result, at
each scale of the face representation, the numbers of
Gabor magnitude and phase features are both equal to 72.

3. 2. Covariance Descriptors Here, we calculate
the covariance descriptors of the Gabor magnitude and
phase features derived from each scale of faces. Each
created Gabor feature has the same size as a single-scale
face image with mxm pixels. We produced 72 Gabor
magnitude and phase features for each facial image. Asa
result, the final feature vector of each Gabor feature for
the i pixel is a (72+2)-dimensional feature vector (zi),
which is composed of two coordinate features (x;, yi) and
72 Gabor features [14]:

mag _

Zi

[xi, yi, mag}, mag? ..., mag/?] (5)

zl?’hase = [xi, Vi, phase}, phase? ..., phase]?] (6)
Covariance descriptors (C) of each Gabor feature
with the size (72+2)x(72+2), which are symmetric, are

computed by Pang et al. [14]:

1 ma, ma,
Cnag = mem(zi 9 - .“mag)T(Zi 9 —

(mxm)—1<i=1 (7
umeg)
_ 1 mxm,, phase _  phase\T s phase _
Cp:ase - (mxm)—1 i=1 (Zi U ) (Zi (8)
Hp aSE)



2068  B. Asghari Beirami and M. Mokhtarzade / IJE TRANSACTIONS B: Applications Vol. 35, No. 11, (November 2022) 2065-2071

where p is the mean vector and T is the transposition
operator. A regularization approach is used to make the
covariance matrix strictly positively defined.

3. 3. Log-Euclidean Kernel SVM Covariance
descriptors of Gabor features (C) are on a Riemannian
manifold; therefore, the logarithm of matrix operator
(logm) is used to C to transfer them from Riemannian to
Euclidean space. The Log-Euclidean-based kernel
function is then defined as follows [18]:

kiogm(Ci, Cj) = trace[logm(Ci) - logm(Cj)] 9)

In which C; and C; are the covariance descriptors of
i and j* face images. Since the Log-euclidean kernel of
Equation (9) is symmetric and a positive defined
function, it meets mercer's conditions; therefore, it can be
applied to categorize data using SVM [19].

3. 4. Proposed FR System Figure 1 depicts a
flowchart of the proposed multiscale Gabor covariance-
based ensemble Log-euclidean SVM (MGcov-ELSVM)
method. According to Figure 1, this method has five
stages:

1) In the first stage, to incorporate information from the
multiscale representation of faces, each original face
image is resized to 30x30, 60x60, and 90%90 pixels using
the bicubic interpolation method.

2) In the second stage, the magnitude and phase of the
Gabor filter are calculated using Equations (3) and (4) for
each face scale from the previous stage.

3) In stage 3, the covariance matrices of features are
extracted for each obtained group of Gabor features from
each scale of faces using Equations (6) and (7).

4) In stage 4, log-Euclidean kernel SVM is used to
classify covariance matrices, and the recognition results
of each branch in Figure 1 are obtained.

5) In the end, majority voting between the obtained
results of each classifier determines the final recognition
result.

4.FACE DATABASES

The proposed MGcov-ELSVM method was tested on the
two challenging Face databases, ORL and Yale. The
ORL face database contains ten separate image samples
from 40 different people taken under various conditions
such as illumination and lighting, facial emotions (natural
and smiling), and head attitude. All of the images have
dark backgrounds and are viewed from the front, and
their original size is 92x112 pixels. Prior to further
processing, a pre-processing stage based on median
filtering with a kernel size of 5x5 is used to decrease
noise and increase the accuracy of the proposed
technique. Figure 2 illustrates several samples of the
ORL face database.

»

~
- Multiscale face representations
Gabor features
= ¥
g phase_t mag 2 | | phase_2 mag_3 phase_
Cov descriptors
Cov
descriptor descriptor
_1 _?
Log-Eu Log-Eu
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¥
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Voting
Figure 1. Flowchart of proposed MGcov-ELSVM
method

The Yale database has 165 images at a resolution of
320 x243 pixels from 15 different subjects, each with 11
images. These images display variations in lighting and
emotions. To eliminate noise, a median filter with a
kernel size of 5x5 is applied to each image. Figure 3
depicts several images from this database.

Figure 3. Yale face database
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5. EXPERIMENTAL RESULTS

This section has the four subsection. First subsecrion
analyzes the efficacy of the suggested ensemble
technique. In the second subsection, the performance of
the suggested method is compared with various existing
cutting-edge FR  approaches. Third subsection
investigates the computational complexity of proposed
method. Finaly in fourth subsection named, discussion,
most important findings are presented along with some
advantages and disadvantages of proposed method.

In the following experiments, for each face database,
different sizes of training samples (T4=4, T5=5, and
T6=6) are selected at random for each individual, and
reminders are used as test samples for the method
assessment. The experiment is repeated fifty times with
different sets of training and test samples, and the mean
recognition rate is reported.

5. 1. Efficacy of the Ensemble Strategy In the
first experiment, we investigate the efficacy of the
ensemble strategy used in the proposed method on both
face databases. Figures 4 and 5 compare the recognition
results of each branch of figure 1 based on the
covariances of Gabor features and Log-Euclidean SVM
from each scale of face images to the ensemble of results
with the majority voting for both datasets. As a result, the
proposed ensemble strategy can improve recognition
rates. The superiority of the ensemble method is thought
to lie in the integration of contextual information from
multiple scales of faces.

5. 2. Comparison to Other Methods In this
subsection, we compare the recognition results of our
MGcov-ELSVM method with some recent FR methods
on two face databases, ORL and Yale. We compare our
proposed method to the following seven recent
methodologies on both face databases: Mobarakeh et al.
[8], Gao et al. [9], Zaaraoui et al. [10], Abd Shehab and
Kahraman [6], Dalal and Vishwakarma. [7], Asadi Amiri
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Figure 4. Recognition results for ORL database
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Figure 5. Recognition results for Yale database

and Rajabinasab [11] and Zhang and Yan [12]. The
results of various comparing methods are all provided
based on their original articles. In order to provide a fair
comparison, all techniques use the same sample sizes
during training and testing. Tables 1 and 2 summarise the
mean recognition rate of each method on the ORL and
Yale face databases, respectively.

Table 1 shows that for the ORL face database, MGcov-
ELSVM achieves the average recognition accuracy of
98.04 on all sizes of training samples which is 1% higher
than the recognition results of the very recent Zhang and
Yan [12] method. Also proposed method performed
1.78% better than the new ensemble-based FR technique
of Abd Shehab and Kahraman [6]. Table 2 shows that
comparing methods can hardly achieve recognition
accuracy higher than 90% in almost all cases on
challenging the Yale face database. Whereas, the
proposed MGcov-ELSVM has excellent performance
(above 90%) on Yale databased, even when small
numbers of training samples are provided (T4). Proposed
MGcov-ELSVM achieves the best classification results

TABLE 1. Recognition results of different methods on the
ORL face database

Training size

Methods Ref/ year

T4 T5 T6
Mobarakeh et al [8]/2019  93.33 94 96.87
Gao et al. [91/2020 92
Zaaraoui et al. [10]/2020 925
Abd Shehab and Kahraman [6]/2020 94.81  96.93 -
Dalal and Vishwakarma [71/2021  85.83 88.5 89.37

Asadi Amiri and Rajabinasab ~ [11]/2021  79.58 89 95.62
Zhang and Yan [20]/2022  93.75 98 99.38
MGcov-ELSVM 96.82 9849 98.83

*Result is not reported in the original paper
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TABLE 2. Recognition results of different methods on the Yale
face database

Training size

Methods Ref/ year

T5 T6
Mobarakeh et al [8]/2019 --* 85
Gao et al. [9]/2020 88.89
Zaaraoui et al. [10]/2020 90.66
Abd Shehab and Kahraman [61/2020 81.49 84.92
Dalal and Vishwakarma [71/2021 73.33 80 86.67

Asadi Amiri and

Rajabinasab [11]/2021  72.38 74.44 81.33

Zhang and Yan [12)/2022 7524 77.78 78.67
MGcov-ELSVM 92.78 9271 94.32

*Result is not reported in the original paper

for the Yale face database, with a 9.54% higher
recognition rate than the ensemble approach of Abd
Shehab and Kahraman [6]. Also, compared to the recent
FR approach of Zhang and Yan proposed MGcov-
ELSVM method achieved about 16% higher recognition
accuracy.

In conclusion, the recognition rates can be improved
by incorporating the local characteristics of the face. The
performance of the proposed method on a complex Yale
database can reveal that the proposed method is more
robust than other recent methods under complex adverse
conditions. In our view, the superiority of the proposed
method can be explained by the ability of Gabor features
to extract contextual information from multiscale face
representations and the ability of covariance descriptors
to model the relationship between Gabor features.

5. 3. Time Complexity All experiments in this
study are implemented in MATLAB 2020a on a
computer with a Core i5 4590 CPU with 8 GB of RAM.
Due to the unavailability of codes for almost all
competing FR methods, in this experiment, we only
report the execution time of our proposed method. In
general, the proposed method has three steps:
preprocessing (Pre), feature generation (FG), and
classification (CL). The time complexity of each step of
the proposed method on ORL and Yale face databases is
shown in Table 3.
According to Table 3, it is obvious that most of the

execution time of the proposed method is related to the

TABLE 3. Running time (in second) of the proposed method

Dataset Pre FG CL Total
ORL 13 150 0.29 151.59
Yale 0.6 62 0.09 62.69

feature generation stage. It is worth noting that the
parallel processing technique can reduce the execution
time of the proposed method in such a way that the
processing of each scale is executed on a separate system
and then the final results are combined.

5. 4. Discussion This study proposes a new
ensemble strategy based on covariance descriptors of
multiscale Gabor magnitude and phase feature for FR.
We assess the proposed method in the three experiments.
The first experiment proved that the decision fusion of
covariance descriptors, derived from multiscale Gabor
magnitude and phase features, can improve the
recognition accuracy compared to the single-scale
approach. In the second experiment, we compared the
proposed method with seven states of FR methods. This
experiment reveals that some recent competitor methods,
such as Zhang and Yan [12], have a challenging
performance on the complex Yale face database. This
also shows that even recent approaches may not be
invariant enough to FR under adverse conditions. The
final results demonstrate that the proposed method
outperformed the competitor methods in almost all
experiments. Also, it can be concluded that the proposed
method is more robust to the different challenges since it
can achieve appropriate performance even when four
samples are available for training. In the last experiment,
we assess the performance of the proposed method in
terms of computational cost. Final computational cost
analysis shows that the feature generation stage
consumes most of the time of the proposed method. Most
advantages and disadvantages of the proposed method
are listed as follows:

Advantages:

e  The proposed method of this study has a simple but
efficient structure that does not need expensive
hardware to run, in contrast to many recent FR
methods.

e The recognition rate of the proposed method is
commonly above 92%, even when few training
samples are available.

Disadvantages:

e The computational time of the proposed method is
not as fast as some recent FR techniques. This issue
should be solved in future studies.

e The performance of the proposed method degraded
when only one training sample was available for
each person. In future studies, we should propose an
improved version of the proposed method, which is
more robust to the training sample size.

6. CONCLUSIONS

We present a new ensemble classification approach for
the FR in this study. This technique utilizes an ensemble
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of log-Euclidean kernel SVMs to recognize faces based
on the covariance descriptors of Gabor magnitude and
phase features obtained from the multiscale
representation of faces. Experiments on the two well-
known face databases, ORL and Yale, reveal that the
suggested technique outperforms some current state-of-
the-art FR methods. In the future study, we will combine
covariance descriptors of various textual features for
accurate FR.
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PAPER INFO ABSTRACT

When elastic waves act on rocks, the structure of the void space changes. The nucleation and formation
of new cracks is possible. Wave action technologies are divided into two groups: with a frequency of
less than 100 Hz and a frequency of more than 1 kHz. In the intermediate zone, no completed works
and studies of wave action were found. The paper studies the results of the impact of elastic waves
with different frequencies and amplitudes on oil production. With low-frequency exposure, an increase
in permeability values is noted to a greater extent due to the appearance of new and an increase in the

Paper history:

Received 17 April 2022

Received in revised form 22 July 2022
Accepted 24 July 2022

é(ley words: size of existing cracks. With high-frequency exposure, the viscosity of reservoir oil is greatly reduced.
astic Wave S . 4 L . X
Frequency The greater the value of the initial viscosity, the more intense it decreases when exposed to high-

frequency waves. For the Perm Territory, a comparison was made of the results of wave processing of
production wells depending on the frequency of exposure. As the impact frequency increases, the
average oil recovery after wave treatment decreases. With an increase in the frequency of exposure, the
duration of operation of a well with increased oil production after wave treatment decreases. Models
have been obtained to predict the time of operation of wells with additional oil production, additional
oil production and an increase in oil production rate of wells after wave action. As a result, it can be
noted that the most effective technologies are those with a lower frequency, but a large amplitude of

0Oil Viscosity
Permeability

exposure.
doi: 10.5829/ije.2022.35.11b.02

NOMENCLATURE

finid average frequency of wave action, Hz f frequency of wave action, Hz

Q oil production after a wave action T well operation time with additional production

AQ the average increase in well production rate after a wave impact

1. INTRODUCTION

Wave action is one of the common methods for
increasing the permeability of rocks and extracting oil
from wells. Under wave action on rocks, their
mechanical ~and  filtration  properties  change
significantly. New faults and cracks appear in the rocks.
Existing fractures increase in size, and the rheological
characteristics of the oil also change. There are several
wave action technologies that differ in frequency and
amplitude. Depending on the type of rock, the
effectiveness of wave action varies.

*Corresponding Author Institutional Email: poplygin@bk.ru
(V. V. Poplygin)

At present, many studies have been carried out on
the non-linear impact on rocks. Poplygin and
Wiercigroch [1] studied on a low-frequency impact on
the formation with an amplitude of up to 10 MPa. Long-
term non-stationary water injection leads to a
redistribution of the injected agent in the rocks and an
increase in oil displacement from the pore matrix. The
values of porosity and permeability of rocks have a
strong influence on oil recovery. The results of studies
conducted by Poplygin and Pavlovskaia [2] showed an
intense change in permeability with a change in
effective pressure. The results reported by Kozhevnikov
et al. [3] and Guzev et al. [4] indicated an increase in the
Young's modulus of sandstone with increasing values of
dynamic load and frequency. Accordingly, an increase

Please cite this article as: V. V. Poplygin, C. Qi, M. A. Guzey, E. P. Riabokon, M. S. Turbakov, E. V. Kozhevnikov, Influence of Frequency of Wave
Action on Oil Production, International Journal of Engineering, Transactions B: Applications, Vol. 35, No. 11, (2022) 2072-2076
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in the frequency of impact leads to the strengthening of
rocks and a decrease in the likelihood of the formation
of new cracks and voids [5, 6].

Depending on the method of oil production, various
methods of wave stimulation of rocks are used. An
elastic wave has a different amplitude and frequency
For example, dilatation action is used in wells with rod
pumps, and with acoustic action, the device is fixed
under the pump. During the dialatation action, elastic
waves with a low frequency and large amplitude are
created, and vice versa during the acoustic action. In the
work it is planned to study the change in the parameters
of rocks at different frequencies of wave action and
develop a model for predicting the results of wave
action depending on the frequency of the action.

2. ELASTIC WAVE

A search was made for the results of using elastic waves
on reservoir permeability and oil production. At the
same time, the type of wave action technology was not
taken into account. Elastic wave technology is divided
into two parts: low frequency and high frequency.

2. 1. Low-frequency Lo et al. [7], investigaed
based on Biot equation for a low-frequency dilatation
wave propagating through a completely saturated
porous medium, a relation was obtained according to
which the permeability of the rock and the viscosity of
the liquid will affect the damping of the elastic wave.
The inclusion of these parameters leads to the
appearance of opposite effects: a more permeable
medium containing less viscous oil will show less wave
attenuation and vice versa.

Guzev et al. [6] and Zheng et al. [8] noted an
increase in porosity by 40-45% in the frequency range
of 8-20 Hz. Increasing the frequency to 20 Hz leads to a
decrease in the effect of wave action.

Sun et al. [9] showed the effect of vibration on fluid
filtration during wave stimulation. It is reported that the
combination of a low frequency wave and surfactant
injection with a frequency between 15 and 25 Hz
accelerates the penetration of the injected agent into the
formation. However, when the gel is pumped and
simultaneous wave stimulation with a frequency of 12
Hz - 30 Hz, the gelation process worsens.

Ariadji [10] studied wave stimulation on sandstone
samples. Optimal frequencies of 10 Hz and 15 Hz have
been identified. At this optimal frequency, residual oil
saturation decreases, porosity and permeability increase,
oil viscosity and capillary pressure decrease.

Louhenapessy and Ariadji [11] presented the results
of studies of wave action with a low frequency and their
effect on oil recovery. It has been established that with
longitudinal vibrations up to 10 Hz, oil recovery

increases by 8.58%. An increase in the frequency of
forced longitudinal waves to 20 Hz leads to a decrease
in oil recovery from the base value by 2.98 Hz. A
further increase in frequency leads to an increase in oil
recovery. When exposed to circular waves from 35 Hz
to 45 Hz, oil recovery increases, and with a subsequent
increase in frequency, it decreases (Figure 1).

2. 2. Ultrasound Under the ultrasonic action of
waves, a synergy was observed Li et al. [12]; they
obtained from a change in the viscosity of oil and
modification of the microstructure of rocks. In oil-
wetted cores, ultrasonic waves with high frequency (25
kHz and 28 kHz) showed the greatest increase in oil
recovery.

During core flooding accompanied by ultrasonic
treatment with a frequency of 40 kHz, an increase in oil
recovery by 11% was observed [13].

In another work conducted by Mohammadian et al.
[14], when filtering through samples saturated with
kerosene with a wave action frequency of 40 kHz, oil
recovery increased by 15-21%, and with a frequency of
65 kHz, by 15%-20%.

Wang et al. [15] studied the dependence of the
decrease in oil viscosity on the frequency of wave
action. At a frequency of 18 kHz, the decrease in
viscosity for high-viscosity oil was 62%, at 20 kHz -
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Figure 1. Change in oil recovery under wave action compared
to stationary production: (a) longitudinal wave; (b) circular
wave
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28.9%, at 25 kHz - 26.5%. Hamidi et al. [16] have noted
for synthetic oil and kerosene, the greatest decrease in
oil viscosity when exposed to a frequency of 25-30 kHz.
With a higher frequency of wave action, the effect
decreased.

Hamidi et al. [17] investigated the results of
applying acoustic exposure with a frequency of 20 kHz
in Western China. After treatment, the reservoir
permeability increased from 11.4 mD to 22 mD, and the
oil viscosity decreased from 63.5 mPa-s to 37 mPa:s.

When exposed to acoustic waves in wells in Western
Siberia with a frequency of 25 kHz, the effect increases
oil recovery by 30-50% or more in wells with a
permeability of more than 20 mD and a porosity of
more than 15%. The effect of ultrasonic treatment lasts
from 3 to 12 months or longer. The method increases
the permeability of the bottomhole zone and can reduce
clogging due to the presence of mineral particles. On
reservoirs with lower permeability and porosity,
ultrasonic treatment turned out to be ineffective [18].

Ultrasonic treatment (25 kHz) leads to an increase in
the productivity of oil wells by 33%, and the well flow
rate increased by 40%-100% as noted by Abramova et
al. [19].

Ultrasonic treatment of oil from the fields of
Tatarstan made it possible to reduce its viscosity by
19.2% [20].

It was noted by Khan et al. [21] that the maximum
extraction up to 22.3% is achieved at an ultrasonic wave
frequency of 20 kHz. At a frequency of 50 kHz, the
reservoir permeability and oil recovery will increase by
only 11%.

3. EXPERIENCE IN THE USE OF WAVE ACTION IN
THE PERM REGION

In the Perm Territory (Russia), testing of wave
stimulation technologies was carried out. Research was
carried out on deposits of limestone and sandstone. The
impact was carried out through the device under
acoustic influence, water was introduced through
special devices to create an amplitude and frequency in
a wide range, as well as a dilatation effect with a low
frequency and a large amplitude. The main results of
testing technologies are presented in this paper.

The average frequencies of exposure varied from 9
Hz to 25 kHz.

The dependence of additional oil production on the
frequency of wave action is shown in Figure 2.
According to the dependence, the frequency is the
determining factor in the wave action.

The dynamics of changes in additional oil
production from frequency coincides with the dynamics
of changes in porosity from frequency reported by
Guzev et al. [6] and Zheng et al. [8]. Researchers have

noted an increase in porosity of 40-45% in the
frequency range 8-20 Hz. An increase in the frequency
of 20 Hz leads to a decrease in the effect of the wave
action.

An equation is proposed for predicting additional oil
production after a wave action (the area of use of the
equation varies from 10 to 25000 Hz):

Q =1191 e-O,GllIog(f/fmid) (1)

Figure 3 shows dependence of the well operation
time with additional production on the logarithm of the
frequency. With an increase in the logarithm from
frequency from 1 to 4.3, the value of the duration
increased in production rate for wells decreases from
1800 to 250 days.

An equation is obtained for the dependence of the
well operation time with additional production on the
logarithm of the impact frequency (the area of use of the
equation varies from 10 to 25000 Hz):

T= 331’9 e-0,597log(f/fmid) (2)

Oil production after wave action,
tons

-4

Log(f/fmid)

Figure 2. Dependence of additional oil production after wave
action on relative frequency
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Figure 3. Dependence of the well operation time with

additional production on the logarithm of the relative
frequency
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Figure 4 shows the dependence of the average
increase in well production rates on the logarithm of the
frequency of vibration exposure. The increase in well
flow rate is obtained as the difference between the flow
rate after wave action and the flow rate before wave
action. For each technology, these values are averaged.
An increase in the value of log (f/fmiq) from -3 to 1 leads
to decrease in the indicator.

An equation is proposed for predicting the average
increase in well production rate after a wave impact on
the impact frequency (the area of use of the equation
varies from 10 to 25000 Hz):

AQ = -0,45 Log(f/fmid)+2,05 ®3)

With low-frequency processing of rocks near the
bottoms of wells, their flow rates according to Equation
(4) increase more than with high-frequency acoustic
exposure. This effect may be due to the fact that the oil
of the fields under consideration has a low viscosity.
With high-frequency exposure, the main change occurs
in the viscosity of the oil, and not in the permeability.
Therefore, for low-viscosity oil conditions, the resulting
equations can be used.

The decrease in the effectiveness of high-frequency
wave action in wells can be associated with a decrease
in the amplitude of the action with increasing frequency.
At exposure frequencies over 20 kHz, the amplitude
does not exceed 0.3 MPa; when using DWA
technology, the amplitude is up to 10 MPa. With a large
amplitude, stresses arise in rocks, at which new faults
and cracks are formed. Also, high-amplitude vibrations
penetrate a greater distance into the formation. The
results obtained are consistent with the studies reviewed
earlier in the paper. As already noted, low-frequency
impact leads to an increase in porosity up to 45%, which
entails a proportional increase in permeability and oil
production. With high-frequency exposure, the change
in permeability and porosity is significantly lower,
which explains the lower efficiency of high-frequency

45
35

2.5

rate, t / day

15

0.5

Average increase in oil production
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Log(f/fmid)

Figure 4. Dependence of the average increase in oil
production rate on the logarithm of the relative frequency

exposure. The flow rates of production wells increased
due to changes in the permeability of rocks [22, 23].

4. CONCLUSIONS

A review of the known studies reveals the dependences
of permeability and porosity on frequency, as well as a
possible increase in oil production. On the basis of data
from oil fields, the dependences of the actual change in
well parameters after wave action are constructed and
compared with the results. A good correlation is noted
between studies in the laboratory and the results of
wave action on wells.

The article summarizes the materials on the results
of the use of wave action on wells and core samples. It
is noted that low-frequency exposure leads to a change
in permeability, and high-frequency exposure primarily
affects the decrease in oil viscosity. The greatest change
in reservoir and well parameters occurred during low-
frequency impact with a frequency of up to 20 Hz and
high-frequency impact with a frequency of 20 kHz.

Analysis done of the results of wave action in the
production wells of the Perm region. An increase in the
frequency of exposure leads to a decrease in the
technological efficiency of exposure. The results of the
authors of the work coincide with the results of studying
the change in the permeability and porosity of rocks
from the frequency of exposure. An equation for
predicting cumulative oil production from wave action
in wells is obtained in this work. The accumulated
production is reduced by 8 times with an increase in the
frequency of exposure from 10 Hz to 25000 Hz. The
duration of wells operation with increased production
rates also decreases. It is recommended to use wave
action technologies with frequencies up to 100 Hz in the
Perm region.
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Uncertainty

Reviewing the efficiency of Research and Development (R&D) by giving an equal amount of importance
to different R&D actions can make the measuring process too simple, which may cause an inaccurate
interpretation of the R&D function and lead to an imprecise interpretation of R&D models. R&D
comprises the creative work undertaken on a systematic basis to increase the stock of knowledge,
including knowledge of man, culture, and society, and the use of this stock of knowledge to devise new
applications. This research provides a two-phase approach to designing an R&D model in the auto
battery manufacturing industry based on customer satisfaction. Due to the important role of R&D in
customer satisfaction, no study has been conducted in this field and industry. In the first phase, the
effective models for R&D management and the indices influencing customer satisfaction in R&D models
are identified. In the second phase, the significance coefficients related to the customer satisfaction
indices are obtained by using the fuzzy SWARA (Stepwise Weight Assessment Ratio Analysis) as a
multi-criteria decision-making method. Furthermore, each model’s importance and final priority are
calculated by the fuzzy COPRAS (Complex Proportional Assessment) method. Finally, to apply the
proposed framework in the battery manufacturing industry, a bi-objective R&D model is presented. The
coefficients obtained by the fuzzy COPRAS method are utilized as the input for the proposed model.
Therefore, policy-makers and managers can perform their activities based on this method. The obtained
results showed that the proposed framework is effective in the case under study.

doi: 10.5829/ije.2022.35.11b.03

NOMENCLATURE

Probability of risk due to customer dissatisfaction with the

Vi Significance coefficient of model m P implementation of model m in manufacturer n (loss of customer)
W, Capital required to select model m in manufacturer n B,  The amount of budget available to manufacturer n
L Expected sales through the introduction of a new product by . Is equal to one if method m is assigned to producer n otherwise

™ model m in manufacturer n

., Number of models allowed to assign to manufacturer n Rmn

™t is zero
Risk due to customer dissatisfaction with the implementation of
model m in manufacturer n

1. INTRODUCTION

an important category of a knowledge-based economy
that explains part of the technological revolution’s

The role of knowledge in industrial economics has
enhanced in recent decades; thus, industrial economics
were named Knowledge-Based Economies (KBE) since
the continuation of the growth of these economies relies
on speeding up developments in technology and
innovation. Hence, Research and Development (R&D) is

* Corresponding Author’s Email: moh.keramati@iauctb.ac.ir
(M. A. Keramati)

factors [1]. Moreover, many researchers have reported
R&D as an important factor in supporting the company’s
competitiveness and its influence on the competitiveness
of the country [2]. Overall, government financial support
could be frequently seen in industrialized countries.
Indeed, it is argued that government grants will result in
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additional private investment [3]. R&D activities are
taken into account as determining factors of productivity,
growth, and competitiveness of firms [4].

Generally, R&D in companies embraces numerous
activities and resources. These items contain basic
research, applied research, development, and support
activities like technology intelligence, technology
forecasting, and market analysis [5].

The significance of R&D activities makes measuring
R&D performance as a principal concern for companies
[5-7]. As the complexity and diversity of technical and
scientific knowledge have made R&D activities costly
and risky, R&D performance measurement has become
an essential issue for companies [8]. Overall, R&D
managers have numerous reasons for measuring R&D
performance: 1) The market is becoming more dynamic,
customer needs are changing quickly, and the number of
competitors is increasing; 2) Knowledge could be
produced very rapidly, and thus the variety of products
and services is greater, and 3) The complexity of
knowledge in products and services is rising [5].

Employing structures and techniques to measure
R&D performance upgrades a company’s performance
[9]. Nevertheless, uncontrollable factors turn R&D
performance measurement into a challenging problem
for managers [5]. In a survey in 1999, quantitative indices
for assessing R&D in four perspectives on R&D
performance, i.e., financial, customer, innovative and
learning, and internal business processes were identified
[6].

Nowadays, all industrialized or developing countries
strive to elevate the volume of their research investments.
In the meantime, industrialized countries invest in
research for maintaining their position or increasing their
superiority in international competition arenas.
Developing countries have also understood that they
have no choice but to invest in research to accomplish
real growth and development and systematic resolving of
their economic and social problems. Among the critical
factors, which have led to the creation of a gap between
countries, is the difference in their capability to carry out
continuous innovation in all political, economic, cultural,
and social aspects. Concerning the rapid growth of
technology in the past two decades and the prediction of
this process in the future, the scope of this gap will be
undoubtedly aggravated over time in a case that proper
measures are not taken. One of the approaches to deal
with this challenge is to enhance innovation capability in
the country via increasing R&D activities in various
economic units [10].

Today, batteries are used in a variety of devices,
including cell phones, laptops, and even cars. Just look
around to see that almost all homes, work, and public
places are filled with all kinds of large and small
electronic devices and equipment that work with
batteries. The number of batteries has increased so much

that they are considered an invisible part of various

devices. The point is that despite the widespread use of

batteries and easy access to them in various stores, there
are signs that innovation in this area will be extremely
exciting in the future. According to the International

Energy Agency’s Sustainable Development Scenario,

batteries with a capacity of nearly 10,000 MWh will be

needed annually by 2040. This is while about 200 GWh
are needed today. This issue can be studied from the two
following aspects:

e An extensive and immediate demand can be a great
opportunity for the development of innovations.

e A great need for technological advances is required to
find new solutions for energy storage in large
quantities and at an affordable price.

The European Patent Office (EPO) and the
International Energy Agency (IEA) have conducted a
joint study analyzing patents in the field of batteries and
electricity storage from 2005 to 2018. According to this
report, the patent activity in this area has experienced
annual growth of 12%, which is four times faster than the
average growth rate in all technology areas [11].

Therefore, about the listed descriptions, the objective
of this study was to propose a two-step decision-making
approach for evaluating R&D models in the automotive
battery industry emphasizing customer satisfaction. In
the first section, the models influencing the R&D
management and the indicators affecting customer
satisfaction on R&D models are detected. In the second
section, the weighting coefficients associated with
customer satisfaction indices are achieved using the
fuzzy Stepwise Weight Assessment Ratio Analysis
(SWARA) technique. Additionally, the weight of each
model and their ultimate prioritization are calculated
using the fuzzy Complex Proportional Assessment
(COPRAS) method. In the second step, a Bi-Objective
Mathematical Programming (BOMP) model is offered to
allocate optimal models to the automotive battery
industry. Eventually, due to the bi-objective nature of the
proposed model, the Augmented Epsilon Constraint
Method will be exploited to solve the mathematical
model. Subsequently, the structure of the research is
broken down as follows.

The second section deals with the research literature.
The third section explains the research methodology. The
fourth section provides the case study and the framework
of the proposed indexes. The fifth section addresses the
discussion on the results of calculations. Finally, an
overall conclusion and some recommendations for
further studies are presented in the sixth section.

2. THEORETICAL BASIS AND LITERATURE
REVIEW

In this section, investigating the theoretical basis,
literature review, and the research gap will be addressed.
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2. 1. Research and Development (R&D) R&D is
referred to as a set of novel, creative, innovative,
systematic, and planned activities, which generally is
carried out to spread the boundaries of scientific
cognition and the treasure of human knowledge and
human society and the application of this knowledge in
various domains to promote human life, briefly for the
innovation and establishment of new products, processes,
equipment, tools, systems, services, and approaches [12].
At present, R&D activities are recognized as the driving
and central factor for all firms’ industrial and economic
development and are considered among the most crucial
agents in strengthening countries’ technological potential
and economic growth. There are various techniques and
mechanisms for technology development through R&D,
such as Internal R&D, Joint R&D, R&D Contract, and
R&D outsourcing [13].

Similar to R&D units, functional units need a
specific model to advance their unit’s objectives. These
models should be designed in a coordinated and
synchronized manner with the models of a company.
R&D models comprise the definition of the set of R&D
projects needed to accomplish the specified goals in the
sphere of technology acquisition set in the framework of
a company’s overall model. Among the essential R&D
models that could be pointed out are the implementation
models of R&D. Domestic execution of R&D projects,
cooperation, or outsourcing projects are the approaches
addressed in various references.

Assessing the success of organizations in the
exploitation of the domestic R&D spillover or buying it
from foreign companies and the linkage of these two
items with the absorptive capacity of organizations
demonstrate that organizations with the same absorption
capacity placed in more advanced economic conditions
and settings are more successful in exploiting R&D
spillovers [14]. R&D outsourcing causes an enhancement
in the knowledge of organizations. That is, what these
organizations can do (competencies) will be upgraded;
however, what they should avoid (costs) will be
transparent to organizations. Furthermore, conducting
R&D in developed countries leads to promoting the level
of R&D [15]. There are two primary models in the
acquisition and use of knowledge for R&D, one is to limit
the scope of knowledge, and the other is its diversity. The
results gained from investigations reveal that control on
the scope of knowledge flow in particular fields has
overall a more significant influence on the sale of new
products. Internal and external R&D outsourcing will
differently affect innovation performance, and the
number of these contracts is impressive on the mode of
transfer and the achieved results [16].

2. 2. Customer Satisfaction Customers are people
or processes that buy the product or result from a
performance that they need and benefit from. Since any
performance in an organization is undoubtedly done with

a purpose, so it has customers as well. Customer
orientation is taken into account as a critical factor in the
success of organizations. One of the most important
theoretical and experimental matters for many marketers
and marketing researchers is customer satisfaction [17].
Customer satisfaction is regarded as a condition that a
person has experienced, which is associated with
assessing the hypothetical characteristics of products and
expectations of that person about those features. Besides,
customer satisfaction is defined as service quality
performance levels that meet users’ expectations.
Assessing customer satisfaction offers a salient and
objective view of their choices and beliefs. Customer
surveys can contribute to resolving the discrepancy
between expectations and satisfaction. The current
competition worldwide persuades R&D organizations to
maximize customer satisfaction and decipher quality
management concepts in the standardization of measures
and, consequently, enhancing the quality of services [18].

2. 3. Literature Review Soltanzadeh et al. [19]
assessed the impact of government intervention on a
company’s innovation activities. This paper offers a
framework to elaborate on the behavioral changes in the
company resulting from government intervention. This
investigation intends to estimate the influence of R&D
subsidies on Iranian companies (small-, medium-, and
large-sized companies) using the Propensity Score
Matching (PMS) technique. This article found that R&D
subsidies have a substantial impact on the innovation
process.

In an investigation, Liu et al. [20] examined the
R&D performance of industrial companies in China
based on a two-stage data envelopment analysis (DEA)
by data from 2009 to 2014. Based on the results gained
in this study, several policy proposals for the R&D
activities of Chinese industrial companies were provided.
Sinimole and Saini [21] in a study, evaluated and
compared the R&D performance of Asian countries
divided into two groups based on a threshold expenditure
of 1% of GDP on R&D. In this study, they exploited an
output-oriented DEA model.

Chachuli et al. [22] explored the performance of
R&D activities in five renewable energy resources,
namely, solar, wind, biomass, biogas, and mini-hydro.
The case study is Malaysia and considers the data from
2012 to 2017 concerning two policy thrusts, namely,
systematic R&D program and human capital
development towards the renewable energy deployment
in Malaysia. This research uses the DEA method to
evaluate the efficiency of the R&D activities of
renewable energy resources considering the variables in
the government’s renewable energy policy. In a study,
Kocak et al. [23] used a data envelopment analysis
(DEA) and bootstrap DEA to study the environmental
efficiency of R&D expenditures for energy efficiency,
renewable energy, hydro and fuel cells, fossil energy,
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nuclear energy, and other power and storage technologies
in OECD countries. In their study, Matte and Belgin [24]
examined the impact of knowledge management (KM)
performance on the efficiency of 20 companies operating
in R&D in the production of parts and accessories for the
motor vehicle industry in Turkey. In their investigation,
they employed conventional data envelopment analysis
(DEA) and DEA based on weight restrictions for the
analysis of data. Based on the results, there is a
significant difference between companies’ efficiency in
R&D with high performance and low performance in
terms of knowledge management (KM) dimensions,
namely, knowledge creation, information system
infrastructure, knowledge culture, and knowledge worker
productivity.

Dai et al. [25] reviewed the development of battery
management systems in the past and presented a
multilayer design architecture for advanced battery
management. They also discussed future trends in
research and battery management development for future
generations. Valacuse [26] examined R&D models for
pharmaceutical products following the coronavirus
epidemic in the first quarter of 2020. The results of his
research show that the COVID -19 crisis highlights the
urgent need to reshape global public health for health
R&D. Amaskra et al. [27] studied the role of investment
in R&D and economic policy uncertainty in Sri Lanka’s
economic growth. The results of their study show that
R&D is crucial to increasing the productivity of all
factors in the country. Also, through R&D, EPUs have a
significant detrimental effect on the TFP growth,
although only in the short run. In 2022, Belderbos et al.
[28] studied the international diversity of top
management teams and the effectiveness of R&D
strategies to increase innovation performance. Their
study analyzed the innovation performance of 165
companies in Europe, Japan, and the USA.

Karamasa [29] established the service quality criteria
in three-star hotels in Erzurum and ranked the importance
levels of the determining criteria. The SWARA method
was used to weight the determining criteria. The results
of this method show that “Price Availability” was the
most important service quality criterion in three-star
hotels. This was followed by “Courtesy and Respect
Level”, “Reliability”, “Service and Process Flexibility”,
“Restaurant  Service Quality” and “Cleanliness”,
respectively. The criteria considered the least important
include “Quality of Housekeeping” and “Front Office
Service Quality”.

Bac [30] proposed a framework to evaluate different
smart card systems to determine the best one and
additionally validate their benefits while comparing with
the traditional fare payment system. For this purpose, an
integrated Multi-Criteria Decision-Making (MCDM)
framework was used that combines two recent and
popular methodologies. The proposed methodology used

the SWARA method for determining the criteria weights
in the decision model and the Weighted Additive Sum
Product Assessment (WASPAS) method for comparing
alternatives. Research results revealed that all smart card
systems show improvements in performance, reliability,
and user satisfaction-related criteria.

Khalili and Alinezhad [31] evaluated the performance
of Aggregate Production Planning (APP). In this regard,
the optimal values were determined by the multi-
objective Grey Aggregate Production Planning (GAPP)
model, and the weights of the input and output indicators
for the performance evaluation were characterized by the
SWARA method. Further, the efficiency of Decision-
Making Units (DMUs) was determined by the Ratio
Efficiency Dominance (RED) mode, and then, DMUs
were ranked. As a result, the efficiency and resource loss
increased and decreased, respectively.

2. 4. Research Gap As seen from the literature
review, the problem of research and development (R&D)
is still among the most critical scientific challenges and
especially a vital matter in Iran. Therefore, in this study,
we intend to design an R&D model in the automotive
battery industry by proposing a new framework based on
the SWARA method, the fuzzy COPRAS method, and a
BOMP model, taking into account the dimensions of
customer satisfaction.

3. FRAMEWORK OF THE PROPOSED ASSESSMENT
APPROACH

In this section, the basic definitions associated with the
suggested decision-making approach are briefly
expressed. Besides, a bi-objective mixed-integer linear
programming (MILP) model is formulated. By these core
concepts, a new hybrid approach of fuzzy multi-criteria
decision making (MCDM) - mathematical optimization
(mathematical programming) is proposed.

3. 1. Fuzzy Set Theory The triangular fuzzy
number is defined as a triple (a1, az, as), which its
membership function is equal to [32]:

(x-ap)(arap), &if aj<x<a,

U (0)=31 (az-x)/(as-az), &if ay<x<a; 1)
0, Otherwise

So, ai, az, and az are the minimum possible, the highest,
and the maximum possible values, respectively.

If 4=(ajasa;) and B=(b,b,b;) are two fuzzy
triangular numbers so that a;<a,<a; and b,;<b,<b;, and £
is also a number greater than zero, then the basic
operations of fuzzy triangular numbers will be [33]:

AD B=(a;+b;,a,+bsa3+b3) @

AQB=(a;b;,asb,, asbs) (3)



M. Latifian et al. / [JE TRANSACTIONS B: Applications Vol. 35, No. 11, (November 2022) 2077-2091 2081

AO©B=(a;-bsarbrazb)) (4)
Z@§=(a1/b3,a2/b2,a3/b1) (5)
pA=(Pay.pa,pa;) (6)

If A=(a;,a,.a;) is a triangular fuzzy number, then the
best non-fuzzy performance is calculated by [34, 35]:

— 1
RM}=g(a1+4a2+a3) (7)

3.2.Fuzzy SWARA Method Overall, the procedure
for achieving the relative weights of the criteria using the
fuzzy SWARA technique is as follows:

Step 1: The criteria are arranged in a sequence from the
highest degree of importance (priority) to the lowest
degree of importance (priority) according to experts’
opinions and based on the purpose of the decision. As
decision-making about real-world problems is always
associated with uncertainties, the language scale provides
more freedom to experts. These linguistic scales can be
provided by Triangular Fuzzy Numbers (TFNSs)
according to Table 1.

Step 2: This process starts from the second criterion
where the experts allocate a linguistic variable for each
criterion to criterion j with the previous criterion (j—1).
This ratio is recognized as the comparative importance of
the average value [36].

Step 3: Calculate the fuzzy coefficient l}, by:

_ (1, 7=1
= S+1, &j>1 (8)

Step 4: Calculate the fuzzy weight (qj) by:

1 j=1
g=14. . 9
qj {%_/” &j>1 ( )
Step 5: Calculate the fuzzy relative weights of evaluation
criteria by:

~ q;
W=
/ 22:1 9y

(10)

TABLE 1. Verbal phrase for pairwise comparison of criteria

where i, represents the relative weights of criteria j and
n represents the total number of criteria.
Step 6: Defascularization of fuzzy relative weights of
criterion j that results from Equation (7).

3. 3. Fuzzy COPRAS Method
COPRAS technique are as follows:
Step 1: Creating a fuzzy decision matrix using the fuzzy
membership functions presented in Table 2 based on the
following equation.

The steps of the

TR GED) (XX
X= : : 11)

! !
(xmbxlerxgﬂ) (xmmx:;nrx’r‘nn)

where m is the number of options, n is the number of
criteria, and Xmn represents the performance of option i in
relation to criterion j. Conversion instructions for fuzzy
membership functions are indicated in Table 2 [37].

Step 2: Normalize the fuzzy decision matrix using
Equations (12) — (14) to enhance its comparability. The
normalized value of the fuzzy decision matrix is
calculated using the procedure adopted in the research
[38]. This normalization approach of the initial fuzzy
decision matrix improves the computational process and
upgrades the accuracy of numbers [39].

AS Sl] (Szp U,Xg') 9 Vi]

s 2 [+ () ()] (12)
s’"—x’"/JZ |G+ e+ )] (13)
st 5 [+ ) + ()| (14)

Step 3: Calculate the weighted normalized fuzzy
decision matrix. This matrix is obtained by multiplying
the weights gained for each criterion by the cumulative
weighted method in the normal fuzzy decision matrix.
Fuzzy multiplication is illustrated as Equation (2).

TABLE 2. Verbal phrase to evaluate the R&D models

Verbal phase Fuzzy scale
No matter (EU) (0.0,0.0,0.1)
Importance is very weak (NV1) (0.0,0.1,0.3)
Poor importance (NI) (0.1,0.3,0.5)
Relative importance (F) (0.3,0.5,0.7)
Important (1) (0.5,0.7,0.9)
Very important (V1) (0.7,0.9,1.0)
Absolute importance (El) (0.9,1.0,1.0)

Verbal phase Fuzzy scale
Very poor (VP) (0.0,0.0,1.0)
Poor (P) (0.5,1.0,2.5)
Medium poor (MP) (1.5,3.0,4.5)
Medium (M) (3.5,5.0,6.5)
Medium important (MG) (5.5,7.0,8.0)
Important (G) (7.5,9.0,9.5)
Very important (VG) (9.5,10,10)
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Step 4: Calculate the sum of all the criteria according to
Equation (15) so that their maximum value is preferred
for each further option.

P= Z}(:H?fj
Step 5: Calculate the sum of all the criteria based on
Equation (16) so that the minimum value is preferred for
each further option.

=1,2,...,m; (16)

Ri= 2 X k1,42,
where in the above equations, k is equal to the number of
criteria of utility, and n-k is the number of criteria of cost.
Step 6: Non-Fuzzy values of P, and R; are calculated by
utilizing equation 7.
Step 7: Calculate the minimum value of A; through
Equation (17).

i=1,2,...,m;j=12,....n (15)

R,=minR;; i=1,...,m (17)
1

Step 8: Calculate the options’ relative importance values
through Equation (18).

RuinZiZ i R; . .

W;l=l,...,m (18)

i=I" g,

QiZPi+

Step 9: Calculate the degree of each option. The utility
of desirability of each option is calculated by comparing
it with the ideal option based on the following equations.

Qmax:miax 0, i=l,...,m (19)

9,

max

N==2-x100 (20)
where ¢:is the non-fuzzy relative weight for each option,
and ¢naris the ideal option value. Eventually, the options
are ranked based on the value 4 so that the option with
a high value of 4 is optimal and is placed in the first
rank.

3. 4. Suggested Mathematical Model In this

section, a bi-objective mathematical model is proposed to

assign R&D models to automobile battery manufacturing

companies, taking profit and risk objectives into account.

To model the problem, like other mathematical models,

hypotheses need to be considered. The assumptions

employed in this study are as follows:

e The number of R&D models is specific and limited.

e The number of battery manufacturing factories is
specified and limited

e The expenditure for executing each model, the degree
of customer satisfaction with each model and the total
budget considered for the models are different and
specific values.

e There is the possibility of choosing several models for
each manufacturer.

e The values associated with the model parameters are
certain.

e Each model has a coefficient of importance in the
model, the value of which is a definite number
between zero and one, which results from the
characteristic of the fuzzy COPRAS method.

3. 4. 1. Mathematical Modeling

Max Z IZZ‘I"Fl ZZ: 1 Vi Xomn (21)
Min Z,=Y0 3 PpuR X (22)
s.t.

ﬁ;:J WonX,,,, <B vVn (23)
X Xun <D, Vn (24)
X X =1 Vn (25)
X €10,1% Y m,n (26)

The offered model has two objective functions that will
be elaborated below. The first objective function (21)
maximizes the expected sales of the new product from
the execution of R&D models in battery manufacturers.
The second objective function (22) addresses minimizing
the risk of customer loss via implementing R&D models
in battery manufacturers. Also, the model has four
constraints. Phrase (23) estimates the constraint
associated with the budget. Phrase (24) ensures that the
number of models assigned to each manufacturer does
not exceed the allowable limit. Constraint (25) ensures
that each manufacturer is allocated at least one model.
Ultimately, Constraint (26) specifies the type of variables
applied to the problem.

3. 4. 2. Constraint Method The constraint ¢
method formula is as follows: The first objective is
introduced as the main objective [40, 41].

Min f, Xx) 27)
xeXx (28)
S, (0=e;

(29)
S, (X)<e,

In the proposed query of this study, the initial
objective is considered the primary objective, and other
objectives are viewed as secondary objectives. Hence,
according to the constrainte method, the new formula of
the proposed model culminates in the following
optimization problem.

Min Obj, (30)
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Equation (29) represents the main objective function of
the problem, and Equation 30 adds to the problem’s set
of constraints. The constraint € method’s steps/stages are
as follows:

o Select one of the objective functions as the primary
objective function.

e Solve the problem each time according to one of the
selected objective functions, and obtain the optimal
values of each objective function.

o Divide the interval between the two optimal values
of the sub-objective functions into a predetermined
number and obtain a table of values for¢ 2, ...,& n

o Solve the problem with the main objective function
with each of the values of each time ¢ 2, ...,& n

o Report the Pareto findings.

We calculate the size of the objective function 2, ...,
p for each objective function, and then, we divide the
limit k of the objective function into equal distances gx. r«
of the scope becomes the objective function of k (k=2, ...,
p). The decoupling step for this objective function is
defined by:

step,= rk/qk (32)

The wvalues on the right-hand side for the
corresponding constraint on t iterations in a given
objective function correspond to Equation (33).

Chi=finin i xstep, (33)

where fminy is a half function and t counter is a specific
objective function. After optimization, the excess
variable is obtained and the passage coefficient is
calculated so that int() is a function of the integer
Component (34).

b=int(s 2/step, ) (34)

In the proposed constraint ¢ method, as mentioned,
the initial objective function is presumed as the primary
objective function and the second objective function as
the sub-objective function; Thereafter, the n number of
failures is presumed for each objective, and a total of 2n

Pareto points are generated for each problem. Next, the
best answer for the objective functions is presented
between the Pareto points of the e-constraint method.

4. CASE STUDY

In this survey, the population under study included
experts from battery companies (i.e., a-1). There are
numerous indices and criteria in conjunction with the
assessment of R&D models. The classification provided
in this study has put together the indicators that are closer
to the intended problem by the concept. Therefore, in this
phase, a list of relevant criteria to assess R&D models
(Figure 1) is initially detected in Table 3 through the
revision and literature review, and in-person interviews
with experts.

5.RESULTS

This section describes the result of implementing the
proposed approach.

5. 1. Determining the Weights of Criteria: Fuzzy
SWARA Technique As previously mentioned, the
final list of criteria and sub-criteria relating to the
assessment of R&D models in the automotive battery
industry for the decision-making board (experts) is
offered. This committee includes experts from the most
important manufacturers in the country’s Dbattery
industry. In the next step, the experts determine the
relative weight of the main criteria and the relevant sub-
criteria.

After several rounds of discussion, the board of
experts formed a common consensus and arranged the
main criteria from the most important criteria to the least
important criteria, respectively. Next, the relative
importance of the mean value (5) for each of the criteria
of quality, market, technical, and process is assessed by
experts using the fuzzy verbal scale presented in Table 1.

R&D MODELS

R&D
R&D . Intrinsic

outsourcing : . Il)\le;ed-
riven

R&D
R&D attraction
transition of

Invest in
Research and

development aldalic

financial
support

model

Figure 1. Conceptual model of the R&D models in the battery industry



2084

Next, the fuzzy coefficient £ for each criterion is
calculated using Equation (8). After that, the calculated
fuzzy weight g and the relative fuzzy weight w; for the
main criteria are specified by employing Equations (9)
and (10), respectively.

The results associated with these steps are given in
Table 3. As can be inferred from the results, the order of

TABLE 3. Evaluation framework for the R&D models
Criterion /index

Main dimensions

Durability and longevity (Ri1) Quality (Ry)
Weight and dimensions (Ri2)

Service & product innovation (Ry3)

Market share (Rz1) Market (R;)

Price (Rz)
Brand (Rz3)

Amount of combination with other operations
(Ra1)

Compatibility with technology (Rs2)
Safety (R33)
Warranty (Ra1)

Technical (Rs)

Process (R4)
Ease of access to sales centers (Rs,)
Cooperation with car assistance (Ry3)
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importance (priority) of the main criteria in the experts’
opinion is so that the most important criterion belongs to
the criterion of Technical. Then, the criteria of Market,
Process, and Quality are placed, respectively. Similarly,
a pairwise comparison of the sub-criteria of each of the
four main criteria, the defuzzified local weight, is
provided in Table 4. Eventually, the optimized overall
weights for the indicators affecting the R&D models in
the automotive battery industry are achieved, as
demonstrated in Table 5.

5. 2. Assessment of R&D models: a Fuzzy COPRAS
Method In the previous steps, the weights of
evaluation indicators of R&D models in the automotive
battery industry were determined. In this section, the
performance characteristic of each model could be
measured by converting verbal variables into quantitative
values using the fuzzy COPRAS technique. For this
purpose, by distributing and collecting the relevant
questionnaires and implementing them step by step, the
proposed method of ranking 10 models identified as:

1- R&D outsourcing model (Al);

2- R&D capital attraction model (A2);

3- R&D fully integrated model (A3);

4- Internal R&D model (A4);

5- R&D intrinsic need-driven advanced (A5);

6- R&D roadmap driven model (A6);

TABLE 4. Results related to local optimal weights of the main criteria

5 k; q; w; wirer
Technical (Rs) (L12) 112 (0.328,0.335,0.404) 0.335
Market (R:) (0.283,0.333,0.408) (1.283,1.333,1.408) (0.710,0.750,0.779)  (0.254,0.325,0.345) 0.325
Process (Rs) (0.377,0.467,0.613) (1.377,1.467,1.613) (0.440,0511,0.566)  (0.158,0.208,0.229) 0.208
Quality( Ry) (0.260,0.300,0.354) (1.260,1.1300,1.354)  (0.325,0.3930.449)  (0.116,0.132,0.181) 0.132

TABLE 5. Optimal global weights indicators evaluation models

Local weight main

Local weight of

Main dimensions dimensions Under the criteria each sub-criterion final Rank
Durability and longevity (Ri1) 0.589 0.078 6
Quality (Ry) 0.132 Weight and dimensions (Ri2) 0.167 0.022 12
Service & product innovation (Ry3) 0.224 0.032 11
Market share (Rz1) 0.167 0.054 8
Market (R») 0.325 Price (Rz) 0.461 0.150 2
Brand (Rys) 0.372 0.121 3
Amount of combination with other operations (Rs;) 0.567 0.190 1
Technical (R3) 0.335 Compatibility with technology (Rs,) 0.290 0.097 4
Safety (Ras) 0.144 0.048 9
Warranty (Ra41) 0.461 0.096 5
Process (R4) 0.208 Ease of access to sales centers (Rs2) 0.372 0.077 7
Cooperation with car assistance (Ra3) 0.167 0.035 10
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7- Invest in R&D (IRAD) model (A7);

8- R&D transition look ahead model (A8);

9- R&D attraction of financial support model (A9);
10- Joint R&D (JRAD) model (A10).

After achieving the priority of each expert, in the next
step, the average of the degrees is calculated, and the
average fuzzy decision matrix is obtained according to
Table 6. The initial gray decision matrix needs to be
converted to a comparable scale to ensure consistency
between the evaluation criteria.

Therefore, the normal weighted fuzzy decision matrix
is obtained by using Equations (12)-(14) as shown in
Table 7. Ultimately, following Table 8, the performance
values 427 27 and the features ¢ and A are calculated
employing Equations (15), (16), (18), and (20),
respectively.

As is deducted from the results, the “joint R&D
model (JRAD)” is chosen as the optimal model because
of enjoying the highest degree of desirability (utility).

5. 3. Optimal Allocation of Models: Solving
Mathematical Model In this part, a set of R&D

models will be allocated to each manufacturer via solving
a mathematical programming model. It is worth
mentioning that the collection of manufacturers includes
the companies, namely Saba battery, Faraz battery,
Pasargad battery, Durna Aras battery, Aco battery, Azar
battery, Niru Gostaran battery, and Vaya battery.

The input parameters of the examined problem can be
observed in Tables 9-14. Subsequently, the results of how
to allocate R&D models to each manufacturer are
provided after solving the problem.

The e-constraint method is exploited in GAMS
software version 24.3 and the CPLEX solver to solve the
suggested mathematical model. To solve the problem and
reach the ideal positive and negative values, each time
one of the objective functions is used as the basis, and the
next objective function is inserted into the bounds with
the limit e. After solving the model based on the
described method, the upper bound is determined by the
basis of the first objective function (i.e., maximization)
and the lower bound by the basis of the second objective
function (i.e., minimization).

TABLE 6. Fuzzy initial decision matrix option-criterion

Ru Ru Rus Ra Rz Ras
A (10,16,22) (18,23,27.5) (19,26,30) (14,20,26) (14,20,26) (10,16,22)
A (20,26,32) (16,22,28) (12,16,21) (18,24,30) (30,35,37.5) (32,37,38.5)
As (12,18,24) (26,31,35.5) (24,30,35) (26,32,35) (22,28,32) (20,26,30)
A (16,22,28) (18,24,30) (7,12,18) (12,18,24) (18,23,27.5) (24,30,35)
As (24,30,33) (24,30,35) (16,22,27) (22,28,33) (22,28,32) (22,28,33)
As (26,30,33) (10,16,22) (18,24,30) (20,26,31) (24,30,34) (26,31,34.5)
A (20,26,31) (16,22,27) (14,20,26) (14,20,25) (18,24,29) (24,30,35)
As (14,20,26) (16,22,28) (18,24,30) (20,26,31) (24,30,35) (24,29,33.5)
A (20,26,31) (20,26,31) (24,29,32.5) (22,27,31.5) (28,34,37) (36,39,39.5)
As (14,20,25) (22,28,33) (26,31,35.5) (30,35,37.5) (26,32,35) (30,35,37.5)
R Rz Ras Rt Ruz Rus
A (10,16,22) (20,25,28.5) (18,24,29) (16,22,28) (14,20,25) (10,16,22)
A (20,26,31) (15,20,26) (16,20,24) (13,18,24) (34,37,38.5) (30,36,38)
As (14,20,25) (24,30,34) (24,30,34) (20,26,30) (20,26,30) (18,24,29)
A (16,22,28) (10,14,20) (15,20,26) (16,22,28) (22,27,31.5) (32,36,38)
As (14,20,26) (24,30,34) (14,18,23) (18,24,28) (30,34,36) (28,33,35.5)
As (20,25,29.5) (17,22,27) (19,24,28) (24,30,34) (18,23,27.5) (10,16,22)
A (22,28,32) (26,32,35) (20,26,31) (22,28,32) (16,22,28) (18,23,27.5)
As (24,29,32.5) (17,21,25.5) (11,16,22) (18,24,30) (20,25,28.5) (14,20,26)
Ag (28,32,34) (10,14,20) (16,20,24) (15,20,26) (26,30,33) (14,20,25)
As (28,34,37) (24,30,34) (23,28,31) (26,32,35) (6,12,18) (20,26,32)
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TABLE 7. Normalized decision matrix option-criterion

R Ri2 Ri3 R R22 Ra3
A (0.005,0.008,0.011)  (0.004,0.005,0.006)  (0.007,0.01,0.011)  (0.006,0.009,0.011)  (0.011,0.016,0.021)  (0.006,0.009,0.012)
A (0.01,0.013,0.016)  (0.004,0.005,0.007)  (0.005,0.006,0.008)  (0.008,0.011,0.013)  (0.025,0.029,0.031)  (0.018,0.02,0.021)
As (0.006,0.009,0.012)  (0.006,0.007,0.008)  (0.009,0.011,0.013)  (0.011,0.014,0.015)  (0.018,0.023,0.026)  (0.011,0.014,0.017)
A (0.008,0.011,0.014)  (0.004,0.006,0.007)  (0.003,0.005,0.007)  (0.005,0.008,0.011)  (0.015,0.019,0.023)  (0.013,0.017,0.019)
As (0.012,0.015,0.017)  (0.006,0.007,0.008)  (0.006,0.008,0.01)  (0.01,0.012,0.015)  (0.018,0.023,0.026)  (0.012,0.015,0.018)
As (0.013,0.015,0.017)  (0.002,0.004,0.005)  (0.007,0.009,0.011)  (0.009,0.011,0.014)  (0.02,0.025,0.028)  (0.014,0.017,0.019)
A (0.01,0.013,0.016)  (0.004,0.005,0.006)  (0.005,0.008,0.01)  (0.006,0.009,0.011)  (0.015,0.02,0.024)  (0.013,0.017,0.019)
Asg (0.007,0.01,0.013) (0.004,0.005,0.007)  (0.007,0.009,0.011)  (0.009,0.011,0.014) (0.02,0.025,0.029) (0.013,0.016,0.019)
A (0.01,0.013,0.016)  (0.005,0.006,0.007)  (0.009,0.011,0.012)  (0.01,0.012,0.014)  (0.023,0.028,0.03)  (0.02,0.022,0.022)
Aso (0.007,0.01,0.013)  (0.005,0.007,0.008)  (0.01,0.012,0.013)  (0.013,0.015,0.017)  (0.021,0.026,0.029)  (0.017,0.019,0.021)
Ra1 Ra2 Ras R R4z Ra3
A (0.012,0.019,0.026)  (0.018,0.023,0.026)  (0.013,0.017,0.021)  (0.01,0.014,0.018)  (0.006,0.008,0.011)  (0.003,0.005,0.007)
A (0.023,0.03,0.036)  (0.014,0.018,0.024)  (0.011,0.014,0.017)  (0.008,0.011,0.015) ~ (0.014,0.016,0.016)  (0.01,0.011,0.012)
As (0.016,0.023,0.029)  (0.022,0.027,0.031)  (0.017,0.021,0.024)  (0.013,0.017,0.019)  (0.008,0.011,0.013)  (0.006,0.008,0.009)
A (0.019,0.026,0.033)  (0.009,0.013,0.018)  (0.011,0.014,0.018)  (0.01,0.014,0.018)  (0.009,0.011,0.013)  (0.01,0.011,0.012)
As (0.016,0.023,0.03)  (0.022,0.027,0.031)  (0.01,0.013,0.016)  (0.011,0.015,0.018)  (0.013,0.014,0.015)  (0.009,0.01,0.011)
Asg (0.023,0.029,0.035) (0.015,0.02,0.025) (0.013,0.017,0.02) (0.015,0.019,0.022) (0.008,0.01,0.012) (0.003,0.005,0.007)
A (0.026,0.033,0.037)  (0.024,0.029,0.032)  (0.014,0.018,0.022)  (0.014,0.018,0.02)  (0.007,0.009,0.012)  (0.006,0.007,0.009)
As (0.028,0.034,0.038)  (0.015,0.019,0.023)  (0.008,0.011,0.016)  (0.011,0.015,0.019)  (0.008,0.011,0.012)  (0.004,0.006,0.008)
A (0.033,0.037,0.04)  (0.009,0.013,0.018)  (0.011,0.014,0.017)  (0.01,0.013,0.017)  (0.011,0.013,0.014)  (0.004,0.006,0.008)
Aso (0.033,0.04,0.043)  (0.022,0.027,0.031)  (0.016,0.02,0.022)  (0.017,0.02,0.022)  (0.003,0.005,0.008)  (0.006,0.008,0.01)
TABLE 8. Degree of the desirability of the R&D models
priee RO Q N Rank
Ay 0.135 0.008 0.151 72% 10
A, 0.171 0.013 0.181 86% 4
A 0.175 0.009 0.190 90% 2
Ay 0.143 0.011 0.155 74% 9
As 0.168 0.015 0.177 84% 6
A 0.165 0.015 0.174 83% 8
A 0.171 0.013 0.181 86% 5
Ag 0.162 0.010 0.175 83% 7
Ay 0.174 0.013 0.184 87% 3
Aso 0.198 0.010 0.211 100% 1

As previously described, the e-constraint method
solves the evolved constraint by considering one of the
objective functions as the main objective function and the
other objective functions in the constraint problem, and
it remains to be seen what effect this approach will have

on the objective function values.

Based on this

information, the mathematical problem designed by the
200 iterations of the Epsilon constraint method is solved,
and the Pareto front gained from the two objective
functions is shown in Figure 2. The number of cuts is
assumed to be 100 and considering that the problem
model is zero and one, each cut is a single step.
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TABLE 9. Capital required to implement the model in the manufacturer

Won M; M, M, M, Ms Mg M; Mg

Ay 17,600 27,164 13,306 13,252 16,736 23,504 12,202 28,340

A, 20,676 15,645 13,168 19,956 20,727 24,689 14,196 18,205

As 10,159 17,964 14,547 10,868 14,699 11,146 16,226 20,011

Ay 14,727 24,801 19,047 26,852 11,867 25,400 23,871 25,711

As 24,102 19,156 24,945 27,905 26,957 22,437 23,582 26,316

A 28,810 20,392 13,714 15,729 11,999 15,339 23,180 14,405

A; 25,074 11,448 12,084 27,917 29,406 11,837 29,109 21,003

Asg 26,402 14,550 25,184 21,199 28,946 23,065 20,320 27,216

Ay 16,582 26,763 17,841 28,148 13,177 11,488 27,798 16,569

Ag 27,853 16,767 20,497 20,556 12,048 26,560 14,700 21,890

TABLE 10. Number of sales expected from the implementation of the model in the manufacturer

Lo M, M, Ms M, Ms Ms M; Ms

Ay 26,524 13,452 25,167 20,354 27,523 19,318 23,197 12,360

A, 10,076 29,112 28,759 25,523 11,988 10,441 18,194 23,524

A; 13,573 16,586 22,882 19,472 13,072 19,130 14,054 15,423

Ay 24,086 25,912 21,147 12,677 13,210 11,601 20,172 14,555

As 16,678 23,654 17,300 28,989 25,848 27,050 16,793 25,229

As 16,844 12,169 25,134 13,251 18,991 20,231 29,227 12,477

A; 27,421 25,603 10,631 26,478 12,407 15,761 17,100 26,314

Asg 29,638 19,141 17,526 16,826 23,851 12,286 23,949 10,879

Ag 17,497 26,385 11,393 29,989 13,550 19,292 29,060 29,258
A 21,585 22,801 21,506 11,317 28,285 13,383 27,172 17,623

TABLE 11. Risk of customer dissatisfaction with the implementation of the model in the manufacturer
Ron M; M, M M, Ms Ms M- Mg

Ay 0.6138 0.6552 0.8635 0.8012 0.6844 0.7898 0.9141 0.7500
A, 0.6477 0.8741 0.8118 0.8142 0.6281 0.6075 0.7765 0.6699
A; 0.9338 0.6784 0.6071 0.8645 0.8791 0.6446 0.8580 0.6914
A, 0.6951 0.7340 0.9102 0.8676 0.6427 0.6479 0.6218 0.9456
As 0.9335 0.6649 0.8782 0.8792 0.8157 0.7533 0.8530 0.6573
As 0.8844 0.7209 0.6821 0.6310 0.9265 0.7555 0.7558 0.6090
A; 0.6811 0.8733 0.6550 0.6304 0.8265 0.7831 0.9216 0.6468
As 0.8621 0.6728 0.7405 0.8698 0.6108 0.8620 0.9243 0.6613
Ag 0.9474 0.6862 0.8123 0.8310 0.6622 0.7302 0.9451 0.7605
A 0.6543 0.7919 0.8437 0.8247 0.7586 0.8954 0.7200 0.8787
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TABLE 12. Probability of risk of customer dissatisfaction with the implementation of the model in the manufacturer

Pon M, M, Ms M, Ms Ms M, Ms

A 0.7191 0.6575 0.7187 0.7307 0.5926 0.7009 0.6343 0.6820
A 0.6617 0.6193 0.5592 0.7039 0.5601 0.6493 05510 0.7464
A 0.6558 0.6399 0.5606 0.7121 0.6431 0.5896 0.6673 0.7159
A, 0.6702 0.5623 0.7335 0.6111 0.7437 0.7492 0.7297 0.6910
As 0.6622 0.7261 0.7040 05975 0.6245 0.6327 0.6135 0.6132
As 0.6814 0.5840 0.6105 0.6115 0.6088 0.5943 0.5868 0.7411
A 0.6679 0.6919 0.5618 0.6721 0.5500 0.7058 0.6524 0.5532
As 0.6807 0.6324 0.7237 0.7113 05798 0.6130 0.7477 0.6353
A 0.5849 0.6254 0.6812 0.6379 0.6439 0.6722 0.6005 05782
Asp 0.7239 0.7389 0.7026 05758 0.6298 0.7077 0.6757 05702

TABLE 13. Number of models allowed to be assigned to each
manufacturer

M1 Mz M3 M4 M5 Mﬁ M7 M8

p, 2 3 1 2 3 3 2 1

TABLE 14. Budget available to any manufacturer

models to each manufacturer will be described in Table
16.

TABLE 15. Optimal value of the objective function based on
the common opinion of experts

Benefit (Z,)

Risk( Z2)

37,152 5.17

M; M, M; M,
68,000 73,250 51,050 65,500
M5 Ms M7 MB
49,500 56,850 63,250 65,250
8
<
)
&y
0
0 20,000 40,000
Benefit

Figure 2. Pareto chart created based on benefit and risk
goals

After presenting the results to the experts and
considering the values obtained for the objective
functions, the experts found consensus on choosing the
best answer from the 76 points on the Pareto front,
presented in Table 15. Also, the mode of allocation of

TABLE 16. Assigning the R&D models to each manufacture
Manufacturer

Model

Ay

A v v

As

Ay v v

As

As v v

A v v
Ag v

A v

Ao v v v

6. CONCLUSION AND FURTHER SUGGESTIONS

Nowadays, numerous firms have encountered challenges
in strengthening and enhancing their competitiveness to
survive in a competitive business environment. In the
meantime, only companies that take advantage of key
capabilities and comparative advantages have achieved
sustainable success. In creating competitive advantages,
R&D model formulation activities play a very important
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role. Because the model planning process of R&D must
be done before product design and development, so far
limited structured methodologies have been used in this
field. therefore, Therefore, in this study, a new fuzzy
model for evaluating and selecting R&D models in the
automotive battery industry is proposed. First, expert and
research committees were selected. According to the
previous literature as well as the opinion of experts, the
final indicators for evaluating R&D models using the
Delphi technique and brainstorming in four categories of
quality, market, technical and process were identified and
finalized.

In the second stage, after allocating the experts’
subjective preferences to the criteria, the final weight of
the criteria was calculated through the fuzzy SWARA
(Stepwise  Weight Assessment Ratio  Analysis)
technique. In addition, the weight of each model and their
final prioritization were determined using the fuzzy
Complex Proportional Assessment (COPRAS) method.
Based on the results obtained from the fuzzy SWARA
method, the three influential factors in evaluating R&D
models in the automotive battery industry include the
following items, respectively: “The amount of
combination with other operations”, “Price”, and
“Brand”. Furthermore, the “joint R&D model” was
recognized as the superior model because of the optimal
level of the optimal membership. Also, the “R&D
outsourcing model” gained the least importance among
R&D models in the automotive battery industry.
Eventually, Zero-One Goal Programming (ZOGP) in an
assignment of each model to the manufacturers of the
country’s battery industry was obtained by presenting
and solving a bi-objective mathematical model.
Accordingly, the “joint R&D model” in companies 1, 2
and 5 enjoys the highest numbers of frequency.

Some other  Multi-Criteria  Decision-Making
(MCDM) approaches in other uncertainty environments,
such as fuzzy intuitions, Z numbers, etc., could be
employed in further studies and compared the obtained
results with each other. Besides, some inputs of the
proposed mathematical model (e.g., the parameter of
cost) in uncertainty conditions could be considered.
Fuzzy Goal Programming (FGP) or robust Programming
could be exploited to fix this problem.
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ABSTRACT

This study presents an analytical solution for free vibration analysis of two-dimensional functionally
graded (2D-FG) porous sandwich beams. The equations of motion for the beam were derived using
Hamilton's principle, and then the Galerkin method was employed to solve the equations. The material
properties of the sandwich beams vary with the thickness and length of each layer according to the
power-law function. The mechanical properties gradually changed from aluminum to alumina as the
metal and ceramic, respectively. The vibration analysis was investigated based on two new higher-order
shear deformation beam theories (NHSDBTS). These two new theories do not need any shear correction
factor and have fewer unknown variables than other higher order shear beam theories. The obtained
natural frequencies for the three types of beams were compared with the results of the Timoshenko, first-
order , and parabolic shear deformation beam theories. In addition, the effects of porosity, L/h, and FG
power indexes along the thickness and length on the non-dimensional frequency of three special types
of beams are presented and discussed. Furthermore, the mode shapes of the beam are depicted for various
FG power indexes based on these new theories. By comparing the results of the two proposed theories
with those of existing studies, the accuracy of the proposed theories was validated. Power-law indexes

shifted the node point to the left and resonance will be accrued sooner than the non-FGM beam.

doi: 10.5829/ije.2022.35.11b.04

1. INTRODUCTION

Functionally graded (FG) materials are usually formed
by combining a certain volume ratio with ceramics and
metals materials. These materials have been highly
discussed among researchers because they include
characteristics such as: heat-resistance, toughness, low
volumetric mass and high strength. Sandwich structures
are widely used in the aerospace, space, shipbuilding and
construction industries due to their excellent electrical,
thermal and mechanical properties. Research on the
different aspects of FG beams has been conducted
extensively in recent years [1-3]. Typically, functionally
graded material is a compositional gradient but it can also
be a microstructural gradient, for instance, porosity
gradients. As far as the search for literature goes, a few
studies were carried out on the mechanical actions of
porous structures [4, 5].

The higher shear deformation theories (HSDT) support

*Corresponding Author Institutional Email: k-khorshidi@araku.ac.ir
(K. Khorshidi)

transverse shear effects, hence is appropriate for analysis
of both moderately thick and thin plates and beams.
Vibration behaviours of FG structures have been
investigated in many studies. For example, in a study, the
free vibration of simply supported functionally graded
beams (FGs) whose material properties may be
arbitrarily altered in thickness direction has been
undertaken by Celebi et al. [6]. In a different work, Lei et
al. [7]. examined a size-dependent model of beam to
study vibration and bending of FG microbeams with
simply supported boundary conditions based on the strain
gradient elasticity theory and sinusoidal shear
deformation theory. Ke et al. [8]. considered the non-
linear free vibration of FG nanotube-reinforced
composite beams by employing direct iterative and Ritz
method based on the TBT and using von Karman type
strain-displacement relationships. Researchers have used
various numerical methods to analyze FG beam

Please cite this article as: P. Mehdianfar, Y. Shabani, K. Khorshidi, Natural frequency of Sandwich Beam Structures with 2D-FG Porous Layers
Based on Novel Formulations, International Journal of Engineering, Transactions B: Applications, Vol. 35, No. 11, (2022) 2092-2101
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vibrations. Free vibration of FGM layered beams under
various boundary conditions through the use of finite
element method were analyzed by Mashat et al. [9].
Recently, Faghidian [11-13] developed size-dependent
elasticity theories such as the nonlocal modified gradient
theory [10], the higher-order nonlocal gradient theory for
analyzing the mechanical behavior of nanostructures.
Shahba and Rajasekaran [14] calculate the longitudinal
transverse frequencies of FGM beams applied the
differential transform element method (DTEM) and
differential quadrature element method (DQEM) of
lower order. The vibrational analysis of composite beams
is carried out in different studies [15, 16]. Shafiei et al.
[17] employed the DQM to investigate vibration of 2D
FG Timoshenko nano and micro beams with porosity.
Kandil et al. [18] studied sandwich panels with various
properties of face and core. They found decreasing
thickness of concrete face wythes had a positive effect on
strength/weight ratio. Singh and Sangle [19] were studied
nonlinear static response of vertically oriented coupled
wall with finite element method.

Based on the studies mentioned above, it can be noted
that the studies vibration of two-dimensional functionally
graded sandwich beams with porosity are very limited.
For the first time, natural frequency analysis of the 2D-
FG sandwich beams investigated based on two new
higher order theories. Vibration analysis of two-
dimensional functionally graded beams by considering
the porosities that might occur inside the materials with
gradient properties during manufacturing process is
presented. Three types of sandwich beams were
investigated in second section. In the first type, a single-
layer 2D-FG porous beam is assumed. The second type
is sandwich beam with 2D-FG core and pure
metal/ceramic face sheet. FG layers have a smooth and
gradual change in mechanical behaviour throughout their
length and thickness. On the other hands, the third type
we have two 2D-FG layers with porosity as faces and
pure ceramic core. In present research, Alumina (Al;O3)
and Aluminium (Al) are considered as ceramic and
metal, respectively. Two new beam theories are
introduced. results obtained with new higher shear
deformation beam theories (NHSDBT1 and 2) show
great convergence with Timoshenko (TBT), first-order
(FSDBT), and parabolic (PSDBT) shear deformation
beam theories. In this paper at first, formulations and
types of beams, governing equation of motion and
solving method are presented at end of section two. Then,
accuracy of our two new higher order formulations is
confirmed and the influence of porosity, L/h, shapes, and
FG power indexes along thickness and length on non-
dimensional natural frequencies on the beams are
discussed in the last section. Also, natural frequencies
with various beam theories are calculated and results are
concluded. Both novels introduced theories are simple

than some other higher beam theories because of fewer
unknown variables as a result it helps to reduce the time
of calculating. Also, one of the other advantages of these
two new proposed distributions is that they don’t need
any shear correction factor and they satisfy free stress
conditions at the top and bottom surfaces of the structure.

2. PROBLEM AND FORMULATION

2. 1. Numerical Simulation Procedure Consider
a beam, as shown in Figure 1 with length L, width b, and
thickness h, with the Cartesian coordinate system O (X y
z), where the origin of coordinate system O is chosen at
the left of the beam. The mechanical properties of the
beam, such as Young's modulus E (X, z), shear modulus
G (x, z), Poisson's modulus v (X, z), and mass density p
(x, z), with the material properties can vary along the
length and thickness, as shown in Figure 1. In this study,
three different types of 2D-FG beam models were
considered: isotropic 2D-FG beam (Model I), sandwich
beam with homogeneous faces and 2D-FG core (Model
II), and sandwich beam with 2D-FG faces and
homogeneous ceramic core (Model III).

The effective material properties (P) can be expressed
using the rule of mixtures as follows:

P(x,z)=PR.(x,2)+P,R, (X,2) 1)

R.(x,z)+R,,(x,z)=1 )

where P and Pn are the epitomes of the mechanical
properties. In addition, R and Rmn are the volume
fractions of ceramic and metal. The effective material
properties of the porosity are defined as follows [20]:

P(X’Z)z(Pc_Pm)Rc+Pm_(%(Pc_"Pm)j (3)
where 7 is porosity volume fraction.

2.1.1. Model I : Isotropic 2D-FG Beam The
first beam Model was graded from the metal at the lower
left corner edge to the ceramic at the top right corner edge
(Figure 2). The volume fraction of the ceramic material
is given by Simsek [21]:

rocn)=(X) (243) @
_ b 15

—

. L a7

Figure 1. Geometry of 2D-FG beam and cross section
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Figure 2. Isotropic 2D-FG beam, Model T

kx and k, are the power laws of the beam, which have
certain properties in the length and thickness directions.

2. 1. 2. Model I : Homogeneous Faces and 2D-FG
Core In this Model, the core layer of the sandwich
beam is similar to that of Model I, and the bottom and top
faces are made of pure metal and pure ceramic as shown
in Figure 3. The volume fraction of the ceramic for the
second Model is given by the following expression:

1 h, <z <E
2
x ) ( h,-z )"
R, (x,z)= (rj [hz—h] h,<z <h, ()
2 3
0 —n<z <h,
2

2.1. 3. Modellll: 2D-FG Faces and Ceramic Core

In Model 1III, the two 2D-FG skins covered a
homogeneous pure ceramic layer (Figure 4). In this case,
the volume fraction of the ceramic constituent R¢(X, z) is
given as follows:

Ky k,
(ij (—(h2+h1)—zj h, <z )
L h, 2

R.(x,z)= 1 h, <z <h, (6)

Ky k,
(X—j Ahath)-z) b, <h,
L h, 2

The variation of the volume fraction of the ceramic
(Rc) through the beam thickness and length for all three
Models with respect to kx and k; is plotted in Figure 5.

2. 2. Numerical Simulation Procedure The
displacement field for the present shear deformation
beam theories, are given by Equation (7):

Figure 3. Sandwich beam with homogeneous faces and a
2D-FG core, Model 11

Figure 4. Sandwich beam with 2D-FG faces and
homogeneous ceramic core, Model IIT

(c) Model I
Figure 5. Variation of volume fraction of the ceramic (Rc)
through the beam thickness and length according to power-
law indexes

u, (x,z ):u(x)—g(z)%x)ﬂ‘ (z)e(x) (7a)

u, (x,z)=w(x) (7b)

where u(x) and w(x) represent the axial and transverse
displacements for the mid access, respectively, and ¢ is
the rotation of the cross sections. g(z) and f(z) are shape
functions that differ based on the theory under
consideration, as listed in Table 1. In this study, two new

TABLE 1. Various theories for Modelling the structure

Theories 9(2) f(z)
TBT [22] 0 Z
FSDBT [23] Z Z
PSDBT [24 VA z 1—‘1iz
[24] 3n?
NHSDBT1 Z [ 4 62
h 3h®
NHSDBT2 Z z l—ziz+£
h h® 5h°
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higher-order shear deformation theories, NHSDBT1 and
NHSDBT2, were introduced for the first time.

By assuming infinitesimal deformations, strain-
displacement relations are [25]:

o =20 g ) PO ) 220) (8)
og (z) ow (x) _of (2) ow (x)
T T @ o)+ ox (80)

The stress-strain relations by using Hook's law defined.
The Hamilton's principle is employed to extract
equations of motion [26]:

[} (@ -oT ydt=0 ©)

where U and T are the strain and kinetic energies of the
beam, respectively. § denotes the variation operator. The
strain energy of the beam (U) is calculated as follows
[27]:
1 d 1
U :E.[/ O-ijgij \ :E_[/ (O-xx Exx TTx Vix ﬁv (10)

Finally, the variation of strain energy with respect to u(x),
w(X) and ¢ (x) is shown as follows:

g (D2 - B Py Do

2
w=§ {EUPA . 0B, @S, }

(11)

Where Axx, Axz, Bxx, Dxx, Sxz and Ty, are defined by:

hi2

(A Ag)==[ (007, )dz (122)
(B,.D)=[" (©(2).F2))0,,dz (120)
Sar ) = Ihh/,zz ag(z)’af(z)) (12¢)
The kinetic energy is obtained as follows [28]:
T-—L [u,?+u,? (13)

The inertia coefficients are defined as Equation (14) [25]
(Ll 1 16)== [ p(Lg().f @),

9(@)f (2).9(2)"f (2)°)dz

Finally, the total variation of the Kkinetic energy
associated with the sandwich beam in the integral form
is:

ST _7f[( L +1, 743(/;)&1 +[ |3u'+|4%7|5¢5]5¢

o oW, 0p | .
—[I ——Isyﬂd—(p—llw J&N]dA

(14)

(15)

% ox ox

By substituting the strain energy Equation (11) and
kinetic energy Equation (15) into Hamilton's principal,
Equation (9), equations of motion may be expressed as
Equation (16).

O0A oW
—X = |U-l,—+ L@ 16a
1 2 o 3P (16a)
. aZBXX aSXZ aAXZ
-_2__ _—
o ;e x (16b)
=1 ﬂ—I 6_2\/\'/’+| 6_go+|w.
Zox Cox? tex ¢
oD, oW
o —2-T,=1u—-1,—+1 16
P . x “ox N0 (16c)

2. 3. Analytical Solution To obtain the theoretical
solution, the Galerkin method is considered. According
to this method, the displacements functions u(x, t), w(x,
t) and ¢ (x, t) are assumed as follows [28, 29]:

u(x,t):i[(L—x)q xp‘)xm'lu‘m]eiwt (17a)
K .

W(X,t):Z[(L-x)q‘)x”(’x”’J\/\Tn}e'Wt (17b)

(D(X,t)zz[(l__x)%xPoxl"laj:|eiwt (17C)
j-1

where ,,, w, and @; are unknown coefficients which

will be determine. i = v—1, K denote the order of series
and w is the natural frequency. These functions satisfy
the fully clamped boundary conditions. Free vibration
analysis of the bi-dimensional functionally graded
sandwich beam can be computed from Equation (18)
[30]:

{[K]-e*[M]}{2)=0 (18)

where, [M] and [K] are global mass and stiffness matrix,
also w and {1} are natural frequency of the beam and
unknown coefficients, respectively.

3. NUMERICAL RESULTS AND DISCUSSION

In this section, the free vibration of three types of 2D-FG
porous sandwich beam concerning porosity coefficients
(n) for clamped-clamped boundary condition are studied
and discussed. 2D-FG sandwich beam has various
shapes, including (1-8-1), (1-1-1), (2-1-2) and (1-2-1).
The first, second and third element indicates the
thickness ratio of the top, core and bottom layer,
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respectively. Functionally graded material composed of
mixture of alumina and aluminum as ceramic and metal,
respectively with the material. Their properties are given
in Table 2. The influence of different slenderness ratios,
L/h =5, 10, 15 and 20 for various theories, contains two
new theories on the non-dimensional natural frequency
are investigated. The shear correction factor for TBT and
FSDBT theories is considered as ks = 5/6 and for other
theories are taken as ks = 1.

The dimensionless fundamental frequency is defined
as Equation (19) [31]:

_ L2 12,
o=0 3 (19)

where L, h are total length and thickness of the sandwich
beam, moreover p., E are density and Young’s modulus
of the middle layer of the sandwich beam. In this
research, the results are calculated for different power-
law indexes between 0 to 10 and porosity coefficients are
taken as n = 0, 0.1, and 0.2 in various displacements
theories. The total thickness of beam (h) is constant and
it is 0.1 m in all third Models I, II and III. The width of
beam (b) considers as 0.1 m and the function indexes (po
and qo), are taken as 2 to satisfy the clamped-clamped
boundary condition. Validation of our formulation and
the results are obtained and compared with the results
reported in literature [25]. The material properties in
Table 3 are used for this purpose. A flowchart of the
configuration of the research paper is presented in Figure
6.

The distribution of transverse shear stress along the
thickness of the structure for FSDBT, PSDBT, and two
present introduced theories are illustrated in Figure 7.
The modified shear deformation theory satisfies free
stress conditions at z = -h/2 and the z = h/2 surfaces of
the beam. In Table 4, the first frequency of FG porous-
less beam with L/h = 10 for Model I based on the
Galerkin  method and clamped-clamped support
condition for three different power-law indexes are

TABLE 2. Properties of materials

Materials Elasticity Mass density  Poisson's ratio
module (E) (p) (v)

Alumina 380 3965 0.23

Aluminium 70 2700 0.23

TABLE 3. Properties of materials reported by Elmeiche et al.
[25]

Materials Elasticity =~ Mass density  Poisson's ratio
module (E) (p) (v)
Alumina 380 3800 0.23

Aluminium 70 2700 0.23

Define beam models and material properties
formulations
1

v
Obtain kinetic Obtain strain energy

energy of beam of beam
T T

Derive equations of motion using Hamilton's
principle

Solve equations with the Galerkin method

| Results and Validation

Figure 6. Research methodology flowchart

calculated. It is clear the present non-dimensional
frequency values are in good agreement with the
reference.

Moreover, the accuracy of our results and our new
formulation is verified by comparison with the exact
solution study for the non-dimensional frequencies of the
FG beams [32]. The results are presented in Table 5 by
assuming Bouamama et.al. material properties with L/h
= 10, results show that our theories have high accuracy
as proven by the good agreement between the results in
all three first frequencies. The percentage below each
value in Tables 4 and 5 represents the difference with the
corresponding results obtained from references.

-1 08 -06 -04 -02

02 04 06 08 1

0
z/h

=§=NHSDBT] ==@=NHSDBT. =@=PSDBT ==w=FSDBT

Figure 7. A comparison of transverse shear stress
distributions of the beam based on various theories

TABLE 4. Comparison of the results of @ with EImeiche et al.
[25]

kw=5 kw =10

FSDBT PSDBT FSDBT PSDBT

Elmeicheetal [25] 14.2348 14.0866 13.6883 13.5237
Present 142380 14.1021 13.6966 13.5534
-0.02% -0.1% -0.06% -0.2%
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TABLE 5. Comparison of the results with Mohamed et al. [32]

(O] 2
NHSDBT1 21.3931 (4.3%) 58.3604 (5.37%)
NHSDBT?2 21.4001 (4.3%) 58.3877 (5.32%)
Mohamed et al.[32] 22.3730 61.6730

In Table 6 natural frequencies of first type 2D-FG
considered beam are calculated for all FSDBT, PSDBT,
NHSDBT1 and NHSDBT?2.

To show the accuracy of results of our two new
theories for thick beam, we investigate natural
frequencies of the 2D-FG beam in Table 7.

Fixed coefficients and their reduction rates in these
two theories are different from other theories, hence this
difference causes a change in the transverse shear strain.
The results express a convergent by using these two new
theories. According to this table, there is a bit different
among the results obtained from various shear
deformation theories. These differences are due to the
fact that, function f(z) have different expansions through
the thickness in various theories. It is worth to mention
that every extra power in the expansion of function f(z)
through the thickness of the structure includes additional
unknown variables in those theories. Additionally,
physical interpretation of these unknown variables are
difficult [33]. Thus, it is better to use such distributions
that are simpler with acceptable accuracy. Although two
new proposed theories are simpler than other modified
shear deformation theory, they are nearly identical in
accuracy.

Figure 8, display the non-dimensional frequency (®)
of the 2D-FG porous beam of Model I for various values

TABLE 6. Comparison of the results of @ based on various
theories for type 1, L/h =10, kx=0andn =0

Theories k,=0 k,=1 k,=5 k, =10
FSDBT 21.1695 16.5043 14.2380 13.6966
PSDBT 21.1690 16.5042 14.1021 13.5534
NHSDBT1 21.1618 16.5051 14.1027 13.5504
NHSDBT2 21.1791 16.5150 14.0906 13.5551

TABLE 7. Comparison of the results of @ based on various
theories fortype 1, L/h=5,kx=0andn =0

Theories k,=0 k.=1 k,=2 k,.=6 k.=10
FSDBT 18.538  14.665 13.380 12.250  11.800
PSDBT 18.559  14.680 13.297 11.899  11.468
NHSDBT1 18559  14.677 13.297 11.898  11.470
NHSDBT2 18590 14703  13.309  11.888 11.480

of power-law indexes (kx and k;). These figures are
calculated based on new higher shear deformation theory
(NHSDBT?2) by assuming porosity volume fraction (1)
and slenderness ratios (L/h) as 0.1 and 10. It is clear from
the figure that the value of natural frequency decreases
with increasing FG power-law indexes (kx and k;). This
is because of the decrease in modulus of elasticity. Also,
the flexibility of the sandwich beam increases while the
power-law indexes increase. The first line (kx=0) shows
dimensionless frequencies for the one-dimensional FG
beams, whereas other lines show the natural frequencies
of the 2D-FG beams. It is clear that when the beam
change to 2D-FG, the amount of non-dimensional
frequencies will decrease.

In Figure 9, the effect of porosity on the natural
frequency for NHSDBT1 and NHSDBT2 are illustrated.
It is clear that porosity is not a significant parameter for
frequency in the low amount of power-law index (k; < 2).
As the porosity increases, the rigidity of the beam
decreases, which reduces the stiffness. Decreasing the
stiffness, reduces the natural frequency value. In Figure.
10, two first modes of the natural frequency of 2D-FG
sandwich beam respected to different slenderness ratios
(L/h =5, 10, 15 and 20) are compared. As the numerical
value of the porosity parameter increases, we see more
effectiveness of graded parameters

uenc
= »aq [} ¥ e
) o o N

[
B

Non-dimensional fre
=
N

=
o

0 2 a k, s 8 10
Figure 8. @ of 2D-FG porous beam for various kx and k
based on NHSDBT? theory (L/h =10, n=0.1 and Model I)

T T
N oW R LA N oW

=

Non-dimensional frequency

=
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9

0 2 a k, s 8 10
Figure 9. @ of 2D-FG porous beam for various k; and 1,
based on NHSDBT1 (L/h = 10, kx = 1 and Model T)
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As shown in Figure 10, L/h = 5 has more effect on
frequencies in comparison with other slenderness ratios.
In another word, free vibration frequencies decrease with
decreasing value of L/h. Reducing the length to a
constant thickness reduces the bending moment, which
reduces the strain energy, which in turn reduces the
natural frequency value. It is good to mention that, the
decrement is higher for the second mode. It can be
pointed out that slenderness ratios (L/h) effects become
more prominent in smaller values on the natural
frequencies of the beam.

To verify the accuracy of the two newly presented
theories (NHSDBT1 and NHSDBT2), Figure 11 is
plotted. A good agreement can be observed between the
reported results. Our two new theories and parabolic
shear deformation formulation come up with close results
for Model 1.

Figure 12 indicates that non-dimensional natural
frequencies for Model II of the 2D-FG porous sandwich
beam have good agreement with different theories. The
effect of core thickness on the natural frequency for
Model II is illustrated. In this figure, it can be observed
1-8-1 shape determine a larger range of natural frequency
than other shapes. This is due to the ratio of the thickness
of the core layer, which has no dependency on FG is

60 —FMI/h=5 — FMI/h=10 - -FM I/h =15

)

e I FMI/h=20 = = SMI/h=5 =----SMI/h=10

ws0

=
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=
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Figure 10. First and Second modes of @ of 2D-FG porous
beam respected to L/h, based on NHSDBTI (5 =0, kx =1
and Model T)
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Figure 11. Comparison of @ of 2D-FG porous based on
different theories (n = 0.1, kx = 1 and Model I)

larger than other shapes. In this Model specially, results
of PSDBT always coincide with our two new higher
shear deformation beam theories. Due to the graded
properties of the beam, the natural frequencies change
gradually, which starts from the metal phase and leads to
the ceramic. For this reason, the values of the frequencies
in the presented graphs have a downward trend.

Like Model 11, results in Figure 13 shows great
accuracy between theories for Model III, which
demonstrates the validity of the new theories. On the
other hand, in this figure, the 1-8-1 shape has the smallest
range of natural frequencies variation and the 2-1-2 shape
has the largest variation range among shapes. This is
because FG face sheets are thicker in the 2-1-2 shapes
compared to other shapes and the variation in the
properties of FG material, affects the frequencies.
Generally, amount of frequencies in 1-8-1 shape are
higher than the others.

In Figure 14, dimensionless frequencies of the beam
are graphed for assumptions of L/h = 10, n= 0.1 and kx
=1 based on NHSDBT?2. It is noteworthy that, the effect
of FG layers on the natural frequencies of the 2D-FG
beam is significant for variable k.. Consequently, the 1-
8-1 shape in Model II (Figure. 14(a)) and the 2-1-2 shape
in Model I (Figure 14(b)) had most affected by the
power-law index of functionally graded material,
compared to the other shapes in each Model. The
stiffness of FG beams will decrease as the power-law
index is increased for all shapes types because FG
material went to have more ceramic volume. Also, by
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Figure 12. Comparison of  for various kz and theories (L/h
=10, kx=1,n=0.1 and Model II)
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Figure 13. Comparison of @ for various kz and theories (L/h
=10, kx=1,1=0.1 and Model III)

checking the results in model two, it is possible to achieve
a unique natural frequency with various shapes. this
phenomenon provides a state to use in reality. In Figure
15, based on our new theory (NHSDBT1) the first and
second mode shapes of two dimensional functionally
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(b) Model 11
Figure 14. @ of 2D-FG porous beam for various k; and
shapes, based on NHSDBT2 (L/h = 10, kx=1, and n=0.1)
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(b) Second mode shape (x109)
Figure 15. The first two mode shape of 2D-FG beam for
Model I, based on NHSDBT1 (L/h = 10 and k; = 1)

graded beam investigated. A fully clamped beam with
L/h = 10 and k; = 1 for various kx based on Model I is
chosen.

4. CONCLUSION

In this paper, two new higher order shear deformation
beam theories (NHSDBT 1 and 2) to obtain non-
dimensional frequencies of 2D-FG porous sandwich
beams are introduced. Effect of different shapes, porosity
(m), slenderness ratios (L/h) and power-law indexes in
both axial and thickness directions (kx and k;) on natural
frequencies of the 2D-FG porous beam in three different
beam Models, based on various theories (TBT, FSDBT,
PSDBT, NHSDBT 1 and 2) for clamped-clamped
boundary condition are investigated. The higher order
governing equations are derived by using Hamilton's
principle. In the following, the Galerkin method is
employed to solve them. The effect of power-law indexes
on shape modes is illustrated. The presented theories are
validated for the free vibration of beams. The major
results of this paper are briefly explained below:

e By implementing the presented two new theories, a
good agreement was obtained. The results indicate
that the accuracy of the NHSDBT1 and NHSDBT?2
are close to other order shear deformation beam
theories although using the presented theories are
easier than them.

e There are some parameters that will rise the
amounts of natural frequencies by increasing them.
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The slenderness ratio (L/h) is one of them, whereas
the power-law indexes (kx and k;) and porosity
volume fraction (1) show an indirect relation with
frequencies. Frequencies are more sensitive to
porosity in high-value power-law indexes.

It is noteworthy that, the effect of FG layers on the
natural frequencies of the 2D-FG beam is
significant for variables kx and k.. Consequently, by
increasing thickness of the functionally graded
layer in each shape

Generally, power-law indexes shifted the node
point to the left and resonance will be accrued
sooner than the non-FGM beam.
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ABSTRACT

There is a growing demand of suitable substitute materials of concrete ingredients especially fine and
coarse aggregates in order to achieve sustainable development in the era of rapid urbanisation. Therefore,
the concrete making process by utilisation of aggregates that recycled from construction and demolition
(C&D) debris has emerged as a primary objective for many government agencies. Consequently, the
utilisation of recycled aggregate concrete (RAC) in structural applications become essential aspect.
However, RAC can be employed in structural applications only if effective stress-strain relationship is
available. The stress-strain models developed for natural aggregate concrete (NAC) are not fully suitable
for RAC. Hence, the selection of good model which has precise prediction capacity plays a crucial role.
Moreover, the stress-strain models provide the basis for the analysis and modern design procedures
especially in FEA packages. In the present study, the stress-strain models for RAC have been selected
from the literature and critically reviewed in order to evaluate their predictive efficacy. The test samples
in the form of measured stress-strain relations-hips derived from literature have been compared with the
predictions of each selected model. Besides the comparison of measured and predicted stress-strain
profiles, the output of selected models in terms of normalized toughness and ductility index was assessed.
The consistency of output of models are further evaluated by employing statistical tools such as
coefficient of variance and root mean square error. The outcomes of the model in the form of polynomial
expression was relatively more accurate to that of other counterparts.

doi: 10.5829/ije.2022.35.11b.05

NOMENCLATURE

o Stress in concrete corresponding to specified strain level ¢ &

omax  Peak stress of concrete
fe the prism compressive strength
[ Compressive stress

Strain in concrete corresponding to specified stress level o
n, k Coefficients

fem Average cylinder compressive strength at 28 days

FEA Finite Element Analysis

1. INTRODUCTION

natural resources, on the other hand, debris produced by
demolition and other construction activities is increasing.

Since the beginning of the urbanisation, there has been
rapid growth in the building industry, and as a result, the
amount of construction waste produced has increased
year by year [1, 2]. Every year, around 2.01 billion tonnes
of municipal debris are produced across the globe [3].
Due to rapid urbanization, the appropriate utilization of
C&D waste has become very important. The demand of
coarse and fine aggregate has been in an ever increasing
rate, but as they are natural resources, their supply is
limited [4]. On one side, there is exploitation of the

*Corresponding Author Email: akshay4592@gmail.com (A. J. Pawar)

A process to extract fine and the coarse aggregate from
C&D waste that could be replaced with the natural
aggregates in construction is very crucial as it would
relieve the pressure on natural resources. It is high time
that the entire C&D waste is properly recycled and
utilized as the natural building materials are becoming
scarce. In the recent decade, due to the rapid population
growth there has been a big boom in the construction
industry as the expansion of cities and redevelopment of
the existing cities have gained a big momentum. Due to

Please cite this article as: A. ]. Pawar, S. R. Suryawanshi, Comprehensive Analysis of Stress-strain Relationships for Recycled Aggregate
Concrete, International Journal of Engineering, Transactions B: Applications, Vol. 35, No. 11, (2022) 2102-2110
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this rapid development, there have been a massive
increase in C&D waste generation. In order to promote
sustainability and alleviate the stress on the environment
from the excessive use of natural aggregates, recycled
aggregates are increasingly used in  concrete
manufacturing [5].

Plenty of studies [6-8] on the utilisation of recycled
aggregate from C&D waste are available in the literature,
but the studies on structural application of RAC are
comparatively limited in their number. Emphasis on the
utilization of recycled concrete aggregate (RCA) in
structural applications may accelerate sustainable
development programmes. As a result, a thorough
knowledge of stress-strain relations of this substitute
material is inevitable in order to assess its structural
potential. Moreover, if the stress-strain relationship
accurately depicts the behaviour under loading, it might
serve as a foundation for structural applications of RAC.
Numerous compressive behaviour indicators, such as
peak-stress (referred as compressive strength), peak-
strain corresponds to peak stress, ultimate stress where
the failure is defined in terms of certain percentage of
peak stress in the post-peak region, ultimate strain and
secant modulus are derived from the stress-strain
relationship of concrete, making it crucial for theoretical
and numerical assessments of structures and engineering
designs.

There are different theories of constitutive modelling
are available in the literature [9]. However, it can be
categorised into two major groups: Empirical models that
derived from the regression analysis of measured data
and models based on continuum mechanics theories. The
continuum mechanics theories like elasticity, plasticity,
continuum damage mechanics, plastic fracturing,
endochronic theory, microplane models, etc. are too
dependent of experimental data for their validation. The
group of empirical models itself is huge and consists
variety of constitutive models for uniaxial, biaxial,
triaxial, impact and cyclic loading. Under the class of
uniaxial stress-strain models, many models for NAC are
available, however, very limited models are available on
the RAC. Moreover, due to various influencing factors
such as shape and size of test specimens, aspect ratios,
loading rate, duration of loading, type of testing machine
etc., these models give different results especially in post
peak region. The form of mathematical formulation also
affects the prediction of test results. Therefore, it is
evident to carry out comparative theoretical analysis of
these models in order to ascertain the level of accuracy.

In this study, the empirical stress-strain relationships
for RAC proposed by Xiao et al. [10], Du et al. [11],
Belén et al. [12], and Suryawanshi et al. [13] have been
considered for comparison of predictive -efficacy.
Besides comparison of graphical representation of
measured and predicted stress-strain relationships,
Normalised toughness (A), Ductility index () have been

evaluated. Further, the accuracy of the predictions of
selected models in terms of A and p is verified by
employing statistical tools such as Root Mean Square
Error (RMS) and Coefficient of Variance (V). It has been
observed that all the models yield reasonably similar
results in pre-peak region but the predictions of post-peak
region are deviating from their respective counterparts
may be due to the formulation approach. However, the
model of higher degree polynomial yields comparatively
better results and its applicability in differential and
integral calculus is also simple and easy.

2. SUMMARY OF STRESS-STRAIN MODELS

A small number of stress-strain models are available for
RAC with the different replacement ratios of recycled
coarse aggregates as a function. A brief and critical
review of these models reported in different studies is as
follows. The basic forms of these mathematical
formulations for rising and falling branches of complete
stress-strain curve (SSC) have also been reviewed.

Guo and Zhang [14] defined the stress-strain
relationship for NAC and subsequently, it was modified
by Xiao et al. [10] to fit it for RAC. The formulation
consists of two equations to model ascending and
descending portion of SSC and is the function of
replacement level of natural aggregate.

ae+ (3—2a)¢ + (a—2)e, for €<1,

fore=>1

@

0= €
bGE-1)2+e’
In Equation (1), o is the normalised stress with
respective to peak stress (o/f.) whereas € is the
normalised strain with respective to strain corresponds to
peak stress (e/€y,). The coefficients, « and b are
outcomes of regression analysis, dependent on
replacement level of natural aggregate in percentage (r),
and to be determined as follows:

a = 2.2(0.748r2 — 1.231r + 0.975) @)

b = 0.8(7.6483r + 1.142) ®)

This model gives reasonably more accurate predictions
for the ascending portion of the SSC, however, the
descending portion is not predicted as accurately.

Du et al. [11] tried to model the falling branch of SSC
after peak load, relating it to the area falling under the
experimentally measured SSC. The expression for rising
branch of SSC is similar to that proposed by Xiao et al.
[10].

y=ax+ (3 -2a)x?+ (a—2)x3 (0<x<1) 4)

where, y is the normalised stress with respective to peak
stress (0/0mqx) and x is the normalised strain with
respective to strain corresponds to peak stress (&/¢,).
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a is represented by the ratio of initial tangent modulus
and secant modulus correspond to peak point and the
origin.

The expression for falling branch of SSC is as
follows:

(-1)2 @-1?

y=ae 1 +(1—a)e 22 , (1< x <+o) ®)

where, a, f1, 2 are the parameters may be referred to in
the respective reference [11].

The recommended model by Du et al. [11] is not fit
for routine applications due to associated relative
complexity in the formulation, especially for descending
branch of SSC. Moreover, the transformation of a, 1, 52
parameters with the replacement level of natural
aggregate and concrete grade involves comparatively
more compound approach.

Linear regression analysis of test data was used by
Belén et al. [12] to determine elastic modulus, ultimate
strain and peak strain transformation coefficients and
modified the stress-strain model recommended in
Eurocode 2 [15], to outfit the RAC. An analytical
expression of the SSC that considers the percentage of
replacement was established by making use of the
findings of the experiments. Moreover, the stress-strain
expression recommended in Eurocode 2 [15], is also
adhered by the Spanish code, EHE-08 [16]. The modified
expression for RAC was generated for the ascending
branch and subsequently, descending branch limited to
the strain level of 0.0035.

g, _ kn-n?

fom  1+(k=2)n ©6)

where,

n= iand k = 1.05 = Ecm * |€Cll/fcm
c1

&

The Eurocode 2 [15] recommends the following
expressions to determine the secant modulus of elastic
and peak strain, respectively as follows:

Eem = 22 (fcm/]-o)o'3 )

&1 = 0.7% (fcm)o'31 (8)

According to Belén et al. [12], the Eurocode 2 [15]
expression for conventional concrete could be used for
recycled concretes by employing transformation
coefficients for secant modulus (E,,), peak strain (.;)
and the ultimate strain (e.y;) and equ2(BL€). The
following modified coefficients are the products of
regression analysis of the test data.

(prec) = —0.0020 x %RCA + 1 9)
(<€) = 0.0021 x %RCA + 1 (10)
(Brec) = 0.0022 x %RCA + 1 (11)

Although the model exhibits good efficacy for ascending
branch, yet it is not that much effective in predictions for
descending branch.

The theoretical relationship for RAC proposed by
Bhikshma and Kishore [17], is the modified version of
the model evolved by Saenz [18] for conventional
concrete. This model has limited predictive efficacy for
RAC; hence the results of the analysis are not reported
here.

A fourth-degree polynomial expression was proposed
by Suryawanshi et al. [13] to model the experimentally
observed behaviour in normal-strength RAC. The model
incorporated the influence of RCA replacement level
respectively on elastic modulus, peak strain, peak stress
and ultimate strain. This single equation works for both
the pre-peak and post-peak parts of the SSC with the
limiting value of normalised strain is equal to 2.

g =a(e)+b(E)?+c(@)? +d(e)* (12)

where @ is normalised stress (a/f'.) and € is the
normalised strain.

Coefficients a, b, ¢ and d are derived by doing
regression analysis of the measured test data and function
of replacement level of natural aggregate in percentage.
The coefficient ‘a’ implies the ratio of initial tangent
modulus and the secant modulus (Eim/Ep). The secant
modulus is the slope of line joining the origin of the SSC
and the point corresponding to peak stress

a = (1.8242 — 0.0076R) (13)
b = (4.67 — 2.86a) (14)
¢=(251a-5) (15)
d = (1.33 - 0.65a) (16)

The compressive stress (f°c) and the peak strain (&) of
RAC are the inputs required to handle the model. In
absence of values of these input parameters for RAC,
following equations may be referred to generate them
from the test results of NAC.

f'crac = (1 = 0.0012R) ¢ nac (17

0.33
gorac = (0.6 +0.002R)107° (£, .. ) (18)

3. ASSESSMENT OF STRESS-STRAIN MODELS

The relative performance of the analytical models in
terms of their ability to reproduce the experimentally
observed SSC on selected test specimens have been
examined. Table 1 reveals the details of typical test
specimens and measured values of compressive stress
along with the corresponding values of peak and ultimate
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TABLE 1. Summary of specimen details and experimentally obtained results

Author Spemmen type and Specimen 1d Replac&_ament Compressive strength of Pea_k Ultlm_ate
size ratio concrete (MPa) strain strain
NC 0% 26.90 0.0018 0.0028
Xiao et al. Prism (100x100x300) RC-50 50% 23.60 0.0019 0.0026

[10] mm

RC-100 100% 23.80 0.0022 0.0028
H-0.65-0% 0% 31.92 0.0017 0.0037
H-0.65-50% 50% 32.35 0.0019 0.0042
Belén et al. Cylinder (150x300) H-0.65-100% 100% 30.13 0.0022 0.0045
(12] mm H-0.50-0% 0% 4481 0.0019 0.0036
H-0.50-50% 50% 37.45 0.0019 0.0040
H-0.50-100% 100% 40.54 0.0022 0.0044
Suryawanshi Cylinder (150x300) R0O 0% 38.00 0.0019 0.0036
etal. [13] mm R100 100% 3450 0.0024 0.0037

strains. The stress and the strain values have been derived
from the reported information and subsequently the SSC
models except the model proposed by Du et al. [11] are
compared with each measured stress-strain relationship.
Du et al. [11] proposed the stress-strain model explicitly
for concrete containing 100% recycled aggregates [19].
Besides the graphical comparison, the area under
curves of the measured SSC and predicted SSC has been
calculated and compared. Moreover, root have been
reproduced. The predictions of all the selected mean
square error (RMS) value and coefficients of variance (V)
are calculated in order to decide the efficacy of models
on statistical grounds. The RMS error is the standard
deviation of the prediction errors (residuals). Residuals
are the distances between the data points and the
regression line. It refers to the propagation of these
residuals. Thus, it is the indicative of the concentration of
the cluster of the data points around the line of best fit.
This is one of the effective techniques in regression
analysis to verify experimental results. The effectiveness
of prediction model may be evaluated in terms of
variance of the predicted data. It is defined as extent of
spread from the average value. Variance is the dependent
quantity of the standard deviation of the data. The value
of variance is directly correlated to scatter of data.
Therefore, it is the indicator of a data spread with respect
to mean. More the value of variance, the more the data
scatter and vice a versa. The quality of fit of the predicted
SSC to the experimental SSC is investigated in terms of
"RMS" and "V" respectively in order to quantify the
predictive evaluation of various analytical models,
according to procedure reported by Khan et al. [20] and
Ayub et al. [21]. The stress values from the experiments
and the predicted stress values correspond to the same
strain values were used to figure out these parameters.
“RMS” and “V” have been estimated using Equations

(19) and (20), respectively; which are reported in Tables
2-4:

Tlti—oil?
n

RMS = (19)

0.2
V=1- [ti—o;l

Zlos|? (20)

Where, “ti”, “0/” and “n” indicate the measured outcomes
(used as target), predicted outcomes (used as output) and
the total amount of observations, respectively.

4. DISCUSSION

The relative efficacy of selected stress-strain models with
their ability to predict the stress-strain relationships have
been appraised. Figures 1, 2 and 3 reveal the comparison
of measured stress-strain relationship by Xiao et al. and
the predicted stress-strain relationships of Xiao’s model
along with the predictions of other selected models. It is
quite obvious that the predictive efficacy of the model
expected to be comparatively more accurate against own
measured data as the respective model itself built on the
regression analysis of that data. However, there are
considerable amount of deviations in measured and
predicted relations of descending portions especially for
concrete containing 100% RCA. Figures 4-9 depict the
measured stress-strain relationships of Belén et al. [12]
against the predictions of selected models. There is
reasonable match in the ascending branch except Figures
5 and 6. On the contrary, there is significant discrepancy
in the measured and predicted relationships in the
descending branches of SSCs. In Figures10 and 11, the
comparison of measured stress-strain relationship of
Suryawanshi et al. [13] and predictions of selected
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TABLE 2. Summary of measured and estimated areas under stress-strain curves

Measured Xiao et al. [10] Belén et al. [12] Suryawanshi et al. [13]
Specimen Id
A A A H A A A M A A A M A A A M
NC 070 086 156 055 068 08 153 056 070 081 151 054 065 0.77 142 0.540
RC-50 061 064 124 051 060 064 124 051 066 060 126 048 063 064 127 0.507
RC-100 061 065 126 052 059 053 112 047 067 071 138 051 062 062 124 0.500

H-0.50-0% 062 076 139 055 068 086 154 056 064 050 114 044 065 077 143 0.543
H-0.50-50% 061 081 142 057 060 064 123 051 066 064 130 049 062 078 141 0.557
H-0.50-100% 062 080 142 056 058 060 119 051 065 058 123 047 061 069 131 0.531
H-0.65-0% 067 089 15 057 068 089 157 057 068 076 144 053 065 079 144 0.548
H-0.65-50% 067 082 149 055 060 065 124 052 068 075 143 052 064 070 134 0.525
H-0.65-100% 068 085 152 056 059 087 146 060 069 078 147 053 062 062 124 0.500
ROO 069 081 151 054 068 053 121 044 066 063 129 049 065 077 142 0.542
R100 059 066 125 053 059 053 112 047 067 071 138 051 062 060 122 0.493

TABLE 3. Comparison of Root Mean Square (RMS) of the all predictive models

Specimen Id Xiao et al. [10] Duetal. [11] Belén et al. [12] Suryawanshi et al. [13]
NC 0.023 -- 0.199 0.053
RC-50 0.021 -- 0.077 0.030
RC-100 0.098 0.136 0.085 0.030
H-0.65-0% 0.021 -- 0.135 0.096
H-0.65-50% 0.144 - 0.102 0.113
H-0.65-100% 0.088 0.226 0.076 0.193
H-0.50-0% 0.076 -- 0.174 0.056
H-0.50-50% 0.105 -- 0.138 0.040
H-0.50-100% 0.122 0.196 0.149 0.074
R0O 0.208 -- 0.219 0.074
R100 0.103 0.152 0.098 0.071

TABLE 4. Comparison of Coefficient of Variance (V) of the all predictive models

Specimen Id Xiao et al. [10] Duetal. [11] Belén et al. [12] Suryawanshi et al. [13]
NC 0.9989 - 0.9941 0.9793
RC-50 0.9989 - 0.9874 0.9979
RC-100 0.9702 0.9577 0.9853 0.9978
H-0.65-0% 0.9992 - 0.9603 0.9800
H-0.65-50% 0.9415 - 0.9779 0.9689
H-0.65-100% 0.9837 0.8745 0.9881 0.8985
H-0.50-0% 0.9878 - 0.9165 0.9927
H-0.50-50% 0.9685 - 0.9546 0.9963
H-0.50-100% 0.9551 0.8952 0.9446 0.9862
ROO 0.8847 - 0.8893 0.9886

R100 0.9680 0.9457 0.9798 0.9873
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models have been presented. Perusal of all these figures
clearly indicates that the predictions of the model in the
form of polynomial expression proposed by Suryawanshi
et al. [13] gives comparatively more accurate results
irrespective of pre-peak or post-peak regions.

In order to verify the predictivity of selected models,
the areas under the curves have been calculated by
developing the program in Microsoft-Excel. The
program employed the Trapezoidal rule to calculate the
area. The area under the curve up to the peak is
designated as A; and area after the peak is nomenclatured
as A,. The summation of A; and A, is treated as a
normalised toughness (A), since the SSC is in non-
dimensional form. The predictive efficacy of the selected
models have been checked against the ductility index (l).
The ductility index may be defined as the ratio of A; and
A. The measured and estimated values of Az, A2, Aand p
are compiled together in Table 2. It has been observed
that the values of normalised toughness predicted by
Suryawanshi et al. [13] are in good agreement compared
to the predictions of other models. As stated in section 3,
the quality of fit of predictions of stress-strain
relationships with that the experimentally obtained, is
investigated in terms of the values of root mean square
error, RMS, and the coefficient of variance, V,
respectively. The comparison of values of RMS and V are
depicted in Tables 3 and 4, respectively. The model that
conceives the lowest value of RMS and the unit value of
V is considered as the most effective model. On the
parameters of RMS and V, it is seen that the predictions
of Suryawanshi et al. [13] are reasonably acceptable
compared to the outputs of counterpart models.
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5. CONCLUSION

In this work, the published models to define stress-strain
relationships for RAC have been calibrated against the
experimentally measured outcomes which are reported in
the literature. The measured value of peak compressive
stress and associated peak strain value were utilized as
input parameters to operate prediction models in order to
reproduce entire SSC. The findings of this study may be
summarised as follows:

The predictive efficacy of selected models is more or
less similar for the ascending portion while it is found
that the level of prediction accuracy is of varying
degree for descending portion of the SSCs. This may
be due to the approach adopted in the formulation of
the model. Nevertheless, the stress-strain generated
by polynomial expressions are more relatable.

The predictive efficiency of the models has also been
evaluated in terms of normalised toughness and
ductility index. The predictions of models proposed
and reported in literature are found closer to measured
values.

08 1.0 12
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Figure 10. Comparison of measured
(ROO, Suryawanshi et al. [13]) and
predicted Stress-strain relationships
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Figure 11. Comparison of measured
(R100, Suryawanshi et al. [13]) and
predicted Stress-strain relationships

The accuracy of the outputs of the considered models
in terms of normalised toughness and ductility index
are further evaluated on statistical grounds. This was
revisited by comparing the values of the RMS and V.
The model that conceives the lowest value of RMS
and the unit value of V is considered as the most
effective model. On the parameters of RMS and V, it
is seen that the predictions of polynomial expression
are reasonably acceptable compared to the outputs of
counterpart models.

The use of commercial packages has become an
integral part of the modern analysis of concrete
structures. Some of the commercial computer
programs offer freedom to the users to define the
materials through the user-defined material models in
the form of laboratory evaluated stress-strain
relationships. The use of the stress-strain relationship
in the form of polynomial expression may play
crucial role in the simulation of the concrete
structures and may yield near practical results.
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ABSTRACT

Cement Fly ash and Gravel Piles are modern soil improvement techniques widely used in China for
infrastructure development. It significantly impacts the fundamental characteristics of load-carrying
capacities and deformation. The cement fly ash and gravel (CFG) piles are located on highways, railway
embankments, essential projects, and problematic soil. These are often subjected to high risk of external
load like flooding, seismic, etc. In such a case, foundation design can be governed by a required lateral
resistance. The present study is based on the deformation behaviour of a CFG pile subjected to axial,
lateral, and combined loading in soft clay. Numerical analysis using Plaxis 3D on a CFG pile with various
influencing parameters soil condition, diameters, length, length to diameter ratio, and pile head loading
condition to observe its effect. Overall, the pile study found variations in initial stress level, pile type,
and pile head constraint. Still, these were minor compared to the impact of soil behaviour and mobility.
The soil models varied stiffness and strength properties. The effects originating from the boundary
conditions used were responsible for significantly decreasing lateral resistance for inner CFG piles under
the active and passive loading.

doi: 10.5829/ije.2022.35.11b.06

NOMENCLATURE

CFG Cement Fly Ash Gravel LE Linear Elastic Model

S Spacing (Center to center distance of Piles) uD Undrained condition (B)
NSF Negative Skin Friction DC Drained Condition

D Diameter of CFG pile (mm) SS Soft Soil Model

L/D Length / Diameter ration Cref Cohesion

FEM Finite Element Method E Young's modulus

MC Mohr column model il Position ratio

ke ky; ke Permeability in x; y (horizontal) ; and Z (vertical) direction OCR Over consolidation ratio
o' Friction angle (0} Dilatancy angle

A* Modified compression index K* Modified compression index

Esoref/ Eoed ref

Secant stiffness in standard drained triaxial test/ odometer loading Ey "™

Unloading / reloading stiffness

1. INTRODUCTION

areas, river bays, and coastal regions, are increasingly
used for various infrastructural projects. India has a

Population growth and rapid industrial expansion are
land areas that have been highly required for road and
railways embankments needed for the urban area for
infrastructure development. As a result, lands once
considered unsuitable for growth, such as low-lying

*Corresponding Author Institutional Email:
ds15am002@amd.svnit.ac.in (N. B. Umravia)

7516-kilometre-long coastline, a 1596 km long coastal
area in Gujarat state, and deposits of soft clayey soils can
be found all along the coast and in nearby delta areas. The
effect of the dispositional and weathering coastal area
creates complex problems in geotechnical material across

Please cite this article as: N. B. Umravia, C. H. Solanki, Numerical Analysis to Study Lateral Behavior of Cement Fly Ash Gravel Piles under the
Soft Soil, International Journal of Engineering, Transactions B: Applications, Vol. 35, No. 11, (2022) 2111-2119
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the region. The embankments are constructed on soft and
highly compressible silty clay or soft clays. Experience a
large vertical and lateral settlement; therefore, ground
improvement like column technology is an obvious
choice in the embankment to provide the reinforcing and
enhance foundation soil strength [1-8]. Cement-fly ash
gravel (CFG) piles the most effectively under axial and
lateral load reduced the settlement and deformation,
respectively, among the various ground in improvement
techniques [8-12]. The CFG is a composite foundation
made of cement, fly ash, gravel, aggregate chips, sand,
and moderate water. The soil between the piles is a soil
solidification process using a technique. A dry or wet
binder variable mix is mechanically combined with in
situ natural soil to build columns for improved soil. This
type of foundation, called a composite foundation
crowned with a cushion layer, [11, 13-15] that indirectly
carrying the foundation load and enhances the bearing
capacity of soft ground. Hence the cushion's
deformability depends on its characteristics. Piles' head
pricks into the mattress layer, which leads to relative
CFG pile settlement that creates based on negative side
friction (NSF) characteristic of soil and pile [11]. On the
upper side, 15-50 percents of the pile length has achieved
a high bearing capacity and small differential settlement.
The fly-ash is an industrial waste that reacts with the
cement and makes a natural bonding gel that increases
the concrete's strength Feng et al. [16] A combination of
multiple piles with differing stiffness introduced by Cao
and Liu [8], Lai et al. [10] and length [11, 12] has been
used in practice to achieve further economic advantages
of CFG pile reinforced ground. Performed numerical
analyses, by unit cell approach by Yu et al., [5] the CFG
piles using embankment numerical analysis done by
Dresden and Approach [7]. Liu and Jia [17] developed
a differential equation based on a typical unit calculation
model to derive the depth of neutral plane and pile-soil
stress ratio calculation formulas. Many areas are
subjected to temperature variation. Therefore, the effect
of temperature and heart exchange soil and CFG pile
behaviour studied by Nguyen and Phan [18]. According
to Wu et al. [19], the CFG pile ground improvement
treatment is very effective on a field test on different
ground improvement techniques. It is also uhelpful for an
important highway project by Nguyen and Phan [18]; Wu
etal. [19]; Hashemi et al. [20], and Hamidi and Lajevardi
[21]. It has been a less vertical settlement and minimum
lateral deformation than other ground improvement tests.
The technical china code for ground improvement
treatment for railway engineering (TB -10106-2010)
explains the installation spacing and further specification
of CFG piles.

Moreover, after installing CFG pile quality, bearing
capacity under the soft soil, and efficiency check (less
than 1-4% of total pile installation), it is required a
loading test conducted by Anand and Sarkar [22], Abbas

et al. [23], Zheng et al. [24]. The loading at field test
suggested by with Chinese technical requirements for
building  foundation  inspection  (JGJ340-2015),
Technical code for testing building foundation piles
(JGJ106-2014), and Technical code for building ground
treatment (JGJ106-2014) (JGJ 79-2012) [25]. Moreover,
the basic concept of group CFG pile application with the
geosynthetics materials that react like as a piled raft
foundation behaviour [26-33]. The previous research
focuses on various CFG pile composite foundation
concepts and experiments to study the deformation
behaviour under an axial (vertical) load. Moreover, there
has been limited research on the design selection and
parameter optimization of CFG pile (like length,
diameters and grade of CFG) composite foundations,
particularly in the deformable Indian soft soil condition.

Based on the literature review, the research gap was
found there were fewer studies on the deformation
behaviour of the single CFG pile subjected to active the
passive lateral load. These techniques enhance the soft
ground bearing capacity in the field, although lateral
displacement was not deeply studied.

2. METHOD OF ANALYSIS

The numerical simulation approach is very significant in
studying the behaviours of foundation, soil, and pile
interaction. Moreover, CFG pile composite foundations
have mechanical properties intermediate between
shallow and deep foundations that depend on their
stiffness nature. They are typically an unconnected form
of foundation. The Finite Element Method (FEM); [16,
26-29] has risen in importance in geoengineering and
design during the last two decades. In this study, the FEM
constitutive models are used to simulate the structural
characteristics of soils, and model parameters describe
specific features of soil behaviour. These constitutive
models can range in complexity from simple to complex.
Simple models, in general, require only a small number
of parameters to be chosen, but they may be missing
some important aspects of soil behaviour. More complex
models may encompass more aspects of soil behaviour,
but they also necessitate the selection of more parameters
based on soil investigation data. The main objective of
present work is to understand the behaviour of a single
CFG pile subjected to axial, lateral, and combined load
in soft soil.

3. NUMERICAL MODEL DESCRIPTION

3. 1. Model Description The finite-element
model was created using the commercial FE software
PLAXIS 3D. The Mohr-coulomb (MC) consecutive
models worked on the elastic and elastic-plastic
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behaviours of soil and structure interaction due to the MC
model considered for the clay and soft soil. The CFG
piles behaviour is linear; therefore, the CFG pile is
considered a Linear elastic (LE) model [35]. The usual
mesh geometry used in the model is depicted in Figure 1.

In numerical analysis, the effect of stress at the
boundary was minimized by providing a large length and
width (10D). The homogeneously treated soil medium
was produced at least five times as broad as the
foundation (by) in the lateral extent and more than twice
as deep as the long pile length vertically. A stiff sand
layer has been provided below the soft soil
(approximately 2 m after soft ground) that fixed base to
avid the significant vertical displacement. Hence,
considering computational expenses without
compromising accuracy, the mesh density was finer in
the neighbourhood of structural members with gradual
change to coarser mesh sizes for farther locations. Each
part was discretized using a fifteen-node linear brick
element with reduced integration and hourglass control.

The surrounding vertical boundaries were modeled to
restrain lateral displacements, while the bottom was set
to constrain both horizontal and vertical displacements.
The top surface boundary was set to be free in each
direction. The analysis was initiated by generating Ko
geostatic stress field within the soil mass that produced
minimal deformation yet was in equilibrium with pore
water pressure. The initial condition was followed by
introducing piles sequentially, considering the soil and
CFG pile surface are rough. Construction vibration has
not been accountable. The shear strength effect increases
with depth, the variation of the lateral factor with depth,
and the impact of strength anisotropy.

Soft Clay Top . mm CEG Pile.

Stiff clay

(b)
Figure 1. (@) Model Geometry (b) Finite Element Model
(FEM) with model mesh

The selection of a constitutive model of soil mass
when defining material properties is critical to the
outcome. The Tresca yield criterion, von Mises yield
criterion, Drucker—Prager yield criterion, Mohr-
Coulomb vyield criterion, and double-shear stress yield
criterion are now used in geotechnical engineering. The
present study considers the axial and lateral behaviour of
a single CFG pile under the single layer soft soil model
and an MC model. "Hard" contact in the normal direction
and Coulomb friction in the tangent direction were used
to represent the contact behaviour at the pile-soil surface.
The Mohr-Coulomb model is based on graphing Mohr's
circle in the main and minor axes for stress states at yield
because a typical geotechnical test determines
cohesiveness (C) and internal friction angle (¢). It plays
an essential role in practical application and is
extensively used. The present study is on the numerical
analysis of axial behaviours of three different diameters
(0.5, 0.7, and 0.9 m) with different L/D ratios (6, 12, and
18) of CFG piles. Its effect has been analyzed under the
lateral load. To study behaviour under the combined load
of axial and lateral. Moreover, the lateral behaviour of the
CFG pile when its soil is subjected to passive lateral load.
A settlement and deformation study was considered the
prescribed 50 mm under the axial and 15 mm in lateral
displacement, respectively.

3. 2. Model Assessment Criteria Four different
metrics materials models, LE, MC, SS, and HS, were
chosen to appraise and compare the behaviours of CFG
pile under the horizontal and verticle loading. The CFG
pile foundation selects the LE model [34]. In order to
model the interaction between pile and soil, ensure that
the pile's element node coincides with the soil's element
node and that the soil's mesh size is the same as the pile's
mesh size. Effect of pile size on lateral displacement, pile
diameter is set to 0.5, 0.7, and 0.9 m: active loading and
passive loading condition. The CFG pile head,
approximately 0.3 m above the ground level, was
subjected to the lateral load in the active state. Therefore
circular plate is fixed and loads in one direction. In the
case of lateral load subjected soil passive, the upper 0.3
m soil mass moved, creating the lateral thrust. When the
MC model, the upper layer of 0.3 m collapsed in
numerical analysis; therefore, it was modified with the
soft clay SS soil model in passive condition soil. This
approach gives comparative results on lateral in active
and passive loading conditions. Solid elements used. The
Poisson ratio, cohesive, deformation modulus, and
specific parameters are listed in Table 1.

4. RESULT AND DISSCUSION

Discuss the effect of D - 0.5, 0.7, and 0.9 m diameter CFG
pile subjected to relative axial load conditions on
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TABLE 1. Details of Material properties of pile and soil
Soft

Parameter Unit CFG pile Clay Clay Stiff Clay

Material Model - LE MC SS HS

Drainage Types Nonporous ub UD Drained

Unit Weight ~ y (kN/m?) 22 14 16 18

Young’s E (KN/m?)  2.4x10°  12.5x10° 9x10° 15 x10°

Modulus

Undrained Clret

shear strength  (KN/m?) 10 45 10 18

Poisson ratio 1] 0.15 0.25 04 0.3

Friction angle o' - 0 23 25

Dilatancy angle W - 0 0 25

Modified

compression A* - - 0.18 -

index

Modified o _ _ 0.04 _

swelling index

Secant stiffness

in standard Eso"/ Ece 3

drained triaxial " (kN/m?) - = 50x10

test

Reloading Eur ™ 3

Stiffness (kN/m?) - - -~ 150x10

Power of

stress- stiffness - - - 0.5
HA kx; ky; kz - - - 3

Permeability (miday) 0.25x 10

Over

consolidation OCR 1.0 15 1.0 1.0

Ratio

Pre overburden POP 00 00 50 00

pressure

deformation based on lengths 6D, 12D, and 18D.
Significant the Effect of length that enhanced the load-
carrying capacity of CFG pile.

4.1. Study the Influence of Pile Length under Axial
Load The CFG pile was subjected to axial load
analysis performed in two conditions. Frist condition is
to analyze that have a direct axial load only. Then, it was
analyzed under the combined axial and lateral load. The
first condition analysis result of D -0.5 m with influences
the variable pile length 6D, 12D, and 18D, respectively,
as shown in Figure 2. The load settlement curve is
nonlinear behaviour. Its plastic point of deformation is
near an 8- 12 mm settlement. The CFG Pile length is
categorized into short, medium, and long piles. The long
pile has an extended NSF resistivity than the medium and
short pile. Therefore 12D and 18D lengths of CFG pile's
ultimate load-carrying capacity increased 1.93 and 9.25
times than the 6D length. The test results plot the load-

displacement curve; the ultimate load is obtained by the
tangent intersection method [35].

4. 2. Study the Influence of Pile Length under Axial
Load In order to compare the load settlement
curve of D-0.5, 0.7, and 0.9 with the 6D length of the
short pile shown in Figure 3. Its nature is, as usual,
nonlinear, but the deformation curve's plastic point
increased with increased diameters because of the weak
contained effect of the CFG pile and the low shearing
strength of the soil. As a result, the axial load carrying
remarkable increases with the increased diameter. For
example, in D-0.9 m and 0.7 m dia. of CFG pile, ultimate
axial load are 4.08 and 8.78 times higher than D-0.5 m.
Similar behaviour is shown in a higher length CFG
pile, as shown in Figure 4. The CFG pile length 12D and
D- 0.5 and 0.7m diameter plastic point of deformation
was found in soil near 10- 15 mm settlement. While in
higher length, it may increase with increased diameter.
The plastic deformation point is important in finding the
ultimate load using the double tangent method.

Axial Load (kN)

0 500 1000 1500 2000

D -500 mm

-10

Settelment (mm)

L/D-6
L/D- 18

L/D-12

Figure 2. Relation between axial load and settlement of D —
0.5 m with variable length of CFG pile
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& 40 1
_50.
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Figure 3. Relation between axial load and settlement with
a variable diameter of CFG pile
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Therefore, its ultimate load capacity is increased.
However, to compare the stress concentration of 0.5 D
value is significantly higher than the 0.7 and 0.9 D., The
effective stress in the same diameter pile in a longer
length of CFG, was found to be approximately 20 %
higher than smaller length CFG pile in 0.5, 0.7 and 0.9
diameters.

4. 3. Study the Impact of Verticle Deformation
under the Combined Load In the numerical
analysis of piles, many researchers study axial or lateral
load subjected to understand the behaviours of the pile
under the settlement and its deformation nature. Still, it
may be subjected to a combined effect in the field. For
example, a combined load of axial and lateral pile D - 0.7
behaviours under the vertical settlements is shown in
Figure 5. The axial load capacity has been decreased near
20- 30 % compared to only axial load subjected to CFG
pile. In analysis, the CFG pile is a LE model subjected to
only a one-dimensional effect in axial load. Still, in a
combined load, the two-dimensional load effect of pile
deformation has been distributed in both dimensional.

Axial Load (kN)

0 1000 2000 3000 4000 5000 6000
0 _ ) ) L ) )
___D-500 mm
-10 ---D-700 mm
’é\ _0_D-900 mm
E 0]
-
c
g 301
T
=
S -40 A
w
-50 4
-60
L/D-12 L/D- 18
————— L/D-12 ~----L/D-18
—e— L/D-12_D-09 L/D_18_D-0.9

Figure 4. Relation between axial load and settlement with a
variable diameter of CFG pile
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Figure 5. Load and settlement curve with variable length of
CFG pile
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Figure 6. Lateral load and displacement curved of single
CFG pile with passive load
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4. 4. Study the Influence of Pile under The Lateral
Load The CFG pile subjected to only the lateral
load with variable length study has been considered.
Normally, the lateral load is directly applied at the pile
top and evaluated its deformation. However, our study
has considered the three different conditions of lateral
deformation.

Following loading conditions, (1) the lateral
deformation of the CFG pile is subjected to only lateral
load; (1) lateral deformation of CFG pile under the
combined load of axial and lateral; (lll) Lateral
deformation of CFG pile under the passive. Figure 6
explains the relationship between the passive lateral load
and variable-length CFG pile deformation. The upper
0.3, m. modelling soil layer moved horizontally;
therefore, the condition of load on CFG pile top is defined
as passive lateral load. The model of upper soil is defined
as SS-type Soft soil considering. The results are very near
in all diameter conditions. The pile bodies and top lateral
displacements change slightly as the pile diameter grows
from 0.6 m to 0.9 m. The CFG pile body and pile top
lateral displacements were barely at 1500 KN and were
reduced, rarely decreasing from 10.15 mm to 10.42 mm.
However, when the pile diameter increased from 0.7 to
0.9 m, the maximum lateral displacement at the pile top
reduced to 2.31 mm at increased diameter, indicating a
nonlinear connection.

4. 5. Study of the Influence of Pile with Variable
Lateral Load The soil mass in front of piles
creates active earth pressure, whereas the soil mass
behind piles generates passive earth pressure due to the
lateral displacement of piles (axis direction). When the
ground pressure exceeds the strength of the soil mass,
plastic displacement occurs. Figure 7 explains the
greatest primary plastic strain of soil mass under (I) and
(I1) under three loading conditions. The lateral
displacements of the pile body are rather modest.
Moreover, there are no plastic zones in the foundation
soil. However, with increasing operating conditions (l11),
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the lateral displacement of the pile body grows, and the
soil mass range in the accessory section around the piles
creates a plastic zone.

In comparison to Figures 7(a), 7(b), and 7(c) detail
the relationship of the lateral displacements of the CFG
pile with variable length subjected lateral load under the
active passpile. When the diameter was 0.5 to 0.7 and
0.7 to 0.9 m increased, the lateral load was 67.5 and
reduced by 16.5 percents, respectively, Because
providing lateral force at the pile top is comparable to
imposing one constraint, this conclusion suggests that the
load at the pile top can greatly minimize the lateral
displacement of the pile body. As a result, the pile top's
free displacement turned into restricted displacement,
limiting pile top movement to some extent. However, one
uninformative result was found that lateral capacity of
CFG pile is increased nominal with increased length in
case (I) and (Il) loading, but it is remarkable increased
lateral load (8- 24 % ) in equal length and equal diameter
of CFG pile in case (I) to case (Il) loading. Because in
case Il loading, the resistance of CFG pile is increased
due to the axial load (overburden load)on it that
prevention the lateral movement.

Figure 7(c) shows lateral load vs settlement of L/D-6
and L/D-12 behavious under the active lateral load is a
non linear as which is explain that pile failed with
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Figure 7. (a) 0.5 D (b) 0.7 D (c) 0.9 D ; Lateral load
deflection curved Inflence with varable L/D ratio

subjected to a nominal load. Because both cases were
considered floating pile conditions. The CFG pile
subjected to only displacement it loadloadlementent
relation linear it is like as a Figure 12(a) and if Pile is
sudden fail as a Figure 12(b).

4. 6. To study the Stiffness of CFG pile Under The
Variable Diameter It is termed long if the
effective length is higher than 12 times its least diameter.
The pile is deemed short if the effective length to the least
lateral dimension ratio is less than or equal to 12. Figures
8, 9, and 10 show the lateral displacement distribution
cloud diagram of the CFG pile body subjected to the case
(1) passive loading conditions for various pile diameters
and its constant L/D -6, 12, and 18 ratios. The computed
indicates that as the pile diameter increases, the lateral
displacements of the CFG pile body and pile top decrease
gradually. When foundation soil mass reacts under the
load, increased deformation depends on stiffness, the
necessary foundation treatment to be identified, and the
pile body's lateral resistance demands to be satisfied. For
square and hexagonal piles, the primary interpreted
failure loads correspond to settlements of 0.1d, where d
is the equivalent pile diameter, which refers to an
equivalent circle diameter. Such a formulation ignores
the elastic shortening of the pile, which might be
significant for long piles but insignificant for small piles.
The settlement, in actuality, refers to the movement of the
superstructure (pile with soil), not the capacity of the soil
in reaction to the loads delivered to the pile in a static
loading test. The lateral stress effect is with the increased
diameter of the CFG pile. According to the studies, a
substantial lateral displacement will be created under
structural stress to measure its safety. The movement of
the CFG pile process was implemented by incorporating
the findings of the parameter analysis in case (llI).
Spinning pile processing can improve the strength of the
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(a) D-0.5m (b) D-0.7 m (c) D-0.9m
Figure 8. Passive Lateral effect of Sigle CFG pile in Soft
clay L/D -6

(a) D-0.5m
Figure 9. Passive Lateral effect of Sigle CFG pile at L/D -

(b) D-0.7 m (c) D-0.9m

12, in soft clay

|

1L

(@ D-0.5m (b) D-0.7m (c) D-0.9 m
Figure 10. Passive Lateral effect of Sigle CFG pile at L/D -
18 in Soft clay

soil mass encircling the pile top, limiting the pile body's
lateral movement. After processing, the Lateral
displacement at the pile top is just 3.6 mm.

In the case of lateral loads, the CFG pile acts as a
transversely loaded beam, transferring the lateral load to
the surrounding soil via the earth's lateral resistance.
When a weight is applied to a pile, it bends, rotates, or
moves horizontally, resulting in bending, rotation, or
translation.

Furthermore, the processing can enhance CFG pile
stiffness depending upon its L/D ratio. A long pile load-
carrying capacity is lower than a short column with the
same cross-sectional area. Crushing is the cause of the
short CFG pile failure shown in Figure 11 explains the
effect of the length of the CFG pile under the lateral

deformation. When the CFG pile length is short (L/D<
15), it behaves like a rigid, as shown in Figures 11(a) and
11(b) the failure pattern defined under the shear. While
the long pile failed Due to buckling, all of the long CFG
piles failed like Figure 11(c). because It has a larger
radius gyration, and its stiffness compared to a shorter
CFG pile is less.

4. 7. Model Validation Sivapriya and Gandhi [36]
Sivapriya and Gandhi [36] studied experiment and
numerical analysis to determine lateral deformation
subjected to lateral load on the horizontal and sloping
ground using instrumented (aluminium pile) single pile
having a diameter of 16 mm outer diameters with 450
mm length. The geotechnical properties of the soil used
in the model are given in Table 2.

To validate the model, a numerical analysis is
conducted using PLAXIS, and compared to the present
study the results are very closer to each other as shown in
Figure 13.

|

(@ L/D -6 (b) L/ D -12 (c)L/D-18
Figure 11. CFG Pile model behaviours under variation
length

H &

ﬁ"?

(@_ (b)
Figure 12. Failure Parton of CFG pile (a) Lateral
displacement without fail (b) Failure under the horizontal
trust

TABLE 2. Input parameters —a numerical study

Parameter Name Clay Pile
Material Model Model MC LE
Drainage type type Undrained C

Young’s Modulus E (kPa) 8025 70e6
Unit weight I (kN/ m®) 17.9 25
Poisson’s ratio u 0.495 0.21
Cohesion C(kPa) 30

Ko - Automatic Automatic
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Figure 13. Model Validation

5. CONCLUSION

This study is based on a series of three-dimensional
analyses to investigate the behaviour of a single CFG pile
subjected to vertical, lateral, and combined vertical and
lateral load. Separate numerical evaluations were
performed on the single pile under combined loading
with varying diameters and lengths to evaluate vertical
load. In terms of lower diameter and thick sands
situations, the effects of relevant factors such as pile/soil
interface friction coefficient and shear strength (angle of
internal friction and dilatation angle) of soil. For instance,
in dense sand, the results reveal that pile behaviour under
a combination of vertical and lateral loads has higher
lateral load resistance than pile behaviour under single
lateral stress. The cause may be traced back to the
creation of extra lateral soil strains in front of the pile and
increased frictional resistance throughout its length. In
addition, the increase in enhancement depths until the
CFG pile tips approach or are immersed in the strong
strata significantly lowers both settlement and lateral
movement while also increasing the overall bearing of
soft soil.
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Bending strength, was assessed in glued laminated beams made from local wood species bonded with
phenol resorcinol formaldehyde, polyurethane and urea-formaldehyde adhesives. The 3- point loading
was used as the basis of bending strength assessment along the directions parallel and perpendicular to
the glue line. The load orientation parallel to the glue line offered higher bending strength. Furthermore,
the characteristic values of bending strength obtained were 35.16 N/mm?, 40.79 N/mm?, 47.34 N/mm?,

Keywords: 60 N/mm?, and 67 N/mm? for Afara, Akomu, Gmelina, Iroko, and Omocedar wood species. These values
Adhesives are similar to strength values given in EN 1194-1999 for glulam beams. Consequently, the findings of
Density the study are beneficial to architects and structural engineers in exploring the dimensional, strength, and
Glulam architectural flexibility glulam affords for both beam and column design and holds the potential for

Load Direction
Wood Species

creating an industrial hub for enhancing the value chain around engineered wood and allied industries.

doi: 10.5829/ije.2022.35.11b.07

1. INTRODUCTION

Support for sustainability in the built environment
continues to grow as threats to the natural environment
have been identified [1, 2]. A part of this support focuses
on sustainable and renewable building and civil
engineering materials [3, 4]. Construction materials that
advance the course of sustainability are energy efficient,
have low carbon emissions, and are eco-friendly [2].
Wood has been identified as a construction material with
excellent environmental credentials to support
sustainable development. According to Stokke et al. [5],
wood is a porous and permeable cellular solid. It is a hard,
fibrous tissue that makes up most of the trunks, branches,
and roots of trees in the family of plants known as
gymnosperms and dicotyledons.

Wood is a hard fibrous substance that essentially
constitutes a tree’s trunk and branches. It is defined as a
naturaly occurring lignocellulosic polymer material that
does not age significantly and is flexible for

*Corresponding Author Institutional Email: ooekundayo@futa.edu.ng
(0. O. Ekundayo)

manufacturing high-quality innovative materials such as
glued laminated timber (glulam) [6]. Glulam is an
engineered wood product (EWP) composed of stress
graded wood bonded horizontally with structural
adhesives that can withstand torsion forces and applied
service loads [7-9]. Glulam, therefore, has higher
strength performance than sawn timber of equal
dimension due to the permeability of the wood cellular
structure to adhesives which creates a strong bond
between selected defect-free laminates [9]. Glulam, a
product of adhesive joining offers superior properties
than sawn wood and wood joined by other mechanical
methods. This is because adhesives ensure uniform stress
distribution with lightness of the structure or a high
strength - to -weight ratio within the structure and are as
such a better and more prevalent jointing method with
merits that outweigh other methods of joining wood
composite structures [10, 11]. The world over, structural
wood application is continuously being advanced as
exemplified by low to medium-rise buildings built of

Please cite this article as: 0. 0. Ekundayo, C. Arum, J. M. Owoyemi, Bending Strength Evaluation of Glulam Beams Made from Selected Nigerian
Wood Species, International Journal of Engineering, Transactions B: Applications, Vol. 35, No. 11, (2022) 2120-2129
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wood. One of such examples is the Stellar cultural center,
Skelleftea in Sweden almost totally built with wood [12].
The availability of wood in Nigeria is vast and should be
explored in producing eco-friendly engineering wood
products for the building industry. Therefore, this study
was conducted to investigate the performance of glulam
constituted of native wood. Previous studies have proven
that engineering innovations such as EWPs, particularly
glulam, improve the mechanical properties of wood
beyond its natural limits [9, 13]. Numerous studies
spanning decades have constantly established the
engineering capability of wood as structural material [14,
15]. Glulam have on these accounts emerged in
developed societies as a structural material for a wide
range of construction and civil engineering applications
[9, 15].

However, Nigeria’s academia and building industry
have not considered sufficiently the forestry sector as a
viable supplier of structural fabrics for extensive
structural application beyond ordinary roof and
formwork. Therefore, many of the researchers in
structural materials have paid little attention to the use of
timber for structural purposes. Most of the studies in
wood as a construction material have focused on sawn
timber [16-19]. Only a few research works have
investigated the use of indigenous wood species for glued
laminated timber [20, 21].

However, the mechanical and physical properties of
timber species such as; Southern pine (Pinus taeda L.),
Douglas fir (Pseudotsuga menziesii) and Larch (Larix)
wood species have been examined both in the sawn and
glulam form [22-24]. Likewise, mechanical behaviour of
some Nigerian wood species such as Strombosia
pustulata, Macrocarpa bequaerti, Nauclea diderrichii and
Entandrophragma cylindrica have similarly been studied
[16-17]. However, these studies have either considered
glulam elements of foreign timber species or sawn
indigenous wood species. Thus, there is a rarity of
indigenous research focused on developing Nigerian
wood species into glulam beams.

Furthermore, for the few indigenous studies on
glulam only non-structural adhesives such as polyvinyl
acetate (PVAC) has been considered [20, 22]. PVAc is
not suitable for structural wood bonding. The suitability
of structural synthetic glues like phenol resorcinol
formaldehyde (PRF), Urea-formaldehyde (UF) and
Polyurethane (PU) on many Nigerian grown woods have
not been extensively studied within the environmental
conditions in Nigeria in line with literature [25].

An Implication of the few research efforts in glue
lamination of local wood species is the insufficient
information on the mechanical capabilities of glulam
from Nigeria grown timber species. Hence, this prevents
the understanding necessary for setting domesticated
performance requirements for glulam structural elements
within the local environmental conditions which can

influence the mechanical properties of glued structural
elements. As the problem of property variance is
common to all wood species, it will be inappropriate to
directly apply to native wood species performance
criteria for exotic species and wood commonly used for
glulam most of which are not native to Nigeria.
Therefore, it is only proper to study native wood species
extensively for their behavior as adhesively bonded
structural elements.

Consequently, this study, taking into cognisance the
variability of wood (both within and between species as
a result of differences in growth conditions due to
variation in climatic conditions and silvicultural
practices) aims to establish by standard procedures the
undocumented characteristic bending strength values of
glulam beams produced from Nigerian grown Afara
(Terminalia superba) , Akomu (Pycnanthus angolensis),
Gmelina (Gmelina aborea), Iroko (Milicia excelsa) and
Omocedar (Stereospermum accuminatissimum) using
phenol resourcinol , urea formaldehyde and polyurethane
structural wood adhesives. Furthermore, this work
reports for the first time the effectiveness of these
structural adhesives on the Nigerian grown selected
wood species. Hence, the glulam beams from these
species can offer higher mechanical strength, higher
dimension and design flexibility than wood in the
traditional form. Therefore, the result of the study is
useful for structural design of glulam beams produced
from the wood species considered.

2. MATERIALS AND METHODS

The materials used in this research were five freshly cut
wood samples of Terminalia superba (Afara),
Pycnanthus angolensis (Akomu), Gmelina arborea
(Gmelina), Milicia excelsa (Iroko) and Steroespermum
acuminatissimum (Omocedar) with average age of 10 —
15 years obtained from one of the sawmills in Akure.
Wood samples of 20mm x 20mm x 60mm and 20mm X
20mm x 300mm were prepared for determination of
density and bending strength. Likewise, three (3)
structural adhesives; Phenol resorcinol formaldehyde
with the hardener component, Polyurethane and Urea
Formaldehyde were used as binder. The moisture content
of the wood samples was controlled in an electric oven
regulated within a temperature range of 103+30 C to
attain an average moisture content of 13%. Measurement
for density was determined using an electronic weighing
balance with precision to 0.1 decimal place. Bending
strength test was conducted for determination of bending
strength otherwise known as modulus of rupture (MOR)
on a 20kN universal testing machine equipped with a
computerized data acquisition system at the Department
of Forestry and Wood Technology, Federal University of
Technology Akure. Planks for the production of glulam
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specimens made up of three laminates were sized to 6mm
X 50mm x 650mm laminates as shown in plate 1 and
glued up horizontally on a clamping device for pressure
application for 24 hours as shown in plate 2. After setting,
laminated samples were resized to a final dimension of
20mm x 20 mm x 300mm as shown in plate 3 for bending
strength evaluation.

2. 1. Moisture Content Moisture content was
determined by oven drying at a temperature of 105 0C for
24 hours and was then determined as extracted from
literature [26] using Equation (1):
Wo-W
MC =\;—d“‘ x 100 1)

where W, is the green weight and W, is the oven dry
weight.

2. 2. Density Determination Density (p) was
determined according to ASTM [27] after oven-drying
for 24 hours using Equation (2):

M

Py 2

Plate 2. Improvised clampin'g' system for pressure
application

Plate 3. Finished glued laminated beam ready for testing

2. 3. Static Bending Test Bending strength (o)
was determined on a total of 50 solid wood beam
specimens (control sample) and 300 glulam wood beam
specimens using 3-point loading applied at a distance of
130mm away from each support as shown in Figure 1.
The modulus of rupture was then calculated using
Equation (3):
_ 3% P XL
T 2xbxk?

@)

where P, ., is the maximum load applied to point of
failure (N), L is span of the specimen (mm), b is breadth
of the specimen (mm) and h is depth of specimen (mm).

2. 4. Modulus of Elasticity (MOE) This was
determined using Equation (4):
MOE = — P~ @

4 x A xbxh?

where P is load at the limit of proportionality (N), L is the
loading span of the test specimen (260 mm), b and h are
breadth and depth of the test specimen (mm) and A is
deflection at the limit of proportionality (mm).

3. RESULTS AND DISCUSSION

3. 1. Density The result of the density of control
specimen and glued laminated beams for each wood
species laminated with PR, PU, and UF adhesives
respectively is illstrated in Figure 2. The effect of
adhesive type on the density of the glulam beams was
assessed using ANOVA. It is observed across all the
species laminated with PR, PU and UF adhesives that no
significant change in density was recorded as a result of
the different adhesives when the species type is held
constant. Similarly, the difference in density between the
treatment and control group was marginal and as a result
insufficient to adduce to the gluing process. This is due
to the fact that the glue lines of the laminated beams are
thin and that the pressure application of the gluing
process did not densify the laminated beams to give rise
to significant density increase in the laminated wood
beams over that of the raw material. This finding is
similar to the reported data by Komariah et al. [28].

3. 2. Influence of Wood Species, Load direction
and Adhesive on the Bending Strength of Glulam
Beams The mean bending strength of glued

| |

4
I, B3mm . 130mm

Figure 1. Static bending test setup
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laminated beams of Afara, Akomu, Gmelina, Iroko and
Omocedar species bonded with phenol resorcinol,
polyurethane and urea-formaldehyde adhesive in Figure
3 showed that wood species and load direction had a
significant effect (p < 0.05) on MOR values of the glued
laminated beams. On the contrary, the effect of adhesive
was not significant (p > 0.05) on the MOR values of
glued laminated beams. Thus, the finding aligned with
that reported in literature [29-31].

Similarly, the load direction had a statistically
significant effect on the MOR values of the glued
laminated beams. Load direction has a significant effect
on the mean bending strength values of wood composites
thus agreeing with some earlier studies [31-33].
Furthermore, the findings of this study also align with
data reported by Burdurlu et al. [32] that mean bending
strength values are higher in the edgewise direction than

120
100
8

o

6

o

4

o

2

o

Bending Strength (N/mm?)

PRF W Afara ® Akomu

in the flatwise direction. The edgewise direction, which
is the direction when the load application is parallel to the
glue line is the stronger axis and the preferable axis for
load application for non- bi-axially loaded beams [34].

The adhesive types in this study have no significant
difference in the mean MOR values of the glulam beams.
This is not because adhesive type do not affect
mechanical properties in wood. However, for this study,
the adhesive types considered are adhesives belonging to
the same class type generally known as thermosetting
adhesives; these are important adhesives in the class of
wood adhesives wused for structural gluing and
standardized in EN 301 [35]. Therefore, the apparent lack
of statistically significant difference in performance is
due to class relationships and the consequent similarity
in performance. This observation is similar to the
findings reported by Bal and Bektas [31].

Flrulam: Beam: crosssection showing load directior.

EW is edeewise loading paraliel to giwe line: and
F is flanwise loading, perpendicudlar fo glue fine.

EH]ReIina H Iroko lOmoced%E
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Figure 3. Effect of wood species, load direction, and adhesive on MOR of glulam beams
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3. 3. Relationship between Density and Bending
strength of Glulam Beams The influence of
density on the mechanical property of structural elements
is well established [36, 37]. This relationship in glued
laminated beams was investigated. Bending strength -
density plots were generated from the experiments
conducted. The representative plot for the MOR — density
relationship for the specimens is shown in Figures 4a and
4b. A good relationship was generally found between the
density of glued laminated beams and the respective
bending strength values. By a good relationship, it is
meant that the positive correlation between MOR and
wood density ranged from moderate to strong. Moderate
positive correlation ranging from 0.3 to 0.7 while strong
positive correlation ranges from 0.7 to 1.0 [38]. While
control specimens showed similar relationship, the
correlation values between bending strength and density
were largely higher in glued laminated beams (0.54) in
Figure 4a compared to the control specimen (0.47) in
Figure 4b. This trend could be due to the fact that it is
possible to select laminates of known density prior to
gluing as against the natural constitution of solid wood
beams which cannot be altered in the sawn state.

3. 4. Characterization of Reference Properties of
Glulam Beams from the Selected Species The
characteristic reference material properties such as
density, MOE and MOR for the glulam beams were
derived using Equation (5):

—~ 80
& R2=0.5378 )
E 0
Z 60 e ...
€ 50| & e
=2 ® 0% L
o 40
o> 30
o
S 20
5
@ 10
0
420 440 460 480

Density (kg/m3)

(a) Glulam beams

& 50

& R?=0.4726 °

S 0 PRt .

= Qg..-t P [ ]

e

=3 30 [

c

2 20

(7]

(=2

£ 10

k=]

c

m O

420 430 440 450 460

Density(Kg/m?3)

(b) Control beam
Figure 4. MOR - Density plot for Afara glulam beam and
Control beam specimens

Cps = Xfo— 2.33S ()

where C, is the chatacteristic material property , Xfb is
the mean of the property considered and S is the standard
deviation of the population.

The characteristic values represents a lower limit
value which 99% of the samples surpass [39, 40]. The
characteristic values of bending strength which is the
index property for glued laminated beam for strength
classification were considered along the edgewise load
direction as shown in Tables 1, 2 and 3. It is seen from
this study that the values were 35.16N/mm2 for Afara
beams, 40.79N/mm? for Akomu, a higher value of
47.34N/mm? was recorded for Gmelina beams, while
60N/mm? and 67N/mm? were obtained for Iroko and
Omocedar beams respectively. The characteristic
bending strength values obtained from this study
compares with values of glued laminated timber beams
used for structural application. BS EN 1194 [41] gives
the characteristic bending strength class of glulam
beams. This standard recognizes four strength classes;
GL 24, GL 28, GL32 and GL 36. These strength classes
mean glued laminated beams with characteristics
bending strength of 24N/mm?, 28 N/mm?, 32N/mm?, and
36N/mm?. For example, GL 32 means glued laminated
beam with characteristic bending strength of 32N/mm?.
Thus, the values obtained in this study for the selected
species compares with the classification of BS EN 1194
[41] as shown in Table 3.

TABLE 1. Characteristic value of density of edgewise loaded glued laminated beams from the selected wood species

Species Mean Density (kg/m?®) Standard deviation Coefficient of Variation Characteristic value of Density (kg/m®)
Afara 44413 11.48 2.58 417
Akomu 462.50 20.62 4.46 414
Gmelina 552.73 9.76 1.76 530
Iroko 634.23 24.97 3.93 576
Omo cedar 681.53 33.18 4.86 604
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TABLE 2. Characteristic MOE value of edgewise loaded glued laminated beams from the selected wood species

Species Mean MOE (N/mm?) Standard deviation Coefficient of variation Characteristic value of MOE (N/mm?)
Afara 5203 + 344.4 922 17.72 3054
Akomu 6583 + 314.27 841 12.78 4622
Gmelina 7316 £ 669.56 1793 24,51 3138
Iroko 10566 + 1419.97 3802 35.99 1706
Omo cedar 10966 + 863.18 2311 21.08 5580
TABLE 3. Characteristic MOR value of edgewise loaded glued laminated beams from the selected wood species
Species Mean MOR (N/mm?) Standard deviation Coefficient of Variation  Characteristic value of MOR (N/mm?)
Afara 51 6.8 0.13 35.16
Akomu 58.5 7.6 0.13 40.79
Gmelina 67.8 8.78 0.13 47.34
Iroko 102.6 18.4 0.18 60
Omo cedar 97.08 12.92 0.13 67

3. 4. Adjustment of Three Point Edgewise Bending
Strength to Four Point Values Itis established
in literature that the value of MOR is dependent on the
method of strength evaluation. Destructive strength
evaluation of MOR using 3-point loading yields higher
values of MOR than evaluation by 4-point loading as a
result of the location of the maximum moment and
maximum axial fiber stress [42]. Hence, to make the
results of this study comparable to EN 408 standard and
EN384 based on the 4-point method of bending strength
evaluation, the values of MOR from this study were
corrected to values equivalent to 4-point evaluation. The
conversion was done using the regression equation
between 3-point and 4-point MOR as proposed by Hein
and Brancheriau [42]. The properties of the regression
equation used for this conversion are; R? of 0.74,
Standard error of estimation (SEE) of 7.87. Figure 5
shows the MOR values from the laboratory test using the

corresponding 4-point values according to Hein and
Brancheriau [42] using Equation (6):

MOR4p = 0.889 x MOR3p + 5.14 (6)

The values of bending strength are presented in Figure 5
for all the glued laminated beams from the selected
species evaluated by 3-point bending test and adjusted to
4-Point bending strength values using equation 6. It is
shown from Figure 5 that there was strength reduction
when the 3-point MOR values were adjusted to 4-point
MOR values. The mean value of Afara which was
51N/mm? upon adjustment is seen to be 50.47N/mm?.
Similarly, Akomu glued laminated beams upon
adjustment were reduced from a mean 3—point MOR of
58.53N/mm? to 4-point MOR of 57.16 N/mm?. Likewise,
Gmelina glulam beams with a mean bending strength of
67.76N/mm? from the 3-point evaluation are reduced to
65.38N/mm? equivalent 4-point MOR. Also, Iroko

3-point evaluation and the adjustment to the beams with 102.6N/mm? mean 3- point MOR were
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Figure 5. 3- point MOR adjusted to 4- Point MOR values
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adjusted to a 4 —point MOR reduced mean value of
96.35N/mm?2. Lastly, Omo cedar glulam with mean 3-
point MOR of 97.08 N/mm? were also adjusted to
91.44N/mm?,

3. 5. Adjustment of Four Point Edgewise Bending
Strength to Reference Depth of 150mm The
values of the bending strength were adjusted to the
reference depth of 150 mm using Equation (7). This
equation is applied because the depth of the test piece
deviates from the specimen specification of EN 408 [43].
This adjustment is permissible only for bending strength
and tensile strength according to clause 5.3.4.3 of EN 384
[44]. The adjustment of bending strength to reference
depth is achieved by multiply the bending strength of the
test specimen by a factor obtained using Equation (7):
i = (£2)” ™

h

where k;, is the depth adjustment factor as specified by
EN 408 [43] and h is the depth of the specimen which is
20 mm The results of applying this value is shown in
Figure 6. From Equation (7) the mean 4-point bending
strength of the glued laminated beam in Figure 5 are
scaled up to reference depth of 150 mm such that for any
given glued laminated beam with bending strength
B N/mm? at the depth h = 20 mm for the test specimen,
the adjusted bending strength to reference depth would
be B x ky:
150

. 0.2
where ky is (=) =(7.5)%=1.
here k = (7.5)°2=1.149

Therefore, the adjusted bending strength to reference
depth of 150mm = g N/mm? x 1.149.

The result in Figure 6 termed 4p MOR adjusted to
150mm ref. depth was obtained by multiplying results of
the corresponding 4p MOR by a factor of 1.149 so as to
reflect MOR values to the reference depth of 150 mm.
Shown in Figure 6 are values of glued laminated beams
from the selected wood species. The results were
converted to 4-point MOR values using Equation (6).
These results were further scaled up to reference depth of
150mm in line with EN 408 [43]. It is shown in the same
figure that the bending strength of Afara with mean 4-
point MOR of 50.47 N/mm? was scaled up to a
75.5N/mm? .Similarly, Akomu glulam beams were scaled
up to amean MOR of 85.52 N/mm?. Also, Gmelina show
a mean MOR of 97.81 N/mm? at the reference depth of
150 mm. Likewise, the mean MOR of Iroko and
Omocedar increased to 144.14 N/mm?and 136.8 N/mm?
respectively. Furthermore, the values of stiffness (MOE)
for the edgewise and flatwise tested glued laminated
beams from the selected species are presented in Figure
7.

3. 6. Fracture Mechanism in Glulam Beams
The fracture of the glulam beams investigated in this

E4p MOR  E14p MOR adjusted to 150mm ref.depth

NE 200

£

~

£ 150

g

2

2 100

& 0o

o

)

4 50 g A= )

g ﬁ I : 3 :

° ) Wl N

s} 0

s 0 O 00} IN
Afara Akomu  Melina Iroko Omo

cedar

Wood Species

Figure 6. 4- point MOR values adjusted to reference depth
of 150mm

CIEW MOE EIFW MOE

14000
t 1
E 000
2 10000
<)
2 8000 & ol
S o &
2 6000 A lis S
w (o8]
5 4000 < Il o 59
%) 8 U 8 ~ -
2 2000 [&fIS
el
§ 0 L L
Afara Akomu  Melina Iroko Omo
cedar

Wood Species

Figure 7. Stiffnes values in the edgewise (EW) and flatwise
(FW) load direction

research was characterized by different forms of tension
failure at the ultimate stress limit which developed at the
bottom fiber of the beams under the applied load towards
the compression region at the top as shown in plate 4. The
fracture is seen as cracks which developed due to tension
parallel to grain splitting the bottom laminates of the
wood. Where wood grains are oriented parallel to the
longitudinal axis, simple tension failure mechanism
develops as the major fracture pattern [45].

From the topmost beam which is Afara to Akomu the
second beam, splintering tension failure was observed
with ragged breaks occurring in the wood fiber. The glue
lines are shown to be avoided along the path of the crack
progression. This indicates the integrity of the glue lines.
Furthermore, from the middle third beam which is
Gmelina, to Iroko and Omo cedar, the fracture is
characterized by a combination of simple tension failure
and some cross-grain tension failure occurring from the
bottom fibers towards the compression region.
Furthermore, plate 5 shows the case of severe cross- grain
tension failure in Afara, Gmelina and Omo cedar glulam
beams. Cross-grained tension is characterized by a
diagonal crack from the bottom and splitting through to



S. A. Nosrati et al. / IJE TRANSACTIONS B: Applications Vol. 35, No. 11, (November 2022) 2120-2129 2127

Plate 5. Cross grain tension failure in glulam beams

the top of the wood. Cross grain results when the grain of
the wood deviates from being parallel to the longitudinal
axis. Consequently, tensile stress resulting from flexural
load acts in a manner sloping to the grains to produce
oblique cracks as shown in plate 5. The tensile capacity
of wood is severely low across the grain than parallel to
the grain [45]. As a result, cross-grained wood resulting
from wrong sawing method or natural defect is not
suitable for glulam elements designed as flexural
members as such members relying on tensile strength
perpendicular to grain (which is reportedly 10% that
parallel to the grain) suffer severe tension failure [45, 46].
For the topmost and bottom member in Afara and Omo
cedar, the cross-grain failure was relatively ductile as the
beam was not completely severed. However, for
Gmelina, the cross-grain tension failure was brittle as
seen by the complete severing of the beam into two from
bottom to top. Thus, the study corroborates findings in
literature that tension failure is severe in cross grain wood
under flexural stress [45-46].

4. CONCLUSION

The selected Nigerian wood species are glueable using
PR, PUR and UF hence the advantages of higher strength
and dimension for extensive structural application can be
derived from these wood species in the glulam form than
wood in the traditional form. It is shown also that wood
species with higher densities offer higher characteristic

bending strength values as seen in Omo cedar with the
highest values in density of 681.53 kg/m®, MOE of
10966N/mm? and characteristic bending strength of
67N/mm? compared to Afara (with the lowest values in
density of 444.13kg/m3, MOE of 5203N/mm? and
characteristic bending strength of 35.66N/mm?2. Hence,
the choice of wood by the effect of the wood density must
be considered in obtaining the desired engineeing
properties. Furthermore, results of glulam beams in
edgewise bending versus the control shown thus is:
5IN/mm?%  37.3N/mm?, 58.5N/mm?  47.8N/mm?
67.8N/mm?; 49.5N/mm?, 102.1N/mm?; 76.1N/mm? and
95.1N/mm2; 77.1N/mm? from Afara through Omocedar.
The results thus shows that the glulam beams were
significantly higher than the control (custom wood)
especially in the edgewise direction. Hence these wood
species can be engineered for higher bending strength.
Similarly, the bending strength of glulam specimens in
edgewise bending and flatwise bending were: 51IN/mm?;
38.3N/mm?, 58.5N/mm?; 47.8N/mm?,  67.8N/mm?;
55.3N/mm?, 102.1N/mm?; 82.6N/mm? and 95.1N/mm?;
76.8N/mm? from Afara through Omocedar. It is seen
from these values that glulam beams were significantly
higher in bending strength along the edgewise direction
than the flatwise direction and as such square sections
should be loaded in the edgewise direction. Also, the axis
of loading for higher bending strength in glulam beams
should be parallel to the glue line as against
perpendicular to glueline due to the combination of the
anisotrophy of wood and higher shear capacity of the
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line in contributing to the bending strenght. The

results further show that low and high density wood

spec

ies can be mixed for glulam production by using low

density wood species in the core of glulam beams where
tension and compression is neutral while high density

spec

ies used as the outtermost member where these

forces are extreme so as to derive structral elements of

high

er mechanical strength. Based on the failure patterns

observed, glue lines in glulam beams resist failure
effectively by transferring forces to wood fibre. The
failure modes also show that cross grain wood is not
suitable for glulam production.
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In developing countries like India, Multilane high-speed National Highways (NHSs) are victims of high
accident rates. The Indian National Highway network comprises only 2% of the Indian road network,
but transports 40% of traffic, resulting in traffic accidents on National Highways. As observed from past
studies, drivers are the main responsible factors for accident causation due to their risky behavior. Hence,
to determine significant factors causing the risky behavior of drivers on multi-lane high-speed highways,
the personal interview survey through questionnaire was conducted for the road users of NH-47
comprising of the responses to the drivers' demographics, attitude towards vehicle condition and
maintenance, traffic regulations/ enforcement following attitude characteristics, and roadway
environment characteristics. Principal component analysis (PCA) was applied to the questionnaire
variables, and significant category-wise variables for risky driving were identified. Fifteen important
variables contributed to risky driving behavior from the questionnaire database by PCA. They are
Roadway environment characteristics like improper signals, roadside accident prevention infrastructure,
improper pavement, and no safe crossing points; Driver's age and experience; Using mirrors while
overtaking, using lights and dipper during night-time, and using hand signals during daytime; Using
helmets and seatbelts while driving and having a valid vehicle insurance policy; age of the vehicles,
vehicle service frequency, and lane preference in their decreasing significance based on the questionnaire
database. The authorities can take suitable measures to control the significant variables causing risky
driving behavior on high speed multi-lane highways and reduce the accidents scenarios on the multilane
highways.

doi: 10.5829/ije.2022.35.11b.08

1. INTRODUCTION

enforcement following attitude characteristics, and
roadway environment characteristics.

In developing countries like India, Multilane National
Highways (NHSs) are victims of high accidents even after
preventive measures. In India, driver error is the leading
cause of accidents due to their risk-taking behavior [1].
For one such high-speed stretch, NH-47, the number of
accidents has increased by 10.78% since the NH opened
in 2014. Hence, to determine significant factors causing
the dangerous behavior of drivers on such multi-lane
highways, the personal interview survey was conducted
for the road users of NH-47 comprising of the responses
to the drivers' demographics, attitude towards vehicle
condition and maintenance, traffic regulations/

*Corresponding Author Institutional Email:
smdamodariya@gmail.com (S. M. Damodariya)

Questionnaire data are subjected to principal
component analysis (PCA) to identify the significant
factors that address the variability of risk-driven driving
behavior.

In this paper, PCA has been conducted for the
questionnaire survey responses, broadly categorized as 1.
Driver's characteristics (10 variables) 2. Vehicle-related
characteristics (8 variables) 3. Driver's
regulation/enforcement following attitude characteristics
(4 wvariables) and 4. Roadway environment review
characteristics (5 variables).

Few studies have been undertaken to judge driver
behavior by in-field questionnaire surveys and data
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analysis using PCA for heterogeneous traffic
circumstances and high-speed multi-lane highways in
developing nations like India. Compared to previous
questionnaire-based research, this questionnaire includes
extra questions such as the driver's attitude toward
vehicle maintenance. In earlier road safety questionnaire-
based research, such parameters were rarely considered.
As a result, it was necessary to investigate NH-47, a
multi-lane high-speed highway stretch. The researchers
could identify several key characteristics contributing to
unsafe driving behavior through PCA. Authorities can
act appropriately to regulate these significant elements
and limit the number of accidents and fatalities on multi-
lane highways.

2. LITERATURE REVIEW

Road traffic deaths and injuries are important global
public health issues, attracting increasing attention [2].

Because one part of sustainable transportation is
safety, the elasticity of road accident variables
concerning demographic, economic, and transportation
supply factors across time were constructed and
analyzed. A composite road safety sustainability index
was proposed based on the established elasticities.
According to the assessment of road accidents for Asia
Pacific countries, road accidents have constituted a
looming public safety concern for the area. The study
found that the severity of the road accident problem
differed significantly among countries [3].

The Road Safety Development Index (RSDI) was
proposed [4], which includes eight road safety
dimensions related to the human-vehicle-road-
environment-regulation system: traffic risk, personal
risk, road user behavior, socio-economic background,
vehicle safety, road situation, road safety organization,
and enforcement. Each dimension contained one or more
quantitative indicators, the utility of which was judged
based on the data available. To combine the Safety
Performance Indicators (SPIs) that correspond to the
eight domains indicated above into a composite index,
three primary methodologies (objective and subjective)
were used: the simple average, the application of
theoretical weights, and the PCA (RSDI).

A log-linear model utilized categorical analysis
techniques on drivers involved in traffic accidents or
regulation infractions to determine the association
between reckless driving behavior and influencing
elements such as age, marital status, and educational
level. The normal reckless driving qualities of drivers
were uncovered using PCA in factor analysis [5]. The
variations in reactivity between risky driving behavior
and driver attributes were compared using odds
multipliers from logit models.

The SUNflower technique was used to develop an
integrated and comprehensive set of indicators that

collaborated with a composite index (the so-called
SUNflower Index) to condense the vast amount of data
on road safety [6, 7]. The authors classified the indicators
into three categories: road safety performance indicators
(outcome indicators), implementation performance
indicators (process indicators), and policy performance
indicators (the quality of national road safety plans). The
three categories of indicators were also placed in a policy
context in an attempt to add some background variables:
a country's structure and culture. Using PCA and
Common Factor Analysis (CFA), the fundamental
indicators were combined into a composite index,
weighting based on statistical models.

The relationship between road safety management
and road safety performance was explored [8]. The
'‘SUNflower' pyramid is a five-level structure that
describes road safety management systems: For that
reason, (i) structure and culture, (ii) programs and
measurements, (iii) ‘intermediate’ outcomes - safety
performance indicators (SPIs), (iv) final outcomes -
fatalities and injuries, and (v) social costs were selected.
As for road safety performance indicators, they looked at
mortality and fatality rates, the percentage reduction in
fatalities over time, a composite indicator of road safety
outcomes, and a composite indicator of 'intermediate’
outcomes (SPIs). According to the findings, road safety
management can be represented by three composite
indicators: "vision and strategy,” "budget, assessment,
and reporting,” and "measurement of road user attitudes
and behaviors." When a statistical association between
road safety management and 'intermediate’ outcomes was
found to affect 'final' outcomes, the SUNflower method
to the sequential effect of each layer was confirmed.

Using the driver behaviour questionnaire [9], the
authors attempted to identify the factors that influence
driving behavior, develop a factor model, identify the
role of age, gender, annual kilometers driven, and social
status, and investigate the relationship between self-
reported driver behavior and self-reported accident
involvement and offenses among Czech drivers (DBQ).
They used Varimax rotation to run the 50-item DBQ
through PCA. They discovered that a three-factor
approach to data evaluation is the most effective. The
three-factor model could be responsible for 31.75 percent
of the total variation.

The relationship between risk perceptions of drivers
and potential predictive characteristics was looked into
the incidence of texting and driving in Jordan [10]. Data
were collected anonymously at several locations using a
self-report questionnaire, with 423 drivers participated.
The authors employed statistical analysis to demonstrate
the relationship between risk levels and the drivers'
demographics and exposure factors. Despite being aware
of the risks and legal requirements, 93.1 percent of
drivers, mostly young male college students, engaged in
this dangerous behavior. According to the research, cell
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phone was used while driving was associated with
gender, employment status, age, education level, driving
experience, and daily driving distance.

Factor analysis was conducted to identify the major
components influencing road traffic crashes with high
fatalities [11]. Twenty variables were collected:
personnel, vehicles, roads, and the environment. Validity
was checked on the significance of their correlations. The
most important factors in accidents were fault behavior,
driving experience, vehicle purpose, vehicle safety
condition, driver, road surface condition, roadside
protection facilities, road lighting, and road terrain.

Drivers face difficult road traffic circumstances [12].
Drivers may become aggressive and impatient due to the
constant pressure of traffic congestion. As a result,
dangerous driving conduct was commonplace in
everyday life. They concluded that the mental burden of
drivers was a key determinant in unsafe driving behavior.

An attitudinal questionnaire was developed [13]
based on Ajzen's Theory of Planned Behavior (TPB)
[14]. The findings validated the explanatory utility of the
market segmentation approach in comprehensively
relating the relationship between attitudes, behaviors, and
the socio-demographic characteristics of drivers. The
authors concluded that the technique effectively
distinguishes between safe and risky drivers and may
thus be utilized as the foundation for road safety
initiatives.

The impact of socio-demographic and behavioral
variables on perceived and aggressive driving behavior
varies in size and direction depending on the driver group
[15]. The discovery of a relationship between unobserved
qualities revealed the complexities of the driving choice
mechanism, especially when fundamental drivers of
aggressive driving were present.

A study of young student drivers' and riders' views on
road safety issues investigated driving practices in
hypothetical settings, risk perception, and concerns [16].
The authors discovered that motorcyclists were likelier to
break traffic laws than car drivers. The more common
risk-taking behaviors among motorcycle riders appear to
be a trait of riding a motorcycle rather than a feature of
being a motorcycle rider. The study projected that, unlike
cars, the structural features of motorcycles allow for
dangerous driving behavior. Motorcycles that are smaller
and lighter take up less road space. They are more agile
and quicker than cars; therefore, they are more direct and
responsive.

The relationship between bus driver safety culture
and unsafe behavior was investigated [17]. Two
questionnaires were used to analyze risky behavior and
safety culture among 336 public transportation bus
drivers in Tehran, Iran: The Driver Safety Culture
Questionnaire (DSCQ) and the Public Transport Driver
Behavior Questionnaire (PTDBQ). In addition, a
questionnaire was devised to examine socio-

demographic factors and the frequency of accidents. The
DSCQ and PTDBQ had acceptable psychometric
properties. The data shows a negative relationship
between accidents, safety culture, and drivers' harmful
activities. Accidents and unsafe behaviors were also
found to have a positive association. On the other hand,
Unsafe behavior significantly mediated the link between
safety culture and accidents.

A self-report questionnaire was used to collect
demographic information, psychological features, and
driving practices from 245 cab drivers [18], while the
DBQ was calibrated for the Iranian driver population and
investigate their abnormal driving behavior and sample
of 524 Iranian drivers [19].

In developing nations like India, few studies have
been undertaken to judge driver behavior by in-field
questionnaire  surveys for heterogeneous traffic
circumstances on high-speed multi-lane highways.
Hence, a questionnaire was conducted to judge risky
driving factors, which included categorized responses to
driver characteristics, attitude towards vehicle status and
maintenance, traffic rules/regulation compliance and
road environment in NHs. In addition, for the
questionnaire data, PCA was not used on exclusive multi-
lane highways. This questionnaire also includes
additional questions such as the driver's attitude toward
vehicle upkeep and the regulations attitude being
followed by road wusers. In earlier road safety
questionnaire-based research, such parameters were
rarely considered. As a result, it was required to conduct
research for users of NH-47, a multi-lane high-speed
highway segment.

3. METHODS AND DATA

3. 1. Study Area Characteristics The NH-47,
one of the country's most important roads, connects
Ahmedabad with Indore. It is an important link
connecting the major cities of Indore and Ahmedabad
with the fertile lands of Gujarat, Rajasthan, and Madhya
Pradesh. This is a national road NH-47 from Ahmedabad
to Indore. The Godhra bypass is the first of the selected
section. On this national highway, the end is the border
of Gujarat-MP, as shown in Figure 1. The route covers
two regions: the first, PanchMahals, with 1210 villages
and 14 percent of the urban population. Second,
according to the 2011 Indian Census, Dohad has 696
villages with an urban population of 9%. Due to many
communities crossing this national highway, many
central access points and adjacent NH access points
intersect with residential areas.

3. 2. Accident Data Table 1 shows the annual
trend of accidents on the stretch for 2012-2020, compiled
from the First Inspection Reports (FIRs) of police
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(a) Location of the stretch on the Indian map

TABLE 1. Year-wise Accidents for the stretch

Classification of accident

511!
(c) A photograph of the stretch
Figure 1. The selected stretch of NH-47

3. 4. Monthly Annual Daily Traffic (ADT) Data
ADT data has continuously increased over the years since
the opening of the toll road in 2014.

Increase
Year Fatal CGfievous Minor  Non- . = intotal
Injury  Injury Injury accidents 3. 5. Questionnaire Survey For around two
% weeks, these surveys were conducted on the side of the
2012 1 22 25 0 58 - toll road near restaurants, gas stations, and bus lay-bys on
2013 18 6 97 0 51 B Week_days f_rom 9 am.tolpm. and 3 p.m. to7pm. The
questionnaires were filled out on paper by trained persons
2014 9 32 1 2 54 5.88 who interviewed all major vehicle categories' drivers. 43
2015 26 27 10 5 68 25.93 two-wheeler (2w) drivers, 67 four-wheeler (4w) drivers,
2016 16 3 1 0 61 1029 84 bus drivers, and 64 truck drivers were questioned for
the questionnaire study.
2017 31 29 12 1 73 19.67
2018 35 32 13 1 81 10.96
2019 39 35 15 2 91 12.35 10
2020 45 40 14 2 101 10.99 8
Total 230 257 138 13 638 “w 6
©
Avg. Increase 10.78 § 4
3
2 2
'_
- - 0
3. 3. Access Density On the stretch, access points ME L ITNNNY YOS XXX
and their chainage were also noted. However, it is a toll 3 853383533833 83338333 %
z = z = z = z =S z = z =

road with 31 middle access points, 41 left side access
points, and 53 right side carriageway access points on the
stretch; the stretch has an overall access density of
1.36/km, increasing conflicting sites on the stretch.

Figure 2. The trend of ADT data over the years
Source: Office of the Manager, Godhra Expressway
Limited, Godhra
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The responses of all the respondents noted in
questionnaire forms were then converted into a tabular
form in excel. Each question response was converted on
a likert scale from 1-to 7, based on the questionnaire
variable data. After this final data set was obtained in
excel, PCA was applied through IBM SPSS version 25.

4. PRINCIPAL COMPONENT ANALYSIS (PCA)

Large datasets are becoming more frequent, yet they can
be difficult to comprehend [20]. The basic goal of the
PCA is to minimize a data set's dimensionality. Many
connected variables try to preserve as much diversity as
possible in the data collection. The uncorrelated principal
components ordered are transformed into a new set of
variables to achieve this dimension reduction. The first
few keep most of the variation in the original variables
while reducing information loss. The concept is
straightforward: lower the dimensionality of a dataset
while keeping as much ‘variability' (i.e., statistical
information) as possible. For a positive-semidefinite
symmetric matrix, computing the primary components

reduces the eigenvalue-eigenvector issue [21].

PCA can be based on either the covariance matrix or
the correlation matrix.

Steps in SPSS for conducting PCA:

1. Importing data of questionnaire survey from Excel
into SPSS.

2. Analyse > Dimension Reduction > Factor...>
Selecting variables> Descriptives - Univariate
descriptives - Initial solution - KMO and Bartlett's
Test-. Checking whether it is coming more than 0.5,
then only proceed for PCA.

3. Extraction > Method -Principal component >
Analyse -Correlation matrix; Extract - Based on
Eigen value>1>Display - Unrotated factor solution,
Scree plot> Maximum iterations for convergence —
25

4. Rotation> Method> Display- Rotated solution

5. Score> Display- factor score coefficient matrix
greater than 0.4. Lesser values will be ignored.

6. Options> Missing values> Coefficient Display
format- Sorted by size- Suppressing small co-
efficient (Absolute value below 0.4).

7. Repeat the steps from 1 to 6 until there are no
components matrix values in Negative or no two
variables repeated in any Principal component.

In the study methodology for extracting the final
essential variables from the questionnaire, the data was
first entered in Excel format and converted into a Likert
scale from 1-to 7. PCA for the whole questionnaire was
done after verifying obtained KMO 0.634>0.5 and
extracted Eigenvalues more significant than 1. The steps
in SPSS for PCA are repeated until no component's
matrix values in negative or no two variables are repeated
in any principal component.

4. 1. Data Analysis There were 27 questions in
the questionnaire for which the response was obtained.
There were ten questions about the driver's
characteristics, eight about vehicle characteristics, four
about regulation/enforcement characteristics, and five
about roadway environment characteristics. Table 2
shows the questionnaire variable names and section
categories of the variables.

TABLE 1. Questionnaire variables' names and categories

Sr. Variable name Question Category
1 Age Age
2 Gender Gender
3 Quali Educational Qualification

How much is the driver's
4 Driving_exp driving experience on the

highway?
5 Val_DL Whether the.drlv_er holds a
valid driving license?

Whether the driver wears

6 Helmet_SB the helmet/seat belt? .
o Driver
7 Drunken condn Whether the drlyf_er ina  personal
- drunken condition?

While driving for longer

8 Break_km_range journeys, how many km do

you take breaks if you are
tired?

How many hours will you
9 Break_hrs_range  drive continuously for long
journeys >80km?

How often have you met
10 Accident_freq_range with an accident in your
driving career until now?

11 Veh_cat Vehicle category

What is the age of the
vehicle?

What is the age of the
wheels of your vehicle?

Whether all Mirrors
available on the vehicle?

Are sidelights, headlights,
brake lights, and dipper
15 All_light_availability working correctly? If not
mentioned, what is not .
working? Vehicle

12 Age_vehicle

13 Age_wheels_range

All_Mirror_

14 availability

At what frequency (km or
Period of 3 months, six
months, or Yearly) do you
get your vehicle serviced?

16 Veh_service_freq

Whether you hold a valid
insurance policy for the
vehicle?

17 Valid_veh_insur_
policy
Whether any dents (ghoba-
damages) on the vehicle? If
yes, then how many and
their location?

18  Dents_ availability
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Using_ handsignals_

How often do you use hand
signals (Driver)while

2135

4. 2. PCA for Road Safety Questionnaire After
trial and error, 15 out of 27 items made 6 principal

19 k > ve Y
daytime driving thet‘i’r‘:]';'f'e'“ DAY components. They satisfied the cumulative covariance
' and eigenvalues criteria. Rotation method use was
Using_lights_dipper. si;?ghﬁ?e;eggliygohutsusaend Equamax with Kaiser Normalization.
20 Tightime ~ dipper while driving’the Regulation/ For the questlor_malres data, the Kaiser-Meyer-Olkin
vehicle during night-time? enforcement measure of sampling adequacy was found as 0.634,
Ui _ How often do you use which ismore than 05 as shown in Tab]e 3. !—|ence, PCA
21 S'”gﬁmllfmrs_ Mirrors while overtaking analysis can be carried out for the questionnaire database.
overtaxing maneuvers? From PCA, significant variation, i.e., 66.85%, was
Which lane do you prefer obtained with the first six principal components. Also,
22 Lane_preference L .
for driving? Eigenvalues for these components were more than 1.
o How often do you feel that Hence, the other principal components were ignored for
o3 Feeling_improper_ o o ment is not maintained the PCA. The details of cumulative %variance is
pavement o R R
correctly? mentioned in Table 4.
How often do you feel the From the scree plot shown in Figure 3, scree was
o4  Feeling_improper_  signals are not properly observed near 1.0 Eigenvalue for the first 6 principal
signals 'Ocate?ni‘:gefgg”;:;”ed at components. Hence, only the first six principal
' components were extracted for PCA. The results of the
Feeling How often do you feel no o gy rotated component matrix are enumerated in Table 5.
25 = safe crossing points are -
nosafetypomts . . environment
provided on highways?
How often do you feel the TABLE 3. KMO and Bartlett's Test - PCA for Road safety
26 Feeling roadsiceinta 00 0 Eo0 e i destonnate
P : Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.634
improper?
Fecling. imoroer How often do you feel the Approx. Chi-Square 810.943
27 mgaﬁkinpgs Per_ road markings are not Bartlett's Test of Sphericity df 105
?
propert Sig. 0.000
TABLE 4. Total Variance Explained - PCA for Road safety questionnaire
Initial Eigenvalues Extraction Sums of Squared Loadings ~ Rotation Sums of Squared Loadings
Component
Total % of Variance  Cumulative % Total % of Variance Cumulative % Total % of Variance Cumulative %
1 2.51 16.75 16.75 251 16.75 16.75 2.46 16.40 16.40
2 2.16 14.41 31.17 2.16 14.41 31.17 2.02 13.45 29.84
3 1.90 12.64 4381 1.90 12.64 4381 176 11.70 41.54
4 1.30 8.65 52.47 1.30 8.65 52.47 1.33 8.84 50.38
5 1.14 7.61 60.08 1.14 7.61 60.08 1.32 8.81 59.19
6 1.02 6.78 66.85 1.02 6.78 66.85 1.15 7.66 66.85
7 0.81 5.43 72.28
8 0.78 5.21 77.49
9 0.70 4.69 82.18
10 0.59 391 86.08
1 0.55 3.69 89.78
12 0.50 3.34 93.12
13 0.43 2.90 96.01
14 0.39 2.61 98.63
15 0.21 1.37 100.00

Extraction Method: Principal Component Analysis.
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Scree Plot

Eigenvalue

Component Number

Figure 3. Scree plot - PCA for Road safety questionnaire
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5. RESULTS

The final output results — significant contributing factors
are given in Table 6:
From PCA, the following points can be deduced:

1

1%t principal component factor is explained by
roadway factors like 1. Signal location and
maintenance, followed by 2. Roadside accident
prevention infrastructure, 3. Pavement maintenance,
and 4. No safety crossing points in decreasing order.
2" principal component factor is explained by two
driver personal characteristics factors 1. Driving
experience, and 2. Driver's age.

TABLE 5. Rotated component matrix - PCA for Road safety questionnaire

Component
Sr. Question
1 2 3 4 5 6
1. How often do you feel the signals are not properly located and maintained at intersections? ~ 0.799
2. How often do you feel the roadside accident prevention infrastructure is improper? 0.797
3. How often do you feel that pavement is not maintained correctly? 0.746
4. How often do you feel no safe crossing points are provided on highways? 0.721
5. How much is the driver's driving experience on the highway in years? 0.907
6. Driver's age in years 0.899
7. How often do you use Mirrors while overtaking maneuvers? 0.815
3. How often do you use sidelights, headligrg_t;;eind dipper while driving the vehicle night- 0.751
ime?
9. How often do you use hand signals (Driver) while driving the vehicle in day time? 0.677
10. Whether the driver wears a helmet/seat belt?
11 Whether you hold a valid insurance policy for the vehicle?
12. What is the age of the wheels of your vehicle? 0.707
13. At what frequency (km or Period of 3 r_nonths, _six months, or Yearly) do you get your 0.665
vehicle serviced
14. Which lane do you prefer for driving? 0.521
15. Whether the driver holds a valid driving license? 0.877
TABLE 6. Output interpretation of PCA for Questionnaire Helmet_SB Driver personal

Significance Variable Factortsr?é:tlon n Valid_veh_insur_policy Veh?cle
Level Questionnaire Age_vehicle xgmﬁ:g
Feeling_improper_signals Veh_service_freq Regulation/
1 Feeling_roadsideinfra Roadway Lane_preference enforcement
Feeling_improper_pavement Environment Val_DL Driver personal
Feeling_nosafetypoints
2 Dnvrg‘eXp Driver personal 3 3" principal component factor is explained by three
Using mirro?seovertaking reg_ulation/enfc_Jrcement factors 1. Use of_ m_irrors
3 Using “—ghts dip—per nightime Regulation/ whlle_ overtaking ‘maneuvers 2. I_J§e of S|deI|g_hts,
— = - enforcement headlight, and dipper while driving the wvehicle

Using_handsignals_daytime

during night-time 3. Use of hand signals (Driver)
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while driving the vehicle in the daytime in
decreasing order.

4 4" principal component is explained by one driver's
factor, helmet/seatbelt wearing, and the second
vehicle factor, namely holding a valid vehicle
insurance policy in decreasing order.

5 5% principal component is explained by two-vehicle
factors, namely the age of wheels, vehicle service
frequency, and one regulation/enforcement factor
named lane preference.

6 6" principal component is explained by the driver's
factor, namely holding a valid driving license.

Overall, Roadway environment characteristics
namely improper signals, roadside accident prevention
infrastructure, improper pavement, and no safe crossing
points together show 16.40% of the variance of the
questionnaire database, which is the maximum of six
significant principal components. Driver's age and
experience contribute 13.45% variance in the
questionnaire database. Using mirrors while overtaking,
using lights and dipper during night-time, and using hand
signals during daytime constitute an 11.70% variance of
the questionnaire database. Using helmets and seatbelts
while driving and having a valid vehicle insurance policy
contributes to an 8.84% variance in the database. Age of
the vehicles, vehicle service frequency, and lane
preference combinedly constitute an 8.81% variance in
the database. Holding of valid driving license contributes
to a 7.66% variance in the questionnaire database.

6. CONCLUSION

Driver's fault is the main factor for accident causation due
to their risky behavior (1). Questionnaire survey by
personal interview is conducted on a high- speed multi-
lane highway stretch NH-47 to determine significant
factors responsible for drivers' risky behavior on multi-
lane NHs. The interview questionnaire comprised of the
questions related to the drivers' demographics, attitude
towards vehicle condition and maintenance, traffic
regulations/ enforcement following attitude
characteristics, and roadway environment characteristics
of the NH. Principal component analysis (PCA) is
applied to the questionnaire database, and significant
category-wise variables for risky driving are identified.
The most significant variables from the principal
component analysis for the highway are Roadway
environment characteristics namely improper signals,
roadside accident prevention infrastructure, improper
pavement, and no safe crossing points; Driver's age and
experience; Using mirrors while overtaking, using lights
and dipper during night-time, and using hand signals
during daytime; Using helmets and seatbelts while
driving and having a valid vehicle insurance policy; age
of the vehicles, vehicle service frequency, and lane

preference in their decreasing significance based on the
questionnaire database.

The authorities can take suitable measures to control
the significant variables causing risky driving behavior,
mainly roadway environment for the highway under
consideration, followed by driver's attitude towards
enforcement/ regulation, driver's attitude toward proper
upkeep of the vehicle on National highways and reduce
the number of accidents and fatalities scenarios on the
high-speed multi-lane highways.

Similar studies may be further conducted on other rural
and urban high-speed multi-lane highway stretches with
greater sample sizes. Comparisons can be made for
significant factors responsible for risky driving behavior
under different traffic, vehicle composition, vehicle
condition and demographics of the road users of the
multi-lane high-speed highways.
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ABSTRACT

Combining soil with some adsorbents improves soil structure and shear strength. Thus, an optimal ratio of some
adsorbents in the soil composition enhances soil adsorption capacity, reduces the possibility of groundwater
contamination with these hazardous compounds, and leads to increase soil resistance parameters. This paper
investigates the effect of heavy metals and adsorbents on the geotechnical behavior of clayey sand soils
contaminated with lead and zinc as heavy metals as well as zeolite and rice husk ash as adsorbents. Clayey sand
(mixture of sand with 20% kaolinite or bentonite) was considered as a base composition and the behavior of it
was studied in both contaminated and uncontaminated states. Then, for increasing the heavy metal adsorption
capacity of clayey sand, two types of adsorbents (zeolite and rice husk ash ) were added to the base composition
and their behavior were investigated in the case of Lead and Zinc contamination. The results revealed that
replacing the rice husk ash and zeolite adsorbents in the sand combination with 20% kaolinite clay significantly
reduced the concentration of lead and zinc nitrate in the solution. Replacing 15% of rice husk ash with kaolinite
heightened the absorption of lead nitrate and zinc nitrate by 228.8% and 291.6% in kaolinite sand. It was also
found that adding nitrate to kaolinite increased the liquid and plastic limits. According to the results, in kaolinite,
the value of the liquid limit rose from 49.8 to 59.1 upon elevating the concentration of lead to 5000 ppm, while
the plastic limit also increased from 31 in the non-contaminated state to 36.4 in 5000 ppm in the infected state.
According to obtained results, the dispersed structure is formed by increasing the concentration of lead nitrate
in composition of sandy clay with low plasticity adsorbent; thus, shear resistance decreased. Changing in type
of clay minerals to high plasticity cause the different trend in shear resistance parameters. Increasing the
concentration of lead nitrate in bentonite composition, lead to flocculated structure be formed and shear strength
increased.

doi: 10.5829/ije.2022.35.11b.09

1. INTRODUCTION

stage of oil extraction to the transfer and refining of
petroleum products [2]. Soil pollution, in addition to

The expansion of industrial areas over the past few
decades, followed by an increase in industrial effluents,
has led to the spread of soil contaminations. The leakage
of heavy and toxic metals is one of the most important
causes of soil contamination. Heavy elements enter the
environment through wastewater contaminated with
these metals or through leakage from their storage tanks,
which results in contamination of soil and groundwater
with these toxic compounds [1]. Note that one of the
components of crude oil is heavy metals. Thus, in
addition to industrial areas, oil-rich areas are also
exposed to this pollution from various aspects, from the

*Corresponding Author Institutional Email: Negahdar@uma.ac.ir
(A. Negahdar)

being one of the environmental crises, also leads to
changes in its geotechnical parameters [3].

Soil type, initial concentration of heavy metals, and
their extent in the soil cause changes in soil resistance
parameters. As such, studying the behavior of soils
contaminated with heavy metals and finding methods to
deal with these contaminants is also of great interest in
terms of geotechnical issues [4]. One of the most
important processes affecting the cause of pollutants in
the soil is their absorption by soil particles or adsorbents
in the soil composition [5]. The absorption of heavy
metals in fine-grained soils is higher than in granular soils

Please cite this article as: S. A. Nosrati, A. Negahdar, H. Negahdar, M. Siavoshnia, Effect of Adsorbents on Resistance Parameters of Heavy Metal-
contaminated Clayey Sand Soils, International Journal of Engineering, Transactions B: Applications, Vol. 35, No. 11, (2022) 2139-2154
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[5]. Also, the presence of heavy metals in the soil alters
the structure and fundamental behavior of the soil,
causing variations in the mechanical, physical, and
chemical parameters of the soil. These changes can
improve or weaken the geotechnical parameters of the
soil [6].

Combining soil with some adsorbents improves soil
structure and enhances soil shear strength [7, 8]. Thus,
soil composition with an optimal ratio of some
adsorbents, in addition to reduce the mobility of heavy
elements in the soil and boosting the soil adsorption
capacity, reduces the possibility of groundwater
contamination with these hazardous compounds and
results in increased soil resistance parameters [9, 10].
Also pH of pore fluids has important effect on the
physico-chemical and mechanical behavior of clays [11].

Given economic considerations as one of the basic
principles in projects, the use of natural and inexpensive
adsorbents with sufficient abundance in nature has been
presented as one of the solutions to improve
contaminated soils [12, 13]. By studying the effect of
heavy metals on the properties of kaolinite, it was found
that shear strength has been affected by heavy metal
contamination [14]. The results showed that the heavy
metal contaminants increased the intermolecular space
and caused more movement of particles in soils
containing kaolinite. Thus, shear strength decreased in
contaminated kaolinite by divalent heavy metals [15].
According to reported data in literature [16], due to the
number of tanks containing heavy metals as well as
pressurized pipelines to transport these compounds to
other industrial areas, a huge amount of pollutants always
enter through leaks from pipes or tanks. Thus, a
significant amount of heavy metals has been reported in
the soils around refineries and industrial areas in Iran as
well as in different countries [17]. In addition to the
possibility of contamination under the beds of reservoirs
and pipelines, there is also a chance of contamination by
transportations, road communication and road
construction sites in such locations. Notably, heavy metal
leakage causes bedrock instability and leaves detrimental
impacts on the environment. Heavy metals in soils not
only induce considerable alterations in resistance
parameters, but also yield changes in the soil structure
(especially fine-grained soils). However, few studies
have been performed on changes in resistance parameters
in soils contaminated with heavy metals. The presence of
heavy metals in soils containing clay fine grains causes
the water thickness of its double layer to decline and due
to the presence of heavy metals, a flocculent structure
forms in clay soils [18]. One of the important issues in
flocculated structures is the possibility of high-pressure
subsidence. Thus, it is important to study the behavior of
soils contaminated with heavy metals that contain clay
(generally charged fine grains). The use of heavy metal
adsorbents is one of the appropriate methods to prevent

the spread of pollutants and to improve the behavioral
performance of soils. Accordingly, the use of a
combination of soil and adsorbent can be considered as
one of the suitable methods for bedding reservoirs from
which contaminants can leak. An important point in this
regard is to study the structural changes and variations in
soil resistance parameters [19].

Oni [20] studied the CFD Behavior of Transition
Flow in Distinct Tubes of Miscellaneous Tape Insertions.
They used three different tubes with with crossed-axes-
circle-cut tape insert (C-C tube), plain tube with crossed-
axes-triangle-cut tape insert (C-T tube), and plain tube
with crossed-axes-ellipse-cut tape insert (C-E tube).
Results showed that Reynolds number of C-T tubes is
fewer than the other tubes [20]. In a study led by Nikhhah
Nasab and Abdeh Keykha [21] on the geotechnical
characteristics of clayey sand contaminated with lead(ll),
it was found that the presence of heavy metal cations in
the mixture caused a reduction in the shear strength of
sand and kaolinite samples. On the contrary, due to the
shrinkage of diffuse double layer of bentonite in the
presence of lead ion, shear strength of sand and bentonite
mixtures increased. Also, the consolidation behavior of
both the mixtures contained kaolinite and bentonite was
decreased [21].

According to studies conducted by Shang [22] and
given the lack of enough data to explore the effect of
heavy metals and adsorbents on the geotechnical
behavior of soils, the main question that arises is whether
addition of adsorbents such as zeolite and rice husk ash
(RHA) to soil contaminated with heavy metals such as
lead and zinc can alter the resistance parameters of this
soil. For this purpose, this paper will investigate the effect
of the presence of heavy metals and adsorbents on the
geotechnical behavior of clayey sandy soils. Thus, 20%
kaolinite is used in combination with sand. A mineral
adsorbent called zeolite and an organic adsorbent called
rice husk ash (RHA) are also used. The reason for
choosing zeolite is its high adsorption power [9]. Further,
the impact of zeolite on soil resistance parameters is
greater than that of other organic adsorbents (RHA,
sawdust, and the like), since organic adsorbents
decompose and lose their functionality within a short
period. Additionally, lead and zinc pollutants are
employed in this research as they have the largest impact
on the environment and are present in most industrial
effluents. Note that due to the presence of clay in the soil
composition, the CU test is conducted in soils containing
fine grains.

2. MATERIALS AND METHODS

2. 1. Sand In order to provide sand materials,
Firoozkooh siliceous sand, called 161 sand, was used.
This sand was exploited from mines located in
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Firoozkooh, 130 km northeast of Tehran, and has a
golden yellow color profile. The unified classification
system categorizes it as poorly grained sand (SP). Due to
non-plastic fine grains in this sand (about 2% of soil
weight), the sand was washed using a 0.075 mm diameter
sieve to remove all fine grains so that only sand grains
would remain. The specifications of the sand and its
granulation diagram are presented in Table 1 and Figure
1.

2. 2. Clay Fines There are two main factors such
as the bond between the constituent of clay and double-
layer water around particles that can affect clay behavior.
As for the difference between the constituents and the
arrangements of particles within both kaolinite and
bentonite, considering the effects of clay mineral type on
the characteristics of contaminated soil, in the present
study two different clay minerals (with high and low
plasticity) were used. For the low plasticity clay,
kaolinite was used which gained from eastern Azerbaijan
(Iran). The used kaolin is white powder. It is noteworthy
that the main mineral of this type of soil is kaolinite. Also,
for the providing the high plastic clay, Iran Barit
Bentonite was purchased. In The properties and particle
size distribution curves for kaolinite are shown in Table
2 and Figure 2, respectively.

2. 3. Zeolite With Iran's extensive resources of
zeolite and by increasing exploitations of these resources
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Figure 1. Grain size distribution curve for soil

=
T

=

TABLE 1. Physical and mechanical properties of sand

Property Value
Dso(mm) (ASTM D2487, 2017) « Medium grain size 0.23
Cy (ASTM D2487, 2017) « Coefficient of uniformity 19
Cc (ASTM D2487, 2017) « Coefficient of curvature 0.89
Gs (ASTM D854, 2014) «Specific gravity 2.65
emin (ASTM D4253, 2016) <Minimum void ratio 0.59
emax (ASTM D4254, 2016) « Maximum void ratio 0.91
(ASTM D2487, 2017) USCS classification SP

TABLE 2. Physical and mechanical compositions of the clay
sample (kaolinite, montmorillonite)

Value (%)
Properties
Kaolinite Montmorillonite

USCS CL CH
Plasticity index Pl (%) 18.8 86.1
Plastic Limit PL (%) 31 53.9
Liquid Limit LL (%) 498 140
Specific Gravity 2.58 2.62

0 I I
0.0001 0.0010 0.0100 0.1000
Particle Size (mm)

Figure 2. Particle size distribution curves for Kaolinite

in different regions, such as Semnan, this resource has
considerable potential to remove heavy metals and even
organic pollutants [3, 13]. Although zeolites (as
adsorbents) can absorb a range of heavy metals,
including lead, copper, zinc, cadmium, nickel, and silver,
from contaminated water, their ability to absorb organic
contaminants is limited [18]. In this study, to highlight
the role of zeolite in the adsorption of heavy metals,
zeolite under 1500 sieve has been used. This zeolite
sample, which contains particles with diameters of less
than 7 micrometers, is one of the newest products of
Negin Powder Company of Semnan. Due to its tiny
particles, it has greater absorption capacity as well as
plasticity than the company’s other products. The
characteristics and granulation curve of consumable
zeolite are outlined in Table 3 and Figure 3, respectively.

TABLE 3. Chemical and mechanical composition of Zeolite

Property Value
Component Zeolite
USCS classification CL
Plasticity index-P1(%) 15.1
Plastic limit-PL (%) 25
Liquid limit-LL(%) 40.1

Specific gravity-Gs 2.58




2142 S. A. Nosrati et al. / IJE TRANSACTIONS B: Applications Vol. 35, No. 11, (November 2022) 2139-2154

00010 0.00100 0.01000 0.10000
Particle Size (mm)

Figure 3. Particle size distribution curves for zeolite

The lattice structure in zeolite allows heavy metals in
the solution to pass through infra-structural channels and
adsorb reactive surfaces [11]. Figure 4 depicts an
overview of the three dimensional structure of the natural
zeolite [8].

2. 4. Rice Husk Ash Iran has vast resources of
rice husks, with extensive lands, for instance, in Guilan,
which are dedicated to cultivating this product. Thus, this
resource can be widely used to remove environmental
pollutants, including heavy metals and organic
pollutants. The rice husk ash (RHA) utilized in this study
is a Gilan Kesht product with more capabilities than the
company’s other products due to its fine particles. The
chemical composition of RHA is shown in Table 4. For
RHA to burn well and generate good results, the
appropriate burning temperature is determined by X-ray
diffraction and lime activity measurement tests, whose
results are either crystalline or non-crystalline. It is also
possible to identify the produced ash.

Figure 4. Three-dimensional view of zeolite particles

TABLE 4. Chemical characteristic of rice husk ash.

Component Value (%)
Calcium oxide (CaO) 0.67
Silicon dioxide (SiO,) 88.32
Magnesium oxide (MgO) 0.44
Aluminium oxide (Al,O3) 0.46
Iron oxide (Fe,0s3) 0.67
Sulfate (SO4) -
Potassium/Sodium oxide 3.13

2. 5. Heavy Metals Lead and Zinc The chemical
compounds of lead nitrate (Pb(Nos)2) and zinc nitrate
(Zn(Nos)2) were used in this study to induce lead and zinc
contamination. These chemical substances were
imported from the German company Merck, with their
specifications presented in Table 5. Lead nitrate and zinc
nitrate both have purity levels exceeding 99.99%.

2. 5. Specimen Preparation and Experiments
In this paper, sampling involved sand combined with
different clay minerals. Some compounds also contained
RHA and zeolite. The names of the required compounds
are given below, and the reasons for choosing these
compounds and the percentages of clay minerals are
discussed in the subsequent sections.

e Sand with 20% kaolinite (K20)

e Sand with 10% kaolinite and 10% zeolite (K10-Z10)

¢ Sand with 10% kaolinite and 10% RHA (K10-R10)

¢ Sand with 20% montmorillonite (M20)

e Sand with 10% montmorillonite and 10% zeolite
(M10-Z10)

e Sand with 10% montmorillonite and 10% RHA
(M10-R10)

A standard projector test as per ASTM D-698 was
used to obtain the maximum specific gravity. Further,
soil ether boundaries were calculated according to the
ASTM D4318 standard. The values obtained from this
test for soil have been expressed in both contaminated
and non-contaminated conditions. Also, a static triangle
device was installed to evaluate the impact of clay
particles with low and high plastic properties, as well as
the effect of zeolite and RHA adsorbents, on the static
behavior of soils polluted with heavy metals under
saturated conditions.  Microstructural —experiments
determined the structure of the micro-results. Atomic
absorption spectroscopy is an analytical technique for
measuring the concentration of elements. It is so precise
and sensitive that it can measure even minute quantities
of contaminants per gram of the sample. In order to
determine the concentration of lead and zinc adsorbed in

TABLE 5. Chemical characteristic of Lead (I1) and Zinc nitrate

Value (%)
Properties
Lead (I) nitrate Zinc nitrate

Assay (complexometric) 99.5> 99.3>
Insoluble matter 0.005< 0.03<

CI (Chloride) 0.0005< 0.005<
Ca (Calcium) 0.005< 0.005<
Fe (Iron) 0.0003< 0.0002<

K (Potassium) 0.005< 0.0005<
Na (Sodium) 0.02< 0.001<

Pb (Lead) - 0.006<
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each of the desired compounds, the equilibrium test of
soil saturation suspension was performed.

Since a material’s microstructure is linked with its
physical and mechanical properties, the study of
structural changes is as important as resistance changes
as it can reveal the origin of behavioral changes. The
photography was done at Razi Metallurgical Research
Center. In this research, the concentration of all elements
in zeolite, montmorillonite, and kaolinite fine particles
from sodium to uranium was determined using X-ray
fluorescence (XRF) analysis based on the predominant
cations used in cation exchange capacity specification.
Further, the CEC of fine particles would serve as the basis
of the overall technique in the study. Note that the
concentration of various elements in the particulate
matter was determined by Spectro XRF at Sharif
University of Technology. A consolidation test was used
to determine the speed and extent of soil compaction.
Laboratory studies are often performed using
reconstructed samples.

This research used wet compaction—one of the
proposed methods in ASTM-D5311 standard—to make
laboratory samples. This procedure is optimal for making
compacted wet samples or soil samples in general.
Because of the capillary effect and the formation of
surface tension among soil grains, this sampling method
is deemed beneficial for producing semi-dense and dense
samples.

This study analyzed the behavior of two sets of
samples: those contaminated with heavy metals and
uncontaminated ones. As for non-contaminated samples,
the dry weight of each compound’s components (namely,
sand, kaolinite, montmorillonite, zeolite, and RHA), with
their percentages indicated, was first computed based on
the dimensions of the mold and 95% of the maximum
density of each compound. Different lead and zinc nitrate
concentrations were added to each compound to
contaminate the samples with heavy metals. First, lead
nitrate or zinc nitrate was dissolved appropriately into
water to prepare 1000, 2000, and 5000 ppm solutions.
The concentrations were selected based on relevant
studies reviewed. For contaminated samples, the optimal
humidity in each composition comprised varying lead
and zinc nitrate concentrations. After fabrication, the
samples were processed for seven days at room
temperature and inside a zipper bag. They were
subsequently placed inside the unconfined or three-axial
apparatus for testing once they had been made and
processed.

3. ANALYSIS OF RESULTS

3. 1. Changes in the Concentration of Heavy Metals
In this paper, adsorbents of RHA and zeolite were used
in the studied soil compositions. A batch analysis was

undertaken to determine the optimal quantity of
adsorbents to be utilized with the soils examined in this
study. The analysis was conducted by passing a solution
containing 5,000 ppm of lead nitrate and zinc nitrate from
primary soil samples through an atomic absorption
apparatus and combining it with 2, 5, 7, 10, 12, and 15%
of RHA and zeolite. In the original composition, a portion
of the adsorbent was replaced with clay mineral, where
the results were variations in the concentrations of lead
nitrate and zinc nitrate in the soil effluent solution (Cf),
as depicted in Figures 6-9. As shown, replacing RHA and
zeolite adsorbents with kaolinite in the sand composition
with 20% kaolinite clay significantly reduced lead and
zinc nitrate concentrations in the output solution. In other
words, this replacement significantly enhanced the
absorption of contaminants by the soil composition. For
example, according to Figure 6, replacing 15% of zeolite
with kaolinite has boosted the adsorption of lead nitrate
and zinc nitrate in kaolinite sand by 241.8 and 325.4%,
respectively. The increased absorption rate of heavy
metal pollutants by replacing zeolite with kaolinite can
be attributed to the higher specific surface area of zeolite,
and thus the ability to absorb more zeolite rather than
kaolinite. Also, the reason for the higher adsorption of
lead nitrate than zinc nitrate in the composition of
primary kaolinite sand and all amounts of zeolite
substitution is the greater tendency of divalent cations
(Pb*?) to exchange with monovalent cations (H*) than
cations (Zn*?).

RHA has a significant porous surface. Thus, it has a
considerable capacity to absorb and retain contaminants.
When applied to the soil, it boosts the absorption of heavy
metal pollutants. Thus, replacing 15% of RHA with
kaolinite increased the absorption of lead nitrate and zinc
nitrate in kaolinite sand by 228.8% and 291.6% (Figure
6). In addition, Figures 5 and 6 show that zeolite
performed better in the adsorption of lead and zinc heavy
metals in kaolinite-adsorbent clayey sand mixture than
RHA. This better performance could be attributed to the
specific surface area and the higher cation exchange
capacity of zeolite than RHA. Figures 6 and 7 reveal that
the composition of sand with 20% montmorillonite, due
to its specific surface area and higher cation exchange
capacity of montmorillonite than kaolinite, had a far
higher capacity to adsorb heavy metals than the
composition of sand with 20% kaolinite. For example,
4077 ppm lead nitrate was adsorbed by sand containing
20% montmorillonite. On the other hand, in the sand with
20% kaolinite, the adsorbed concentration was 850 ppm,
representing 81.5% and 17% absorption of lead nitrate,
respectively. Also, Figures 6 and 7 indicate that, unlike
kaolinite sand, the replacement of RHA and zeolite
adsorbents with montmorillonite in combination of sand
with 20% montmorillonite reduced the absorption of lead
and zinc nitrate by the soil composition. This indicated
increased contamination in the output solution. For
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example, replacing 15% of zeolite with montmorillonite mixtures

reduced lead nitrate and zinc nitrate adsorption in
montmorillonite sand by 29.7% and 35.1%, respectively
(Figure 7). This diminished absorption could be related replacement of 15% of RHA with montmorillonite
to the specific surface area and the lower cation exchange lowered lead nitrate and zinc nitrate adsorption in
capacity of zeolite than montmorillonite. The montmorillonite sand by 31.4% and 40.2%, respectively
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(Figure 8). Regarding RHA, it can be stated that despite
its porous texture, which can absorb and retain
contaminants, it reduces the absorption of heavy metal
contaminants if replaced with montmorillonite due to its
significantly lower cation exchange capacity than
montmorillonite clay. Also, as with kaolinite sand,
zeolite has a better performance in adsorption of lead and
zinc in the sand-montmorillonite-adsorbent mixture than
RHA due to its special surface area and higher cation
exchange capacity.

3. 2. Determining the Atterberg Limits for
Contaminated with Lead and Zinc Nitrate In
this paper, fine grains of kaolinite, montmorillonite,
zeolite, and RHA were used. Due to the different
plasticity of clay minerals in the study compounds,
Atterberg limits tests, including liquid limit (LL), plastic
limit (PL), and plasticity index (PI), were performed on
these fine particles (Figure 6). In the non-contaminated
state, montmorillonite had the highest liquid and plastic
contents due to its higher specific surface area; it thus
displayed a higher water absorption capacity than
kaolinite. The significant plasticity of montmorillonite
could be attributed to the high thickness of the double
water layer (DDL) among the minerals. Lead nitrate and
zinc nitrate were used as contaminants at concentrations
of 1000, 2000, and 5000 ppm and were added to the
desired soil composition. In order to investigate the effect
of these two contaminants on the plastic properties of
different fine-grained ether sheets, tests were performed
on soil contaminants contaminated with these heavy
metals. Adding lead nitrate to kaolinite would enhance
liquid and plastic limits. The results indicated that in
kaolinite, upon raising the concentration of lead nitrate to
5000 ppm, the liquid limit value increased from 49.8 to
59.1. The plastic limit also rose from 31 in the non-
contaminated state to 36.4 in the contaminated state
(5000 ppm).

The increment in the plastic limit was less than the
increase in the liquid limit in contaminated kaolinite. In
kaolinite, elevation of the concentration of heavy metal
pollutants weakened the hydrogen bond between
kaolinite particles due to replacing divalent cations of
lead and zinc metals with monovalent hydrogen, which
causes a slight increase in soil fluidity. The results
indicated that, similar to kaolinite, raising the
concentration of lead nitrate increased the liquid limit of
zeolite and RHA, which was attributed to their minerals'
dissimilar behavior toward heavy metal contaminants.
For instance, in zeolite, the yield point and the plastic
limit in the non-contaminated state were 40 and 25,
respectively, and with the entry of lead nitrate at a
concentration of 5000 ppm, the liquid limit and the
plastic limit increased to 48 and 30, respectively. Note
that the changes of Atterberg limits in zeolite and RHA
were far less than in kaolinites, to which the greater

relative stability of these two fine grains than kaolinite
could be attributed.

The paste properties of high plastic clay soils are
primarily related to layer thickness (DDL). By increasing
concentration of heavy metals and cation exchange
would lower the soil pH, thus reducing the thickness of
the double layer (DDL) in montmorillonite clay, as well
as the liquid limit, plastic limit, and plasticity index of the
montmorillonite. According to the results obtained in
non-contaminated montmorillonite, the liquid limit and
the plasticity limit were 140 and 53, respectively.
Following the introduction of lead nitrate at its maximum
concentration, the value of Atterberg limits decreased to
98 and 41, respectively. Also, lead nitrate was found to
have a greater effect on increasing the liquid and plastic
content of kaolinite, zeolite, and rice husk than zinc
nitrate. This more significant effect could be attributed to
the higher liquid limit of soils contaminated with lead
nitrate than zinc nitrate contaminants can be considered
stronger covalent bonds formed between lead cations
(Pb?*) than zinc cations (Zn?*).

3. 3. Soil Consolidation Behavior The sand
density curve and its parameters with different fine grains
(different percentages of montmorillonite, kaolinite,
RHA, and zeolite) are shown in Figure 7 and Table 6,
respectively. In order to explore the effect of clay mineral
types on settlement changes as well as tsp and ¢y
parameters at different solidification pressures, the
values of these parameters for combining sand with 20%
kaolinite and montmorillonite were obtained from
logarithm-logarithm curves of time at each solidification
pressure.

As can be seen in Figure 8, the sedimentation rate of
clayey-coated sand samples has grown with increasing
compaction pressure, but the rate of increment has been
higher, especially at high compaction pressures for
montmorillonite sand. As displayed in Figure 8, the
settlement rate of kaolinite specimens has grown with
increasing compression pressure. This rise is more
prominent in the montmorillonite specimens, especially
at high compression pressures.

TABLE 6. Parameters obtained from compaction tests for sand
with fine grains

Specimen Yd max (KN @ope (%)
K20 18.2 111
K10-Z10 19.05 13.8
K10-R10 17 16.5
M20 185 11.7
M10-210 18.88 12.6
M10-R10 19.17 13.2
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Figure 8. Sedimentation changes for different sand
compositions with clay minerals at different stresses

As presented in Figure 9, the changes of tso are
different from the increment of stress for kaolinite and
montmorillonite sands. In the combination of sand with
20% kaolinite, due to greater drainage and less water
absorption as well as storage of kaolinite than
montmorillonite, the time to reach 50% of the sample
solidification is shorter at all solidification pressures and
often within the first minutes of sample loading to reach
50%. In general, since 80% of the study compounds were
sand, the values of tsp for sand compounds with 20%
kaolinite and montmorillonite were very low. The value
of the consolidation coefficient depends on several
parameters such as tsp and the length of the drainage path,
which is affected by the amount of sample subsidence at
each consolidation stress. The values of the hardening
exponent for kaolinite sand samples were higher than
those of montmorillonite sand due to the lower settlement
rate, which would increase the length of the drainage path
and high drainage capacity, thus reducing the tso value of
the sample. In addition, the results of these tests are
presented in Figures 10 and 11. They display the changes
in the porosity ratio of the sample during the loading and
unloading stages for sand with 20% kaolinite and 20%
montmorillonite. As shown, the decline in the porosity
ratio of the sample with the increase of consolidation
stress was greater in the montmorillonite sand than in the
kaolinite sand due to the higher amount of consolidation
settlements. The compaction coefficient (Cc) and the
swelling coefficient (Cs) are the important parameters
that can be extracted from the porosity-logarithm of the
reinforcement stress diagram. These parameters are very
useful in identifying the behavior of clay soils and are
equal to the slope. The smooth part (fixed slope) of the
porosity-logarithm curve is the reinforcement stress and
the slope of the bearing part of the curve. According to
Figure 10, the values of compaction coefficient and the
swelling coefficient for kaolinite sand are 0.113 and
0.004, respectively. Also, these values are obtained have
been 0.194 and 0.03 for montmorillonite sand
respectively, according to Figure 12.
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Figure 9. Changes of tso for Specimen of clayey sand
minerals at different stresses

0.8

0.7 F-

Culem?min)

0

—a— 5]
——=5-M T

06 F--1-1-FfH
05 f--1-1-FHH
04 F--4-1-HH
03 F--1-1-FtH
02 f--1-1-FHH
01 f--4-1-HH

sz

0.01

0.1 1 1 100
Consolidation Stress(Kg-‘cm%

Figure 10. Variation coefficient for different combination of
sand with clay mineraks in different stress

0.6

035 f--t-t

Void Ratio

04 f--t-t

0.33

03 p--t-t

043 p--L-t

0.01

0.1 100

Vertical Consolidation Stress(Kg/em?)

Figure 11. Changes in the porosity ratio of sand composition
with 20% kaolinite in different stresses

07 , : :
N 18 i i
085 = I T el T TTIIE 1T
o 0.6 - :' -r '!‘Iﬁ---- |I--- -
Z 03 - L L Dl g
P 03 ! ! !
43 - = -+ At-—--1-rr -=4-1--H
| i
[:.4 L - :_ -+ .‘I_ - _‘jb!%_ -4 ==
0.33 i ' '
0.01 0.1 1 10 100

Vertical Consolidation Stress(Kg/cm?)

Figure 12. Changes in the porosity ratio of sand composition
with 20% montmorillonite in different stresses



S. A. Nosrati et al. / IJE TRANSACTIONS B: Applications Vol. 35, No. 11, (November 2022) 2139-2154 2147

3. 4. Sand-clay-adsorbent Composition in Non-
contaminated State In this section, in order to
investigate the effect of the presence of zeolite adsorbents
and RHA on changes in the consolidation parameters of
sand composition with clay minerals, an odometer
consolidation experiment was performed.

As revealed in Figure 13, replacing zeolite with
kaolinite enhanced the settlement of the kaolinite sand
sample, which could be attributed to the higher specific
surface area of zeolite and more significant ability to
absorb water than kaolinite and increased settlements due
to drainage of excess water pressure. Unlike zeolite, the
addition of RHA elevated the settlement rate of
kaolinized sand at low setting pressures due to its high
porosity and the lower specific gravity of RHA than
kaolinite.

Regarding changes in the time to reach 50% of the
setting (tso) (Figure 14), replacing zeolite with kaolinite
increased the tsp of kaolinite sand. Also, replacing
kaolinite with RHA reduced the tso of the sample.
Replacing the zeolite and rice husk adsorbents with
montmorillonite  in  the  montmorillonite  sand
composition reduced tso.

The solidification coefficient (cy) by replacing RHA
and zeolite with clay mineralization in samples is
indicated in Figure 15.
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Figure 13. Sedimentation changes of different sand-clay-

adsorbent specimens in non-contaminated state at different
stresses

A S

Settlement(mm)

j TTTTTIT T T TTTIT
13 e Lol . 5K
Nl 1 E\ T —e-saoka0z |
a5 | il \ T —astokaor |
? \\ —-5M
— 2 T17T] . =T rn -==1"1 n
g ° *\x\ —o—§-10M10Z
£ 13 TN, o s-domeier 7
£ 2 111 l\ -1
13 i \
i
1 SO

0.01 0.1 1 10 100
Vertical Consolidation Stress(Eg/cm®)

Figure 14. Changes of tso for different sand-clay-adsorbent
specimens in uncontaminated state at different stresses

0.7 T T T TITT0T T T

5K | A
7 06 510K 10Z Tt
Zos b o—sakar LT e
r:E‘ —B—5-M . L
=N r K AL T L e ﬂ"_"_ﬂ_ -
N —o—S-10M10Z ,/jr
] | gl—e
0 o5 [ —e—s10M0R el
%rm g
02 -1 --F-r -
01 fmefene
0
0.1 01 1 10 100

Vertical Consolidation Stress(Kg/em?)

Figure 15. Consolidation coefficient (cv) of different sand-
clay-adsorbent specimens in non-contaminated state at
different consolidation stresses

According to Figure 16, the replacement of RHA and
zeolite lowered the swelling of the soil during the loading
stage due to lower swelling properties of the adsorbents
used than montmorillonite clay. It is believed that in the
case of kaolinized sand, the use of adsorbents instead of
kaolinite generally would have little effect on the
swelling behavior of kaolinite sand.

3. 5. Sand-clay-adsorbent Composition in
Contaminated State This section investigates the
audiometric solidification test results for different sand-
clay-adsorbent compounds in both clean and
contaminated states with different concentrations of lead
nitrate and zinc nitrate in terms of variations in leakage
parameters, solidification coefficient (cv), compaction
coefficient (Cc), and swelling coefficient (Cs).

As reported in Table 7, the contamination of all sand-
kaolinite-adsorbent compounds with lead nitrate and zinc
nitrate increased settlement and reduced the coefficient
of consolidation at different reinforcement stresses,
augmenting the compression coefficient and lowering the
swelling coefficient. It was observed that the
contamination of kaolinite sand with 5000 ppm zinc
nitrate elevated the compaction coefficient by 13.5% and
reduced the swelling coefficient by 15.9%. Elevation of
the nitrate concentration of lead and zinc from 1000 to
5000 ppm increased the settlement increment rate at
different reinforcement stresses and compaction
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Figure 16. Changes in the porosity ratio of different sand-
clay-adsorbent specimens in non-contaminated state
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coefficients and accelerated the descending rate of
swelling  coefficient of sand-kaolinite-adsorbent
compounds. The increased settlement in kaolinized sand
with raising the concentration of heavy metals could be
attributed to the breakdown of strong hydrogen bonds
between kaolinite particles and creating a more porous
and more structure settlement in the combination of sand
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and kaolinite. Despite increasing the time to 50%
solidification (tso) by replacing the divalent cations of
Pb? and Zn% with monovalent cation H*, increased
settlement in kaolinite sand due to elevated nitrate
concentration of lead and zinc contents augmented the
consolidation coefficient at different consolidation
stresses.

TABLE 7. Consolidation parameters of K20 Specimen in both clean and lead and zinc nitrate contaminated mixtures

Lead Il Nitrate Zinc Nitrate
Contaminant Consolidation
concentratuion (ppm)  stress (kg/cm?) Se'f('erelfnn)ffnt (cmgrvnin) C.x102 C.x102 Se?::r:?;nt (cmg}/nin) C.x10?  Cux10?
0.125 0.189 0.096 0.189 0.096
0.25 0.401 0.146 0.401 0.146
0.5 0.686 0.204 0.686 0.204
1 1.022 0.296 1.022 0.296
0 11.25 0.44 11.25 0.44
2 1.346 0.428 1.346 0.428
4 1.725 0.470 1.725 0.470
8 2.119 0.525 2.119 0.525
16 2.578 0.598 2.578 0.598
0.125 0.193 0.092 0.199 0.095
0.25 0.410 0.145 0.418 0.150
0.5 0.702 0.204 0.723 0.209
1 0.046 0.285 1.088 0.293
1000 11.46 0.44 11.63 0.43
2 1.396 0.426 1.438 0.437
4 1.801 0.466 1.855 0.477
8 2.221 0.502 2.265 0.515
16 2.659 0.570 2.739 0.581
0.125 0.200 0.097 0.216 0.099
0.25 0.425 0.135 0.423 0.139
0.5 0.727 0.193 0.759 0.198
1 1.083 0.271 1.116 0.278
2000 12.12 0.42 12.47 0.42
2 1.427 0.378 1.460 0.387
4 1.869 0.405 1.925 0.414
8 2.316 0.481 2.372 0.493
16 2.793 0.540 2.857 0.552
0.125 0.217 0.084 0.224 0.086
0.25 0.461 0.125 0.470 0.129
0.5 0.789 0.182 0.813 0.187
1 1.175 0.249 1.222 0.256
5000 12.58 0.39 12.77 0.37
2 1.568 0.372 1.615 0.381
4 2.024 0.398 2.085 0.407
8 2477 0.432 2.526 0.433
16 2.967 0.476 3.033 0.487
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The effect of zinc nitrate on the changes in the
consolidation parameters of various sand-kaolinite-
adsorbent compounds was found to be greater than that
of lead nitrate: The contamination of sand composition
with 10% kaolinite and 10% zeolite with 5000 ppm lead
nitrate and nitrate on the compaction coefficient
increased the sample by 7.3% and 10.6%, respectively.

3. 6. Shear Strength Parameters of Contaminated
Soil According to the previous sections, about heavy
metal absorption and also according to reported data in
literature [1-12], it can be concluded that the effect of

lead nitrate on shear strength parameters is much higher
than that of zinc nitrate. Accordingly, shear strength
parameters in lead nitrate contaminated soil were
investigated. In order to determine the shear strength
parameters, series of consolidated undrained (CU)
triaxial test was used. The triaxial device is shown in
Figure 17.

In Figure 18, the ultimate shear strength changes for
sand with 20% kaolinite in two contaminated and
uncontaminated states are shown. Generally, the results
show that in the different confining stresses at 1000 ppm
concentration of lead nitrate in clayey sand, the amount
of the ultimate shear strength compared to the
uncontaminated state decreased approximately about
13%. Higher concentration of lead nitrate to 2000 ppm
and 5000 ppm caused the ultimate shear strength in the
contaminated samples to decrease about 23% and 30%
respectively. Changes in shear strength parameters
(cohesion and effective internal friction angle) for
uncontaminated and contaminated samples are shown in
Figure 19. In uncontaminated soil, the internal friction
angle and cohesion are 37 degrees and 17 kPa,
respectively. Changing the behavior of kaolinite in heavy
metal contaminated soil, caused the cohesion to increase
and the internal friction angle decrease.

Similar to the previous part, the ultimate strength at
different concentrations of lead nitrate in the combination
of sand with 20% bentonite is shown in Figure 20. The
trend of ultimate shear strength of sand with 20%
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Figure 18. The changes of ultimate shear strength for
composition of sand with 20% kaolinite
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Figure 19. The changes in the internal friction angel and
cohesion for composition of sand with 20% kaolinite
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Figure 20. The changes of ultimate shear strength for
composition of sand with 20% bentonite

bentonite showed the ultimate shear strength increased
by changing of lead nitrate concentration from 0 to 1000
ppm about 11%. The further increase in the concentration
to 5000 ppm caused the ultimate shear strength increase
to 45. The changes of internal friction angle and cohesion

for sand-bentonite samples in two contaminated and
uncontaminated states are shown in Figure 21. Increasing
the cations of heavy metal into the sand-bentonite
mixtures, the structure of the mineral changed and the
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Figure 21. The changes in the internal friction angel and
cohesion for composition of sand with 20% bentonite

behavior of the soil changed to flocculated from.
Increasing the concentration up to 5000 ppm caused
decrease in cohesion to 22 kPa. Although increasing the
concentration of heavy metals in sand-bentonite mixtures
caused reduction of the cohesion, but it caused the
internal friction angle increase. The angle of internal
friction for the sample with 20% bentonite is about 25.2
degree, which by increasing in concentration to 5000
ppm, caused the friction angle to raise about 25%
compared to the uncontaminated state. It should be noted
that the shear strength parameters (in both contaminated
and uncontaminated state) are obtained based on Mohr's
criteria.

3. 7. Shear Strength Parameters of Contaminated
soil-adsorbent Mixture According to the results
provided in the field of absorption capacity of Zeolite is
higher than rice husk ash, therefore, the shear strength
parameters of the soil with zeolite in two contaminated
and uncontaminated states are studied. It should be
mentioned that the method in this research is replacing
the absorbent to fine-grained part. Accordingly, the
amount of kaolinite or bentonite in the mixtures is
decreased as the adsorbent content increased. Figure 22
shows shear strength of the sand- kaolinite composition
with 10% zeolite. Comparing the results of the mixtures
including 10% kaolinite and 10% zeolite shows that the
replacement of zeolite with kaolinite has increased the
ultimate strength in  both contaminated and
uncontaminated soils compared to the soil without
absorbent. Based on this, it can be concluded that the
addition of zeolite, as well as increasing the absorption
capacity in the soil, increase the ultimate shear strength.
The strength value in the soils with kaolinite and zeolite
has increased by about 50% compared to the soil without
absorbent in both contaminated and uncontaminated
states.

The cohesion changes are shown in Figure 23.
According to the results, in the sand- kaolinite and
adsorbent composition, internal friction angle decreased
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Figure 22. The changes of ultimate shear strength for
composition of sand with 10% kaolinite and 10% zeolite
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Figure 23. The changes in the internal friction angel and
cohesion for composition of sand with 10% kaolinite and
10% zeolite

and cohesion increased, respectively. The amount of
cohesion in the contaminated soil with concentrations of
1000, 2000, 5000 ppm, were 19.1, 22 and 25 kPa and the
friction angles of soils were about 38, 36 and 34 degrees,
respectively.

The ultimate shear strength ,which resulting from the
triaxial test in different confining stresses, for the
combination of bentonite sand with zeolite absorbent are
shown in Figure 24. Similar to the previous part, the
amount of bentonite decrease and zeolite is replaced. It
can be seen that by reducing the amount of bentonite and
adding zeolite, the trend of changes in the shear strength
in contaminated soil is different from the trend that
mentioned for the mixtures of sand with 20% bentonite.
Accordingly to results , shear strength of samples with
adsorbent increase about 50% to 60% in the
uncontaminated state compared to sand-bentonite
mixtures. Therefore, according to the appropriate
absorption capacity of zeolite, the combination of zeolite
and bentonite, in addition to provide a suitable
environmental composition, is also an ideal mixture in
terms of shear strength parameters. Thus this
combination is suitable from both environmental and
geotechnical aspects. In 1000 ppm concentration, the
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Figure 24. The changes of ultimate shear strength for
composition of sand with 10% bentonite and 10% zeolite

ultimate shear strength in the sand-bentonite-absorbent
mixtures decreases. One of the reasons is different
reaction of two types of fine grains, bentonite and zeolite
in contaminated case. Considering that the absorption
capacity is high in both bentonite and zeolite minerals,
therefore, at low concentrations, they almost neutralize
each other, and it caused to shear strength decreas
approximately 7 to 10%. By increasing the concentration
of lead nitrate, the shear strength of sand-bentonite-
zeolite composition increases. The results show that by
increasing the concentration of lead nitrate to 5000 ppm,
the ultimate shear strength has been increase by about 15-
17% compared to the uncontaminated soil. The changes
in cohesion and angle of friction are also shown in Figure
25. The cohesion has decreased and the internal friction
angle has increased. With the increase of concentration
from 1000 ppm to 2000 ppm, the amount of cohesion
decreased by about 15%, while the internal friction angle
also increased from 32 to 34.7 degree. By further
increasing the concentration of lead nitrate to 5000 ppm
in the sand with bentonite-zeolite, cohesion decreases to
17kPa, and internal friction angle increases to 19 degree.
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Figure 25. The changes in the internal friction angel and
cohesion for composition of sand with 10% bentonite and
10% zeolite

3. 8. Microstructure of Contaminated Soil To
examine the microscopic structure of contaminated and
uncontaminated soil, photographic images by using
scanning electron microscope (SEM) analyses was
conducted. SEM test is a standard test to determine the
dispersion and flocculation structure of soils. In
flocculated structure, there is strong attractive force
between the particles giving a stable structure. While in
dispersed structure, the repulsive forces between the
particles or between the fabrics units are more. Because
of the attractive force at the particle contacts, soils with
flocculated structure possess better resistance to external
loads and thus have high shear strength. In dispersed
structure, the repulsive forces are dominant over
attractive forces, thus the shear strength of soils is low
and the thickness of DDL around the particle is large
[23]. The shear behavior of bentonite is controlled by the
DDL, while for kaolinite and zeolite, as the DDL
expansion is almost absent, the shearing is controlled by
interparticle contacts [24]. The scanning electron
microscope (SEM) results for uncontaminated and
contaminated kaolin and bentonite are shown in Figure
26. The results show that kaolinite in the uncontaminated
state have flocculated structure while the bentonite
structure is dispersed in the uncontaminated state. The
bond between the kaolinite minerals are hydrogen and
ion binding, which led to the formation of flocculated
structure in uncontaminated state, while the bond
between the bentonite particles attributed to weak Van
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Figure 26. Structural changes for (a) uncontaminated and
(b) contaminated bentonite, (c) uncontaminated and (d)
contaminated kaolinite

Der Waals type and showed higher water absorption,
which caused a dispersed structure in uncontaminated
state. The results for kaolinite in the contaminated state
show that an increase in the tendency of the soil to form
a dispersed structure. The results for bentonite in both
uncontaminated and contaminated states reveals that ,the
flocculated structure is occurred in the case of
contaminated state. In contaminated bentonite with lead
or Zinc nitrate, cation exchange occurs between lead
(Zn*? or Pb*?) and sodium (Na*) ions and leading to
reduce the thickness of the DDL and flocculate the clay
particles. Reducing the thickness of the water double-
layer forms a flocculated structure in the bentonite, which
increases the shear resistance of the soil.

4. CONCLUSION

By the expansion of the industrial zones, heavy metals
entered the environment through industrial wastewater or
leakage from storage tanks, which contaminated the soil
and groundwater. Heavy metal contamination caused
significant changes in shear strength and soil structure.
This study aimed to achieve optimal amounts of zeolite
adsorbents and RHA to replace clay in the initial
composition of the study soil and continue the laboratory
study process based on the determined percentages. The
optimum amounts of zeolite and RHA to replace the

kaolinite in combination with sand for lead nitrate
contaminants were found to be 10%. With greater
amounts, the process of reducing the concentration of
contaminants in the output solution was almost constant.
However, the amounts of zeolite and RHA for absorbing
zinc nitrate contamination were 10%. Regarding
montmorillonite sand, replacing the studied adsorbents
with montmorillonite clay in all amounts lowered the
adsorption of lead and zinc in the sand-clay
montmorillonite-adsorbent ~ composition.  Identical
optimal adsorbent amounts in the composition of
kaolinite sand were used in the experiments on
montmorillonite sand. The results also indicated that the
rate of reduction of subsidence and the coefficient of
consolidation in different consolidation stresses as well
as the rate of reduction of the compression coefficient of
the studied adsorbents were lower than those of
montmorillonite sand. For instance, contamination of
sand composition with 20% montmorillonite, sand
composition with 10% montmorillonite and 10% zeolite,
along with sand composition with 10% montmorillonite
and 10% RHA with 5000 ppm zinc nitrate reduced the
compression coefficient by 1.17, 0.16, and 2.15%
respectively. This decline in the presence of adsorbents
can be related to the lower cation exchange capacity and
hence smaller double layer thickness (DDL) in the
presence of adsorbents as well as lower sensitivity of
RHA and zeolite to increasing cation concentrations.

Also, similar to kaolinite compounds, at all
concentrations of lead and zinc heavy metals nitrate, the
settlement values in reinforcement stresses were lower
than 1 kg/cm? for montmorillonite-containing samples
with RHA due to more porous and ductile ash texture.
Also, the effect of zinc nitrate on reducing settlement,
compaction coefficient, and swelling coefficient of
different sand-montmorillonite-adsorbent compounds
was more pronounced than lead nitrate. The
contamination of the sand composition with 10%
montmorillonite and 10% RHA with 5000 ppm lead
nitrate and nitrate on the compaction coefficient reduced
the sample by 13.1% and 15.2%, respectively. Due to the
greater tendency of divalent cations (Zn?*) to exchange
with monovalent cations of montmorillonite than cations
(Pb?*) in soil structures, the adsorption of zinc nitrate was
higher than that of lead nitrate in various
montmorillonite-containing compounds.

In the composition of sand with 20% kaolinite, in the
contaminated state with 12000 ppm and 2000 ppm of lead
nitrate, the ultimate shear resistance value decreased on
average by 13% and 23% compared to the
uncontaminated state. Contrary to the behavior of sand
with 20% kaolinite, in the composition of sand with 20%
bentonite, the ultimate shear resistance increased by an
average of 11% and 22% with the increasing of lead
nitrate concentration from 0 to 1000 ppm and 2000 ppm.
Also, the further increase of concentration to 5000 ppm
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almost caused a 40-50% increase in the ultimate
resistance. According to the results, replacing 10% of
zeolite with kaolinite increasing the ultimate shear
resistance in both contaminated and non-contaminated
conditions up to 50% compared to the soil without
absorbent. Thus, by adding zeolite, in addition to
increasing the absorption capacity in the composition,
shear resistance has increased. In uncontaminated state,
by reducing the amount of bentonite and adding zeolite,
the ultimate shear resistance increased about 50 to 60%
compared to only bentonite composition. By considering
the proper absorption capacity of zeolite, the combination
of zeolite and bentonite, in addition to providing a
combination with suitable environmental characteristics,
is also an ideal combination in terms of resistance
parameters, therefore, this combination is suitable from
both environmental and geotechnical aspects.
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ABSTRACT

Due to the expansion of cyberspace in the context of internet use and public access to this platform, many
stores try to use the online sales platform to eliminate geographical zones restrictions and the number of
intermediaries. This approach has many other advantages such as reducing completed costs, lower
shipping costs and faster speed of product delivery, etc. Proper evaluation and suppliers ranking plays
an important role in increasing the productivity of these types of stores. This research provides an
approach to evaluate and rank suppliers in digital stores using a combination of two multi-criteria
decision-making (MCDM) techniques called Analysis Hierarchy Process (AHP) and TOPKOR. First,
the effective criteria in evaluation and the ranking of suppliers in digital stores are identified and their
weights are determined using AHP technique. Then, the score of each supplier in each criterion is
determined. Finally, the suppliers are ranked based on TOPKOR technique. The results not only show

TOPKOR the final rank of suppliers but also identified 8 criteria for evaluation and ranking the suppliers. Moreover,
the results show the criteria of support, easy access and flexibility are the most important in evaluating
and ranking digital stores’ suppliers, respectively.

doi: 10.5829/ije.2022.35.11b.10
NOMENCLATURE
A Pairwise comparison matrix (AHP) Vij Normalized weight matrix
aj; Normalized in the verses of the matrix of pairwise comparisons PIS; The positive ideal solution in criterion j
w; The final weight of each criterion NIS; The negative ideal solution in criterion j
X Decision matrix Q; VIKOR index
n; Normalized in the verses of the decision matrix CG; Final proximity index

1. INTRODUCTION

Hierarchy Process with multi-criteria decision model
which has been introduced by Saaty [1] is one of the most

Online stores can be considered as one of the most
important strategic points for business growth. There are
several factors for the decision-maker to consider when
evaluating and ranking online store suppliers. Nowadays,
the need for online stores is increasing. Various factors in
the evaluation and ranking of online store suppliers are
effective and it can be considered as a multi-criteria
decision problem. Multi-criteria decision making is
considered as the most important branch of operational
research; because, it involves complex decisions of
people's lives. There are several multi-criteria decision
models. Researchers by considering current problems
and criteria, use decision-making techniques. Analytical

Corresponding Author Institutional Email: beheshtinia@semnan.ac.ir
(M. A. Beheshtinia)

powerful methods for calculating the weight of criteria
and sub-criteria. Weight criteria and sub-criteria are
calculated by the pairwise comparison matrix.
Uncertainty is not considered in the main model of the
analytical hierarchy process, also several researchers
have integrated the fuzzy model with an analytical
hierarchy process to reduce inaccuracies in decision
making.

The model is also widely used in a variety of fields
including engineering, economics and operations
management. Factors such as environmental and social
factors to choose the source of supply for online
businesses and economics and building a long-term

Please cite this article as: M. A. Beheshtinia, P. Falsafi, A. Qorbani, H. Jalinouszade, Evaluating and Ranking Digital Stores’ Suppliers using
TOPKOR Method, International Journal of Engineering, Transactions B: Applications, Vol. 35, No. 11, (2022) 2155-2163
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relationship with it is crucial to maintain a competitive
advantage. For example, the environmental criterion is
one of the considered factors by societies and
governments that has been highly emphasized and for
this criterion, there are many programs for companies,
such as the use of environmentally-friendly and
degradable materials, the design of environmental
products and pollution monitoring in production
processes [2, 3].

However, an  organization's  environmental
performance depends not only on its sustainable
behaviors but also on its suppliers and how they work.
Consequently, choosing a good supplier that meets these
criteria in the supply chain is a top priority for companies.
In the current study, this research provides a method for
evaluating and ranking suppliers in digital stores. First,
effective criteria in evaluating and ranking suppliers in
digital stores are identified and the score of each supplier
is determined in each criterion. Then a hybrid approach
by combining of two multi-criteria decision-making
(MCDM) techniques called Analysis Hierarchy Process
(AHP) and TOPKOR are provided for ranking suppliers.

The main research question of this research is as
follow:

How the digital stores’ suppliers are ranked using a
combination of AHP and TOPKOR techniques?

The research sub questions are as follows:

What criteria should be used to rank digital stores’
suppliers?

What is the weight of each used criterion?

What is the score of each alternative in each criterion?

2. LITERATURE REVIEW

These days in digital age, the way we choose and
understand the structures of online businesses has
changed. Retail section in recent years has seen
significant changes and continues to grow at an
unprecedented rate [4]. Therefore, the nature of retail the
tradition has shifted to online retail. As a result of the
emergence of online retail from the early twentieth
century by the emergence of international big brands
such as, M&H, Mango and ZARA, which have started
online retail, has become popular. More of the growth of
this industry is in developed countries, but developing
countries are also accepting this with respect to time.
About two-thirds of EU countries buy their clothes online
and the amount of revenue generated by this industry to
is worth $17 billion [5]. Total sales related to the global
garment industry are estimated to be approximately $680
billion. As a result, one can see how important the online
retail industry can be. On the other hand, with the
development of the internet in most countries of the
world, the platform for using this industry is provided.
For example, e-commerce in India has been known as the

fastest and the most attractive method for trading in
recent years, India's e-commerce market has increased to
60 billion US dollars by 2019 and by 2026, it will
increase to 200 billion US dollars [6]. However, if the
right suppliers are not selected in this industry, it will
have a very negative impact on the amount of income.
Therefore, choosing the right supplier in e-commerce and
online retail is very important [7].

On the other hand, the safer and the more attractive
the structure is, the more popular the online store
becomes. Shopping in an online store makes the
experience special because there are many choices
without having to enter a physical space and go from
place to place, there will be something for you that adds
to the appeal of the purchase.

Because online stores function in choosing locations
similar to chain stores and here are the famous stores
compared to other malls because of the less tax and no
other additional costs to pay, the more possibility of
being able to offer more discounts and convenient
packages to the customer. Also, most people associate the
price of a product with its quality, and that makes them
have negative comments about products in online stores.
Because there are many shopping malls with similar
products, choosing to buy one has become a new
challenge [8]. Universal design for these cases is
designed in a way which is available to all people [9].
Research is limited in this area because studies on these
specific sections of the community have not been done
[10, 11]. Previous important features such as parking
capacity and area size are now under the influence of the
environmental criteria, design aesthetics and ergonomics,
with studies proving recent impact criteria have a
stronger effect on customer satisfaction [12]. Ergonomic
and aesthetic factors such as interior design provide more
entertainment and comfort to customers [13].
Environmental criteria such as access to facilities, noise
pollution, air pollution and traffic jams also plays a key
role in the attractiveness of buying a market for its
potential customers [14]. Of course, the choice of
location is an important factor. It is necessary to identify,
evaluate and select from the available options. This
process is influenced by qualitative criteria, such as
quantitative related and supporting industries, proximity
to the raw material market, infrastructure conditions,
market size and demand, capital costs, natural conditions
and human resources [15, 16]. Hence, it seems that
choosing a place for a mall is an important factor that
determines the success of the business.

2.1. MCDM Technique Liu, Quan, Li and Wang
[17] also wrote a new decision model and alternative
method of queuing 6 multi-criteria for selecting a
sustainable supplier by combining the best and worst
methods at a valuable time interval. Also, Kaushik,
Khare, Boardman and Cano [18] examined the factors
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that motivate consumers to buy online fashion retailers
and these factors were evaluated using the analytical
hierarchy process method. Sanchez-Lozano, Teruel-
Solano, Soto-Elvira and Garcia-Cascales [19] in their
research which was based on a geographic information
system (GIS) and they used multi-criteria decision-
making methods the optimal choice of solar power
plants. They calculate the weight of these criteria using
the analysis process Hierarchical (AHP) and TOPSIS
method to evaluate the criteria. Konstantinos, Georgios
and Garyfalos [20] Used the combined AHP method and
Geographic Information System (GIS) to determine the
most appropriate sites used to install wind farms and then
the TOPSIS method to rank the construction sites of wind
farms. Sedady and Beheshtinia [21] described a new
method for prioritizing the construction of renewable
power plants which their evaluating factors are: technical
factors, economic, social, political and environmental
criteria, each of which includes five sub-criteria, and
using Hierarchical analysis method and a new method
called TOPKOR to prioritize places.

2. 2. Sustainability Supply Chain On the other
hand, Liou, Chang, Lo and Hsu [22] In a study ranked
and evaluated the criteria of green supply chain in the
field of electronic services. They ranked and evaluated
the criteria by combining the best and worst fuzzy
methods with fuzzy TOPSIS. Hsu, Yu, Chang, Liu and
Sun [23] in their study, they reduced the destructive
effects on the sustainable supply chain in the electronics
manufacturing industry. By evaluating the effective
criteria using QFD and FMEA methods, they evaluated
and ranked the criteria by combining AHP and
DEMATEL methods with a gray approach. Zakeri, Yang
and Konstantas [24] in their research, they evaluated and
ranked suppliers in order to select them correctly in the
sustainable supply chain. They used the ARPASS?
method for ranking and final selection of suppliers.
Karami, Ghasemy Yaghin and Mousazadegan [25]
enabled the logistics department to evaluate and
systematically select suppliers using quantitative and
qualitative decision criteria. They also built a three-step
approach to tackle selection problem and evaluation in
the industry. Abdel-Basset, Manogaran, Mohamed and
Chilamkurti [26] presented a new evaluation function to
calculate the weight of options for a better choice in his
paper. As well as the selected criteria to increase the
quality and service and reduce costs and control time to
select the best suppliers. Fanita and Sinaga [27] in their
paper provide a framework based on the integrated fuzzy-
hierarchical analysis approach for selecting a global
supplier that considers sustainability risks from sub-
suppliers. Boran, Geng, Kurt and Akay [28] also
presented an approach for the problem of selecting a

Z alternatives’ stability scores multi-criteria

model supplier based on fuzzy decision making with
TOPSIS method. Mohammed, Yazdani, Oukil and
Gonzalez [29] they examined the impact of
environmental, social and economic disturbances on the
selection of suppliers in the sustainable supply chain.
Using the DEMATEL method, they measured the impact
of these disorders on supplier selection and combined the
MABAC-OCRA-TOPSIS-VIKOR (MOTV) methods to
rank suppliers.

De Boer [30] has worked on procedural rationality
issue in supplier selection, in which he provided three
innovative methods for selecting supplier selection
criteria. Laurentia and Septiani [31] have focused on
choosing a place issue YPBM University of Tourism by
combining the two methods of cutting point and
hierarchical analytical process to investigate that their
goal was analyzing the location for the construction of
the new campus. Torkayesh, Iranizad, Torkayesh and
Basit [32] also examined the methods of selecting
suppliers in the online sustainable supply chain. They
used a combination of BWM and WASPAS methods to
rank suppliers by determining the criteria influencing
supplier selection.

Ghorui, Ghosh, Algehyne, Mondal and Saha [33]
have worked on hierarchical analysis issue and order
prioritization analysis by similarity of the answer to the
idea of TOPSIS to choose the place of purchase with
fuzzy data. Accordingly, to select the place of purchase
from the analysis process, Fuzzy hierarchy and fuzzy
analysis were used to prioritize the order by similarity to
the ideal answer. The dynasty hierarchy analysis was
used to obtain the weight factors and also the fuzzy
hierarchical analysis process were used to rank the
criteria, and the sub-criteria were used to integrate fuzzy
weights. Qu, Zhang, Qu and Xu [34] have worked on
selecting a green supplier based on procedure issue with
the help of TOPSIS fuzzy approaches. These researches
were accompanied by a case study in a Chinese Internet
company which was aimed to show the appropriate green
chain suppliers based on a framework with the help of
fuzzy TOPSIS and ELECTRE. This framework is
presented based on green supply chain management. The
TOPSIS and ELECTRE approaches were used to rank
green chain suppliers and the results of the proposed
framework with the obtained ratings, by higher grades
and incompatibility was compared with the
measurements of the fuzzy electro-method. Shaikh,
Memon, Prokop and Kim [35] have worked on a hybrid
approach issue based on the hierarchical analysis process
and TOPSIS to select the optimal location using spatial
data. Stirbanovi¢, Stanujki¢, Miljanovi¢ and Milanovié
[36] in their studies on multi-criteria decision-making
methods, such as TOPSIS and VIKOR focused that they
used these methods to select floating vehicles as a result,
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in this research The AHP and TOPKOR methods have
been used to select the right supplier among the 11
available suppliers. Table 1 summarized the researches in
the scope of sustainable supplier selection. The
innovations of this research are as follows:

Providing a comprehensive list of criteria in the
scope of sustainable supplier selection.

Employing these criteria to evaluate and rank the
digital stores’ suppliers

Using a combination of AHP and TOPKOR methods
in sustainable supplier selection scope

M. A. Beheshtinia et al. / [JE TRANSACTIONS B: Applications Vol. 35, No. 11, (November 2022) 2155-2163

3. METHODOLOGY

3. 1. Research Steps To answer the research
questions, the following steps are implemented:

Step 1: Determine the effective criteria in evaluating and
ranking suppliers in digital stores.

Step 2: Determine the weight of the criteria using the
AHP method. The steps of the AHP method are as
follows:

Step 2.1: Form a matrix of pairwise comparisons: If n
criteria exist and the numerical equivalent of the two

TABLE 1. Summary of effective criteria in determining suppliers
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criteria comparison i and j are shown with a;;, Then the
pairwise comparison matrix of a matrix n X n in
relation (1) is shown:

1

a;j

A=laj].a; = dj=12...n 1)
Step 2.2: Using Equation (2), the matrix comparison is
normalized. a;; is the normalized value of the parameter

ai]-.
aj; = a;;/ Yo ayj 2

Step 2.3: The final weight of each criterion is obtained
from the following Equation (3). WW; is the final weight of
the criteria i.
Wi=¥r,"d ij=12..n ®3)

Step 3: Determine the candidate points (Alternatives).
Step 4: Determine the decision matrix
Step 5: Rank the alternatives using TOPKOR method

TOPKOR method is a combination of two different
multi-criteria decision-making methods called TOPSIS
and VIKOR. In TOPSIS method, a good alternative is
one that its total distance from the positive ideal solution
(P1S) is low and its total distance from the negative ideal
solution (NIS) is high. But in VIKOR method, a good
alternative is one that its total distance from PIS (utility
index) and its maximum distance from PIS in each
criterion (regret) are low. It means, TOPSIS neglects the
distance of each alternative from PIS in each criterion
while VIKOR neglects the total distance from NIS.

TOPKOR method tries to integrate both mentioned
methods. In TOPKOR, a good alternative is one that its
total distance from PIS and its maximum distance from
PIS in each criterion are low and simultaneously its total
distance from NIS is high.

The steps of this method are as follows:
Step 1: Consider the X as decision matrix in which x;; is
the score of alternative i in criterion j. Additionally,
consider W; is the weight of criterion j. Also, n is the
number of criteria and m is the number of alternatives.

¢, - Cp
A [X11  Xin

X=[xyl . = Do ] @)
Ap Xn1 0 Xmn

Step 2: Obtain the normalized decision matrix using
Equation (5), where n;; is the normalized value of x;; .

nj =xi; /%l Vi ®)

Step 3: Form the normalized weighted decision matrix
using Equation (6).

V,:j =X,:j><Wij Vl] (6)

Step 4: Using Equations (7) and (8), obtain PIS and NIS.

PIS] = Miaxvij and NIS] = Miinvij lf] €EB (7)

PIS; = Miinvij and NIS; = Mlaxvij ifjecC (8)

B is the type of profit and C is the type of cost.
Step 5: Calculate the distance of each alternative from
PIS and NIS.

di = |3n,(vi;—NIS)® i=1l..m 9)

df = |37, (v —PIS;))’ i=1..m (10)

d} and d; the sum of the distance from PIS and NIS,
respectively.

Step 6: Find the maximum distance between each
alternative from PIS in each criterion. This parameter in
the VIKOR method is called the regret index and is
denoted by R.

R = Mjaxd(vij.PISj). i=
12....m | d(v;.PIS;) = |PIS; = vy

Step 7: Obtain the VIKOR index (Q;) from Equation
(12).

(11)

df -DMIN}

Ri—RMIN;
Qi=v ¥ ¥
DMAX; ~DMIN;

m] 12)

]+(1—v)x[

In  Equation (12), DMIN; = min;d}.DMAX;" =
max;di.RMIN; = min;R;.RMAX = max;R; . Also,visa
parameter that its value is between 0 and 1 and represents
the relative importance of total distance from PIS against
regret index. In this research, the value of this parameter
is considered 0.5.

Step 8: Calculate the closeness coefficient for each
alternative i (CC;) using Equation (13). Any alternative
with a higher CC; value is a better alternative.

ai
a7 +Q;"

3.2.The Used Questionaries Two questionaries
are used to perform the research steps. The first
questionnaire is related to the pairwise comparisons in
AHP technique. In this questionary, the answer of each
question is determined by the shown choices in Table 2.
The second questionnaire was also used to determine the
score of each supplier (alternative) in each criterion (to
form a matrix decision) based on the Likert scale has
been used (Table 2). Both questionaries are answered by
a sample of 10 expert including 5 academics staff and 5
managers with more than 8 years’ experience in the
digital stores industry. The used questionaries are
standard questionaries and their validity is versified.
Moreover, the reliability of the first questionary is
justified.
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TABLE 2. The used linguistic variables in each questioner and their values

First questioner

Second questioner

Very low preference
Low preference
Medium preference

High preference

© ~N o w

Very high preference

Very little
Low
Medium

High

a A W N -

Very high

The hierarchical inconsistency ratio with value of
0.06 verifies the reliability of the first questionnaire.
Moreover, Cronbach's alpha with the value of 0.88
verifies the reliability of the second questionnaire.

4. RESULTS

Results of the performance of research steps are
presented in this section. First, we identify the effective
criteria for evaluation and suppliers ranking using subject
literature and expert opinions. A list of identified criteria

is shown in Table 3. Then, using the first questionnaire
and hierarchical analysis, the weight of each effective
criteria was calculated and shown in Table 3.

Finally, after identifying 11 suppliers for one item of
the products, each supplier’s score on each of the
criteria (The decision matrix) was determined using the
experts’ opinions and according to the Likert scale, the
results of which are shown in Table 4.

The calculations based the research method according
to the criteria and decision matrix (experts’ opinion) with
TOPKOR method final ranking are shown in Table 5.

TABLE 3. Effective criteria in evaluating and ranking suppliers

Row The final criterion is selected Type of criteria Weight criteria

1 Economical Profit 0.12043383

2 Supported Profit 0.20690794

3 Environmental Cost 0.09808552

4 Work experience Profit 0.06197201

5 Social Profit 0.09105958

6 Quality Profit 0.10985684

7 Easy availability Profit 0.17477045

8 flexibility Profit 0.13691384

TABLE 4. Decision matrix

;TSrfr:ggl/g;s::::r?; Economical  Supported  Environmental exg\e{roig:lce Social Quality avalﬁzgli ty flexibility
Supplier 1 5 5 5 4 4 5 5 2
Supplier 2 4 2 4 1 2 4 4 2
Supplier 3 3 3 3 2 2 1 4 1
Supplier 4 3 4 4 2 3 5 5 2
Supplier 5 5 4 3 2 3 3 3 3
Supplier 6 4 5 5 4 4 5 5 4
Supplier 7 1 1 2 4 5 4 2 5
Supplier 8 2 3 2 5 4 2 5 4
Supplier 9 3 2 5 3 3 3 4 3
Supplier 10 5 2 5 5 1 4 2 3
Supplier 11 3 4 3 3 4 4 2 2
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TABLE 5. Ranking of suppliers by TOPKOR method
Suppliers Distance from PIS Distance from NIS Index R Index CC; Rank
1 0.004398 0.010882 0.003092 0.13968 3
2 0.010243 0.005125 0.0088485 0.007004 9
3 0.011217 0.003553 0.0088485 0.004521 11
4 0.007391 0.007783 0.005899 0.019238 6
5 0.007236 0.007403 0.005899 0.018727 7
6 0.003375 0.011096 0.0029495 0.966391 1
7 0.00366 0.013247 0.0029427 0.447672 2
8 0.005128 0.010249 0.0033441 0.076901 5
9 0.007146 0.007079 0.005899 0.01816 8
10 0.012111 0.006184 0.011798 0.006164 10
11 0.0051 0.009869 0.003092 0.084322 4

5. CONCLUSION

This research provided a way to evaluate and rank
suppliers in digital stores. First, the effective criteria in
identifying and ranking suppliers in digital stores were
identified and the rating of each supplier in each criterion
was determined. Then a hybrid approach with a
combination of hierarchy analysis methods and
TOPKOR for supplier ranking is presented. As it can be
seen, the effectiveness of the criteria is, from big to small,
as follows; support, accessibility, flexibility, economic,
quality, environmental, social status and finally work
experience, which is the result of TOPKOR method
calculations, the order of suppliers is shown in Table 5.
Suppliers No. 6, 7 and 1 have allocated ranking to
themselves first to third, respectively. TOPKOR method
is a combination of two different multi-criteria decision-
making methods called TOPSIS and VIKOR. In TOPSIS
method, a good alternative is one that its total distance
from the positive ideal solution (PIS) is low and its total
distance from the negative ideal solution (NIS) is high.
But in VIKOR method, a good alternative is one that its
total distance from PIS (utility index) and its maximum
distance from PIS in each criterion (regret) are low. It
means, TOPSIS neglects the distance of each alternative
from PIS in each criterion while VIKOR neglects the
total distance from NIS.

TOPKOR method tries to integrate both mentioned
methods. In TOPKOR, a good alternative is one that its
total distance from PIS and its maximum distance from
PIS in each criterion are low and simultaneously its total
distance from NIS is high. It means that TOPKOR have
a more comprehensive view than TOPSIS and VIKOR
and considered all the three parameters.

Providing other multi-criteria decision-making
methods for evaluating and ranking digital store suppliers
can be considered as a basis for future research. Also
identifying newer criteria about supplier evaluation can
be considered as another field for future research.
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ABSTRACT

The concrete jacket method is a common method used in retrofitting buildings. Although this method
has many advantages, engineers criticize it due to an increase in the structure's weight. In the present
study, lightweight concretes containing silica nanoparticles (SNPs) and glass fibers (GF) have been used
in concrete jackets to strengthen concrete beams. Several reinforced concrete (RC) beams were
constructed and retrofitted using the proposed lightweight concrete jackets and their response to four-
point loading was evaluated. The SNPs amount in the lightweight concrete jackets was 0, 2, 4, and 6%
by weight of cement and the amount of GF was 1.5% by volume of concrete. Load-deflection curves
were extracted and the response of the beams was examined by parameters such as crack load, yield
load, maximum load, energy absorption capacity, and ductility. The proposed lightweight concrete jacket
containing 1.5% of GFs in which 0, 2, 4, and 6% of SNPs were used, increased the energy absorption
capacity by 33%, 54%, 61%, and 62%, respectively. The presence of SNPs in lightweight concrete
reinforced by GFs leads to the filling of small cavities in the concrete. Also, the bearing capacity of the
retrofitted RC beams increased with an increase in SNPs in the concrete jacket. A portion of this increase
can be attributed to an increase in tensile and compressive strength of the proposed concrete, and the
other part can be attributed to the effect of SNPs on the surrounding surfaces of the main beam and
jacket.

doi: 10.5829/ije.2022.35.11b.11

1. INTRODUCTION

This ultimately requires large elements that require a
larger concrete volume with more reinforcement bars.

One of the major issues in the building's design is the
materials' self-weight. Many engineers have always
focused on reducing the building dead load using
concretes with lower specific gravity and higher
compressive strength. This issue is important since the
seismic loads on the structure are proportional to the
structural mass, and the mass structure reduction is the
most important factor in reducing the earthquake impact
[1-3].

The lightweight materials reduce the dead load and
the weight, ultimately leading to economical design. The
concrete's relatively high specific gravity (about 2400
kg/m3 for unreinforced concrete) in RC buildings
increases the concrete structure building weight and, as a
result, increases the dead weight of the building, causing
increases in the gravitational forces and seismic forces.

* Corresponding Author Email: Omidkohnehpooshi@gmail.com
(0. Kohnehpooshi)

Increasing the dimensions of the structural elements is
one of the important disadvantages of RC buildings,
which creates architectural problems and reduces useful
infrastructure.

On the other hand, RC jackets and increasing cross-
sections are more accessible and economical than other
techniques in retrofitting of RC beams. This technique
effectively improves bearing capacity and stiffness;
however, adding concrete and steel to repair the beams
increases the beam's weight, which is not desirable. For
this purpose, lightweight concrete for retrofitting may be
desired.

Numerous manuscripts have been published about
retrofitting RC beams. Narayanan et al. [4] investigated
the seismic retrofitting of beams using concrete jackets.
A number of experiments were performed to investigate

Please cite this article as: M. Ghanbari, 0. Kohnehpooshi, M. Tohidi, Retrofitting of RC Beams using Lightweight RC Jacket Containing Silica Nano
Particles and Glass Fiber, International Journal of Engineering, Transactions B: Applications, Vol. 35, No. 11, (2022) 2164-2175
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the interaction between new and old concrete. Then
several beams were retrofitted using the concrete jacket.
In the next step, several beam-column connection
specimens were retrofitted using concrete jackets.
Finally, analytical studies were performed. The results
showed that self-compacting concrete or shotcrete could
be used to make the concrete jacket. Because the self-
compacting concrete flowability causes the concrete to
be completely in the space between the formwork and the
old concrete, and no space remains. Rayal and Dave [5]
investigated the different methods of retrofitting RC
beams using RC jackets. For this purpose, ten RC beams
were made. The four beam surfaces were perfectly
smooth, and the other four roughened. Eight beams were
retrofitted using RC jackets with a thickness of 60 mm,
and two beams were examined as control samples. In
beams with rough surfaces, concrete jackets had a more
significant effect on improving the bending behavior of
beams.

Pandian and Karthick [6] compared the shear strength
of concrete beams retrofitted by polymer and concrete
jackets. The retrofitted beams with RC jackets have
excellent flexural strength, and the bending strength of
the beams has increased using the proposed
strengthening method. RC jackets can increase the RC
beam's ductility, while the CFRP method cannot provide
sufficient ductility. Shadmand et al. [7] evaluated the
efficiency of a new retrofitting method in improving the
bearing capacity of reinforced concrete beams. They
investigated a type of composite steel-concrete jacket in
RC beams and found that the proposed method can
increase the bearing capacity of RC beams by about 2.25
times. Hassan et al. [8] retrofitted damaged beams using
strain-hardening cementitious composites. They showed
that the proposed method could increase the shear
capacity of the damaged beam by about 27%.
Mohsenzadeh et al. [9] evaluated the behavior of RC
beams with RC jackets containing glass fibers and micro
silica gel. The results of the tests indicated that the

proposed jackets could increase the energy absorption
capacity by about four times. Song and Eun [10]
investigated the beams retrofitted with glass fiber-
reinforced polyuria. The proposed method increased
flexural ductility about 8.52 to 13.9 times.

Vulnerability and an increase in age of concrete
buildings have caused new solutions for retrofitting. The
lightweight of the proposed method is one of the factors
that should be considered. The concrete jacket method is
a common method used in retrofitting buildings.
Although this method has many advantages, engineers
criticize it due to an increase in the structure's weight. In
the present study, lightweight concretes containing silica
nanoparticles (SNPs) and glass fibers have been used in
concrete jackets to strengthen concrete beams. According
to the literature review, SNPs can replace a part of cement
and improve concrete's mechanical characteristics and
durability. Also, glass fibers can be considered a
desirable reinforcing option and improve the tensile
strength of concrete. In fact, in this research, an attempt
has been made to introduce a lightweight concrete jacket
that, in addition to increase in the load-bearing capacity
of concrete beams, decreases the structure's weight
compared to ordinary concrete jackets.

The study flowchart is presented in Figure 1.
Rheological, durability, and mechanical properties were
investigated in a study conducted by Ghanbari et al. [11],
and the experiment results are summarized in Table 1.
The samples in which 1.5% of GFs were used have higher
tensile and flexural strengths than other samples;
therefore, this amount of fibers was selected as the most
optimal and was used to make the proposed concrete
jackets. In general, five RC beams were made. One beam
was not retrofitted, and the other four beams were
retrofitted using lightweight concrete jackets containing
GF, SNPs, and zeolite. The variable studied is the SNPs
amount used in the jacket, which was considered 0, 2, 4,
and 6% by weight of cement, respectively.

Experimental
l tests
A review on the study conducted by the Fabrlc:at-lon of concrete jackets
authors [11] * containing SNPs and GFs for
retrofitting of RC beams
‘ | | B The amount of
Rheological Mechanical Durability Microstructural n?mm: SNPs used in
properties properties properties analysis = the jacket (%) |
il il e F=rT=ra=—= = T=- = = . _.J1._._. _ -
... Compressive || Water  |r-=-=-= : RCo 0
[ ;; strength 5 absorption -l Scanning electron |, RGTL 7
1 L-Box 11 = .| microscope (SEM) (I RCIS 5
; I} Splitting tensile | EIE‘Ctl"llfal IO L - ]
4 V-funnel I} strength . — r_es.lstlv:lt_y — The four-point
TTTTTT : bending test

Ultrasonic Il [

pulse velocity [
S

Density

Choosing the most
optimal design

Investigating parameters such as

crack load, yield load, maximum

load, energy absorption capacity,
and ductility.

Figure 1. The study flowchart
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TABLE 1. The properties of specimens containing SNPs and GF [11]

ity St Lobox  Densty COMPIUSIE Ui SpnOTSIe gy Mt
D(mm) T (s) Ume(s) (H/Hy)  (kg/m) (MPa) (UPV) (MPa) resistivity.  ercentage
NSOFO 747 3 8.1 0.93 1886 27.2 3891 2.19 55 4.50
NSOF0.25 733 32 8.7 0.92 1885 271 3887 2.25 53 4.89
NSOF0.50 721 3.3 8.9 0.89 1887 26.9 3881 2.28 52 4.95
NSOF0.75 716 3.3 9.3 0.88 1888 26.5 3878 2.38 51 4.99
NSOF1 691 35 9.5 0.86 1888 26.4 3868 2.45 50 5.01
NSOF1.5 683 35 9.9 0.84 1890 26.3 3858 2.49 45 5.03
NS2F0 717 31 9.1 0.9 1888 35.1 3923 2.48 130 2.85
NS2F0.25 713 33 9.6 0.89 1890 351 3921 2.58 128 2.87
NS2F0.50 677 34 9.6 0.88 1890 34.9 3920 2.63 127 291
NS2F0.75 656 3.4 9.9 0.87 1891 34.6 3911 2.76 126 2.95
NS2F1 645 3.6 10.1 0.85 1892 345 3895 2.83 125 2.96
NS2F1.5 635 37 10.6 0.84 1891 343 3893 291 124 2.98
NS4F0 692 33 9.9 0.88 1890 40 4001 3.23 151 2.66
NS4F0.25 684 35 10.2 0.87 1890 39.9 3995 3.27 150 2.69
NS4F0.50 665 3.8 10.6 0.86 1892 39.8 3991 331 149 2.75
NS4F0.75 642 39 10.6 0.85 1891 39.7 3990 3.35 149 281
NS4F1 614 4 10.9 0.83 1893 395 3990 3.38 148 2.85
NS4F1.5 609 4.2 11.3 0.82 1894 39.6 3989 341 148 2.87
NS6F0 677 37 10.6 0.81 1893 39.7 3999 2.95 162 2.89
NS6F0.25 667 39 10.9 0.79 1893 30.1 3992 2.98 161 291
NS6F0.50 642 4 11.2 0.77 1894 38.9 3991 31 160 2.93
NS6F0.75 619 43 115 0.76 1895 38.8 3990 3.15 159 2.95
NS6F1 608 4.6 11.7 0.74 1896 38.7 3990 321 158 2.98
NS6F1.5 601 4.8 11.9 0.72 1897 384 3988 3.25 157 2.99
EFNARC recommendatis [12] o )
Min. 560 ’ 6 08 E:S:ngzll:si;l;cra particles
Max. 850 5 12 1

2. LABORATORY PROGRAM

2. 1. Geometric Characteristics of the Beams
The jacket thickness on each side (left, right, and bottom
sides) was 40 mm. The total length of the beams is 1200
mm. The beam cross-section is a rectangle with
dimensions of 150x200 mm (Figure 2). The examined
beams were slender because the shear span to effective
depth ratio was more than 2.5. Shear span means the
distance from the support to the loading point. The

characteristic of the investigated beams is presented in (@ =T
Table 2. ar No.10@70mm
&7 [ 4No.12
2. 2. Material The materials used in this work S el
are shown in Figure 3. The coarse aggregates used in this . e e
research are lightweight Scoria prepared from Qorveh Figure 2. Geometric characteristics of the main beams and

city (Kordestan Iran). The 24-hour water absorption cross section (without retrofitting)
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TABLE 2. The investigated beams

Diameter of Jacket GF used in SNPs

Beams jacket - . ;
. thickness  the jacket used in

name reinforcement (mm) (%) the iacket

bars (mm) 1
CcB - - -
RCJO 0
RCJ2 2

8 40 15

RCJ4 4
RCJ6 6

CB: Control beam (beam without retrofitting)
RCJ: Reinforcement concrete jacket

(e) (N (2)
Figure 3. Materials a: Scoria aggregates b: Sand c: Zeolite
d: GFs e: SNPs and f: Cement: g: Super-plasticizier

percentage, elastic modulus, and specific weight of scoria
were 16%, 12.8 GPa, and 680 kg/m?, respectively. The
mineral chemical and physical characteristics of scoria
aggregates are presented in Table 3. ASTM C136 [13]
was used for grading coarse aggregates. The grading
characteristics are presented in Table 4. The used cement
is Portland type Il with a specific weight of 3150 kg/m?
(Table 3). The chemical analysis of SNPs and zeolite are
presented in Table 3. GFs are very thin filaments of glass.
The fibers used in this study type A with a size of 12 mm.

2. 3. Mix Design The mixed design specifications
of the RC jacket are presented in Table 5. The desired
mixing design was obtained using past experimental
studies and according to ACI-211 [14]. The main purpose
was to investigate the changes in SNPs. The water in all
samples was considered constant. Also, the amount of
water relative to the binder (cement and SNPs) was
investigated. Variables includes SNPs (0, 2, 4 and 6% by
weight of cement) and GF (0, 0.25, 0.50, 0.75 and 1 and
1.5% by weight of cement).

3. STEPS OF MAKING THE BEAMS AND CONCRETE
JACKET

The materials included Portland cement type 1l, coarse
aggregates, fine aggregates, deformed steel bars with 12

TABLE 3. Properties of Portland cement, Scoria, zeolite and
SNPs

Description Scoria  Portland cement Zeolite ~ SNPs
SiO; (%) 58.8 2154 67.79 99.98>
Al,0; (%) 32.16 4.95 13.66

Fe;0; (%) 3.98 3.82 1.44

Ca0 (%) 3.28 63.24 1.68

MgO (%) 15 1.55 1.20

SO; (%) 0.75 2.43 0.5

K20 (%) - 0.54 1.42

Na,O (%) - 0.26 2.04

Loss on ignition 3.02 - 1023 1.00<
(Slfge/‘r’]'qf;)c gravity  ggy 3.15 11 05

Specific surface

area (m?g) - 326 11 200

TABLE 4. Granulation characteristics of coarse and fine

aggregates
Sieve ASTM-C33 Percent  ASTM-C33  Percent
size for coarse passing for fine passing
(mm) aggregates (Scoria) aggregates (sand)
125 90-100 91
9.5 40-80 63
4.75 0-20 10
2.36 0-10 6 95-100 95
1.18 - - 40-80 60
0.30 - - 10-35 25
0.15 - - 5-25 17

mm diameter for longitudinal reinforcement, deformed
steel bars with 10 mm diameter for transverse
reinforcement, wire, wooden boards for making molds,
nails, superplasticizers, and burnt oil.

1. Squared timbers were used to make the molds. Vertical
backs were used to create resistance to lateral pressure of
concrete and to prevent mold distortion. These struts
were made using four 50x50 mm lathes. The wooden
molds picture is shown in Figure 4a.

2. Longitudinal and transverse reinforcement bars were
cut to the desired dimensions using guillotine.

3. The mold's inner surfaces were impregnated with an
oil to prevent the concrete from sticking to the mold. The
reinforcement mesh bar was placed inside the mold by
creating a cover (Figures 4b and 4c).

4. The main concrete beam compressive strength was
considered to be 32 MPa. Coarse and fine aggregates,
water, and cement were poured into the mixer according
to the mix design and placed into the molds. The beams
are shown in Figure 4d.
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5. The molds were opened twenty-four hours after
concreting. The beams were cured inside the laboratory
(18°C) by spraying water every twenty-four hours until
28 days. The images of the main beams after opening the
molds are shown in Figure 4e.

6. In order to make lightweight RC jackets containing
SNPs and GF, wooden molds were made again according
to the mold dimensions. The jacket's thickness on each
side was considered to be 40 mm. In other words, the
main beams' wooden molds dimensions were increased
(Figure 5a).

7. In order to make lightweight self-compacting concrete
jackets containing SNPs and GF, several holes were
performed in the main beam surfaces using a drill. The
hole depth was considered to be about 40 mm. Dust in
the holes was cleaned with a brush. Then 8 mm L-shaped
bars were placed inside the holes. The epoxy adhesive
firmly connected these L-shaped reinforcement bars to

M. Ghanbari et al. / IJE TRANSACTIONS B: Applications Vol. 35, No. 11, (November 2022) 2164-2175

the beam body. The epoxy adhesive brand is injection
epoxy adhesive (IEA). This adhesive is a two-component
paste or reinforcement bar implant adhesive with high
mechanical strength (Table 6). This product has a high
viscosity, and in addition to planting reinforcement bars
and reinforcement, it is suitable for installing various
strips and sheets such as FRP laminate on horizontal and
vertical surfaces. This adhesive can also be used to plant
steel rods and install steel sheets (Figures 5b and 5c).

8. The jacket's steel reinforcement bars' distances from
each other were approximately 50 mm.

9. In order to make concrete jackets, the most optimal
mixing design obtained from the technology study
section (mentioned in the previous sections) was
selected, and its manufacturing steps were performed.
Scoria aggregates, sand, cement, zeolite, superplasticizer,
GF, and SNPs (0, 2, 4, and 6%) were used to make the
desired lightweight concrete in the jacket.

TABLE 5. Mix properties of RC jacket containing SNPs and GFs

- V\tl)?rt]g; :0 oo SNPZ t Zeollt: t ?F Water Sand  Scoria Superplast:nzer t
ratio Percentage r?lggzj)n Percentage TIZ;J)” (%) (kg)  (kg)  (k9)  percentage Tk(;;n
NSOFO 0.4 405 0 0 10 45 0 180 950 393 1.62 7.45
NSOF1.5 0.4 405 0 0 10 45 15 180 950 393 1.62 7.45
NS2F1.5 0.4 396.9 2 9 10 44.1 15 180 950 393 1.62 7.45
NS4F1.5 0.4 388.8 4 18 10 43.2 15 180 950 393 1.62 7.45
NS6F1.5 0.4 380.7 6 27 10 42.3 15 180 950 393 1.62 7.45

v

()



M. Ghanbari et al. / [JE TRANSACTIONS B: Applications Vol. 35, No. 11, (November 2022) 2164-2175 2169

(€
Figure 4. Steps of making main beams a: Wooden formwork
used to make the main beams b: Dipping the mold using oil
c: Place the reinforcement mesh bar inside the mold d:
Concreting the main beams e: Main beams made after
molding

TABLE 6. Mechanical parameters of IEA

Compressive strength (MPa) 9
Density (kg/m°) 1400
Bond strength (MPa) 16
Color Gray
Substrate temperature (°C) 5-40
Ambient temperature (°C) 5-40

Figure 5. Steps of making concrete jackets a: Making
wooden molds to install the jacket b: Making holes on the
beam surfaces to install L-bars rebars c: Making holes on the
beam surfaces to install L-bars reinforcement bars d: Placing
the reinforcement mesh bars on the main beam body e:
Making lightweight concrete samples used in the jacket and
f: Concrete jacket after concreting

10. The main beams made were placed inside wooden
molds, which were impregnated with oil, and light
concrete was poured between the mold and the beams.
Due to the self-compaction of lightweight concrete, the
space between the reinforcement bars was completely
filled, and the necessary compaction was created (Figure
5d).

11. Twenty-four hours after concreting, the wooden
molds were carefully and gently opened, and the RCs
were stored in the laboratory for 90 days.

12. As seen in Table 2, the variables in the beams
laboratory reinforcement section are the amount of SNPs
used in the jacket, which was considered 0, 2, 4, and 6%
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by weight of cement, respectively. The half-span ratio to
beam depth (a’h) was considered 1.5. According to this
ratio, the value was considered to be 300 mm. A
schematic picture of how the beam is loaded with an a/h
ratio of 1.5 is shown in Figure 6.

13. The bending jack used in the bending load test has a
capacity of 200 tons. This jack has the ability to record
the deflection corresponding to the applied force in the
span center. The LVDT device is located in the center of
the opening and can record a deflection up to 50 mm. The
Applying load method is in the force control form.
Information about the force amount and the span center
displacement was transmitted to the computer via a cable
installed on the device and extracted from there (Figure
7).

4. LABORATORY RESULTS RELATED TO THE
CONTROL AND RETROFITTED BEAMS RESPONSE

The loading was considered as four points and the
corresponding load-deflection values were extracted in
the form of load-deflection curves. According to research
on four-point loading of concrete beams, parameters such
as crack load, yield load, maximum load and ultimate
load, ductility and energy absorption capacity are usually
extracted and evaluated to measure the behavior of beams
[14-17]. Therefore, each of the mentioned parameters is
illustrated in Figure 8.

The crack distribution in the CB beam (control beam)
and the load-deflection curv are shown in Figures 9 and
10, respectively. In this beam, no elements were used to

RC Jacket | Main Beam

h=150 l h=200

0 ® =200 500 =200 ®sp

1200

Figure 6. Schematic image of the load test set up

Figure 7. Bending jﬁck used in the beams flexural load test

A

Maximum load

Yield load Energy absorption

----- capacity or

Flexural toughness (Area

below the load-deflection
curve)

Load

Crack load |-

\

. -
B
Crack Yield Ultimate
Deflection Deflection  Deflection Deflection

Figure 8. Introduction of the studied parameters in load-
deflect curves

Load (kN)

0 ' ' t
0 5 10 15 20
Mid-span deflection (mm)
Figure 10. Load-deflection curve of control beam (without
jacket)

strengthen the beam, and in fact, this beam was made
with the aim of investigating the the effectiveness of the
proposed retrofitting method. The crack load and
deflection of CB are 88.5 kN and 0.902. The yield load
and deflection of this beam is 97.2 kN and 1.38 mm,
respectively. On the other hand, the maximum bearing
capacity is 125 kN.

The failure mode of the beam retrofitted with
lightweight concrete jackets containing 1.5% GF and 0%
SNPs (RCJ0) is shown in Figure 11. In this beam, the
crack load are 126 kN and 0.826 mm, respectively. The
proposed concrete jackets addition has caused the crack
load to increase by approximately 42%. The RCJ2 beam
yield and maximum loads are 168 and 180 kN,
respectively (Figure 12). The RCJ2 beam energy
absorption capacity is 2633 kJ, which is an increase in
about 34% compared to the control beam.

The crack disterbution which retrofitted with
lightweight concrete jackets containing 1.5% GF and 2%
SNPs (RCJ2) is shown in Figure 13. The load and
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= —
Figure 11. Beam failure and crack distribution of RCJO
beam

250

200 1

150 1

Load (kN)

100 1

50 4

0

0 5 10 15 20

Mid-span deflection (mm)

Figure 12. Load-deflection curve of RCJO beam

Figure 13. Beam failure and crack distribution of RCJ2
beam

deflection corresponding to the first crack are 142 kN and
0.69 mm, respectively. The proposed concrete jackets
addition has increased the load corresponding to the first
crack by about 60%. The yield and maximum loads of
RCJ2 beam are 176 and 201 kN, respectively (Figure 14).
The energy absorption capacity of the RCJ2 beam is 3044
kJ, which is an increase of about 54% compared to the
control beam. Due to the high specific surface area and
high reactivity, SNPs lead to calcium hydroxide, which
is rapidly formed during hydration, especially at an early
age, and the pores of the calcium silicate gel structure are
filled, resulting in more and more dense hydrated
products. It turns out that this process ultimately leads to
improved bearing capacity.

200 £

150 +

Load (kN)

100 £

0 5 10 15 20
Mid-span deflection (mm)

Figure 14. Load-deflection curve of RCJ2 beam

The retrofitted beams with lightweight concrete
jackets containing 1.5% GF and 4% SNPs (RCJ4) and
load-deflection curve are shown in Figures 15 and 16. In
this beam, the first crack load and deflection are 146 kN
and 0.72 mm, respectively. The proposed concrete
jackets addition has caused the crack load to increase by
about 65%. The yield and maximum loads of RCJ4 beam
are 183 and 205 kN, respectively. The energy absorption
capacity of the RCJ4 beam is 3175 kJ, which is an
increase of about 61% compared to the control beam.

The retrofitted beams with lightweight concrete
jackets containing 1.5% GF and 6% SNPs (RCJ6) and
load-deflection curve are shown in Figures 17 and 18. In
this beam, the load and deflection corresponding to the
first crack are 145 kN and 0.71 mm, respectively. The
proposed concrete jackets addition has increased the
crack load by about 65%. The yield and maximum loads
of RCJ6 beam are 500 and 600 kN, respectively. The
RCJ6 beam energy absorption capacity is 3190 kJ, which
is an increase of about 62% compared to the control
beam.

5. RESULTS INTERPRETATION

The crack load, yield load, maximum load, deflection
values, ductility, and energy absorption capacity are
presented in Table 7. Also, the load-deflection curves of
the beams are compared in Figure 19. The lightweight
RC jackets containing SNPs and GF significantly
increased energy absorption capacity. The energy
absorption capacity of the retrofitted beams with jackets
containing 1.5% GF in which 0, 2, 4, and 6% of SNPs
were increased by 33%, 54%, 61%, and 62%,
respectively (Figure 20). The presence of SNPs in

Figure 15. Beam failure and crack distribution of RCJ4
beam

250 T

200 +

150 £

100 +

Load (kN)

50 4

0 t t t
0 5 10 15 20
Mid-span deflection (mm)

Figure 16. Load-deflection curve of RCJ4 beam
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Figure 17. Beam failure and crack distribution of RCJ6

beam

Load (kN)

0 5 10 15 20
Mid-span deflection (mm)

Figure 18. Load-deflection curve of RCJ6 beam

lightweight concrete reinforced by GF led to filling small
holes in the concrete and significantly improved the
retrofitted beams' behavior. The combined use of SNPs
and zeolite effectively filled holes and reduced the
concrete porosity.

TABLE 6. Results of the flexural test

Beams Load (kN) Deflection (mm)
name Pe PV Prnax Pc Py Prnax
cB 885 972 125 0902 138 347

RCJO 126 168 180 0.826 2.03 1.87
RCJ2 142 176 201 0.69 1.44 2.43
RCJ4 146 183 205 0.72 1.48 2.19
RCJ6 145 182 203 0.71 1.55 1.90

Pc: Crack load, Py: Yield load, Pma: Maximum load,

Load (kN)

Mid-span deflection (mm)
Figure 19. Comparison load-deflection curves

3500 - - 70
mmm Energy absorbtion capacity (J)
3000 —0O— Increased (%)

2500
2000

1500

Increased (%)

1000

300

Energy absorbtion capacity (J)

0

CB RCI0O RCJ2 RCI4 RCJ6

Beams

Figure 20. Energy absorption capacity

The crack, yield, and maximum loads are presented in
Figure 21. The lightweight RC jackets containing GF and
SNPs improved the response of the beam. The crack,
yield, and maximum loads increased by 65, 88, and 64%.
Among the jackets made, the jacket in which 1.5% of GF
and 4% of SNPs (RCJ4) were used significantly
increased beams crack, yield, and maximum loads. The
use of concrete jackets containing 0, 2, 4, and 6% SNPs
in which 1.5% of GF have increased the crack load by 42,
60, 65, and 63%, respectively. The vyield load also
increased by 72, 81, 88 and 87% and the maximum load
increased (ultimate load capacity) by 44, 60, 64 and 62%,
respectively.

250.0

mCrack load = Yield load Maximum load
200.0
_.Z: 150.0 -
]
= 1000
N l
0.0
CB RCI0O RCJ2 RC.J4 RCJa
Case

Figure 21. Comparison of the beams loads

In concrete structures retrofitting using different
methods, sometimes it is possible that a decrease in
ductility accompanies an increase in strength and
stiffness, and the element can have a significant bearing
capacity (maximum load bearing capacity); While its
ductility has decreased. Ductility is one of the important
features in reliable design for any structural element
retrofitting [18]. In the previous sections, it was observed
that the lightweight concrete jacket containing GF and
SNPs could significantly increase the beam bearing
capacity. In this section, the efficiency of the proposed
method in ductility terms is considered. Ductility is
obtained by using ultimate deformations and yielding in

accordance with Equation (1):

Ay
o=t ®
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In this equation, Au and Ay are the ultimate deflection
and vyield deflection values, respectively. The beam's
ductility and bearing capacity in different states
compared simultaneously are shown in Figure 22. The
deflection ductility coefficients of CB, RCJ0, RCJ2,
RCJ4, and RCJ6 beams are 2.51, 0.92, 1.68, 1.47, and
1.22, respectively. Meanwhile, the maximum bearing
capacity of CB, RCJO, RCJ2, RCJ4 and RCJ6 beams is
125, 180, 201, 205, and 203 kN, respectively. As it is
known, the proposed method has reduced the beam's
ductility compared to the control beam but has increased
the beam's ultimate bearing capacity. In strengthening
concrete structures using different methods, sometimes a
decrease in ductility may accompany an increase in
strength and stiffness. An element can have a significant
bearing capacity (maximum load); while its ductility has
decreased [18]. This is true for RCJO and RCJ6 beams,
and although these beams have a higher load-bearing
capacity than the control beam, they have less ductility.
In order to compare the performance of the proposed
method in this section, a comparative study of this
method with similar studies has been done. Figure 23.
mentions a number of studies that have been carried out
in the field of retrofitting of RC beams. In the study
conducted by Ying et al. [19], the method of steel plates
was used to strengthen RC beams, and the highest rate of
increase in bearing capacity was reported as 1.47. Jabr et
al. [20] studied the jackets containing cement mortars
reinforced with glass fibers and carbon fibers were used
to strengthen the beams, and the bearing capacity of the
beams increased by 1.33 times in the most cases.
Abdullah et al. [21] investigated the strengthening of
beams using the method of CFRP rebars. The maximum
ratio of load capacity increase compared to the reference
samples was reported as 1.59. Nanda and Behra [22] used
the method of gluing GFRP sheets in strengthening
beams. The results showed that this method can increase
the carrying capacity by 1.34 times. Yu et al. [23]
investigated the strengthening of severely damaged
concrete beams using CFRP sheets. They showed that the
use of CFRP sheet installation method can increase the
maximum beam load by about 2.13 times. Zhang et al.
[24] used concrete layers containing high-strength

S
50 B Load bearing capacity (kN) 30

z . . : -
g O Deflection ductility coefficient 15 E
> 200 ]
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Figure 22. Comparison of deflection ductility coefficient

25 Present study

2.0
1.5 -
0.5 | H
00 24— L1 L1
R
.‘p\

carrying capacity
-
=

The maximum ratio of increase in

8 Ny D
é‘p S&o é‘p 5 & & b
% B XL Y )

<3 » > »

;& 1 .
¥ @ Studies
o

<

Figure 23. Comparison of the maximum ratio of increase in
carrying capacity compared to reference samples

concretes to strengthen RC beams and showed that this
method can increase the load-bearing capacity by about
2.2 times. The results of the present study also showed
that the method of using lightweight RC Jacket
containing SNPs and GFs can increase the load-bearing
capacity of beams by about 1.64 times.

7. CONCLUSION

In this study, the retrofitting of RC beams was
investigated using lightweight concrete jackets
containing GFs and SNPs. A number of RC beams were
made and retrofitted using the proposed concrete jacket
and their response to four-point loading was evaluated.
The variables were the amount of SNPs used in the
concrete jacket, which were considered 0, 2, 4, and 6%
by weight of cement, respectively. The most important
results are presented in this section.

- The proposed self-compacting lightweight concrete
jacket has a high capability. The RC beams bearing
capacity and energy absorption capacity can increase
and the beam cracking can be delayed .

- The use of the proposed self-compacting concrete
jackets containing 1.5% of GF and different amounts
of SNPs increased the energy absorption capacity by
33 to 64%. GFs lead to the filling of tiny cavities in
concrete and have a significant effect on improving
the retrofitted beams' behavior .

- The use of concrete jackets containing 0, 2, 4, and 6%
SNPs in which 1.5% of GF was used, has increased
the load corresponding to the first crack by 42, 60, 65,
and 63%, respectively.

- SNPs can withstand higher stresses without the
expansion of the unstable crack than conventional
concrete, delaying the cracks spread in the beam and
increasing the beam's resistance to cracking.

- The combined use of fibers and SNPs increases the
beam yield capacity. The retrofitted beams yield load
with the proposed self-compacting concrete jackets
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containing 0, 2, 4 and 6% of SNPs increased 72, 81,
88, and 87%, respectively, compared to the control
sample.

The retrofitted beam bearing capacity increased by
about 125 to 203% depending on the SNPs amount.
With an increase in SNPs in the concrete jacket, the
bearing capacity of the retrofitted concrete beams
increased. Part of this increase can be attributed to an
increase in the proposed concrete tensile and
compressive strength, and the other part can be
attributed to the SNPs and zeolite effect at the primary
concrete and the jacket connection.

In order to develop the present study, the researcher can
evaluate topics such as follows:

Investigating the use of the proposed retrofitted
method on deep RC beams

Evaluating the use of FRP reinforcement bars in the
proposed concrete jackets and comparing them with
steel reinforcement bars

Investigating the combined use of the proposed
concrete jackets and FRP sheets in the retrofitting of
RC beams

Investigating the main beams' longitudinal and
transverse reinforcement percentage changing effect
on the present study results

Investigating the jackets containing SNPs and GF
movement effect on the old concrete surface
Retrofitting of RC beams using lightweight RC jacket
containing SNPs and GF against impact loading
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ABSTRACT

Structures close to causative earthquake faults may exhibit substantially different seismic responses than
those recorded away from the excitation source. In the near-fault zone, long duration intense velocity
pulses can induce unexpected seismic demands on isolated buildings. This study investigates the
performance of a five-storey building frame isolated with a shape memory alloy based friction pendulum
system (SMA-FPS) under near-fault excitations. The effectiveness of SMA-FPS is quantified by
comparing the same isolated structure subjected to a friction pendulum system (FPS). Parametric studies,
optimal analysis and numerical simulations are carried out on the structural parameters of the isolation
systems. For this, the particle swarm optimization (PSO) method is used to acquire optimal characteristic
strengths of SMA-FPS. The transformation strength of SMA and frictional coefficient are selected as
two design variables to minimize the top storey acceleration, which is used as the objective function to
optimize the seismic reduction efficiency of SMA-FPS system. The optimal seismic response of the
structure isolated by SMA-FPS achieves superior performance over FPS under near-fault excitations.
Moreover, the study reveals that the optimal SMA-FPS system significantly reduces the bearing
displacement as compared to the FPS system. Finally, the computational results are validated with
numerical simulation performed in SAP2000 which provides the consistent result.

doi: 10.5829/ije.2022.35.11b.12

1. INTRODUCTION

Passive vibration control systems of civil engineering

additional structural damping. Many investigations [6,7]
proved that the BI could mitigate the seismic response of
the structural systems, and minimum energy is

structures such as tuned mass dampers [1-2] energy
dissipation systems [3] and base isolation [4] systems are
the most widely used structural vibration control
techniques implemented in seismic prone areas to
mitigate the detrimental effects of seismic excitations.
The uses of passive, active, semi-active dampers and
their effectiveness in vibration control systems for wind
turbines, bridges and buildings were studied [5]. Among
them, the base isolation (BI) system is one of the most
effective vibration control methods which decouple the
structure from earthquake ground motions. Bl system by
virtue of lower lateral stiffness shifts the fundamental
time period of structure much higher and provides

*Corresponding Author Institutional Email: bijan@civil.nits.ac.in
(B. Kumar Roy)

transferred to the superstructure [8]. Among the most
common isolators, FPS has become a popular approach
for retrofitting structures, industrial buildings and bridges
due to its remarkable features. The FPS bearings consist
of an articulated slider rested on concave surface [9]. The
unique characteristic of the FPS is that in the presence of
friction, the system acts like pendulum motion, and it can
mitigate a large amount of energy through sliding and
recenter by itself. In case of seismic activity, the spherical
surface also provides a dynamic friction force that acts as
a damping mechanism [10]. The horizontal displacement
considerably minimizes the forces transmitted to the
building even during large magnitude ground motions.

Please cite this article as: D. Sreeman, B. Kumar Roy, Optimization Study of Isolated Building using Shape Memory Alloy with Friction Pendulum
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However, optimization technologies have been
employed to design isolators with the optimal seismic
behaviour [11]. Bucher [12] proposed a Pareto-type
optimization technique to maximize the behaviour of
FPS considering competing objectives related to the
radius of curvature and frictional coefficient. To reduce
the dynamic response of superstructure in aspects of
displacement, the optimal ranges of coefficient of friction
have been derived as a function of system parameters
with different soil conditions [13]. Ozturk [14] proposed
seismic drift assessment of structures in near-fault (NF)
region. Numerous investigations have been conducted to
examine an optimum design of FPS bearings under NF
excitations [15]. NF ground motion records differ
significantly from far fault (FF) earthquake records,
where the engineering site distance is not more than 20
kilometres away from the fault rupture. NF seismic
excitations contain long period velocity pulse in the
normal fault direction, which stems from a permanent
static offset of the ground [16]. NF ground motions might
produce considerable ductility demands on FPS based
structures, particularly at lower levels and it has also been
shown that the pulse duration of seismic excitations
substantially impacts the building's behaviour [17].

The study on NF excitations has become a research
interest because of its sudden large impulse type of
ground motion experienced by the structures. However,
as seismic isolation technology advanced, the
effectiveness of conventional isolators has been
questioned in certain scenarios. Significantly, the
behaviour of classical isolators under NF excitations has
aroused severe concerns. Even though installing an
isolation system reduces the building's response
significantly, the velocity pulse found in NF excitations
may induce amplification in the structural response of
such long period buildings [18]. According to earlier
investigations, a significant impact occurs when the
slider of the FPS bearings is obstructed by the restrainer
rims, resulting in severe damages such as the uplift of the
isolator and detachment of isolator elements [19]. When
structures using FPS systems are subjected to NF seismic
excitations, the isolation level exhibits substantial
deformations [20]. To address this issue, shape memory
alloys (SMA) have been proposed as supplemental smart
materials to reduce significant isolator displacement by
mitigating the input earthquake forces [21]. SMA are
alloys with significant damping properties, considerable
dissipation of energy and has the ability to restore its
original shape after large deformations [22]. SMAs
significantly decrease the response of a structure since
they are very effective energy absorbers and do not
transmit energy from fundamental to higher vibration
modes [23]. An overview of SMA with an isolation
system and its prospective advantages in vibration
techniques is studied [24]. Several efforts have been
made to develop an SMA restrainer coupled with a

sliding type BI system to mitigate the bearing
displacement [25]. Gur et al. [26] developed and
designed a stochastic optimization method with two
competing objectives and concluded that the combination
of transformation strength of SMA and coefficient of
friction mitigates the acceleration at floors and improves
its isolation efficiency. The significant improvement of
the SMA based rubber isolator over the elastomeric
isolator for the isolated structure under NF motions was
investigated [27]. An adaptive isolation system
developed using an SMA based gap damper and low
friction sliding surfaces is intended to mitigate significant
deformations in the isolation system by introducing
supplementary  energy  dissipation  unless  the
deformations reaches a threshold value [28].

Although there have been several studies on the
dynamic behaviour of FPS isolated buildings, limited
studies have been done with SMA based LRB isolated
buildings under NF seismic excitations. However, the
influence of the building’s response to NF excitations is
not explored to the best of authors’ knowledge using
SMA-FPS system. A comparative study of the SMA-FPS
isolation system with the FPS isolation system is
performed to validate the efficiency of the SMA-FPS
system on the seismic response of the building. In the
parametric study, top storey acceleration and
displacement in the isolator are used to measure the
response quantities for this work. It is observed that there
are some specific values of Fso and frictional coefficient
that minimize the superstructure's acceleration and
improve its isolation efficiency. Therefore, the
parameters in SMA-FPS such as Fso and frictional
coefficient are taken as design variables for performing
particle swarm optimization of top storey acceleration as
an objective function. The optimum values and
corresponding design variables of SMA-FPS system are
compared with the FPS system under the considered
ground motions. Further, the results obtained from
MATLAB 2D model are compared with the ones
obtained in SAP2000 software package 3D model under
NF earthquake ground motions.

2. RESPONSE EVALUATION OF SMA-FPS ISOLATED
BUILDING USING NF GROUND MOTION

Figures 1(a) and 1(b) depict an N-storey shear-type
building incorporated on the SMA-FPS and FPS isolator
and their mechanical models, respectively. As the base
isolation system significantly reduces the building’s
response, the superstructure behaviour may be
considered linear. The lateral displacement is considered
as degree of freedom for isolator mass and at each storey
of a building. In matrix form, the dynamic equation of
motion of an N-storey superstructure subjected to seismic
input Z is given as follows:
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Figure 1. a) Flexible building and mechanical model with
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where [M],[C]and [K] are the matrices of size N X N
indicating the superstructure’s mass, damping and
stiffness, respectively. Here {z}=1{z,,2, Z5........ z,}
represents the displacement vector that containing each
storey's lateral displacement with respect to isolator. 7,
is the acceleration of earthquake excitation. 7, is the

isolator mass acceleration corresponding to its ground
mass.

The generalized equation of motion of isolator mass
is given as follows:

m,z, + Fb —C2,— klzl =-m, zg 2)

where m, is the isolator mass, c and Kk, represent the

damping and stiffness of the first storey building,
respectively; F, is the isolator's restoring force. The term

F, in two different isolation systems is expressed as
follows:

Fo(zp2y) =
kyz, + Fy for FPS Isolator ©)
kyz, + F, +Fgya  for SMA—FPS Isolator

The element k,z, in Equation (3) represents restoring

force of the bearings, where kh:\% and W =Mg

represents weight supported by the bearings, g represents
acceleration due to gravity and p :[merimi] indicates
i=1

system’s total mass. The element F, in Equation (3)
denotes the friction force (F,) generated at the sliding

interface, which is calculated using the viscoplasticity
model and expressed as F, = ;MWZ . Where  indicates

FPS's frictional sliding coefficient and Z is a non-
dimensional parameter considering Z =sgn(z,) , where

sgn (*) is the signum function [29]. The signum function
is equivalent to +1 or -1 based on whether z, is positive

or negative, respectively. K, is the SMA's restoring

force. However, the functioning of the bearing system is
nonlinear because a reversible phase transition of SMA
induced by cycle loading-unloading, which dissipates the
energy, as shown in Figure 2. A SMA alloy comes in
variety of forms, including Nickel-Titanium (Ni-Ti)
alloys, Cu alloys, Fe-Mn-Si alloys etc. Among them Ni-
Ti alloys are frequently used in for seismic applications
[30], which is considered in this study. For analysing the
dynamic behaviour of SMA based structures, the
Graesser-Cozarelli model [31] has been widely used. The
system depends on the generic Bouc-wen model [32],
with an additional component to account for super-
elasticity effects and expressed as follows:

. -1, -
F'SMA=|<{ZS—|25||FSM;_ﬂ| (FSM,Q‘_ﬂH (4)
TS TS

ﬂ = ksas |:Zs _%4_ ft |Z|c’ erf (a,zs):| )

S

in which £ is the one-dimensional back stress expressed
in Equation (5). The term k, and z, are the initial
stiffness and displacement of the SMA, u, is the yield
displacement of SMA, ¢ is a constant that defines the
ratio of pre (OA) to post yield (AB) stiffness. F is the

force that initiates the phase transition from austenite to
martensite. The yield transformation strength of SMA is
easily normalized to the total weight of the structure

N
Austenite = =2 Martensite

Martensite =——3 Austenite C

Force (F)

D

Deformation (x)

Figure 2. Hysteresis behaviour of shape memory alloy



D. Sreeman and B. Kumar Roy / IJE TRANSACTIONS B: Applications Vol. 35, No. 11, (November 2022) 2176-2185 2179

(F,). The term f,_ is a constant, which controls the

deformation loops. c'represents the slope of the
unloading path (DE). 5 governs the sharpness of forward

and backward transformation. The amount of recovery
from unloading is governed by the constant a’. |zs| is

the absolute value of z, and dot over a variable indicates
its time derivative. erf (z,) is the error function with an
argument z_, given as:

erf (2,) = %Te"zdt (6)

By combining Equations (2) and (3), the resultant isolator
equation given as follows:
m,Z, +k,z, + F —¢2, —kz, =-m7Z,
7
m,2, +k,z, + F +Fy, —¢2, —kz, =-m7Z, @)
The fundamental time period of SMA-FPS isolated

system is expressed as T, =27 / M | The governing
k, + ok,

equations for the behaviour of the superstructure-isolator
system involve nonlinearity; therefore, the classical
superposition technique cannot be applied. Furthermore,
the isolation-superstructure system includes damping
discrepancies, making the structure non-classically
damped. Consequently, the governing Equations (1) and
(7) are computed to determine the response of isolator
and building by using Newmark’s beta approach with a
linear variation of acceleration and analyzed in
MATLAB computer program.

3. NUMERICAL STUDY

A linear five storey shear building is considered in this
study. Nonlinear dynamic analysis is used to evaluate the
response of the SMA-FPS isolated building subjected to
several NF real earthquake pulses. The parameters
considered for this study are structural damping ratio (&,)

, superstructure’s time period (T;) and taken as 2 %, 0.5
seconds, respectively. For simplicity, the stiffness (k.),
mass (m,) and the damping ratio of all the storeys are

kept constant. The isolator mass to superstructure storey
My

mass ratio
m

j is taken as 1. For this analysis, the
numerical values taken for the components to
characterise the hysteretic behaviour of SMA-FPS and
the FPS isolation system are provided in Table 1. The
response parameters considered for evaluating the
seismic behaviour of an isolated building are isolator
displacement and top storey acceleration. For this

TABLE 1. Parameter values for SMA-FPS and FPS

Superstructure SMA-FPS/ FPS SMA parameters
parameters parameters (Ni-Ti)
T, =2.5 seconds a,=0.10, f; =0.07,
& =2%
u, =0.025m F, =0.10
T, =0.5seconds u =0.05 7 =3, &' =250,
¢'=0.001

analysis, seven numbers of actual NF earthquake records
are taken from PEER strong motion database with a wide
range of broad spectrum and displacement amplitudes
with relevant Peak ground acceleration (PGA), as shown
in Table 2. The records selected are from earthquakes
with magnitude (My) > 6.5.

The storey accelerations are considered as one of the
essential seismic characteristics that are proportional to
the external forces caused by the induced seismic
activities. Figure 3(a) and (b) shows top storey
acceleration and bearing displacement response of
isolated building with SMA-FPS and FPS for NF ground
motion (GM-1), respectively. Furthermore, NF records
possess higher induced top storey acceleration and
bearing displacement values. It has been observed that
there is a superior performance of SMA-FPS over the
FPS in mitigating the top storey acceleration and
displacement in the isolator, especially under
earthquakes with long period pulses encountered in the
NF ground motions. Figure 4(a) and (b) depicts the
hysteretic behaviour of an FPS and SMA-FPS bearings
for NF ground motion, respectively. Hysteresis loops are

TABLE 2. Near-fault earthquake data

lfllb Year Earthquake Station My, PGA(g)
Imperial Valley  EI Centro
1. 1979 6.53 0.38
(GM -1) array #5
Imperial Valley  EI Centro
2. 1979 6.53 0.46
(GM -2) array #7
Chi-Chi
3. 1999 TCU068 7.6 0.51
(GM -3)
Northridge . .
4. 1994 Rinaldi 6.7 0.87
(GM -4)
Northridge Sylmar
5. 1994 6.7 0.85
(GM -5) Converter
6. 1999 K°Cae'é)(GM ~  Duze 75 040
Chi-Chi
7. 1999 TCU067 7.6 0.49
(GM-7)
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isolated building under Imperial Valley ground motion (GM
-1)

important for assessing the structural behaviour equipped
with SMA-FPS and FPS isolators during seismic
excitations. These hysteresis loops can extract and
quantify seismic performance characteristics such as
yield displacement, equivalent viscous damping,
ductility, elastic and secant stiffness, ultimate
displacement, ultimate load and yield load. It is observed
that the hysteretic behaviour of SMA-FPS is fatter than
FPS, hence SMA-FPS has better dissipation of energy
than FPS system. However, additional dissipation of

energy in the SMA wires gives superior control
efficiency in the SMA-FPS isolation system, especially
in view of minimal displacement in the isolator.

The coefficient of friction and Fso are two important
elements that affect the force deformation mechanism of
SMA-FPS, and the response parameters (i.e. maximum
top storey acceleration and isolator displacement) are
evaluated by varying these two parameters. The average
responses are then evaluated by combining these
individual responses are shown in the respective figures
by the thick line.

The effect of frictional coefficient and Fso on the
response of isolated building is shown in Figure 5 as a
whole. It is observed that with the increase in Fso values,
the top storey acceleration decreases initially and reaches
a minimum (optimal) value of response with respect to
Fso in the SMA-FPS system (Figure 5a), and the same
phenomenon is observed with an increase in frictional
coefficient values (Figure 5c). As the Fso and frictional
coefficient values increases, the isolator displacement
decreases (Figure 5b) and SMA device in FPS system
mitigates the isolator displacement significantly (Figure
5d), increasing its isolation efficiency under different NF
seismic excitations. The base isolation system gets away
from its ideal behaviour by increasing the frictional
coefficient and restricting the free mobility of the
isolation at the base level. As a result, increasing the
frictional coefficient increases the maximum seismic
energy penetrating the superstructure. However, the
action of the SMA restrainer in FPS also prohibits
excessive sliding from enhancing the acceleration.

Therefore, SMA-FPS gives a feasible alternative to
the FPS system under NF seismic excitations.

4.PARTICLE SWARM OPTIMIZATION

In 1995, Eberhart and Kennedy [33] initially developed
PSO. This algorithm is widely utilised in engineering
applications. This optimization technique is based on
evolutionary computational intelligence and can obtain a
convergent solution utilising fish schooling and bird
flocking models. PSO is a collective local and global
search algorithm that can identify the optimal solution
with limited memory and processing power. One of the
major benefits of PSO is its capacity to save prior
solutions for comparison with new ones. It is also simple
to use because just a few parameters must be specified or
modified. Each swarm member is distinguished by two
characteristics, namely position and velocity. These two
parameters are then utilised to update their particles. For
estimating the next particle velocity and position are
given in Equations (8) and (9).

j+1
u'lt=

. . : 8
ou,’ +crand, (pbest, - y,') +c,rand, (gbest - y,") ®
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where pbest is the particle’s best previous position and
ghbest represents the position of the best particle up to
that iteration in the entire swarm.c, and c, are the
acceleration coefficients, rand,and rand, are two

random numbers with a uniform distribution within the
domain of [0,1]. w denotes inertia weight factor that
influences the impact of velocity memory on local and
global search. The flow chart of PSO is shown in Figure
6.

5. PARAMETERS OPTIMIZATION OF SMA-FPS

ISOLATION SYSTEM USING PSO

The building must remain operational even after a strong
excitation to assist restoration efforts, thus optimal
seismic design is required. Under these excitations, the
SMA-FPS isolated building has some specific values of
Fso and frictional coefficient that mitigate the structural
accelerations and increases its isolation efficiency. For
this, the PSO method is used to acquire optimal
parameters (i.e., Fso and friction coefficient) of the
SMA-FPS system. The relevant range for the design
variables must be specified in the optimization
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Figure 6. Flow chart of PSO algorithm for parameter
identification

formulation. It is important to note that for both isolation
systems, the objective function corresponds to the
minimization of top storey superstructure accelerations.
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The optimized top storey acceleration value and
corresponding design variables such as Fso and frictional
coefficients are obtained for different levels of the
isolator time period, as depicted in Figure 7(a, b and ¢) as
well as the associated bearing displacement of SMA-FPS
and FPS isolation systems are depicted in Figure 7d for
different NF seismic excitations. It can be found that the
optimal parameter of Fso decreases with the increasing
isolation time period, whereas the frictional resistance
value increases. As the displacement related to SMA’s
phase transition remains constant for different levels of
the time period of isolator. Consequently, lower stiffness
values require increasing the isolation period, resulting in
lower Fso values. Moreover, the frictional coefficient
needs to be enhanced to avoid additional bearing
displacement. Therefore, with an increase in time period
of the isolator, the bearing dis placement increases and
the top storey acceleration reduces. Figures 8(a), 8(b) and
8(c) show the optimal top storey acceleration value and
respective design variables, such as Fso and frictional
coefficients, are obtained by varying superstructure
flexibilities. Figure 8 (d) shows the corresponding
bearing displacement of SMA-FPS and FPS isolation
systems. The results found that, with an increase in
superstructure flexibility, the optimal Fso and frictional
resistance for the SMA-FPS system decreases because
the coefficient of friction values should be lower to keep
the isolation system efficient. The superiority of SMA-
FPS over FPS in aspects of mitigating acceleration at top
storey and large isolator displacements is further
emphasized in Figures 8c and 8d. Although the top storey
acceleration in the SMA-FPS system is typically lower
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than that in the FPS system, the differences between them
are not significant for various isolator and superstructure
time periods (Figures 7c and 8c). However, SMA-FPS is
more effective in minimizing the effects of significant
bearing displacement.

6. NUMERICAL SIMULATION OF FPS ISOLATED
BUILDING WITH SMA

In this section, the numerical analysis of isolated building
with SMA-FPS is carried out and compared with the
computational model for better reliability. The reinforced
concrete building frame of five storeys has similar floor
height of 3m each with three bays along shorter direction
and four bays along longer direction of 3m width. To
achieve the fundamental time period of building as 0.5
seconds, the elements and in both models (computational
and numerical simulation) are adjusted accordingly. Two
separate isolators namely FPS and SMA-FPS are
modelled in SAP2000 software. In this work, SMA is
modelled with the combination of two non-linear
elements such as multi linear element elastic (MLE) and
multi linear plastic (MLP) elements to simulate the
superelastic and the force deformation behaviour of SMA
wires. To model the SMA-FPS isolation system in
software, the MLE, MLP link elements and friction
isolator elements are arranged in parallel. Table 3 shows
property of the multi linear elements that are employed
in the softwares to portray FPS and SMA-FPS systems.
A typical three dimensional RC building used for the
purpose of numerical study is depicted in Figure 9.
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Figure 7. Optimum (a) Fso (b) coefficient of friction (c) top storey acceleration (d) bearing displacement against isolator time
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TABLE 3. Parameter values used in SAP2000

FPS parameters Multi linear elastic ~ Multi linear plastic

K, (vertical
stiffness) =
170595 KN/m

Kerr = 720KN/m
R =1.75m

Yield exponent = 1
a=o, =0

Post yield stiffness
ratio = 0.105

Yield displacement
=20mm

Yield displacement
=20mm

From the study, the comparison of computational and
numerical results of top storey acceleration and bearing
displacement response of isolated building with SMA-
FPS and FPS isolation systems are shown in Figure 10

(@) and (b) respectively for GM-1 ground motion. The
results obtained from the 3D model using SAP2000 are
validated with those achieved from the computational
results obtained in section 3. It can be mentioned here that
in both the study similar trend of results are obtained for
FPS and SMA-FPS isolation system. However, particular
minor discrepancies are observed (from Table 4) among
results which are approximately around 5% for top storey
acceleration and 8% in case of bearing displacement for
FPS and SMA-FPS base isolation systems respectively
for computational and numerical model.
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TABLE 4. Comparison of response parameters for
computational and numerical model

Response Base = Computational Numerical E

. - - rror
parameters isolators model simulation
Top storey FPS 0.552 0.581 4.99 %
acceleration
(@ SMA-FPS 0.391 0.415 5.77%
B'earing FPS 0.51 0.53 4.7%
displacement
(m) SMA-FPS 0.189 0.207 8.8 %

7. CONCLUSIONS

This study focuses on the effectiveness of SMA-FPS in
mitigating the seismic response of isolated building
under NF earthquakes. A parametric study and optimal
analysis are carried out to determine the effect of SMA-
FPS parameters on the responses of building and to
investigate optimal parameters of the SMA-FPS isolation
system using the PSO optimization technique.
Comparative evaluation of SMA-FPS and FPS isolated
building is conducted to emphasize its relative
importance under the set of seven real earthquake ground
motions. A parametric study reveals that the top storey
acceleration and isolator displacement amplify
significantly for the FPS isolation system subjected to NF
pulses. However, the SMA-FPS isolation system
mitigates the top storey acceleration and isolator
displacement substantially compared to FPS isolation
system. For structures subjected to NF seismic excitation,
the SMA-FPS system can provide more effective energy
dissipation than the FPS system. It is observed that there
are some specific values of Fso and frictional coefficient
that minimize the superstructure's top storey acceleration
and improve its isolation efficiency. The Fso values
decrease with increasing isolation time period as well as
superstructure flexibilities, but the differences in optimal
frictional coefficient remain relatively consistent for both
isolation systems. Although the top storey acceleration in
SMA-FPS system consistently lower than FPS system,
but the differences between them are not significant for
various isolator and superstructure time periods.
However, the reductions in bearing displacement with
increasing superstructure and isolator time periods are
substantially reduced in SMA-FPS isolation system than
FPS isolation system. Overall, by using SMA-FPS
isolation system the response of the building can be
improved over FPS system under the NF seismic ground
motions. By comparing the response of the isolated
structures modelled in numerical and computational
methods, the results show a similar tendency in both the
methods. However, there is a slight minor discrepancy in
results obtained in numerical and computational
methods, which proposed that the computational model
can be used as a reliable study. However, the same study

can be performed by conducting hybrid experimental
setup in future to validate the computational method.
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ABSTRACT

Spinning reserve (SR) is one of the most prevalent methods for balancing grid uncertainties, such as
generator faults, to maintain grid reliability. Literature review shows that several deterministic as well
as probabilistic methos have been proposed for determining SR. It is always a challenge for a system
operator to decide which approach better from security and reliability point of view. This is important
because the allocated SR may provide in some cases a misleading sense of confidence with respect to
safe, secure, reliable and economic operation of power systems. This paper presents a cost-based risk
index approach for assessing the spinning reserve requirements in a power system. To that end, the
performance of spinning reserve is classified in three types, namely, not-effective, partially-effective,
and not-meeting-load. Then probability of each type and its consequences are subsequently computed
and finally that the risk associated with any spinning reserve value is determined. It is shown that one
might consider various spinning reserve values for an operating condition (randomly or using approaches
proposed in literature), then calculate risks associated with each value, and finally use the calculated risk
indices to determining the optimal level of spinning reserve. As an example, we have shown that in the
studied network with 6600MW load, maintaining 240MW SR will increase cost of 1MW hour energy
by $0.154 while the optimal value of 200MW SR will increase cost of 1MWhour energy by just $0.126.
This paper initially focuses on providing a measure of the quality of an ex-ante specified spinning
reserve, latter on the flowchart of using the proposed approach for determining optimal level of spinning
reserve is presented. The proposed risk index can also be used for comparing different deterministic as

well as probabilistic approaches presented in literature for spinning reserve requirements.

doi: 10.5829/ije.2022.35.11b.13

1. INTRODUCTION

For frequency stabilization, meeting varying load
demand, and backing up in case of any unexpected loss
of generation as well as solar power variation, power
systems are operated with significant SR. Although there
is no widely used agreement on the amount of active
power which should be kept as SR, traditionally, SR
requirement has been based on deterministic criteria such
as loss of the largest online generator or a given
percentage of the load [1-3]. Deterministic criteria
normally provide suboptimal SR because they consider
only basic factors including unit size, unit availability
and etc., without taking in to account the stochastic
nature of power system components such as probability
of generation and transmission outage, uncertainties in
load forecast, variation of solar power especially in
cloudy sky days, and security criteria [4-5].

*Corresponding Author Institutional Email: rashidi@hormozgan.ac.ir
(F. Rashidi)

Asgari et al. [5] reported that the network constraints
in the SR interval were neglected because transmission
lines are generally allowed to be overloaded and operated
at emergency capacity for a short time. Anstine et al. [6]
were the first who proposed the consideration of
probabilistic nature of load forecast in SR determination.
Thereafter, various researches focused on determining
SR using probabilistic methods considering a tradeoff
between system reliability and economy. In literature,
one or joint combination of loss of load probability
(LOLP), expected energy not supplied (EENS) and unit
commitment were used as probabilistic reliability indices
for reserve assessment [7]. Ansari and Malekshah [8]
have used the combination of LOLP and EENS for
reserve allocation. Amirahmadi and Akbari Foroud [9]
have used hybrid probabilistic and deterministic based
approaches for security assessments and optimal
spinning reserve allocation. Although in hybrid

Please cite this article as: F. Rashidi, A. Harifi, Cost-based Risk Approach for Spinning Reserve Assessment in Bulk Power Systems,
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approaches reliability indices are directly included in the
model, due to the heavy computation and complexity of
these indices, it is difficult to obtain the optimal solution
[10-11].

Zhang et al. [12] presented a linearized technique for
determining a risk based index for dynamic security
assessment. The risk based static security indices were
also presented by Emarati et al. [13], Datta and Vittal
[14]. Wang et al. [15] presented a method suitable to
examine impacts of a high penetration of renewable
energy on the total transfer capability considering
uncertainties associated with the renewable energy.
Jabari et al. [16] have proposed a probabilistic security
evaluation algorithm for bulk power system based on
analytical approach to consider the single or double
failure of line or transformer as well as the multiple
failures caused by protection relays. De Caro [17]
presented an approach to evaluate the composite system
indices under a security constrained framework. Wang
[18] has investigated the impact of transmission system
failures on spinning reserve allocation and he has
proposed a technique to determine the locations of
spinning reserve based on the minimum unit commitment
risk. A probabilistic based approach was proposed by
Rajabdorri et al. [19] to calculate the appropriate reserve
margin value based on loss of load expectation index.
Bento and Ramos [20] suggested a model for estimating
spinning reserves in power systems containtnig
renewable-energy sources. Rather than quantifying
spinning reserve conditions, the model focuses on factors
of stability. The proposed approach's numerical
efficiency is accomplished by the use of the cross entropy
(CE) concept.

Bento [21] has provided a cost-benefit analysis-based
approach for calculating the reserves needs of integrated
grid networks. To minimize the total number of buses in
the power grid, the suggested model employs the radial-
equivalent-independent approach. The optimization of
reserve requirements is performed using either security
constrained unit commitment (SCUC) or security
constrained economic dispatch.

The stochastic nature of load demand, generation and
transmission outages along with other uncertainties have
made the effectiveness of SR an uncertain parameter such
that its effectiveness is very dependent on operating
condition, probability of contingencies and randomness
of other parameters. In other words, it is always a
challenge to decide which approach or what SR value,
works best for a power system from economic as well as
security and reliability point of view.

Literature review showed that several deterministic as
well as probabilistic methods have been proposed for
determining SR. However, as emerging technology and
business mechanisms arise, this paper proposes a cost-
based risk evaluation framework which can be used to
determine the optimal level of SR requirement. To that

end, the performance of SR is classified in to three
possible types, namely, not-effective, partially-effective,
and not-meeting-load. The probability of occurrence of
each performance type is subsequently computed and
associated risk is determined. Thereafter, the flowchart
and procedure of using the proposed index for
determining the optimal level of SR to economically
respond to generation outages, error in load forecasts, and
other uncertainties related to renewable resource
generation is presented.

2. COST-BASED RISK INDEX FOR SR ASSESSMENT

Performance of SR can be classified in three possible
types, namely, not-effective, partially-effective, and not-
meeting-load demand.

In a system operating with a predefined level of SR,
under some conditions (conditions like over forecasting
of system load, no generation failure, etc.) the allocated
SR will not be utilized to supply the load demand, and
system continues to serve the load without utilizing any
part of allocated SR. This condition is named as not
necessary or not effective (NEFF) SR. On the other hand,
there will be conditions that only a portion of allocated
SR (from zero plus to 100 percent of the allocated SR) is
needed and will be used to serve the load demand. This
condition is termed as partially- effective (PEFF) SR.
The third scenario is conditions in which allocated SR is
not sufficient to supply the load demand. This is termed
as not sufficient or notmeeting (NMEET) SR. Therefore,
the general expression for a comprehensive risk index
shall include all type of SR as below:

R(X,) = p(NEFF | X, ) x

Expected [Impact(NEFF) | + p(PEFF | Xy ) % )
Expected [Impact(PEFF) |+ p(NMEET | Xo) %
Expected [Impact(NMEET) |

where, R(X,) is the risk associated with operating
condition X,. Moreover, p(NEFF|XO ) is probability
that SR being not-effective p(PEFF | X, ) is probability
that SR being partially-effective, probability of SR and
p(NMEET|X, ) is probability that SR is not sufficient to

meet demand Expected [Impact(NEFF)] is the
expected consequence when SR is not-effective,
. Expected [Impact(PEFF)] is the expected
consequence when SR is partially-effective, and
Expected [Impact(NMEET)] is the expected
consequence when SR is not sufficient to meet demand.

3. BENEFIT, IMPACT AND PROBABILITY OF SR
PERFORMANCE

As stated before, Regardless of the method used for
determining the level of SR requirement, performance of
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SR is arandom and uncertain parameter which is affected
by several factors such as stochastic nature of power
systems, accuracy of load forecast, generation failure,
variability of renewable resources, transmission
contingencies, etc. Randomness of SR may let us classify
its performance in three possible types named as not-
effective, partially-effective, and not-meeting-load.

3. 1. Probability, Benefit and Impact of Not
Effective SR If allocated SR is not used for
supplying the load demand, the allocated SR is not-
effective (NEFF). This condition may happen in case of
over forecasting of load demand, under-forecasting of
renewable resource generations, load tripping, etc. for
example, if actual load demand is lower than forecasted
load demand, the SR will not be utilized for supplying
load demand and will not be effective. Accordingly,
probability of SR being not-effective if contingency
Event; happens can be calculated using Equation (2):

p(NEFF|Event;) =

{p(ALl— < 0|E;) if Event; = E;

@)
p(AL; < —Capacity(G;)|G;) if Event; = G;

where, E; is equipment failure (except generation
tripping), G; is generation tripping contingency and AL;
is load variation. From Equation (2) it is observed that if
equipment failure E; causes load reduction, the SR will
not be utilized and will be not-effective. The same is
applicable if capacity of generation tripping is lower than
load reduction, for example, if load reduces by 200MW
when only 100MW generation trips. Considering all
events, total probability of not-effective SR is as below
[20]:

p(NEFF|Event;) = g, p(AL; < O|E;) X p(E;) + @)

26, p(AL; < —Capacity(G)|G;) x p(G;)

No benefit is derived from a not effective SR, however,
cost of its provision can be considered as negative impact
of not-effective SR.

3. 1. Probability, Benefit and Impact of Partially
Effective SR If only limited portion of allocated
SR is used for supplying the load demand, the allocated
SR is partially-effective (PEFF). This condition may
happen if actual load exceeds the forecasted load by less
than load margin, or actual output of renewable resource
generations is less than the forecasted ones, or capacity
of generation tripping is less than load variation, etc.
Accordingly, probability of SR being partially-effective
if contingency Event; happens can be calculated using
Equation (4):
p(PEFF|Event;) =
p(0 < AL; < AM;|E;) if Event; = E;

4

(—Capacity(Gi) < AL @

{ [ = (-
< M;—Capacity(G;) |Gi) if Event; = Gy

where, E; is equipment contingency (except for
generation tripping), G; is generation tripping
contingency, AL; is load variation and M; is load margin
(load margin is the amount of additional load which can
be supplied without any security and reliability criteria
violation such as voltage violation, equipment
overloading, etc.). From equation (4) it is observed that
if equipment failure E; causes load to increase and
amount of this increase is lower than the SR, only small
part of SR will be utilized to supply the load and
remaining portion of SR will not be utilized. The same is
applicable if capacity of generation tripping is higher
than load increase, for example, if load increases by
200MW when 300MW generation trips but load margin
is 250MW. Considering all events, total probability of
partially-effective SR is as follows [13]:

p(PEFF|Event;) = Y5, p(0 < AL; < Mi|E;) X

‘ —capacity(G;) < ALL-| ) ‘
p(EI.) + ZG[p (< Mi _ Capacity(Gl-) Gl X p(Gl)

®)

Negative impact of partially-effective SR is cost of
provision for not utilized portion of SR. The benefit
derived from partially-effective SR is additional energy
served through partially-effective SR.

3. 2. Probability, Benefit and Impact of Not
Meeting SR If allocated SR is not sufficient to
supply the load demand, it is called not-meeting
(NMEET) SR. This condition may happen if actual load
significantly exceeds the forecasted load, or actual output
of renewable resource generations is significantly lower
than the forecasted ones, or capacity of generation
tripping is more than load variation, etc. Accordingly,
probability of not-meeting SR if contingency Event;
happens can be calculated using the following equation
[21]:

pp(NMEET|Event;) =
p(ALL > MllEL) lf Eventi = Ei

(6)

p( AL; >

Mi—Capacity(Gi)|Gi) if Event; = G;

where, E; is equipment contingency (except for
generation tripping), G; is generation tripping
contingency, AL; is load variation and M; is load margin.
Considering all events, total probability of not meeting
SR is as below [21]:

p(NMEET|Event;) = Y5, p(AL; > M;|E;) X
p(E) + X6, p(AL; > M; — capacity(G;)|G;) X 0]
p(G)

when SR is not sufficient to supply the load demand, load
curtailment will be necessary. Therefore, negative impact
of not meeting SR is cost of non-served energy and the
benefit derived from not meeting SR is the additional
energy served through allocated SR.
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4. CASE STUDY

As an illustration, the proposed cost- based risk approach
for spinning reserve assessment is applied to a power
system with 6600MW system load and 235MW as the
largest capacity of online units. Assume that SR under
current operating condition is 240MW (one might
consider that 240MW SR has been derived based on
either of deterministic or probabilistic methods proposed
literature methods. However, this value is only a figure
for us here to explain the proposed approach). The power
system under study includes 45 online generators and
consists of, in addition to the generator buses, 400kV (10
buses), 230kV (5 buses), 132kV (101 buses), 63kV (68
buses) and 20kV (149 buses) voltage level. Number of
400kV, 230kV, 132kV and 63kV circuits is 29, 9, 160
and 87 circuits, respectively. The quality of the allocated
240MW SR using the proposed cost-based risk
evaluation approach is measured. The time frame is
considered to be one hour and during this one hour, it is
assumed that the forecasted expectation of system is the
same as the current operating condition. Standard
deviation for system load is assumed to be 2%.
Therefore, expected system load is 6600MW and its
standard deviation is 132MW. Figure 1 shows probability
density function (PDF) for the system load and Table 1
summarizes list of online generation units along with
their capacity and output.

There are several uncertainties associated with SR
such as transmission and generation outages, forecasted
load, forecasted wind power in wind power generation,
forecasted solar power of photovoltaic generation and
other parametric deviations, e.g. failure of a generation
unit to synchronize, etc.

However, for the simplicity, we consider only 5
different contingencies in the next one hour as shown in
Table 2 (the occurrence probability is just for illustrative
purpose).

Further simulations using power flow and
contingency analysis showed that load margin (i.e.
additional load which can be supplied without any
security and reliability criteria violation such as voltage
violation, equipment overloading, etc.) for contingency
1, 4 and 5 is 240MW and for contingency 2 and 3 is only

Probability Density Function

0 1 1 1
6000 6200 6400 6600 6800 7000 7200
System Load (MW)

Figure 1. PDF of system load

TABLE 1. List of online generation units and their respective
capacity and MW outputs

Station Units and Capacities Units and SR
(MW) Outputs (MW)  (MW)
APOW 420 =3 x 140 408=3x136 12
BPOW 3x216+2x135 3x210+2x131 26
CPOW 3x135 3x131 12
DPOW 7x68 420=7%60 56
EPOW 5x91+1x105 5x85+1x100 35
FPOW 4x135+1x70 4x130+1x65 25
GPOW 3%216+2x155+ 3x214+2x150+ 38
2%235+2%226 2x%230+2%220
HPOW 4x235+1x221 4x230+1%x215 26
IPOW 2x205 400=2x200 10

TABLE 2. Probability of contingencies
Contingency

Contingency Occurrence  Load margin

Number Probability (MW)
1 No Outage 0.999 240
Outage of L1321- _4
2 1322 circuit 2510 %
Outage of L1321- _4
3 1323 circuit 25x10 %
Tripping of FPOW-5
4 generator with 25x107* 240
70MW capacity
Tripping of HPOW-5
5 generator with 25x107* 240
221MW capacity

93MW and 96MW respectively. In other words, when
system load is more than 6693MW and contingency 2
occurs, cascaded circuit overloading will take place
which can result in brownout or entire system black out.
The same was observed in contingency 3 for load greater
than 6696MW. Therefore, in case of requirement, only
93MW of allocated 240MW SR for contingency 2 and
96MW for contingency 3 can be utilized for supplying
the load demand.

4. 1. Probability and Impact When SR does not
Meet Load Variation We would like to calculate
the probability and associated impacts when SR is not
sufficient to supply the load demand and therefore, it
does not meet load variation during the one-hour study
horizon. As stated before and depicted in Figure 1, the
system load has normal distribution with 6600MW
expected value and 132MW standard deviation.
Randomness of the system load and uncertainties in
contingencies will lead to randomness and uncertainties
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of SR. For contingency 1 to 5, the probability that SR
does not meet load variation is as below:

p(NMEET|E,) = p(Load > 6840|E;) = 0.0345 ©)
p(NMEET|E,) = p(Load > 6693|E,) = 0.2405 9)
p(NMEET|E3) = p(Load > 6696|E;) = 0.2335  (10)
p(NMEET|G,) = p(Load > 6770|G,) = 0.0989  (11)

p(NMEET|Gs) = p(Load > 6619|Gs) = 04428  (12)

Therefore, the probability that SR is not sufficient to
supply load demand over the next hour is as below:

p(NMEET|Load = 6600MW) = 0.999 x
0.0345 4+ 2.5 x 107* x 0.2405 + 2.5 X 107* x
0.2335 + 2.5 x 10™* x 0.0989 + 2.5 x 10™* x
0.4428 = 0.0347

(13)

The associated impact when SR is not sufficient to supply
load variation is load interruption which can be
interpreted in two different ways. The first option is to
assume that if the system load is greater than generation
capacity, the outcome is the entire system blackout, i.e.
there is no manual or automatic load shedding protection
to prevent system against frequency instability. The
second option which may be more realistic is assuming
that manual or automatic load shedding will be activated
to reestablish the balance between load and generation.
Here the second option was considered in which, if for
example in contingency 1, the system load becomes
6900MW, only 6840MW of the load demand will be
supplied and the remaining 60MW load will be shed
manually or automatically to reestablish generation and
load balance. Figures 2 to 6 show the amount of load
which will be shed when SR does not meet load demand
in contingency 1 to 5, respectively.

Considering 4 hours load interruption with expected
cost of $20 per MW hour, the expected load interruption
when SR is not sufficient to meet load variation is:

Expected(Impact(NMEET|Load = 6600MW)) =

4 %20 % (0.999 x 0.0345 x 50.97 4+ 2.5 X 10™* x
0.2405 X 77.18 4+ 2.5 X 10™* x 0.2335 x 76.45 + (14)
2.5%107* x 0.0989 X 61.91 + 2.5 X 107* X

0.4428 x 98.23) = $142.27

Contingency 1

i i
0 50 100 150 200 250 300 350
Interrupted Load {(MW)

Figure 2. Load interruption in contingency 1
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Figure 3. Load interruption in contingency 2
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Figure 4. Load interruption in contingency 3
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Figure 5. Load interruption in contingency 4
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Figure 6. Load interruption in contingency 5

The expected benefit from SR when SR is not sufficient
to meet load variation is as below:

Expected(Benefit(NMEET|Load = 6600MW)) =

1% 20 X (0.999 x 0.0345 x 240 + 2.5 x 107* X
0.2405% 93 +2.5x 10™* x 0.2335x 96 + 2.5 x  (15)
107* % 0.0989 x 240 + 2.5 X 10™* x 0.4428 X

240) = $166.31

Table 3 summarizes probability of not-effective SR and
its associated impact and benefit for each contingency.



F. Rashidi and A. Harifi / I[JE TRANSACTIONS B: Applications Vol. 35, No. 11, (November 2022) 2186-2195 2191

4. 2. Probability and Impact When SR is Not
Effective For contingency 1 to 5 the probability that
SR is not necessary to meet load demand is as below:

p(NEFF|E,) = p(Load < 6600|E;) = 0.5 (16)
p(NEFF|E,) = p(Load < 6600|E,) = 0.5 7)
p(NEFF|E;) = p(Load < 6600|E;) = 0.5 (18)
p(NEFF|G,) = p(Load < (6600 — 70)|G,) = (19)
0.298

p(NEFF|Gs) = p(Load < (6600 — 221)|Gs) = (20)

0.047

Therefore, the probability that SR is not required to
supply load demand over the next hour is as below:

p(NEFF|Load = 6600MW) = 0.999 x 0.5 +
2.5%x107% x 0.5+ 2.5 x 107% x 0.5 + 2.5 X (21)
107% x 0.298 + 2.5 x 10~* x 0.047 = 0.4998

Considering $10 per MW hour as expected cost of
maintaining SR, the expected impact of not effective SR
is as below:

Expected(Impact(NEFF|Load = 6600MW)) =

1% 10 X (0.999 x 0.5 X 240 + 2.5 X 10™* x

0.5 % 240 + 2.5 x 10™* X 0.5 x 240 + 2.5 X (22)
10™* x 0.298 X 240 + 2.5 X 10™% x 0.047 x

240) = $1199.6

The expected benefit which is derived from SR when SR
is not necessary to meet load variation is as below:

Expected(Benefit(NEFF|Load = 6600MW)) =

$0.0 (23)

Table 4 summarizes probability of not effective SR and
its associated impact and benefit for each contingency.

4. 3. Probability and Impact When SR is Partially-
Effective For contingency 1 to 5 the probability
that SR is partially effective is as below:

p(PEFF|E,;) = p(6600 < Load < 6840|E,) =

0.4655 (24)
p(PEFF|E,) = p(6600 < Load < 6693|E,) = 25)
0.2595
p(PEFF|E3) = p(6600 < Load < 6696|E;) = (26)
0.2665
p(PEFF|G,) = p(6530 < Load < 6770|G,) = @27)
0.6032
p(PEFF|Gs) = p(6379 < Load < 6619|Gs) = (28)

0.5102

Therefore, the probability that SR is partially effective
(i.e. only limited portion of allocated SR will be utilized
to supply the load demand) over the next hour is as
below:

TABLE 3. Probability and impact when SR does not meet load variation

Probability of not Impact: Load Benefit: Load supplied

Contingency# Contingency Occurrence Probability meeting load interruption (MW)  through SR (MW)

1 No Outage 0.999 0.0345 51.0 240

2 Outage of L1321-1322 circuit 2.5%x107* 0.2405 77.2 93

3 Outage of L1321-1323 circuit 2.5%x107* 0.2335 76.5 96
Tripping of FPOW-5 generator —4

4 with TOMW capacity 2.5 %10 0.0989 61.9 240

5 Tripping of HPOW-5 generator 2.5 % 104 0.4428 08.2 240

with 221MW capacity

TABLE 4. Probability and impact when SR is not effective

. . Occurrence Probability Probability Impact: Not Benefit: Load supplied
Contingency# Contingency of Contingency of NEFF SR utilized SR (MW) through SR (MW)
1 No Outage 0.999 0.5 240 0.0
2 Outage of L1321-1322 circuit 25x107* 0.5 240 0.0
3 Outage of L1321-1323 circuit 25x107* 0.5 240 0.0
Tripping of FPOW-5 generator —4
4 with 7OMW capacity 2.5x%x10 0.298 240 0.0
5 Tripping of HPOW-5 generator 25 % 10~ 0.047 240 0.0

with 221MW capacity
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TABLE 5. Probability and impact when SR is partially effective

Contingencvi Contingenc Occurrence Probability  Probability Impact: Not- Benefit: Load supplied
gency gency of Contingency of PEFF SR utilized SR (MW) through SR (MW)
1 No Outage 0.999 0.4655 149.8 91.2
2 Outage of L1321-1322 circuit 25x107* 0.2595 195.5 445
3 Outage of L1321-1323 circuit 25x107* 0.2665 194.1 459
Tripping of FPOW-5 generator 4
4 with 7OMW capacity 2.5%x10 0.6032 132.5 107.5
5 Tripping of HPOW-5 generator 25 % 10~* 05102 955 1445

with 221MW capacity

0.012

p(PEFF|Load = 6600MW) = 0.999 X 0.4652 +

2.5 x 10™* x 0.2595 + 2.5 X 10™* x 0.2665 + (29)
2.5x107* x 0.6032 4+ 2.5 x 10™* x 0.5102 =

0.4651

Figures 7 to 11 shows the amount of SR which is not
utilized in contingency 1 to 5, respectively. Considering
$10 per MW hour as expected cost of maintaining SR,
the expected impact of partially effective SR is as below:

Expected(Impact(PEFF|Load = 6600MW)) =

1x 10 % (0.999 x 0.4652 x 148.8 + 2.5 x

10™* x 0.2595 x 195.5 + 2.5 X 10™* X (30)
0.2665 x 194.1 + 2.5 X 10~* x 0.6032 X

132,54 2.5 x 107* x 0.5102 x 95.5) = $692.1

The expected benefit which is derived from SR when SR
is partially effective is as below:

Expected(Benefit(NEFF|Load = 6600MW)) =

1% 20 % (0.999 X 0.4652 x 91.2 + 2.5 x 107* X
0.2595 X 44.5 + 2.5 X 10™* x 0.2665 x 459+  (31)
2.5x107* x 0.6032 X 107.5 + 2.5 x 107* x

0.5102 x 144.5) = $848.49

Table 5 summarizes probability of partially effective SR
and its associated impact and benefit for each
contingency.

4. 4. Total Risk Quiality of SR can be assessed
using a cost-based risk index. Considering three possible
types of SR performance (i.e. not-effective, partially-
effective, and not-meeting load), expected impact of
maintaining 240MW SR under current operating

Contingency 1
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Amount of Mot Utilized SR (MW}

Figure 7. Amount of non-effective SR in contingency 1
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Figure 8. Amount of non-effective SR in contingency 2
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Figure 9. Amount of non-effective SR in contingency 3
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Figure 10. Amount of non-effective SR in contingency 4
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condition is $2034 over the next hour which is sum of
three parts; i.e. impact of not-effective, impact of
partially-effective and impact of not-meeting-load. The
expected benefit derived from maintaining 240MW SR is
$1016 over the next hour which is sum of three parts, i.e.,
benefit derived from not-effective, benefit derived from
partially-effective and benefit derived from not-meeting-
load.

This implies that total risk associated with
maintaining 240MW SR under current operating
condition is $1018 (=$2034-$1016). Therefore,
maintaining 240MW SR imposes additional cost of
$1018 to the system, hence, $0.154 additional implicit
cost will be added to the cost of LMW hour of delivered
energy. As it is shown in next section, using the proposed
procedure, one might consider various level of SR for an
operating condition, calculate risks associated with each
level of the considered SR, and finally use the calculated
risks as indicators for determining the optimal level of
SR.

5. OPTIMAL LEVEL OF SR

In previous sections it was shown that performance of SR
can be calculated through a cost-based risk index. Using
this index, the optimal level of SR can be determined
such that the calculated risk is either minimum or less
than a chosen risk level. Figure 12 shows the flowchart
of determining the amount of required SR according to a
given desired level of risk. Using this flowchart, a plot of
risk associated with different level of SR for the studied
system with 6600MW has been depicted in Figure 13.

i=0

L]

Choose desired level of risk (R_d)

L]

SR_i=0

L]

o | Calculate the Risk (R_i) associated
o with SR_i

yes
SR=SR_i
No

Stop

i=i+1

Y

SR_i = SR_j + Delta (SR)

Figure 12. Determining the optimal level of SR according
to a desired level of risk
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Figure 13. Calculated Risk associated with different level of
SR

This figure provides a quantitative measurement of
efficacy of different level of SR for current operating
condition which can be used as a decision-making tool in
determining the optimal level of SR. For example, it
suggests optimal value of 200MW spinning reserve for
the system with an expected total risk of $831 which adds
$0.126 as additional implicit cost to the cost of IMW
hour of delivered energy. It is worth mentioning that the
proposed risk index provides an expectation of future
cost associated with the allocated SR; however, it does
not guarantee that the future cost of allocating SR is
exactly the same as this expectation (one might consider
the variance of calculated risk also to make better
operational decision about the optimal level of SR
requirement).

6. CONCLUSION

A cost-based risk index approach for assessing the
spinning reserve requirement in a power system is
presented in this paper. In order to evaluate the efficacy
of the allocated SR for a power system, the performance
of SR was classified in three possible types, namely, not-
effective, partially-effective, and not-meeting-load. The
probability of occurrence of each performance type and
its consequences were subsequently computed so that the
associated risk could be determined. The flowchart of
using the proposed cost-based risk approach for
determining the optimal level of spinning reserve was
presented. It is shown that the proposed index can be used
as an indicator for determining the optimal level of SR in
a power system.
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