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A B S T R A C T  
 

 

Sustainability of supply chain risk management is one of the main competitive advantages of every 
organization for long-standing. There are several models in the research literature to manage 
sustainability risks of the supply chain. Considering that critical risks have the highest impact and have 
the largest share of risk management resources, they need to be identified using special techniques to 
make risk management more accurate and more reliable. In this paper, a new three-phase model is 
presented to supply chain sustainability risks management. This model includes the failure mode and 
effects analysis phase for identifying and assessing all risks and classification them, fuzzy VIKOR phase 
for ranking critical risks, and management phase to deal with critical risks. The categorization of risks 
was conducted according to a new five-dimensional approach to sustainable progress, including 
environmental, economic, social, technical, and organizational aspects on various sectors of the supply 
chain. The telecommunication industry of Iran is considered to show the model performance. The results 
indicated that consideration of the fuzzy VIKOR phase is necessary in order to accurately assess critical 
risks because of the priority of critical risks is not correctly identified through Failure mode and effects 
analysis due to the shortcomings of this method and cause errors. It was also found that the technical 
risks initiated by the organization are the most dangerous risk that threatens the sustainability of the 
supply chain. 

doi: 10.5829/ije.2022.35.06c.01 
 

 
1. INTRODUCTION1 

 

Development of sustainability, risk management and 
supply chain management are among the most important 
management concepts that guarantee the competitive 
advantage of organizations in the long run, in which risk 
analysis is one of the most important tools to maintain 
and improve the level of safety in the society and 
especially in industry [1]. The interconnected scope of 
these three scopes is "Supply chain sustainability risk 
management (SCSRM)", which means the management 
of risks that threaten the sustainability of the supply chain 
as illustrated in Figure 1. In comparison with traditional 
supply chain management, which emphasizes on 
logistical and economic performance [2-6], Supply Chain 
Sustainability Management (SCSM) is defined by 
integrating environmental and social ob-jectives 
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(M. R. Saadatmand) 

alongside the expansion of economic dimensions [7]. 
Today, Sustainable Supply Chain is a crucial head of cost 
reduction, increased profitability and resource allocation 
across the supply chain in the long term [8-12]. While 
one of the most key research titles is supply chain risk 
management, recently and it is still under development 
[13,14], but Supply Chain Sustainability Risk 
Management (SCSRM) is relatively rare in academic 
literature [9]. 

Apart from the typical supply chain risks, raising 
public awareness about sustainability of business 
practices has created more or different risks for 
organizations [15-16]. Based on the research background 
[10,17,18], the sustainability risks of the supply chain 
include environmental, economic and social risks [19] 
such as environmental impacts on natural ecosystem, 
pollution of environmental resources, shortage of natural  

 

  



F. Valinejad et al. / IJE TRANSACTIONS C: Aspects  Vol. 35, No. 06, (June 2022)   1096-1110                                        1097 

 

 
Figure 1. Supply Chain Sustainability Risk Management 
(SCSRM) 

 
 

resources, drought, corporate reputation, social 
responsibility, social inequalities, child labor, financial 
statements, compliance with rules, tax evasion, sanctions, 
bribes, fluctuations in energy prices, financial crises, 
demographic challenges, and so on. The potential results 
of the risks can possess devastating impacts for the 
company that the supply chain management cannot 
simply cope with [20]. 

One of the most useful and effective methods for 
assessing the risk is the FMEA method [21]. Failure 
mode and effects analysis (FMEA) was first designed in 
the 1960s by the NASA program as an official method 
for evaluating reliability risks and safety requirements. 
This approach provides a framework for decision-making 
in risk management by identifying potential risks at a 
single level and examining their effects on higher levels 
of the system [22]. Today, FMEA has been widely used 
as a powerful tool for analyzing the safety and reliability 
of systems, products, and processes in a wide range of 
industries such as aerospace, nuclear, automotive, 
electronics and medical industries [23,24] . 

Recently, multi-criteria decision-making methods 
(MCDM) have been used for risk assessment in several 
studies [25-30] due to their ability to consider many 
factors with special weight and rank risks with 
professional techniques. VIKOR is one of the most 
popular MCDM methods that has been widely used in 
various scientific studies [31-38] due to its ability to solve 
MCDM problems with conflicting and non-
commensurable criteria and present a compromise 
ranking list  .  

However, the VIKOR method focuses on ranking of 
a set of alternatives in the presence of conflicting criteria. 
It determines a compromise solution that could be 
accepted by the decision makers. Also, FMEA is often 
influenced by uncertainty in real-life applications, and in 
such situation fuzzy set theory is an appropriate tool to 

deal with this kind of problems [39]. In fact, the 
numerous shortcomings of FMEA published in recent 
studies (will be described in section 2.2), have led 
researchers to consider alternative approaches to risk 
assessment. Even scholars who referred to the limitations 
of FMEA method and presented several models to 
compensate it, have used the FMEA method in their 
models and then, by combining the FMEA with methods 
such as decision-making approaches (MCDM), have 
attempted to eliminate the FMEA shortcomings 
[25,40,41] etc. In fact, combining other methods with the 
FMEA method is to complement this technique and to 
resolve its deficiencies, and in general none of the studies 
conducted so far denies this method. Wang et al. [42] 
proposed a hybrid MCDM model in this study for 
improving FMEA. Liu et al. [43] propose a new model 
using interval 2-tuple hybrid weighted distance measure 
to improve the performance of the traditional FMEA. In 
order to assess the risk of delays of metro stations in 
Tehran based on the FMEA criteria, Hajiagha et al. [41] 
have used the VIKOR method in fuzzy environment. 
Safari et al. [44] evaluated enterprise architecture risks 
for managing all components of an enterprise using 
FMEA and fuzzy VIKOR. 

The review of the research literature revealed some 
important points. First, there are some important 
shortcomings of FMEA and MCDM addresses to risk 
management when used alone. Aiming to take advantage 
of both methods and to cover their weaknesses, we have 
proposed a hierarchical approach by a combination of 
FMEA and fuzzy VIKOR for risk management to cover 
their limitations. It should be mentioned that, the 
approach is proposed in this paper has some differences 
between the works in the literature. First, the studies that 
have been conducted yet based on the combination of 
Fuzzy VIKOR and FMEA techniques, have been more 
focused on developing and improving the risk ranking. 
As a result, there is no functional and comprehensive 
framework for decision makers and industry experts to 
use FMEA's developed techniques in risk management. 
But in this research, by considering the managerial phase 
(the last phase of the three-phase model), the root causes 
and potential implications of each of the risks are 
identified and strategies to counter with them will be 
presented. Therefore, this study will be an operational 
framework for decision makers and the supply chain 
managers to properly manage their industry's 
sustainability risks based on the developed rating 
techniques. Second, most studies conducted on the basis 
of the combination of fuzzy VIKOR technique and the 
FMEA, have only considered the three criteria in 
calculating RPN (S, O & D) (section 2.1). Meanwhile, 
one of the limitations of the FMEA method is the lack of 
effective metrics. Also, according to the industry experts, 
more criteria should be considered to cover all aspects of 
risk. As a result, in this study, according to the industry 
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experts, more criteria are considered in addition to the 
three criteria (S, O & D) (section 5.2). Third, the studies 
that have been performed so far based on the combination 
of the fuzzy VIKOR and FMEA technique, have 
implemented the calculations of the fuzzy VIKOR 
method by using the three criteria proposed in calculating 
RPN (S, O & D). In fact, these models do not categorize 
any critical, semicritical, and normal risks, and only rank 
the identified risks. While the industry decision makers 
are often interested in separating critical risks from other 
risks and managing them in a particular way. On the other 
hand, these models will be operational and usable if the 
number of risks is low, because complex and time-
consuming calculations of fuzzy VIKOR for a large 
number of risks, many of which are not very important, 
is not operational and cost effective. Regarding these 
points, in this study, by using the simple and fast FMEA 
technique, critical risks were identified and then, for 
accurate rating of them, the fuzzy VIKOR technique 
would be implemented only on the critical risks. 

On the other hand, based on the literature, few studies 
have been managed on the supply chain sustainability 
risks and sustainability risk management [10]. To the best 
of our knowledge, no comprehensive study has analyzed 
the all aspects of the supply chains in view of the different 
dimensions of sustainability. This research gap 
encouraged us to develop a comprehensive model for 
managing the supply chain sustainability, critical risks in 
different echelons, which is a completely new approach 
and there is not any similar case in the research literature 
especially in telecommunication companies. The main 
contributions and innovations of this paper are: 
 A new three-phase model for supply chain 

sustainability risk management is proposed 
 The risks were classified based on a five-

dimensional approach to sustainability   
 The risks were classified based on the four parts of 

the supply chain   
 The FMEA method is used for identifying and 

assessing all risks and filter critical risks 
 An extended fuzzy VIKOR method with more 

criteria than RPN criteria is used for ranking critical 
risks 

 The proposed model is applied to the 
telecommunication industry of Iran 

The risk of supply chain sustainability in service 
organizations is far more complex than that of 
manufacturing organizations. Supply of 
telecommunication companies for which little research 
has been done as well as their management strategy, 
which is one of the main objectives of the present 
research. 

The rest of this paper is organized as follows. In 
sections 2 and 3, we describe the literature review and the 
model development. Then, in section 4 we introduce the 
result presentation of the research, and find the steps of 

the three-phase model with respect to the studied 
companies. In section 5, the discussion and managerial 
insights are presented.  Finally, the conclusion is reported 
in section 6. 
 
 
2. LITERATURE REVIEW 

 

2. 1. Failure Modes and Effects Analysis (FMEA) 
2. 1. 1. Implementation of FMEA               To implement 
this method, a team of experts is formed to examine the 
relationship between error states, effects, causes, current 
controls and necessary corrective actions [45]. In order to 
allocate limited resources to address the most dangerous 
risks, each of the identified risks should be evaluated and 
prioritized. Typically, Risk Priority Number (RPN) is 
used to prioritize risks, which is the product of three risk 
factors (1); 

��� =  � × � × �  (1) 

where O is the probability of occurrence of the risk, S is 
the severity of the risk, and D is the probability of not de-
tecting the risk . 

According to research literature [46-48], the three 
risk factors are evaluated by experts using the 10-point 
scale de-scribed in Table 1. The risk with a higher RPN 
is more important and requires a higher priority to take 
corrective action. 
 
2. 1. 2. Limitations of FMEA             As mentioned, 
FMEA is one of the most important and strong preventive 
measures in risk management; however, according to the  
 
 

TABLE 1. Traditional FMEA scale for S, O and D 

Occurrence 

R
a

n
k

 

Severity 

R
a

n
k

 

Detection 

R
a

n
k

 

Very high (>1 in 
2) 

10 
Hazardous 

without 
warning 

10 
Absolute 

uncertainty 
10 

Very high (1 in 
3) 

9 
Hazardous 

with warning 
9 

Very 
Remote 

9 

High (1 in 8) 8 Very high 8 Remote 8 

High (1 in 20) 7 High 7 Very Low 7 

Moderate (1in 
80) 

6 Moderate 6 Low 6 

Moderate (1in 
400) 

5 Low 5 Moderate 5 

Moderate (1in 
2000) 

4 Very Low 4 
Moderate 

high 
4 

Low (1 in 
15,000) 

3 Minor 3 High 3 

Low (1 in 
150,000) 

2 Very Minor 2 Very high 2 

Remote (<1 in 
1,500,500) 

1 None 1 
Almost 
certain 

1 
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research literature [23,24,39,40,43,45,49], this method 
has been severely criticized for several reasons: 

1. In calculating the RPN, the relative importance of all 
three factors is considered to be the same, but in real 
applications, it is possible that each factor affects the 
risk ranking with a different weight. 

2. Different sets of O, S, and D ranking can create similar 
values of RPN, but the hidden implications of these 
risks may be completely different, causing resource 
and time losses in the risk management process or in 
some cases lead to ignoring some risks. Small 
changes in the rank of each of the three parameters 
may lead to very different effects on the RPN. 

4. The data used in risk assessment are often unclear or 
ambiguous, and can be expressed using descriptions 
such as likely, important or very high and so on. The 
ranking of risk factors with crisp numbers (absolute 
numbers 1 to 10) is often difficult and error-prone.  

5. The three O, S, and D parameters are evaluated based 
on discrete scales, where numerical operations on a 
discrete scale, especially multiplication, are 
meaningless. Therefore, the RPN results are not only 
meaningless, but actually misleading. 

6. RPN considers only three factors O, S and D for risk 
assessment and ignores other effective factors such as 
economic aspects, which will result in the loss of a 
significant amount of information and reduce the 
accuracy of risk assessment results. 

7. The 10-point scale using to evaluate each of the O, S, 
and D factors is questionable; For example, a linear 
transformation is used to evaluate D, while a non-
linear transformation is used to evaluate O. 
Due to the above shortcomings of FMEA for risk 

assessment, a multi-criteria decision making (MCDM) 
methods in fuzzy environment can be used as more 
systematic methods to cover FMEA weakness [43]. 
These methods can consider many factors with special 
weight and rank risks with professional techniques. Also, 
fuzzy environment can overcome the limitations caused 
by crisp values in proses of RPN calculation. 
 

2. 2. Fuzzy VIKOR               One of the MCDM methods 
is VIKOR technique that used to handle multi-criteria 
problems with conflicting and non-commensurable 
criteria. In the VIKOR method, a compromise solution is 
the closest solution to the ideal one, and the purpose of 
compromising is obtaining a response based on the 
mutual agreement between the criteria. 

To implement the VIKOR method in fuzzy 
environment and with the presence of a group of decision 
makers, the following steps have been proposed in the 
literature of the study [30,31]. 
Step 1: First, a linguistic diagram is defined in 

accordance with the problem and decision makers 
weighted each criterion and evaluated each 
alternative using proposed description (VL, L, ML, 
M, MH, H and V). Then, qualitative points 
considered by decision makers will be converted into 
fuzzy numbers using these charts (see Figure 2). 

 
Figure 2. Linguistic variables for rankings (Sanayei et al. 
[31]) 

 
 
Step 2: Suppose that a group multi-criteria decision 

making (GMCDM) problem has K decision makers 
DMk (k = 1, 2, ..., K), m alternatives Ai (i = 1, 2, ..., 
m), and n decision criteria Cj (j = 1, 2, ..., n); then the 
aggregated fuzzy weights (w ̃_j) of each criterion can 
be calculated as follows [31]: 

	
� = (	�
, 	��, 	��, 	��)  (2) 

where 

	�
 = min�	��
� , 	�� = 

� ∑ 	������
 ,  

	�� = 

� ∑ 	������
 , 	�� = max {	���}  

(3) 

Also, the aggregated fuzzy ratings (x ̃_ij ) of alternatives 
with respect to each criterion can be calculated as 
follows: 

 !"� = ( "�
 ,  "��,  "�� ,  "��)  (4) 

where 

 "�
 = min� "��
� ,  "�� = 

� ∑ 	"������
   

, 	"�� = 

� ∑ 	"������
 , 	"�� = max {	"���}  

(5) 

Step 3: Then, using the COA defuzzification method to 
convert the fuzzy values (	
� and  !"�) to crisp values 
(	�  and  "�) [36]. 

Step 4: Based on the defuzzied matrix in the previous 
step, the VIKOR method is implemented as follows [31]: 

- Determine the best #"∗ and the worst #"% 

#"∗ = &'   "� , #"% = &()  "� (6) 

- Compute values �"  , �" and *"  

�" = ∑ +"(,-∗%,.-
,-∗%,-/

)�  , 

�" = max {(,-∗%,.-
,-∗%,-/

) }+"  
(7) 

*" =    01. %1∗
1/%1∗ 2 3 + 04. %4∗

4/ %4∗ 2 (1 − 3) (8) 
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where 

�"∗ = &() �", �"% = &'  �"  , �"∗ = &() �", �"% =
&'  �" (9) 

And 3 is introduced as a weight for the strategy of 
maximizing group utility, whereas 1 − 3 is the weight of 
the individual regret. The value of  3 is set to 0.5 in this 
study. 
- The result of ranking: Based on the VIKOR method, the 
ranking of alternatives is arranged according to the 
ascending Q trend, and alternatives with lower Q will be 
given a higher priority. 
 
 
3. THE MODEL DEVELOPMENT 

 
According to the literature of the study, risk management 
generally includes five stages of identification, assess-
ment, analysis, treatment and monitoring [10]. In this 
section, a three-phase model is presented for supply chain 
sustainability risk management based on the FMEA and 
fuzzy VIKOR techniques shown in Figure 3 . 

The reason for combining the FMEA and VIKOR 
techniques in this model is to use the benefits of each of 
the two methods and to avoid the limitations of each of 
them. The FMEA technique is a recognized and well-
known methodology among industry experts, which is 
very useful for early screening of the risks due to the 
comprehensi-bility of the criteria and the simplicity of the 
calculations. From the expert's point of view, all the 
identified risks are not important and it is necessary to 
identify high and more dangerous risks, by using a simple 
and fast filter, so that the risk management resources are 
properly allocated and waste of time and money should 
be prevented. Therefore, by using the FMEA technique, 
all the identified risks are ranked to separate critical risks . 

But, as discussed in section 2.2, the FMEA technique 
has some limitations that somewhat makes doubt about 
the accuracy of the results. Although the FMEA 
technique is valid enough to be used in the initial filtering 
of the risk and identifying high risk, but due to the 
existing deficiencies, this technique does not have the 
necessary accuracy to rank critical risks. Because critical 
risks are in fact the strategic bottlenecks for the risk 
management, and any errors in their identification and 
rating, encounters the risk management with a failure. In 
addition to the deficiencies, according to our industry 
experts, the criteria considered in the FMEA technique 
are not sufficient and do not cover all of the important 
dimensions of the industry risks. As a result, the model 
should include more criteria in order to achieve to the 
desired results. Therefore, it is proposed in this model in 
the continue, taking into account further criteria, by using 
a MCDM (fuzzy VIKOR method) approach, which is a 
complex and accurate ranking technique, in which the 
critical risks are carefully included. On the other hand,  

although the fuzzy VIKOR method has a high-ranking 
accuracy, but due to the complexity and time-consuming 
of the calculations, it is not possible to use it from the 
beginning to rank all the identified risks. Because the 
identified risks are too much and the use of a complex 
and long-lasting fuzzy method to rank all risks, 
practically makes the model unusable for the industrial 
users. In this way, by combining the FMEA and fuzzy 
VIKOR techniques, we take advantage of each of the two 
methods, and avoid any constraints, so that risk 
management can be implemented quickly and accurately . 

The first phase is related to FMEA technique, which 
includes research configuration, risk identification and 
risk assessment using the RPN formula. Our purpose of 
implementing the FMEA phase is to identify all risks and 
seg-regate critical risks. Given the RPN shortcomings in 
prioritizing risks, the critical risks that have the most 
impact and the largest share of risk management 
resources, should be prioritized using a special ranking 
technique [40]. So, the second phase is a fuzzy VIKOR 
phase that ranks the critical risks in order to risk 
management will be conducted more accurately. The 
third phase is the managerial phase that defines strategies 
to deal with critical risks. 
 
3. 1. FMEA Phase                 FMEA phase, including five 
steps that named from F1 to F5; 
Step F1 - Research configuration: Each risk management 

project has dimensions and objectives that the project 
framework needs to be defined at the beginning of the 
FMEA phase. In other words, it should be determined 
that the identification of risks should take place in 
what field and with what goals. 

Step F2 - Industry identification and selection a sample: 
After designing the project framework, by holding 
interviews with experts, the industry is carefully 
identified and the appropriate sample is selected. 

Step F3 - Risk identification: To identify the risks, 
brainstorming sessions and interviews with the 
presence of various levels of industry experts 
(managers, experts, technicians, etc.) are held to 
provide the list of all potential risks. 

Step F4 - RPN calculation: After the risk list is prepared, 
the risk priority number (RPN) is computed. 

Step F5 - Segregation of critical risks: Generally, in the 
FMEA method, there is no basis for RPN to 
determine critical risks. For this reason, in order to 
determine the critical level of risks, statistical 
methods have been used. For this purpose, a risk 
index is defined and then the critical level of risks is 
determined based on it. So, first, the average RPN 
will be calculated from the relation (10) and then their 
standard deviation will be calculated from the relation 
(11). 

78 = 

9 ∑ 7":��
   (10) 
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σ = <

9 ∑ (7":��
 − 78)�  (11) 

Based on the results obtained from the above relations, 
the classification of critical levels of risk based on RPN 
values are defined as Table 2. 
 
3. 2. Fuzzy VIKOR Phase                 VIKOR phase, 
including five steps that named from V1 to V5 ; 
Step V1 - Determining the ranking criteria: Due to the 

configuration of the project, the criteria affecting the 
ranking will be determined by the experts. One of the 
shortcomings of the FMEA methodology is to 
consider only three factors (S, O, and D), therefore, in 
this step, the criteria proportionate to the purpose of 
risk ranking should be set . 

Step V2 - Forming the fuzzy group decision making 
matrix: At this stage, decision makers determine the 
weight of each criterion and complete decision-
making matrix, based on the linguistic chart. Then, 

 
 

TABLE 2. The critical levels of the identified risks 

Level Normal Semi critical Critical 

Risk 
index 

RPN <  XB −
σ  

XB − σ ≤
RPN ≤ XB + σ  XB + σ < RPN  

Control 
action Neglected Preventive 

measure 
Urgent preventive 

measure 

 
 

 
Figure 3. The flow chart of proposed model 

these qualitative points are converted to fuzzy values 
using the graph . 

Step V3 - Aggregating group decision making matrix: 
Group decision making matrix is aggregated based on 
relations (2) to (5). 

Step V4 - Defuzzification the aggregated matrix: Using 
the COA defuzzification method, aggregated fuzzy 
matrix convert to crisp matrix [32]. 

Step V5 - Implementation of the VIKOR method: Based 
on the crisp matrix in the previous step, the VIKOR 
method is implemented as follows: 
- Determine the best #"∗ and the worst #"% 
- Compute values �"  , �" and *"  
- Ranking alternatives, according to the ascending Q 

trend 
 

3. 3. Managerial Phase              Managerial phase, 
including three steps that named from M1 to M3; 
Step M1 - Risk Analysis: The root causes and potential 

consequences of each of the risks are identified by 
holding interviews with industry experts. Risk 
analysis is an important step in the process of risk 
management. An or-ganization can take the most 
appropriate strategy to deal with those risks only if 
they understand the root causes and correctly predict 
the potential consequences of the risks. 

Step M2 - Risk treatment: Four major responses or 
strategies have been proposed in the research 
literature for risk treatment which includes avoiding 
or eliminating root causes, controlling or reducing the 
impact of the risk and the probability of risk 
occurrence, transferring or sharing the impact of the 
risk and the acceptance of the po-tential damages. In 
this step, depending on the root causes or the possible 
results of each risk, the appropriate strategy is 
selected and the Control action will be defined in 
accordance with this strategy . 

Step M3 - Risk Management Report: Finally, the critical 
risks list, along with the results of the ranking, root 
causes and potential consequences, as well as the 
strategy for coping with each risk, will be presented 
in the risk man-agement report. Risk Management 
Report in this step is the introduction of two stages of 
implementation and monitoring of risk management 
strategies. 

 

 

4. CASE STUDY   
 
The companies that work in Iranian telecom industry 
have engaged with many challenges and unpredictability 
such as a complicated sustainability risk management of 
the supply chain in comparison with those in rest of the 
world. Therefore, in this research the case study 
described by Valinejad and Rahmani [50] in the Iranian 
telecommunication industry is considered. They 
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investigated 14 public and private sector companies 
operating internet service providing and bandwidth areas . 
 
4. 1.  FMEA Phase                Valinejad and Rahmani [50] 
used the FMEA approach to identify the mentioned 
supply chain sustainability risks of Iranian telecommuni-
cation companies. They designed a matrix based on the 
five dimensions of sustainable development and supply 
chain segments in Table 3 and named each cell of the 
table based on the first letters of the supply chain sectors 
and the dimensions of sustainable development. 

The dimensions of the sustainable development 
include five dimensions of environmental, social, 
economic, technical and institutional that are more 
relevant to the business environment. Here is a brief 
overview of each of these five sustainability dimensions 
according to the literature studies [10,17]: 
- Environmental dimension: Conservation of natural 

resources, the prohibition of waste production and 
environmental pollution, the proper use of non-
renewable resources, etc. 

- Social dimension: Reducing poverty, improving the 
quality of living conditions, observing ethical 
principles and human rights, etc. 

- Economic dimension: Profitability and sustainable 
economic growth, avoidance of financial 
corruption, strict monitoring of financial 
statements, etc. 

- Technical dimension: Technical abilities, 
equipment capabilities, quality of infrastructure and 
specialized industry issues, etc. 

- Institutional dimension: Adherence to legal issues, 
lasting relationship with governments and partners, 
political stability, etc. 

We have utilized the data reported by Valinejad and 
Rahmani [50]. They identified 15 critical risks based on 
the FMEA approach. 
 

4. 2. Fuzzy VIKOR Phase 

Step V1 - Determining the ranking criteria: Considering 
sustainable development concept, 6 criteria were 
introduced in order to ranking supply chain 
sustainability critical risks. The criteria which 
determined by holding interviews with experts, 
include two criteria used in the RPN calculation and 
four other criteria that were chosen with a view to 
sustainable development, triggered covering more 
dimensions of the issue of sustainability in the 
ranking in Table 4. 

- Severity: Strength of risk in making the supply 
chain unsustainable 

- Occurrence: The sequence of risk occurrence within 
a specified time period 

- Uncontrollability of risk occurrence: The lack 
ability to prevent the risk occurrence   

- The complexity of risk treatment: The difficulty in 
identifying, controlling and managing risk 

- Comprehensiveness of risk impact: The ability of 
risking in making the greater parts of the supply 
chain un-sustainable 

- Durability of risk impact: Risk capability in long-
term impact on supply chain sustainability 

Step V2 - Forming the fuzzy group decision making 
matrix: At this stage, four industry experts, as four 
decision makers, determined the weight of each 
criterion and score for each of the alternatives using 
qualitative terms. Table A1 (In Appendix) indicates 
the qualitative decision-making matrix and the weight 
of the criteria.  In the results tables, critical risks are 
shown by HRi (High Risk).  

Step V3 - Aggregating Group Decision making Matrix: 
The qualitative matrix in the previous step is 
converted to fuzzy matrix using the linguistic diagram 
as Figure 2. Then the fuzzy matrix aggregated based 
on relations (2) to (5). Table A2 (In Appendix) 
indicated the aggregated fuzzy matrix.  

 

 
TABLE 3. The critical levels of the identified risks 

Risks categories 
The causes of sustainability risks in the supply chain 

Suppliers (S) Organization (O) Consumers (C) Environment (E) 

The affected 
sustainability 
dimensions 

Environmental (En) S.En O.En C.En E.En 

Economic (Ec) S.Ec O.Ec C.Ec E.Ec 

Social (S) S.S O.S C.S E.S 

Technical (T) S.T O.T C.T E.T 

Institutional (I) S. I O. I C. I E. I 

 
 

TABLE 4. Research configuration 
EF EG EH EI EJ EK EL 

Durability of risk 
impact 

Comprehensiveness 
of risk impact 

The complexity 
of risk treatment 

Uncontrollability 
of risk occurrence 

Occurrence Severity  



F. Valinejad et al. / IJE TRANSACTIONS C: Aspects  Vol. 35, No. 06, (June 2022)   1096-1110                                        1103 

 

 

Step V4 -Defuzzification the aggregated matrix: Using 
the COA defuzzification method, aggregated fuzzy 
matrix convert to crisp matrix in Table A3 
(Appendix). 

Step V5 - Implementation of the VIKOR method: Based 
on the crisp matrix in the previous step, the VIKOR 
method is implemented as follows: 

- Determine the best #"∗ and the worst #"% in Table 5. 
- Compute values �"  , �" and *"  in Table 6. 

Ranking alternatives, according to the ascending Q trend 
in Table 7. 
 
4. 3. Managerial Phase             Step M1 - Risk Analysis: 
Root causes and potential result of each risk are presented 
in the risk management report in Table A4 (In Appendix). 
Step M2 - Risk treatment: Strategies and control actions 

for each risk are presented in the risk management 
report in Table A4 (In Appendix). 

Step M3 - Risk Management Report: The description of 
each risk and its position in the configuration (based 
on Table 3), along with the results of the ranking of 
VIKOR technique, root causes and potential 
consequences, as well as the strategy for coping with 
each risk, will be presented in the risk management 
report in Table A4 (In Appendix). 

 

 
TABLE 5. The best and the worst values 

MF MG MH MI MJ MK Values 

0.73125 0.88125 0.84375 0.84375 0.84375 0.8625 #�∗  

0.3125 0.35 0.43125 0.5 0.35 0.48125 #�%  

 
 

TABLE 6. The values �"  , �" and *" 
S R Q HR 

0.980107 0.217647 0.173296 HR1 

3.02006 0.567273 0.583692 HR2 

1.11458 0.583428 0.416223 HR3 

2.11927 0.63125 0.54001 HR4 

2.81448 0.63125 0.604823 HR5 

2.13726 0.482276 0.447854 HR6 

2.6695 0.721107 0.647904 HR7 

1.48365 0.304114 0.274703 HR8 

1.65302 0.461076 0.389357 HR9 

1.79395 0.240369 0.263481 HR10 

0.127762 0.068671 0 HR11 

3.18924 0.664549 0.660735 HR12 

5.49095 0.8625 1 HR13 

3.70058 0.565574 0.646066 HR14 

1.72451 0.296926 0.29263 HR15 

TABLE 7. The ranking of the critical risks by S, R and Q in 
ascending order 

by S by R by Q HR 

2 2 2 HR1 

12 9 10 HR2 

3 10 7 HR3 

8 11 9 HR4 

11 12 11 HR5 

9 7 8 HR6 

10 14 13 HR7 

4 5 4 HR8 

5 6 6 HR9 

7 3 3 HR10 

1 1 1 HR11 

13 13 14 HR12 

15 15 15 HR13 

14 8 12 HR14 

6 4 5 HR15 

 
 
5. DISSCUSION AND MANAGERIAL INSIGHTS 
 
According to the risk management results the critical 
risks ranking based on fuzzy VIKOR is not consistent 
with prioritization of risks in terms of RPN (based on 
comparing “Ranking by fuzzy VIKOR” column with 
“RPN” column in Table 12). In other word, ranking 
critical risks based on the fuzzy VIKOR, does not 
approve the primary priority of critical risks based on the 
RPN. Due to the shortcomings of FMEA in calculating 
RPN in risk assessment on the one hand and strength of 
the fuzzy VIKOR to cover these limitations on the other 
hand, this inconsistency was predictable and validated 
the results of the ranking based on the fuzzy VIKOR. 
Furthermore, the results of the critical risk ranking by 
FMEA and Fuzzy VIKOR, were provided by experts. 
From the viewpoint of the industry experts and decision 
makers, rating of the critical risks based on the Fuzzy 
VIKOR technique was much more logical than the results 
of the FMEA approach. 

Therefore, the need to use special ranking techniques 
for risk assessment, especially critical ones, is proven. 
However, in this study, it was attempted to use the both 
FMEA and Fuzzy VIKOR techniques to provide industry 
managers with a comprehensive and applicable 
framework to quickly, accurately and easily manage the 
sustainability risks of the supply chain. In the model 
presented in this paper, using the simplicity and speed of 
the FMEA method in risk assessment, it was attempted to 
identify critical risks, and then, by using the accuracy and 
power of Fuzzy VIKOR Method in ranking, critical risks 
are carefully ranked. Using this model, time and cost and 
risk management resources are focused on the critical 
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risk and the strategic risks of the supply chain are 
properly managed. 

Also, according to the results of the ranking, 
mismanagement and lack of strategic management 
system (the technical risk generated by the organization 
or O.T risk) is the most dangerous risk that threatens the 
supply chain sustainability. This necessitates the 
necessity of efficient and effective implementation of the 
strategic management system in the supply chain. 

It should be noted that the model presented in this 
study will be generally applicable to managers and 
suppliers of the supply chain experts in other industries. 

According to macro policies and the 20-year vision 
document of Iran's development, the issue of sustainable 
development has become one of the most important 
principles of micro and macro planning. Common supply 
chain risks are more aimed at increasing profits and 
reducing costs from an economic perspective, but supply 
chain sustainability risks are also emphasized in addition 
to the social and environmental dimensions. For the 
sustainability of the two social dimensions, attention is 
paid to improving the quality of social conditions of all 
stakeholders. In the economic dimension, the trend of 
profitability is considered. For environmental 
sustainability, the consumption of non-renewable 
resources and the production of waste to protect the 
environment must be minimized. One of the important 
points for telecom managers is to discover the root causes 
and determine the potential consequences of each of the 
risks in the four areas of suppliers, organizations, 
consumers, and the environment and to adopt an 
appropriate strategy to deal with the risks and their 
effects. 

The types of supply chain sustainability risks of 
telecommunication companies under three headings of 
critical, semi-critical and normal risks form a normal 
curve, so that 70% of them are semi-critical risks that 
require preventive action, some of which are addressed. 
as follow: In semi-critical risks, the power of all 
components of the supply chain should be focused on 
increasing interaction and compliance with global and 
national laws, as well as improving the quality and 
quantity of technical equipment and specialized human 
resource capabilities. In order to maintain the stability of 
the supply chain in telecommunication companies, the 
organization should focus on increasing the specialized 
capabilities of human resources, improving the quality 
and quantity of technical equipment and increasing the 
capacity of its infrastructure, invested employee 
motivation, creativity and participation. Emphasizes the 
importance of increasing the organization's interaction 
with suppliers, consumers and the environment as a key 
factor in reducing supply chain risk . 

From a managerial point of view, in relation to 
suppliers as the largest producer of critical risks, there 
should be more focus and cost for the organization to 
interact with suppliers. Emphasis should be placed on 
improving the social status within the organization in 
order to reduce supply chain risk. Government suppliers 

such as the Telecommunication Company and the 
Telecommunications Infrastructure Company and the 
Radio Regulatory Company should invest in improving 
telecommunication infrastructure and services and 
products such as the quality of bandwidth, insufficient 
capacity of telecommunication platforms and centers . 
Governance risks such as sanctions, political instability, 
multiple and unsustainable policies are aspects of 
sustainable development that are most threatened. 
 
 
6. CONCLUSION 
 
Summary: In this study, it was tried to combine the 
advantages of each of them with the combination of fuzzy 
VIKOR and FMEA Technique, by avoiding the 
limitations of each of the two methods. After identifying 
all risks in the FMEA phase, the critical risks were 
separated and entered the fuzzy VIKOR phase for more 
accurate ranking. In the fuzzy VIKOR phase, critical 
risks were ranked and the importance and priority of 
dealing with each of the critical risks was precisely 
determined.  

Then, in the management phase (last phase), the root 
causes and potential outcomes of each of the risks were 
identified and, by using the opinion of the decision 
makers and industry experts, an appropriate strategy for 
managing each of the risks was determined. 

Application of the paper: Regarding to the expansion 
of the subjects related to the sustainable development, 
risk management, supply chain management and the 
combination of FMEA and fuzzy VIKOR, the outcome 
of this study are reflective for researchers who are 
seeking study in these areas. Also, these results help 
people involved in the supply chain management in the 
supply chain of telecommunication companies, 
particularly.  

Limitations and future researches: Furthermore, 
suggestions for future research will be proposed: 
1. Due to the time limitation, the sustainability risk 
management strategy was not deployed completely and 
its results were not analyzed. The future research will 
focus on deploy it and assess its outcomes and measure 
success rate.  
2. Many studies have been done to combine MCDM 
approaches with the FMEA technique, and to overcome 
FMEA constraints, various techniques have been used, 
such as VIKOR, TOPSIS, ELECTERE, AHP, and so on. 
In this study, the combination of the VIKOR method with 
the FMEA technique was used because of the attractive 
features of the VIKOR method (ranking and selection 
from a set of alternatives in the presence of conflicting 
criteria and determining a compromise solution that 
could be accepted by decision makers). But it will be very 
attractive and suitable for future studies about this case, 
used to combine other MCDM approaches with the 
FMEA technique, and the results of each model are 
compared in terms of industry experts to the validity of 
each technique in this case to be determined. 
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Appendix:  

 
TABLE A1. Qualitative rating of fifteen critical risks and qualitative weight of six risk factors. 

MF MG MH MI MJ MK MN DM2 MF MG MH MI MJ MK MN DM1 

M M MH MH H VH Wj  ML M M MH H H Wj  

MH MH H H MH H HR1  VH MH VH H H H HR1   

L L ML M ML M HR2  L ML L M M M HR2   

H M H H H MH HR3  H M M H H H HR3   

M H M MH H H HR4  M ML M H H MH HR4   

L ML M MH M MH HR5  L L M MH M M HR5   

M M M H H H HR6  L M M M H H HR6   

L ML ML MH M ML HR7  L ML M H M M HR7  

ML MH MH H M H HR8  M H H H MH H HR8  

H H H VH M H HR9  MH H H VH M M HR9  
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M H MH MH H MH HR10  M MH H VH H H HR10  

H VH H H H VH HR11  H VH H H H H HR11  

M H MH H MH M HR12  M H H VH H M HR12  

M L M M L M HR13  ML L M M M ML HR13  

M ML M M ML M HR14  ML M M H M M HR14  

M M H MH H M HR15  ML M H MH H H HR15  

MF MG MH MI MJ MK MN DM4 MF MG MH MI MJ MK MN DM3 

L ML M M MH H Wj  MH MH H H MH VH Wj  

ML M M MH MH H HR1  H H VH H H VH HR1  

MH MH H H VH H HR2  L L ML ML ML MH HR2  

M MH H H VH H HR3  MH H MH MH H H HR3  

M M M MH M M HR4  H H ML MH MH MH HR4  

M M M M VH VH HR5  L ML ML MH MH MH HR5  

M M M MH MH MH HR6  M M MH M H H HR6  

M MH H MH VH H HR7  M M M MH M M HR7  

H VH H VH H H HR8  H MH H H MH MH HR8  

MH MH MH VH MH VH HR9  H H MH MH MH H HR9  

MH VH VH MH MH VH HR10  MH MH MH MH MH MH HR10  

MH H H VH H H HR11  H VH VH H H VH HR11  

ML ML M ML M M HR12  M MH MH MH MH MH HR12  

M M M MH M MH HR13  ML M ML ML L ML HR13  

M MH MH MH H H HR14  M MH M M MH M HR14  

VH H VH VH VH VH HR15  M MH H MH H H HR15  

 
 

TABLE A2. Aggregated fuzzy rating of fifteen critical risks and aggregated fuzzy weight of six risk factors 

MN  MK MJ MI MH MG MF 

Wj (0.7,0.4,0.45,0.8) (0.7,0.4,0.45,0.8) (0.7,0.4,0.45,0.8) (0.7,0.4,0.45,0.8) (0.7,0.4,0.45,0.8) (0.7,0.4,0.45,0.8) 

HR1 (.7, .825, .85, 1) (.5, .7, .75, .9) (.5, .75, .775, .9) (.4, .775, .825, 1) (.4, .625, .675, .9) (.2, .65, .725, .9) 

HR2 (.4, .6, .625, .9) (.2, .575, .575, 1) (.2, .525, .55, .9) (.1, .4, .45, .9) (.1, .325, .375, .8) (.1, .03, .325, .8) 

HR3 (.5, .75, .75, .9) (.7, .825, .85, 1) (.5, .75, .775, .9) (.4, .675, .7, .9) (.4, .6, .625, .9) (.4, .675, .7, .9) 

HR4 (.4, .625, .675, .9) (.4, .675, .7, .9) (.5, .65, .725, .9) (.2, .45, .475, .6) (.2, .6, .625, .9) (.4, .575, .575, .9) 

HR5 (.4, .65, .725, 1) (.4, .625, .675, 1) (.4, .575, .65, .8) (.2, .45, .475, .6) (.1, .325, .375, .6) (.1, .275, .275, .6) 

HR6 (.5, .75, .775,.9) (.5, .75, .775, .9) (.4, .6, .625, .9) (.4, .525, .55, .8) (.4, .5, .5, .6) (.1, .425, .425, .6) 

HR7 (.2, .525, .55, .9) (.4, .6, .625, 1) (.5, .65, .725, .9) (.2, .525, .55, .9) (.2, .425, .5, .8) (.1, .35, .35, .6) 

HR8 (.5, .75, .775, .9) (.4, .625, .675, .9) (.7, .825, .85, .1) (.5, .75, .775, .9) (.5, .725, .8, 1) (.2, .6, .625, .9) 

HR9 (.4, .75, .775, 1) (.4, .4, .6, .8) (.5, .825, .925, 1) (.5, .7, .75, .9) (.5, .75, .775, .9) (.5, .7, .725, .9) 

HR10 (.5, .725, .8, 1) (.5, .7, .75, .9) (.5, .675, .775, 1) (.5, .5, .8, 1) (.5, .5, .8, 1) (.4, .55, .6, .8) 

HR11 (.7, .85, .9, 1) (.7, .8, .8, .9) (.7, .7, .85, 1) (.7, .825, .85, .1) (.7, .875, .95, 1) (.5, .75, .775, .9) 

HR12 (.4, .525, .55, .8) (.4, .625, .675, .9) (.2, .65, .725, 1) (.4, .625, .675, .9) (.2, .625, .675, .9) (.2, .45, .475, .6) 

HR13 (.2, .425, .5, .8) (.1, .35, .35, .6) (.2, .475, .525, .8) (.2, .45, .475, .6) (.1, .35, .35, .6) (.2, .4, .45, .6) 

HR14 (.4, .575, .575, .09) (.2, .55, .6, .9) (.4, .6, .625,0 .9) (.4, .525, .55, .8) (.2, .5, .0575, .08) (.2, .45, .475, .6) 

HR15 (.4, .75, .775, 1) (.7, .825, .85, 1) (.5, .675, .775, 1) (.7, .825, .85, .1) (.4, .6, .6, .9) (.2, .55, .6, 1) 
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TABLE A3. Crisp rating of fifteen critical risks and Crisp weight of six risk factors. 

MF MG MH MI MJ MK MN  

0.5875 0.5 0.63125 0.65 0.775 0.8625 Wj 

0.61875 0.65 0.75 0.73125 0.7125 0.84375 HR1 

0.38125 0.4 0.4625 0.54375 0.5875 0.63125 HR2 

0.66875 0.63125 0.66875 0.73125 0.84375 0.725 HR3 

0.6125 0.58125 0.43125 0.69375 0.66875 0.65 HR4 

0.3125 0.35 0.43125 0.60625 0.675 0.69375 HR5 

0.3875 0.5 0.56875 0.63125 0.73125 0.73125 HR6 

0.35 0.48125 0.54375 0.69375 0.65625 0.54375 HR7 

0.58125 0.75625 0.73125 0.84375 0.65 0.73125 HR8 

0.70625 0.73125 0.7125 0.8125 0.55 0.73125 HR9 

0.5875 0.7 0.7 0.7375 0.7125 0.75625 HR10 

0.73125 0.88125 0.84375 0.8125 0.8 0.8625 HR11 

0.43125 0.6 0.65 0.64375 0.65 0.56875 HR12 

0.4125 0.35 0.43125 0.5 0.35 0.48125 HR13 

0.43125 0.51875 0.56875 0.63125 0.5625 0.6125 HR14 

0.5875 0.625 0.84375 0.7375 0.84375 0.73125 HR15 

 

 

TABLE A4. The result of propose method 
Group Rank Description of the risk Root factors Potential consequences Strategy Performance 

O.T 1 
Inefficient management and 

lack of strategic management 
system 

The lack of a 
strategic 

management system 

Lack of successful 
provision and 

implementation of strategic 
and tactical plans 

Avoid 
Design and implement 

effective strategic 
management 

E.I 2 
Problems against the 

privatization of the industry 

Anti-privatization 
approach and 
regulations 

Inability of the 
organizations to use all of 
the internal and external 

capacities 

Reduce 

Interaction and conversation 
with the lawmakers 

The creation of mechanisms 
to make the supply chain 
flexible with regulations 

E.Ec 3 
The impact of currency 

fluctuations on contracts and 
projects 

Domestic and 
foreign economic 

and political 
changes 

Impose additional costs on 
contracts and irregularities 
in paying and receiving the 

receivables 

Reduce 

Long-term planning in 
network development, which 
leads to time estimation and 

the currency of buying 
facilities. 

Providing facilities through 
trading card 

S.T 4 

Deviation from the provision 
time of goods and services 
(customs problems, lack of 
transfer of equipment and 

services on due time, lack of 
on time delivery of 

outsourcing software by the 
contractors, etc.) 

Restrictions caused 
by the sanctions, 
custom rules and 

lack of proper 
interaction with the 

contractors 

Loss of proper opportunity 
to provide services to 

subscribers 
Reduce 

A true estimation and long-
term planning to relatively 

control and overcome 
predicted problems 

Conversation and interaction 
with domestic and foreign 

suppliers 

C.Ec 5 

The high sensitivity of 
consumers to the price of 
products according to the 

competitiveness of industry 
and disloyalty 

Competitiveness of 
industry and 
disloyalty of 
customers 

High probability of 
declining market share 

Reduce 

Increasing customer loyalty 
and belonging of the 

subscribers to an 
organization's brand by 

creating key competitive 
benefits and mechanisms 
such as the formation of 

customers' club 
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E.I 6 
Political changes and 

instability in macro decisions 
Political changes 

Irregularities in the rules 
imposed on the 

organization and supply 
chain 

Accept 

Interaction and conversation 
with the lawmakers 

- The creation of 
mechanisms to make the 

supply chain flexible with 
regulations 

S.T 7 

Inadequacy of existing 
infrastructures to provide 

services (failing to provide the 
required bandwidth) 

Low quality of 
infrastructures 

Inability to provide high 
quality service and desired 

quantity to subscribers 
Accept 

Planning to invest in higher-
quality infrastructure 

S.I 8 

Products and exclusive 
services of suppliers and the 
higher bargaining ability of 

the origin company  due to the 
provision of exclusive services 

Providing exclusive 
services due to the 

integration of 
broadband 

 

Reducing the ability to 
bargain and increasing 

vulnerability of the 
organization 

Reduce 

Interaction with the origin 
company with the 

accompaniment of all 
companies present in the 

industry 

S.T 9 
Low capacity for the 

development in 
telecommunication centers 

Exclusiveness of the 
available capacity 

by the origin 
company 

Reducing market share Accept 
Planning to invest in centers 

with greater capacity 

S.Ec 10 
The costs of licensing and 
inappropriate tariffs and 

multiple penalties 

Rules and numerous 
restrictions of the 
origin company to 
provide exclusive 

services 

Imposing heavy costs to the 
organization 

Reduce 

Strict compliance of 
requirements and legislation 

Interacting with origin to 
meet the needs of the 

organizations 

S.Ec 11 
Higher cost of providing the 
exclusive bandwidth of the 

origin company 

Exclusiveness of 
bandwidth by the 
origin company 

Imposing heavy costs to the 
organization 

Reduce 

Interaction with origin 
company with the 

accompaniment of all 
companies present in the 

industry to reduce the cost of 
broadband 

O.S 12 

Problems in capabilities of 
human resources (Lack of 

motivation, lack of job 
satisfaction, lack of creativity 
and accountability, problems 

in work ethics and 
competition culture) 

Problems of 
individuals and 

organizations and 
society 

Reducing the efficiency of 
human force and increased 
absenteeism and leave of 

the organization 

Avoid 

Efforts in providing facilities 
and creating motivating 
incentives to increase 

creativity and involvement 
of employees 

S.I 13 

Disapproval or delay in 
approving the requested 

licenses by the origin 
company (intensive 

bureaucracy) 

Intensive 
bureaucracy 

Loss of opportunity to 
provide services to 

subscribers 
Reduce 

Interaction with the origin 
company with the 

accompaniment of all 
companies present in the 

industry 

E.I 14 
Continuation and 

intensification of sanctions 

Problems in 
international 

relations and foreign 
policies 

Increased economic and 
technological vulnerability 

of the organization and 
supply chain 

Reduce 

-Relying on domestic 
capabilities and capacities 

-Providing through foreign 
trade intermediaries 

-Making contracts with new 
supply sources of original 

equipment 

S.T 15 

Scientific dependence of the 
company due to problems for 

production, transfer and 
knowledge registration for the 

company 

The lack of 
contractor’s 

tendency to produce, 
transfer and 
knowledge 

registration for the 
company 

Increasing technological 
vulnerability of the 

organization 
Avoid 

Including the act of 
registering and transferring 
knowledge in the contracts 
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A B S T R A C T  
 

 

Since load time series are very changeable, demand forecasting of the short-term load is challenging 
based on hourly, daily, weekly, and monthly load forecast demand. As a result, the Turkish Electricity 
Transmission Company (TEA) load forecasting is proposed in this paper using artificial neural networks 
(ANN) and fuzzy logic (FL). Load forecasting enables utilities to purchase and generate electricity, load 
shift, and build infrastructure. A load forecast was classified into three sorts (hourly, weekly and 
monthly). Over time, forecasting power loads with artificial neural networks and fuzzy logic reveals a 
massive decrease in ANN and a progressive increase in FL from 24 to 168 hours. As illustrated, fuzzy 
logic and artificial neural networks outperform regression algorithms. This study has the highest growth 
and means absolute percentage error (MAPE) rates compared to FL and ANN. Although regression has 
the highest prediction growth rate, it is less precise than FL and ANN due to their lower MAPE 
percentage. Artificial Neural Networks and Fuzzy Logic are emerging technologies capable of 
forecasting and mitigating demand volatility. Future research can forecast various Turkish states using 
the same approach. 

doi: 10.5829/ije.2022.35.06c.02 
 

 
1. INTRODUCTION1 

 
Turkish Electricity Transmission Company (TEİAŞ) is 
responsible for power production, transmission and 
distribution to its users throughout Turkish. TEİAŞ 
provide electricity load for all residents in Turkey with 
constant, consistent and cost-effective electricity 
transport while keeping environmentally sensitive and 
supporting efficient resource use proudly and effectively 
[1]. The main objective of the demand support model 
forecasting is to decide whether a demanding series 
requires applying a classification model, a statistical or 
judgmental approach for forecasting demand [2]. The 
products are first classified according to their product life 
cycle status. 

The classifications in the stage of the launch increase 
[3]; these grades have no representative historical 
demand data that is required for statistical estimates [4]. 

 

*Corresponding Author’s Email: barqalani@hotmail.com  
(B. R. K. Al-ani) 

To create a classification model for forecasting mature 
goods, we use the findings of the first question of the 
study. The main benefit of the forecast is that it offers 
valuable knowledge to different stakeholders used to 
make future decisions—the art of estimating in a far 
future while anticipating/projecting for short periods [5]. 
The end cannot be forecast correctly. Mistakes 
marginalize the future forecast. Particularly when 
forecasting, there is a marginal error; which is widened. 

Senthil Kumar et al. [6] developed net energy using 
Artificial neural networks (ANN) equations to calculate 
potential energy consumption levels in Turkey using an 
artificial nerve network technique. Hasheminia and Niaki 
[7] defined and implemented a new artificial wave 
forecasting network, a recurrent network with an updated 
algorithm. Yama and Lineberry [8] have presented an 
intelligent hybrid system that combines autoregressive 
built-in average moving models and ANN for demand 
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forecasting. Scholars examined the application of 
advanced machinery training techniques, including 
neural networks, new neuro networks and super-port 
vector machines, to forecast distorted demand at the end 
of the supply chain. Sharma [9] used fuzzy neural 
networks (FNN) with initial weights created by a genetic 
algorithm to learn fuzzy rules for promotion obtained by 
marketing experts. Mounce et al. [10] updated the 
changing FNN and took a weighted factor in determining 
the value of each element between these various rules. 
Also, Pezeshki and Mazinani [11] had an intelligent 
Fuzzy neural forecasting decision support system 
available. 

Demand forecasting of electric loads is essential to 
assist power companies to plan and managing efficiently. 
The precise short-term load forecast is challenging since 
the load time series has high uncertainty levels [12]. 
Depending on the horizon to be considered, electricity 
load forecasts are classed into long-term and short-term 
[13]. Forecasts for short-term load cover hourly, every 
day, weekly and monthly forecasts; they are thoroughly 
covered in literature and covered in many publications. 
Several research papers have been produced to apply 
Artificial Neural Networks (ANN). Yao et al. [14] 
utilized a heterogeneous ANN for load prediction in the 
short-term forecast challenge. They also discussed the 
uses of minimum historical evidence to determine neural 
weights. Aksoy et al. [15] employed the ANN to 
anticipate the hourly temperatures for electricity utilities. 
The ANN for forecasting has also been described in the 
Greek power system. 

Due to the complexity of the market, load forecasting 
in the electrical market is difficult. The instant nature of 
power, the complicated design of the market and frequent 
regulatory interventions make this complex. Artificial 
intelligence is a relatively recent research topic that 
grows in quality [16]. Computer intelligence is 
commonly used to refer to fuzzy parts of the system, 
swarm intelligence, progressive computer systems and 
artificial neural networks [12]. One of the area’s most 
often employed in electricity prediction is ANNs. 
Artificial neural networks have gained greater attention 
because of their evident design, straightforward 
execution, and good performance [17].  

Following the research in demand forecasting, several 
contributions address the impact of ANN and FL on 
short-term load forecasting, which aid the impact, 
benefits, and prospects (see Table 1). As a result, this 
study substantially contributes by anticipating demand 
using artificial neural networks and fuzzy logic 
approaches and comparing them to conventional 
methods. In addition, the study is made by the valuable 
techniques of Artificial Neural Network algorithms for 
forecasting demand. Since they can handle non-linear 
data and capture subtle functional correlations between 
empirical data, even when the underlying relationships 
are unknown or difficult to express, applying fuzzy logic 

TABLE 1. Comparison of Contribution 

Previous studies Present study 

Previous studies 
addressed the 
impact, challenges, 
and importance of 
ANN and FL on 
short-term 
forecasting [18-23]. 

This study substantially contributes by 
anticipating demand using artificial neural 
networks and fuzzy logic approaches and 
comparing them to conventional methods. 
In addition, the study is made by the 
valuable techniques of Artificial Neural 
Network algorithms for forecasting 
demand. 

Also, the MAPE indicated that ANN and 
FL are accurate and consistent compared to 
the regression method. This study showed 
that ANN and FL have a minimal error 
percentage compared to the regression 
analysis.  

 
 
and artificial neural networks in demand forecasting will 
overcome many constraints encountered in the 
workplace. Also, the MAPE indicated that ANN and FL 
are accurate and consistent compared to the regression 
method. This study showed that ANN and FL have a 
minimal error percentage compared to the regression 
analysis. Therefore, demand forecasting of load using 
artificial neural network (ANN) and fuzzy logic (FL) 
from the Turkish Electricity load is proposed in this 
study. 

In general, both methods and procedures are critical 
for accurate estimation; yet, there is a dearth of research 
on load forecasting methodologies. The study is 
classified into five broad categories based on 
requirements from the journal. The paper is structured as 
follows. Section 1, the background of the study. Section 
2, the methodology of the research paper. Section 3 
presented the data analysis, while section 4 presented the 
interpretation of the data and general discussion. The 
final section presented the conclusion and 
recommendation of the research paper.  
 
 
2. METHODOLOGY  

 

2. 1. Data Collection and Pre-processing           

Collecting data is the first step in creating a forecast. The 
amount of data necessary varies depending on the 
complexity of the underlying function that we are trying 
to approximate. The number of neurons in the neural 
network directly impacts the choice of the data set. A 
neural network is trained using pre-processed data to 
make forecasting easier. It is possible to perform data 
pre-processing, such as normalization, non-linear 
transformations and feature extraction. 

Normalization is the first and most crucial stage in 
pre-processing of data. As a result, the neural network 
will be better able to retrieve meaningful information 
during training. For the most part, there are two ways to 
normalize data. Standardize the data to fall into a 
standard range - usually harmful to positive. 
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2. 2. Simulation of Real-Time Forecasts             

Although in actuality, these variables might be dependent 
on forecasts, actual weather data collected at the Fort 
Collins Weather Station [24] for the test day is utilized to 
model weather-related variables in the network. 
Regarding weather-predicting accuracy, [24] suggests 
that further research in this area may be warranted. 
 
2. 3. Artificial Neural Network          Artificial neural 
network undertakes calculations to replicate the learning 
processes of the human brain, which consists of a 
parallel-distributed structure of neurons that uses the 
gained knowledge to match inputs to outputs and make 
the "map" of the inputs to outputs available for usage. 
They are modelled after their namesakes in the brain and 
built to allow them to be adaptable [24]. An incomplete 
understanding of the brain's mechanism of neural 
information processing led to a variety of ANN models. 
An overview of ANN models for time-series forecasting 
is provided in the next section. 

As one of the most often used ANN architectures for 
prediction algorithms, the multilayer perceptron (MLP) 
is renowned for its ability to adapt to complicated 
patterns [24]. Layers in MLPs comprise three layers: an 
input or input-output-output layer.  
 
2. 4. The Fuzzy Logic Systems          Weekday and 
weekend parameters of both fuzzy logic systems were 
intended to be identical [25]. The fuzzy logic system's 
input and output sets used symmetrical Gaussian 
distributed membership functions, with variables and 
parameterized throughout the evolutionary algorithm 
parameterization loop [26]. There are no discontinuous 
spots in the Gaussian distribution where the optimization 
may fail [24]. 
 
2. 5. Mean Absolute Percentage Error (MAPE)          

Error metrics explain that the gap between actual and 
expected values is successful if the model's performance 
is measured in terms of the difference between the actual 
and anticipated values. Due to the magnitude of this 
quantity's impact on model performance and 
dependability, forecasting's primary objective is to 
minimize it. Some error measures can be used to evaluate 
the model's performance. The MAPE error is the most 
frequently encountered among neural network 
researchers [12]. There are 24 forecast points in this 
example, and n is the number of forecast points. 
Calculating the most significant error across 24 hours 
also allows it to determine the amount of energy 
consumed during that period as represented by the area 
spanned by the load profile curve and the forecasting 
accuracy, referred to as the "magnitude of peak hour [24]. 
 
2. 6. Forecasting Load          In order to calculate the 
projected load profile, the ANN calculates the average of 
three load profiles. When the weights are initialized, this 

is done to reduce the random effects of the initialization. 
They are 24-hour periods with no precedent in the 
network, meaning that the network has never been 
exposed to a day like a forecast. The training and 
validation data sets are based on the data before the 
forecasting date [24].  
 
 

3. SIMULATION RESULTS  

 
The above Figure 1 shows the prediction of electricity 
loads using artificial neural networks and fuzzy logic at 
various hours, and we can see a sharp decline for ANN 
and an abrupt decline for FL from the 24 hours to 168 
hours' horizon. The above analysis compares artificial 
neural networks (ANN) and fuzzy logic (FL) at various 
week hours. We can see that both ANN and FL show a 
better forecast. 

The above Figure 2 reveals that regression shows a 
higher growth in electricity load prediction than FL and 
ANN from the first week of the Year, Sunday to 
Saturday. The electricity load consumption in Figure 2 
was based daily for domestic, commercial, or industrial. 
 
 

 
Figure 1. Load forecast demand using artificial neural 
network (ANN), fuzzy logic (FL) 
 

 

 
Figure 2. Comparison of Load forecast demand for the first 
week of the Year using artificial neural network (ANN), 
fuzzy logic (FL) and Multiple Linear Regression 
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The domestic is a people dwelling place. Commercial 
consumers are businesses and industries that require a 
more considerable volume of supplies than residential 
clients do. The load, however, are predicted by 
residential vs commercial, with the latter being the more 
prevalent. 

Figure 3 illustrate significant discrepancies between 
the three models. As shown from Figure 3, fuzzy logic 
and ANN approaches are more accurate and dependable 
than regression methods. According to statistical, 
qualitative characteristics such as MAPE, Figure 3 
indicated that ANN and FL model were more potent than 
the regression model in predicting load. Compared to the 
MLR model, the selected ANN and FL model could 
predict load for training, validation, and testing stages 
with a per cent gain in R2. Additionally, the ANN and FL 
model is clearly defined compared to the MLR model by 
considering the relatively similar values of statistical 
parameters such as the median or similar distribution for 
the actual values (Figure 3). Additionally, a graphical 
representation of the actual values by the ANN, FL and 
MLR models shown on a graph (Figure 3) can aid in 
predicting load. 

A short-term load forecasting model for consumption 
was built using ANN and FL and then compared with 
regression (Figure 4). The study forecasted Turkey's 
electricity consumption using ANN and FL techniques; 
regression has the highest growth (Figure 4). This figure 
illustrates how an ANN and FL model improved short-
term electrical load predictions. The suggested ensemble 
technique has lower variance and bias than regression. 
According to the findings, the regression shows the 
highest growth compared to FL and ANN in Figure 4. 
The above, Figure 5 shows the forecast with FL and ANN 
with Regression as a standard method, and this indicates 
that regression has the highest growth and highest mean 
absolute percentage error (MAPE) compared to FL and 
ANN. Although we can see that regression has the 
highest forecast growth but has lower precision  
 

 

 
Figure 3. Comparison of MAPE (%) Load forecast demand 
using artificial neural network (ANN), Fuzzy Logic (FL) and 
Multiple Linear Regression 

 
Figure 4. Comparison of Load forecast demand for months 
using artificial neural network (ANN), Fuzzy Logic (FL) 
and Multiple Linear Regression 
 
 

 
Figure 5. Comparison of Load forecast demand for months 
using artificial neural network (ANN), Fuzzy Logic (FL) 
and Multiple Linear Regression 

 
 
compared to FL and ANN, both FL and ANN models 
keep lower MAPE per cent. 

Recent years have seen a surge in interest in short-
term power load forecasting, and the literature has 
numerous intriguing examples. Accurate load forecasting 
is critical for both power plants and manufacturing 
operations. Exogenous variables like weather, 
consumption time, day type, seasonal effects, and 
economic or political changes substantially affect the 
load consumption pattern. These methods have been 
modified to provide more precise approximations, 
necessitating the employment of a variety of 
methodologies. 

The figures illustrate that non-linear linkages between 
input variables and load may impair ANN, FL, and MLR 
models. A comparison of ANN, FL, and MLR models 
demonstrated the critical importance of selecting the 
appropriate model to forecast load. ANN-based load 
forecasting can be enhanced on the Turkish market by 
using a more extensive training dataset and more detailed 
feature sets. The most critical aspect of developing an 
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effective system for anticipating electric load is selecting 
the appropriate input parameters. We studied the effect of 
these variables on the test subjects' performance. We 
studied the effects of these factors on the performance of 
load forecasting using ANN and FL then compared the 
results to those obtained using Regression analysis. The 
Turkish market's hourly load data are derived from 
EPIAS. We computed hourly lagged load statistics using 
this data, including the previous hour's load, the load at 
the same hour the previous day, the same hour the 
previous week, and the average load for the last 24 hours. 
As the air temperature rises, the load increases to levels 
more significant than those experienced during the 
coldest temperatures. We evaluated the accuracy of our 
power load forecasting models using data from the 
deregulated Turkish market [27].  

Fuzzy logic and artificial intelligence optimization 
techniques and approaches are extensively applied [18, 
20, 21, 28, 29]. These fuzzy models have been enhanced 
and adjusted here with the assistance of specialists. The 
specialists directly impacted the system's ability to 
succeed due to their skill and breadth of knowledge. The 
knowledge base, ruleset, and rule count all develop in 
lockstep with the size of the input variable and 
membership function. As a result, the fuzzy model must 
be modified regardless of whether classical or artificial 
intelligence approaches are utilized [26]. 

This paper constructs a short ANN, FL, and 
Regression load predictors model. The first two forecasts 
and ANN and FL were done, while the second part 
compared ANN and FL with Regression. The 
performance may be improved by more intricate 
structures, such as the combination structure presented by 
Emeç and Akkaya [30]. 

In Turkey, electricity is generated by fossil fuel-fired 
power stations that rely heavily on natural gas. Turkey is 
forced to import petroleum and natural gas due to 
domestic resources. This reliance on imported energy 
directly affects power generation. Forecasting future 
electricity use is a significant issue in Turkey regarding 
planning electricity generation. Incorrect prediction of 
electricity usage will result in either a power shortfall or 
an oversupply of electricity. A power deficit will result in 
unhappiness and disharmony in the household and 
industrial sectors. The economy will suffer adversely due 
to the industrial sector's disarray. Excess electricity 
output will also cost the country money because it would 
produce more than is required [18]. 

Model for Analysis of Energy Demand (MAED) 
anticipates energy consumption based on various criteria 
about the country's economic, technological, social, and 
demographic characteristics. The MAED approach is not 
considered reliable for forecasting Turkey's electricity 
consumption. Because the assumptions utilized in 
MAED forecasts mirror the MENR's aims, anticipated 
figures are typically greater than actual energy 
consumption. As a result, providing updated electricity 

consumption predictions for Turkey has remained a 
priority over the years. MLR is used to decide which 
independent factors will anticipate future electricity 
usage using artificial neural networks. MLR is applied 
after the independent and dependent variables have been 
transformed logarithmically. Incorporating logarithmic 
transformation into the MLR allows the connection 
between the independent and dependent variables to 
remain non-linear while preserving the linear model 
[22,31,32]. 

Artificial neural networks (ANNs) have been used to 
forecast short-term demand. ANNs are mathematical or 
computational representations of biological neural 
networks that take structure and function into account. It 
comprises a network of artificial neurons that utilizes a 
connectionist algorithm to process information. Each 
artificial neural network is built on a single artificial 
neuron [6]; the neuron must adhere to only three rules: 
multiplication, addition, and activation. As a result, all 
input values are multiplied by a unique weight at the 
artificial neuron's entry site. The sum function is essential 
to the artificial neuron. Calculate the sum of all weighted 
inputs and biases. A transfer function, or activation 
function, is the sum of previously weighted inputs and 
biases that have passed through the exit of the artificial 
neuron [32]. 

From Monday to Sunday, the days of the week were 
allocated number values ranging from 1 to 7. The 
'weekdays' are denoted by the number 1 and the 
'weekends' by the number 0. Additionally, the hours of 
the day were allocated numbers ranging from 1 to 24, 
indicating 1 am to 12midnight. Adjustments to the 
network were now made till the optimal performance was 
obtained. The number of epochs, hidden layers, 
activation functions, and network design, among other 
parameters, can be modified to obtain the optimal 
network. Training is essentially a matter of trial and error. 
The activation function was the sigmoid transfer function 
[33-35]. 

Fuzzy set theory is a generalization of classical set 
theory. In classical set theory, an element is either a 
member of or not a member of a given set. As a result, 
the degree of membership in that set is its crisp value 
[26]. However, in fuzzy set theory, an element's degree 
of membership can be modified continually from the 
realm of discourse, a fuzzy set maps to the near interval 
0, 1. In fuzzy sets, a membership function can represent 
the continuous character of data. Fuzzy set theory is a 
critical component of artificial intelligence (AI) and has 
many applications in load forecasting. For instance, it can 
model standard linguistic variables imprecise or 
ambiguous on a cognitive level. Load forecasting is 
fraught with uncertainty due to variations in parameters 
such as temperature, humidity, rainfall, wind speed, air 
pressure, and solar radiation about the load, and its value 
cannot be predicted mathematically. As a result, a fuzzy 
logic approach will be the most appropriate way to apply 
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in these circumstances [20]. Therefore, fuzzy logic is 
utilized to map the highly non-linear relationship 
between meteorological characteristics and their impact 
on peak demand each month of the year (membership 
functions). The two parameters, temperature, and 
humidity are employed as inputs to the fuzzy logic model 
in this paper, whereas load is used as an output [36]. 
MLR is more trustworthy than FNN, fuzzy logic, and 
ANN approaches. This article suggests three distinct 
STLF approaches: ANN, Fuzzy Logic, and Fuzzy Neural 
Network. The load data for the ISO New England power 
utility are compared to those using the multiple linear 
regression approach. The figures demonstrate that the 
more recent fuzzy logic, ANN, and FNN algorithms 
surpass the previous MLR strategy. We have rephrased 
this for clarity, but the relationship between preceding 
one-week and two-day time-lag loading is likely more 
substantial [21,29,31,33,37-39]. 

The electrical load is affected by the calendar effect, 
consumption, electricity pricing, weather, and currency. 
These factors have the following effects: Demand is 
influenced by the calendar, which includes working 
hours, holidays, and national or religious festivals. 
Consumption is directly related to demand in both the 
industrial and household sectors. Electricity prices are 
affected by both production and trade. The current 
weather conditions may affect electricity usage. These 
four weather measures are sometimes regarded as the 
most affectionate because they need the usage of air 
conditioners or electric heaters. Currency changes also 
affect cross-border electricity trade agreements and 
industrial costs [38,40]. 

From a utilitarian viewpoint, ANN, as a black-box 
technique, can lower the entrance barrier for engineers 
interested in load forecasting, as it does not require 
advanced statistical knowledge or an understanding of 
systems. On the other hand, an ANN-based method does 
not provide a systematic means for engineers to improve 
their understanding of the system or their knowledge of 
its load consumption [41]. From this advantage point, the 
MLR methodology offers an advantage over the ANN 
approach: the many impacts, such as holiday and 
weekend effects, can be detected and modelled 
transparently and methodically. They analyzed using 
multiple linear regression (MLR) and artificial neural 
networks (ANN). They employed seven independent 
variables to forecast energy use over time; multiple linear 
regression was used to analyze the proposed models. By 
analyzing all possible combinations of the seven 
independent and dependent variables, 27 equations were 
constructed. Three models were chosen as the best for 
predicting future energy use, and these three models were 
combined in an ANN to do so. They created the ANN 
using back-propagation training with a feed-forward 
multilayer perceptron neural network [27,32,35,42]. 
An error-based comparison was performed between the 
proposed model and the classical back propagation-

trained ANN model [43]. The suggested technique 
outperforms standard neural networks in terms of energy 
demand prediction. MENR (Ministry of Energy and 
Natural Resources) estimates were lower in both 
instances [36,44]. The word "primary energy" refers to 
an unaltered type of energy. Two examples are coal and 
natural gas. Logarithmic regression was used to generate 
the model, and t- and F-tests were used to validate it [24]. 
Additionally, he forecasted Turkey's PEC from 2010 to 
2025 using three different growth rates for the CP and 
GDP. 

Over two-thirds of the energy consumed in the United 
States is generated by electricity. Additionally, there are 
additional articles devoted to Turkey's electricity 
consumption predictions. There is a correlation between 
meteorological conditions and electrical consumption in 
short-term projections. The long-term electricity 
consumption of Turkey is calculated by Senthil Kumar et 
al. [6] using a recurrent neural network (RNN) and a 
three-layered feed-forward back-propagation network 
(FFBPN). Finally, the RNN is the most effective 
structure. The authors have forecasted Turkey's 
electricity demand for 2008-2014. 
 
 
3. CONCLUSION 

 

Load forecasting aids an electric utility in purchasing and 
generating power, load shifting, and infrastructure 
development. Demand forecasting is critical in a 
deregulated energy industry. Load forecasting has three 
categories—load projection for one hour to one week. 
Short term load forecasting can help predict load flows 
and minimize overloading. The daily load peak forecast 
is fundamental in dispatching tasks. ANN and FL short-
term load forecasting models usually rely on endogenous 
information, generally in the active power. The proposed 
techniques in this study were used to forecast the load for 
Turkey electricity. These two methods yield a minimal 
MAPE value compared to regression. Artificial Neural 
Networks and Fuzzy logic are recent technologies that 
predict and reduce actual and forecasted demand. There 
was no historical data for the load forecast for the 
selected years. As a result, the data was forecasted for 
these two years. Therefore, future studies should 
investigate the other new technologies to forecast; future 
studies can also forecast for different states in Turkey 
using the same techniques. 
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A B S T R A C T  

 

Hollow concrete blocks (HCBs) are substitutes for conventional bricks and stones in building 

construction. Experimental testing has been performed on the feasibility of producing HCBs from 

sawdust (SD). Sawdust is substituted with fine aggregate (pumice) by weight proportions 3, 6, and 9%. 
Sawdust is treated with tap water to remove foreign materials. Different tests were performed on blocks 

in order to find the effect of sawdust and to confirm whether blocks produced will satisfy the minimum 

acceptable standards. Different tests were conducted on the samples for 21 days as in Ethiopia to reflect 
the pratical application. Compressive strength of sawdust with additions of 3, 6, and 9% was 1.17, 0.99, 

and 0.51 N/mm2, respectively. Replacement with 9% resulted in a higher rate of water absorption. The 

density of HCBs was found to be between 633.06 and 638.21 kg/m3. In light of the results, it is concluded 
that 3% of sawdust can be optimized for the production of blocks.   

doi: 10.5829/ije.2022.35.06c.03 

 
1. INTRODUCTION AND BACKGROUND STUDY 1 

 

Wood is exploited in the construction industry for 

residential and public buildings in all parts of the world. 

Woodworking is done by cutting, drilling, and sanding, 

which generates waste in powder and coarser form. 

Wood powder is also generated by wood-dwelling 

insects such as woodpeckers and carpenter ants. The 

residue in the form of powder is called sawdust. An 

increase in unmanaged waste, particularly in developing 

countries, has heightened environmental concerns. In 

addition to tackling the pollution problem, recycling 

waste as a building material can also contribute to a more 

cost-effective structure. Sawdust has various practical 

uses. It can be used as a building material in concrete, 

solid and hollow concrete blocks, ceiling tiles, furniture, 

plywood etc. [1]. 

In rural Ethiopia, sawdust is used as fuel and reformed 

into charcoal briquettes. The construction industry in 

Ethiopia has skyrocketed over the past two decades, and 

many middle-class. Ethiopians have typically reached for 
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building blocks due to high prices. Many  small carpentry 

and sawmills have started operations in Ethiopia over the 

past few decades and are facing challenges when it comes 

to disposing of this waste. It was observed that sawdust 

was being deposited in landfills or in uncontrolled 

outdoor rubbish pits outdoors. This suggests that sawdust 

is relatively abundant and could increase in the future. 

There is no clear statistical data on the availability of 

sawdust in Ethiopia. However, the export volume of 

sawdust is estimated at 184.93 tons, which was exported 

in 2018 [2].  

The study will aid in reducing the amount of 

construction material (Pumice) utilized in the production 

of HCBs. Thus, promoting the optimum utilization of 

lumber received from nature and facilitating in the 

campaign for environmental consideration. Additionally, 

lumber companies will be able to dispose of their waste 

materials at the same time as generating additional 

revenue. In the present study, fine powder sawdust is 

utilized to produce HCBs. 
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Several studies have been carried out with rice husk 

ash, concrete waste, fly ash, blast furnace slag, rubber 

waste, glass powder and paper waste for manufacture of 

concrete and hollow concrete blocks [3]. In order to 

produce concrete with different mixed fractions for the 

first time [1]; the volume of cement was substituted with 

sawdust, and noticed a sustainable enhancement in 

strength properties of concrete. Compressive strength 

and density properties of sawdust ash and slaked lime 

mixture with cement substitute were investigated by [4]. 

A combination of cement/SDA-lime proportions of 90:10 

(cement: SDA-lime) was perceived to have the highest 

strength and the density reduced with an incremental in 

SDA-lime.   

Limestone dust and sawdust have been used in 

various combinations to prevent brittle failure of bricks 

[5]. Compressive strength and weight of HCBs were 

compared for different mixed proportions [6] of sawdust 

with sand by volume replacement. Accordingly, the 

addition of 10% sawdust did not meet the minimum 

strength requirements. This is because sawdust contains 

a large amount of tannin, which inhibits the internal 

hydration process and reduces the strength. Blocks were 

lighter when 10 percent sawdust is added. [7] also 

investigated the compressive strength, water absorption 

and thermal properties of sawdust treated with engine oil. 

The thermal conductivity of the blocks decreased with 

increasing sawdust content, and the strength decreased 

with the addition of 10% sawdust. Boob [8] investigated 

how curing type affects the compressive strength and 

density of HCBs when replacing sand with sawdust. With 

15 % and substituted sawdust, a cement/sand mix of 1:6 

demonstrated effective strength properties compared to 

sprinkling, the gunny bag method is found to be more 

efficient. For the production of HCBs, Albera [9] used a 

different volume ratio to replace sawdust with sand. 

According to his results, an optimal replacement rate of 

15% can be used for strength, but an increase in water 

absorption was also observed. Recent studies has been 

done on Fly ash-based GPC which has exceptional 

compressive  strength, making it ideal for structured 

applications [10]. A Study on roof tiles using metakolin 

with different percentages of EPS, sodium silicate and 

flexi cool coating paint was studied by Raheem and 

Sulaiman [11] .The researcher suggested 20% metakolin 

has higher strength compared to ordinary tile, which is 

9.1% and 39.6% in terms of compressive strength and 

transverse breaking strength. 

Furthermore, several studies were performed using 

sawdust ash as a substitute for cement and sand to 

determine density, compressive strength, and water 

absorption rate of HCBs for 28 and 56 days. According 

to Raheem and Sulaiman [11], based on their 

observations, the 28-day strength  did not meet the 

national building code (NBC) standards, but the 56-day 

strength increased by 20%. For the production of 

concrete, different proportions of sawdust ash were used 

as supplementary of cement by weight in order to 

produce concrete [12]. An amount of 5% has been used 

as an optimal ratio for achieving optimum compressive 

strength. Additionally, the addition of sawdust ash to 

concrete at an early age has a lower strength, but 

improves significantly up to 90 days, adding sawdust ash 

to concrete will lead to a reduction in workability of 

concrete. Concrete blocks with coconut shells (CS) was 

studied [13] and stated that addition of CS has improved 

the strength property by 32%. Stabilized blocks made up 

of rice husk with different percentage is studied by 

Mousavi [14] and suggested optimum percentage of rice 

husk was 12% with 1.6 % increment in strength. 

Several researchers studied the behavior of concrete, 

concrete blocks, and bricks mixed with different mix 

proportions by volume and weight of sawdust, sawdust 

ash with the combination’s other mineral admixtures. 

The use of sawdust in HCBs is usually limited to 10% 

due to its organic nature and higher affinity towards the 

water absorption. It has also been observed that there is 

an increase in strength for lower percentage up to 10% 

replacement but not the same for higher replacements. 

However, it is also observed that addition of sawdust has 

low strength property at early age but enhances the 

strength at later stage up to 90 days. In addition, it has 

good thermal conductivity and decrease in weight of the 

blocks with increase in percentage of sawdust. To date, 

there is a dearth of information in Ethiopia, on the 

application of sawdust on HCBs. Hence, this study aims 

to works on locally available sawdust from Adama 

science and technology university (ASTU), Ethiopia 

production unit to investigate the effect of sawdust in 

HCBs. This research presents some physical and 

mechanical properties of HCBs of different mix 

proportion of 3, 6 and 9% by volume. This percentage is 

selected to determine the optimization from the previous 

study and utilize the large quantity of sawdust and reduce 

the usage of natural resource fine aggregate. Due to 

limited laboratory resources, chemical composition of 

materials and microscopic studies could not be 

conducted. It is observed that the usage of sawdust by 

volume replacement will have impact of the quantity of 

usage in sawdust compared to weight replacement. In this 

research, in order to reduce the weight of HCBs and 

increase the quantity of sawdust and reduce the 

environmental dumping problem, we have used sawdust 

by weight replacement and overcome the workability 

problem with an increase in the quantity sawdust. 

Sawdust was pre-soaked for 30 minutes before in use. 

 

 

2. MATERIALS AND METHODOLOGY 

 

To investigate the effect of sawdust on Hollow concrete 

blocks, 63 samples were casted with 3, 6, and 9% of 
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sawdust, replacing sand with mixing ratio of 1:8 (cement: 

sand). The samples were tested to study the mechanical 

and durability properties of HCBs for 21 days. It is 

observed the sawdust has a high-water absorption 

capacity when soaked for 30 minutes. The water 

absorbed by the sawdust during mixing and curing time 

will releases its moisture content to the surrounding 

medium and act as an internal curing during the hydration 

process once curing of the blocks is stopped through 

external. This keeps the blocks to satisfy the both 

industrial and codal requirement indirectly by curing the 

samples for 21 days. 21 samples were taken from the 

local factory for comprative studies. Initially the material 

properties of cement, aggregate and sawdust are 

examined according to Ethiopia Standard Agency [15]. 

Table 1 summarizes the quantity of materials required to 

produce HCBs. SD indicates sawdust and 0 indicates 

percentage of sawdust. 

 

2. 1. Properties of Materials               32.5 grade Portland 

Pozzolana cement brand produced by Ethio cement is 

used as binding materials for the production of blocks. 

Pumice and scoria are commonly used for the production 

of HCBs in Adama city, Ethiopia. This research only uses 

pumice as an aggregate, available from Mikiyas Concrete 

Block Factory at Kebele 14, Adama City to produce 

HCBs. To compare the results directly, all blocks were 

made with the same sawdust and pumice stone (see 

Figure 1). The properties of sawdust and pumice  are 

summarized in Table 2. 

From Figure 2, it is observed that the crushed pumice 

size is not within the limits of upper and lower limits of 

ASTM D6913 [16] for coarser grain size. The crushing 

percentage is high and within the limits which indicates 

that the most of the aggregate size are smaller than the 
 

 

TABLE 1. Mix Design of HCBs 

Notation Cement (kg) Sand (kg) Sawdust (kg) 

SD 0 32.13 226.5 - 

SD 3 32.13 219.71 6.79 

SD 6 32.13 212.91 13.58 

SD 9 32.13 206.11 20.39 

 

 

TABLE 2. Characteristic properties of pumice and 

sawdustused in the production of reference and sawdust blocks 

Properties Pumice Sawdust 

Specific gravity (g/cm3) 1.34 1.34 

Density (kg/m3) 850 365 

Water absorption (%) 52 98.87 

Cc 10 7.5 

Cu 1.225 1.225 

  
(a) (b) 

Figure 1. (a) Crushed pumice and (b) Cleaned sawdust 
 

 

 
Figure 2. Grain distribution of pumice 

 

 

requirement needed for the production of blocks. This is 

due to the random crushing of the coarser aggregates at 

the production site. Due to the smaller particle size, high-

water absorption and an increase in weight of the blocks 

are to be expected. It is observed that the curve for 

pumice shows a gradation gap between the particle size, 

which influences the strength of HCBs [17]. It is also 

observed the particles size between 0.6 and 0.3. Figure 2 

shows flattened horizontal, which indicates that there is 

absence of grain size. These uneven variations of 

aggregate size can impact on the strength and density of 

the block. The grain distribution of sawdust is shown in 

Figure 3. 

 

2. 2. Mixing, Casting, Curing and Drying Sawdust 

HCBs                  Concrete blocks with dimensions of 400 

x 150 x 200 mm (L x W x H), were cast in the Mikiyas 

Block Factory in Adama Kebele 14, Ethiopia using 

different sawdust ratios. The pumice is initially crushed 

to produce fine aggregate without particular attention. 

Sawdust is washed with water and dried before it used for 

mixing. Later it is again soaked in water for 30 minutes 

to absorb maximum water before it is in used for mixing 

process. According to Portland cement association, it has 

substantial improvement in properties of concrete 

through  the  addition  of  washed  sawdust.  The  required 
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Figure 3. Grain distribution of Sawdust 

 

 

quantities of materials are subsequently dry mixed until 

homogeneity is achieved. Depending on the workability 

of each mix design, a certain amount of water is added 

until consistency is achieved without special care being 

required to promote homogeneity. The mixing of the 

materials took longer with a comparative sample with an 

increased proportion of sawdust. Similar observation was 

made by Paramasivam and Loke [1]. The forms were 

made of wood that was neither damp nor strewn with 

sand (to ensure easy removal) and were filled with a 

shovel and compacted in the vibrating device as shown 

in Figure 4. To reduce evaporation of water and increase 

the strength of blocks, casting and curing samples were 

done in the evening. For the initial 12 hours, samples 

were dried on wooden planks and then placed on a non-

absorbent surface and cured by spraying three times a day 

for 21 days.  Once the  external curing process is stopped  

at 21 days, the water absorbed from the sawdust will start 

releasing to the surrounding medium through channels at 

microlevel and act as on internal curing. Which indirectly 

satisfies the standard curing period of 28 days. 

 

2. 3. Methodology               The experimental procedures 

are followed for mechanical and durability properties. All 

 

 

 

Figure 4. Methodology for casting of samples 

samples are examined for compressive strength, water 

absorption, density, fire resistance, dimension 

measurement and tolerance and weight. The samples are 

tested for various parameters and are done in accordance 

to ASTM standards [15]. The casting method for 

preparation of samples is shown in Figure 4. 

 

2. 3. 1. Compressive Strength             To determine the 

compressive strength, randomly six samples from each 

mix ratio are tested by applying uniaxial compressive 

load. Steel sheets of 10 mm are attached to the top and 

bottom to ensure even loading. The specimens are tested 

under controlled loading at a constant rate of 2.5 

mm/min. The crushing strength of the specimens are 

calculated using according to Equation (1). 

�� =
�

�
  (1) 

where, fc= compressive strength, P = load at which the 

specimen sustained maximum load and  A = net area on 

which the load was applied. 

 

2. 3. 2. Water Absorption          Three samples are taken 

from each mixture ratio. All samples are oven dried for 

24 hours at 115 °C, and their weights are recorded. These 

samples are then soaked in water for 24 hours while their 

weight was recorded every two hours for the first six 

hours and final weight at 24 hours. Equation (2) is used 

to calculate the percentage of water absorption. 

% of water absorption =
������ �� ��� ��� !�"������ �� #$% ��� !�

������ �� #$% ��� !�
 x 100  

(2) 

 

2. 3. 3. Density           Three samples of each blend portion 

was oven-dried at 100°C for 24 hours to examine the 

density propertiesThe samples were gradually brought to 

room temperature and their weights were recorded. The 

Density of blocks is calculated using Equation (3). 

Density of blocks =
������ �� #$��# .!�/0�

1�!2�� �� � /����3
  (3) 

 

2. 3. 4. Fire Resistance           Three samples of each 

mixed proportions are open fired for one hour in an 

uncontrolled temperature by keeping in a practical 

condition. After firing process, the samples are set to cool 

and it was observed whether the material bond was lost. 

The fire resistnce test is depicted in Figure 5. 

 

2. 3. 5. Dimension and Tolerance Measurement         

Six samples are selected to conduct the test. The 

measurements of each sample are recorded in all three 

dimensions and compared to the mold size as filled with 

wet mix.  
 

2. 3. 6. Weight Measurement             Three samples 

were  randomly  selected  from  each  and  the  accuracy 



K. Shantveerayya et al. / IJE TRANSACTIONS C: Aspects  Vol. 35, No. 06, (June 2022)   1119-1126                               1123 

 

 
Figure 5. Fire resistance test 

 
 

weighted to 0.1 g. An average of three sample weights 

were taken. All blocks with a mixed design are compared 

to the reference to control weights, the blocks are light/ 

heavy. The reference HCBs and sadust HCBs are shown 

in Figure 6. 

 

 

3. ANALYSIS RESULTS AND DISCUSSION 

 

3. 1. Effect of Compressive Strength on HCBs using 

Sawdust                       From the test results, it is observed 

that 3% sawdust substitute is more effective than the 

reference sample. Replacement of 3 and 6% of fine 

aggregate with sawdust, the strength of sawdust blocks is 

increased by 81 and 52.3 %, respectively. Adding a 

higher percentage of sawdust decreases the compressive 

strength. Similar trends were observed in literature [16-

20] for a replacement of 2% and higher with sawdust. 

 

 

(a) (b) 
Figure 6. (a) Reference HCBs and (b) Sawdust HCBs 

 

Since saw dust is finer than the pumice and fills the gap 

between the particles and increases bonding strength at 

the microscopic level. The strength attained for 3% 

replacement is below the minimum requirement of 1.8 

N/mm2 according to ASTM standards [15] for class D 

classification of non-load bearing walls. The sawdust 

contains bark, which prevents from hydration at initial 

stage. Hence, there is a reduction in strength at early ages. 

If curing process is carried out for 28 days as per codal 

requirement, the strength of blocks is expected to 

increase, as its observed in several studies [8, 21-23]. In 

Figure 7, the strength of blocks are reduced at 6% and 

9%. From the physical observation of the blocks it is 

observed, with the addition of higher percentage of 

sawdust, cement mortar is coated with the ample amount 

of sawdust (organic material) instead of fine aggregate 

which impacts in the reduction of the bond between at 

micro level which makes the reduction in strength of the 

blocks. 

 

3. 2. Effect of Compressive Strength on Water 

Absorption Property using Sawdust             The 

average percentage of water absorption of three samples 

were 17.94, 20.86, 22.12 and 26.60%, for 0, 3, 6 and 9%, 

respectively and test results are  presented in Table 3. 

These results are consistent with the results reported in  

 

 

 

Figure 7. Effect of Compressive strength, Water Absorption 

Vs Sawdust 

 

 

 
TABLE 3. Summary of the experiments 

Notation  HCBs 
Compressive 

strength (N/mm2) 

Water 

absorption (%) 

Density 

(kg/m3) 

Dimension (cm)     
Weight (kg) 

L         W         H 

Reference SD0 0.65 17.94 638.21 39.7 14.8 20.05 7.47 

Sawdust 

SD3 1.17 20.86 689.45 40 15.1 20.15 8.068 

SD6 0.99 22.12 683.47 39.9 14.9 20 8.002 

SD9 0.51 26.6 633.06 40 15.15 20.25 7.401 
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literature [19, 21] a significant increase in water 

absorption was observed. with an increase in sawdust 

percentages up to 6%. This is due to the high absorption 

capacity of sawdust at an early stage. The percentage of 

water absorption decreases with an increased percentage 

for above 6%, which indicates that the optimum moisture 

capacity is reached at 6%. It is also obsrved that the 

compressive strength is maximum at 3 % replacement 

and gradually decreases thereafter, which is observed in 

Figure 7. At 3% replacement of sawdust, the water 

absorption rate is slightly higher than the specified [15]. 

The effect of  reduction in water absorption can ve 

achieved coating the sawdust with kerosene as its an non-

absorbent proerty. 

  

3. 3. Effect of Compressive Strength Versus 

Density on HCBs using Sawdust                 From results, 

for 0, 3, 6 and, 9% the density of blocks are 638.21, 

689.45, 683.47 and 633.06 kg/m3, respectively. 

[18,19,24] observed a similar effect in blocks as well as 

in the concrete. Figure 8 shows that the density of HCBs 

for 3% is higher than that of other percentage 

replacement. This increase in density of blocks is due to 

the finer grain size of the sawdust, which is finer than fine 

aggregate [25], which is similar and is observed in Figure 

3. This finer sawdust fills the voids between the 

aggregates and increases the density of blocks. In 

contrast, the density of the blocks for reference and other 

mixed proportions is decreased. The oversaturation of 

water absorption in the sawdust at the initial stage and the 

subsequent evaporation during the oven drying of the 

samples will  form the air pockets at the micro level, 

which lead to the reduction in the density of the blocks. 

These blocks meets the class D classification according 

to ASTM standards [15].   

From Figure 8, it is observed that the compressive 

strength decreases with decrease in density of the blocks. 

With the increased density of blocks, the compressive 

strength of the blocks for 3% replacement is found to be 
 

 

 
Figure 8. Effect of Compressive Strength Vs Density of 

HCBs 

increased. From this it is concluded that density of blocks 

has significant effect in compressive strength. Similar 

results were reported by Omar et al. [24]. 

 

3. 4. Effect of Fire Resistance on HCBs with 

Sawdust                   This test is done for hollow concrete 

blocks to ensure that they are non-flammable and is their 

any reduction in cross sectional dimensions as well to 

now the effect of bond strength in the matrix if the blocks 

are burnt for one hour as per the Indian Standard (IS: 

1077-1992) [25].  Random tests were performed on three 

samples from each mixture. Physical observations was 

done on all the blocks, and it is observed smouldered like 

charcoal but didn’t burn the blocks and slight reduction 

in size was observed. The edges of the blocks were 

damaged for the small application of force for all the mix 

proportions except 3% replacement of sawdust. The 

damage at the edges was found due to its brittle nature 

and due to the reduction in bond strength between the 

sawdust and cement matrix and fine aggregate. Similar 

observations were reported by Popoola et al. [18] for the 

blocks made with waste material of papercrete. 

 

3. 5. Effect of Weight on HCBs with Addition of 

Sawdust                In comparision to the reference blocks, 

the blocks with addition of sawdust are found to be 8% 

higher. The reference blocks are lighter because 

combined use of scoria and pumice and their density 

ranges 500 -1000 kg [26]. The results showed a slight 

increase in the weight of 0.5 kg for 3 and 6% of sawdust 

blocks compared to the reference blocks and the same 

observation was reported by Sunagar and his coworkers 

[27]. It was expected the weight of blocks would be 

reduced to its low density when compared to pumice. 

However, it was found to be higher than the expected, 

this is due to the finer particles filling the voids leading 

to the addition of weight to the blocks, as well as the high-

water absorption of sawdust. In the presence of 9% 

sawdust, the weight of the blocks decreased. This is the 

result of over-saturation of water absorption and the 

formation of air pockets after curing and creating micro 

voids in the matrix. The additional weight of blocks can 

be compansiated with the strength, drop fall and fire 

resistance properties of the blocks. 

 

  

4. CONCLUSIONS 

 

The feasibility of HCBs using sawdust, with different 

percentage replacements of 3%, 6% and 9% by sand has 

been investigated for various properties. 

The research showed that 3% sawdust replacement 

with sand is effective. The compressive strength of the 

blocks for 3% is 80% higher than the reference blocks. 

Water absorption for 3% is found to be 15% higher than 
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the recommended. Density and weight of blocks for 

reference blocks is 8% lower than sawdust blocks. A 3% 

replacement of fine aggregate with sawdust is found to 

be better at fire resistance than any other mix ratios. 

Dimensions tolerance along width and length are 

reduced, and the reduction are within the permissible  

limits. Hence, it is recommended that 3% of the fine 

aggregate can be replaced with sawdust as it meets the 

standard requirements. As their strengths are higher than 

the reference blocks. The use of sawdust with treatment 

could be further explored to improve water absorption 

property of blocks. 
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A B S T R A C T  
 

 

Batter piles are the piles driven in the soil at an inclination with the vertical to withstand oblique loads 

or large horizontal loads and have been widely used to support high buildings, offshore buildings, and 

bridges. These constructions are risky because of the exposure to moments and overturning resulting 
from winds, waves, and ship impact. A 3D FEA using PLAXIS 3D software was used to investigate the 

effect of several variables that affect the behavior of single batter piles under pull-out loads. The study 

is achieved on a steel pipe pile model embedded in a dry sandy soil with three relative densities (loose, 
medium, and dense) at different inclination angles and three embedment ratios, L/D of 25, 37.5, and 50, 

respectively. The numerical results showed that the ultimate pull-out resistance of the battered pile raise 

as the battered angle increases reaches a maximum value, then decreases. The ultimate pull-out load 
capacity of a single battered pile is directly proportional to the slenderness ratio and relative density; the 

ultimate pull-out load increases with the increase in the ratio of slenderness and relative density.  The 

ultimate uplift load of the battered pile was less affected by the free-standing length. Vertical and battered 
piles at a battered angle of (10ᵒ and 20ᵒ) and free-standing lengths equal to zero have higher ultimate 

pull-out capacity; by increasing the free-standing length, the ultimate pull-out capacity decreased. 

doi: 10.5829/ije.2022.35.06c.04 
 

 
1. INTRODUCTION1 

 

Batter piles are used to support marine structures, towers, 

bridges, and tall chimneys since the type of structures are 

subjected to lateral load, pullout load, and/or overturning 

moments due to wind, waves, and ship impact. Battered 

piles transfer the induced overturning moment and the 

lateral load partially into compression or/and tension 

forces. A few studies have been carried out 

experimentally as well as numerically to evaluate the 

batter piles capacity under pullout loading.  

Zhang et al. [1] performed an experimental 

investigation to study the effect of the batter pile angle in 

addition to sand density on the lateral load capacity of a 

battered pile. Results showed that the batter pile angle 

and soil density affect lateral pile capacity. Bose and 

Krishnan [2] performed experimental tests on vertical 

and batter model piles constructed in sandy soil and 

subjected to pullout loads to investigate the effect of pile 

 

*Corresponding Author Institutional Email: 
40008@uotechnology.edu.iq (M. A. Al-Neami) 

inclination and pile length. The results showed that the 

ultimate pullout capacity increases with an increase in a 

length to diameter ratio; also, the ultimate pullout 

capacity increases with increasing pile batter angle attain 

a maximum value and then decreases. 

Rahimi and Bargi [3] carried out a three-dimensional 

finite element analysis using ABAQUS software to study 

the effect of pile inclination angle. The results showed 

that the change in the pile inclination could significantly 

influence the distribution of pile forces and moments; as 

the pile inclination angle increases, the pile displacement 

decreases. 

Nazir and Nasr [4] conducted tests on the steel pipe 

pile model in loose, medium, and dense sand with 

different embedded lengths and with various batter 

angles to study the effect of different parameters on the 

ultimate pullout load capacity of battered pile. The results 

indicated that when the batter angle increases, the 

ultimate pullout capacity of a battered pile constructed in 
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dense and medium sand increases, while in loose sand, 

the ultimate pullout capacity decreases with an increase 

in the pile batter angle. The ultimate pullout capacity 

increases with an increase in the embedment ratio and 

relative density of sand. 

Gaaver [5] conducted experimental model tests on 

single piles and pile in groups embedded in the sand and 

subjected to uplift loading to investigate the effect of pile 

embedment depth, relative density of soil, and piles 

arrangement in a group on the uplift capacity. The results 

concluded that the pile capacity increased with an 

increase in the relative density of the soil and the pile 

embedment ratio. 

Al-Neami et al. [6] studied the ultimate capacity of a 

single pile model subjected to a compression load. The 

results indicate that an increase in battered angle would 

increase the pile capacity until it reached the peak value 

at 20°; then, the capacity decreased. Also, they studied 

the effect of relative density and slenderness ratio on pile 

load capacity. Increasing the relative density of the sand 

by 1.5 times will increase the pile load capacity twice, 

and the load capacity of the battered pile is less affected 

by an embedded ratio (L/D). Gebrselassie [7] presented 

FEA to investigate the response of a battered pile under 

horizontal, vertical, and oblique loads. It was noted that 

when the batter angle increases, a pile load-carrying 

lateral capacity increases until the angle reaches -20°; 

then, the resistance decrease and as the load inclination 

angle increased, the total and lateral deformation 

increases. Vali [8] studied the effects of the water table 

changes on the behavior of a geogrid reinforced soil-

footing system on marine soft soil layers in Qeshm 

Island, Iran. The impacts of the water table and the 

geogrid layer specifications were evaluated by the finite 

element analysis to investigate the system’s behaviors. 

The results indicate that water tables played a substantial 

role in the behaviors of the soil-footing systems. By 

decreasing the water table, the settlement decreased 

while the safety factor of the soil-footing system 

increased. Increasing the tensile strength of the geogrid 

layer resulted in decreasing the soil-footing system 

settlement and improving the safety factor of the system. 

Russo et al. [9]  investigated the mechanical behavior of 

three hybrid piles equipped with strain gauges along the 

shaft via three loading tests.  A new installation 

procedure for a foundation pile of a new Mall under 

design in a disused factory area and numerical 

simulations of the energy hybrid pile behavior was 

presented. The FEM package PLAXIS 2D was 

demonstrated to be capable of modeling the most 

important features of the complex behavior of a heat 

exchanger pile even with simple constitutive models for 

soil. The FE package PLAXIS 2D was used to simulate 

the behavior of an isolated hybrid energy pile installed in 

pyroclastic sandy soils and subjected to both thermal and 

mechanical loadings. In the technical literature, many 

studies were limited to permanent situations where only 

the maximum temperature variations were considered. 

Many factors influence batter piles under pullout 

loads. Thus, it becomes necessary in geotechnical 

engineering to understand how they behave and know the 

variables that affect the design of the pullout capacity of 

batter piles. Therefore, further investigation is required to 

provide insight into the influence of different parameters 

on the batter pile response. In this study, the behavior of 

the batter pile under a pullout load embedded in the sand 

is evaluated under different parameters (relative 

densities, embedment ratio, battered angles, and free-

standing length). The recent paper will focus on the 

behavior of batter piles subjected to pullout loading 

driven in dry sandy soil by conducting three-dimensional 

numerical model tests using PLAXIS software on a full 

scale. 

 

 

2. VALIDATION OF NUMERICAL MODEL 

 

To check the validity of PLAXIS software, the research 

carried out by Al-Neami et al. [6] was used. The problem 

represents pile models with five different inclinations of 

0, 10°, 20°, 30°, and 40° constructed in dense sand with 

a relative density of 80%. The model's domain used in the 

analysis was 100 cm in length, 75 cm in width, and 70 

cm in depth. The dry unit weight of soil is 18.7 kN/m3, 

and the internal friction angle equals 40°. The soil was 

modeled using the Mohr-Coulomb model. The pile used 

is circular steel solid with a cross-section of 20 mm in 

diameter pile and an embedment ratio equal to 15. The 

single vertical and batter piles were modeled as an 

embedded beam element which is discretized with solid 

elements. The interface strength reduction factor (Rinter) 

was taken as a manual, and it equals 0.7 as reported by 

Waterman [10]. A fine mesh was used to obtain accurate 

numerical results. Figure 1 shows the finite element mesh 

for soil and pile.  

 

 

 
Figure 1. Problem finite element mesh 
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The load-settlement curves estimated from the 

numerical model compared with the experimental results 

of Al-Neami et al [6] as shown in Figure 2 . PLAXIS-3D 

analysis resulted in excellent agreement with the 

experimental results. 

 

 

3. PARAMETRIC STUDY  

 

3. 1. Method of Analysis                 The pullout capacity 

of a battered pile is predicated by using PLAXIS 3D 

software that works on the finite element approach. 

PLAXIS 3D software is a 3D finite-element analysis 

program for the nonlinear properties of soil and rock and 

soil-structure interaction problems. In this studying, the 

loading is applied axially through a prescribed 

displacement equal to 0.1D, (where D  diameter of the 

pile) instead of applying the axial load for a better 

comparison of the results.  

 

3. 2. Soil Modeling              The properties of the sand 

used in this analysis are taken directly from laboratory 

tests carried out by Al-Neami et al. [6]. The soil is 

assumed to obey the advanced Mohr-Coulomb yield 

criterion. The soil properties used are listed in Table 1.  

 

 

 
Figure 2. Validation of the result obtained from PLAXIS-

3D and Al-Neami et al. [6] 
 

 
TABLE 1. Properties of soil 

Parameters Unit 
Loose 

sand 

Medium 

sand 

Dense 

sand 

Relative density, RD % 40 60  

Dry weight, γd kN/m3 17.3 18 18.7 

Internal friction angle, φ ° 33 37 40 

Dilaatancy angle, ψ ° 3 7 10 

Young’s modulus, E kN/m2 10000 20000 30000 

Poisson’s ratio, μ - 0.15 0.2 0.25 

*assumed values from Budhu [11]. 

3. 3. Pile Modeling                 The pile used in this study 

is a circular pipe with a 0.4 m diameter, and the 

corresponding lengths are 10, 20, and 30 m.  The pile has 

been modeled as elastic; where the elastic model 

describes the pile material. The pipe pile is modeled as 

closed-ended from top and bottom. The strength 

reduction factor Rinter is assumed to be 0.7 based on the 

interaction between steel and sand, which ranges from 

(0.6 - 0.7) depending on the surface roughness of the pile 

Waterman [10]. The input parameters of the pile in 

PLAXIS 3D analysis are listed in Table 2. 

 

3. 4. Geometry and Boundary Conditions               The 

testing box geometry was constructed by dimensions of 

60 m x 60 m in the x-axis and y-axis. The soil layer's top 

boundary is at a depth of z equals zero, while the soil 

layer's bottom boundary is at a depth of z = 40 m, then 

the soil characteristics were identified as the soil block. 

The simulation is performed under drained conditions 

where the phreatic level is kept at the bottom of the soil.  

 

 

4. MESH GENERATION 

 

Mesh is a term used to describe a collection of finite 

elements. PLAXIS allows for a fully automatic 

generation of finite element mesh. So to acquire precise 

numerical results, the mesh should be fine enough. 

Extremely fine meshes must be avoided because they 

would result in excessive calculation. To perform the 

finite element computations in this numerical study; the 

geometry of the model was divided into the numbers of 

finite elements to be fully defined. The soil elements of 

the 3D-finite element mesh are the 10-node tetrahedral 

elements. Figure 3 shows the soil model, pile geometry, 

and mesh generated in PLAXIS 3D. 

 

 

5. RESULT AND DISCUSSION  

 

5. 1. Single Pile Load-Displacement Curve                

The ultimate axial pullout load of vertical and batter pile 

was obtained from load-displacement curves. The 

 

 
TABLE 2. Properties of the pile 

Parameters  Unit  Value  

Material type  - Steel 

Diameter, D  m 0.4 

Wall thickness, t m 0.01 

Unit weight,  kN/m3 78 

Young’s modulus, E kN/m2 200x106 

Poisson’s ratio  - 0.3 
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Figure 3. 3D FE mesh for soil and pile 

 

 

ultimate pullout capacity of the pile is obtained from the 

load-displacement curve as 10% D (Where D is the pile 

diameter). Figures 4-6 show the axial pullout load versus 

displacement for piles having different L/D ratios for 

different batter angles in soil with different relative 

densities.  

 

5. 2. Effect of Pile Batter Angle              The effect of 

battered angle (α) on the ultimate pullout load capacity is 

investigated through a selection of vertical and inclined 

piles with angles (10°, 20°, 30°, 40°) installed in the  

 

 

 

 
Figure 4. Load-displacement curve for vertical and batter 

pile under different embedment ratio in loose sand RD = 

40% 
 

 

 

 

 
Figure 5. Load-displacement curve for vertical and batter 

pile under different embedment ratio in medium sand RD = 

60% 
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Figure 6. Load-displacement curve for vertical and batter 

pile under different embedment ratio in dense sand RD = 

80% 
 

 

loose, medium, and dense sand with different embedment 

ratio (L/D) equals 25, 37.5, and 50. Figure 7 shows the 

variation of the ultimate pullout load with batter angle. It 

is seen that the ultimate pullout load capacity increases 

with an increase in batter angle,  reaches its maximum 

value, and then decreases. For piles constructed in loose 

sand, RD = 40% maximum value is attained at batter 

angle equal to 10° for all L/D ratios, and it is about 2.6 to 

4.5 % higher than that of the vertical pile. For piles 

constructed in medium and dense sand, the increasing of 

battered angles increases the pile load capacity until the 

maximum value is attained at angle 20°, after which the 

resistance decreases for L/D ratio equal to 25 and 37.5. 

The increased percentage of the battered pile at 20° 

ranges between (3.08-6.67) % higher than that of the 

vertical piles. Results obtained were close to the finding 

of Nazir and Nasr [4]. 
 

5. 3. Effect of Pile Embedment Ratio              Three 

different L/D ratios (25, 37.5, and 50) were used to study 

the effect of the pile embedment ratio of vertical and 

batter piles. Figure 8 gives the relationship between the 

ultimate pull out capacity and pile embedment ratios L/D 

with different batter angles at 40%, 60%, and 80% 

relative densities. The embedment ratio has a major 

 

 

 

 

 
Figure 7. Ultimate pullout load capacity variation with 

batter angle under different embedment ratios 
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influence on a single pile's ultimate pull out load 

capacity. Results obtained were close to the finding of 

Gaaver's [5]. 

 

5. 4. Effect of Relative Density of Sand             Figure 

9 shows the ultimate pull out load capacity variation with 

a batter angle for different sand densities. The figure 

confirmed that an increase in the relative density 

improves the ultimate pull out load capacity of vertical 

and batter piles for all L/D values.  

When the relative density of sand increases from 40% 

to 60%, the ultimate pulls out load capacity increases by  

 

 

 

 

 
Figure 8. Ultimate pullout load capacity with length to 

diameter ratio under different batter angles 

 

 

 
Figure 9. Ultimate pullout load capacity variation with 

batter angle under different relative densities 
 

 

about 34-56% for vertical pile and 36-64% for battered 

pile at angle 20°. When the relative density of sand 

increases from 40% to 80%, the ultimate pulls out load 

capacity improves by 67-112% for vertical piles, and 68-

122% for batter piles at an angle of 20°. When relative 

density increases, the angle of friction between the soil 
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and pile increases, and thus, the effective stress and skin 

friction also increase. These results are conjugated with 

Al-Neami et al. [6] results. 

 

5. 5. Effect of Free-Standing Length             Free-

standing of the pile (unsupported pile length) is the pile 

height above the ground level, in which the pile cap 

doesn’t in contact with the underlying soil. The effect of 

free-standing length e on the ultimate pull out load 

capacity has been studied for single vertical and batter 

piles. PLAXIS 3D model has built for the sandy soil of 

80% relative density; the pile length has kept a constant 

and equal to 15m, while the free-standing length was 

varied (e = 0.0, 10 cm, and 20 cm) as shown in Figure 10. 

Figure 11 shows the ultimate pull out load capacity 

variation with the free-standing length for different batter 

pile angles. 

It can be found that the vertical pile at zero free-

standing has a higher ultimate pull out load capacity, 

while for batter piles, the pull out load is the highest at 

the batter angle of 20o and the free-standing length is 

zero. After which, the pull out load starts decreasing with 

an increase in the free-standing length. When the angle 

of inclination reaches more than 20o (30o or 40o), it can 

be noticed that the pull out load decreases at zero free-

standing, and when the (e) increases to 0.1 m, the pull out 

load increases, then it shows a slight decrease at 10cm e. 
 

 

 
Figure 10. Free-standing length, e. 

 

 

Figure 11. Variation of ultimate pull-out load capacity with 

free-standing length, RD = 80% 

This behavior is attributed to the surrounding soil that 

will provide sufficient support to the embedded pile. 

Therefore, the free-standing slightly affects ultimate pull 

out load capacity due to mobilizing the skin friction. 

 

 

6. CONCLUSION  

 

This research implicated a 3D FEA to study the influence 

of several parameters affecting the pullout capacity of  

battered piles. The overall results may be ordered as 

follows: 

1. The ultimate pullout load capacity of a single 

battered pile increases with an increase in batter 

angle α, reaches its maximum value, and then 

decreases. The maximum value of ultimate pullout 

load capacity corresponds to batter angle α, 

dependent on the relative density of soil and the 

length to diameter ratio L/D of the pile. 

2. For piles constructed in loose sand, the batter angle 

that equal to 10° has the highest pullout load 

capacity for all L/D ratios, and it is about 2.6 to 4.5 

% higher than that of the vertical pile 

3. In medium and dense sand with a slenderness ratio 

equal to 25 and 37.5, the ultimate pullout load value 

is at a battered angle of 20°. While for batter pile 

with L/D equal to 50, the ultimate value is at 10°. 

4. The increse in the ultimate pullout load capacity 

with increasing the pile inclination angle has 

occurred as a result of the interfacial bonding effect 

due to the increase of the friction angle between the 

pile shaft and surrounding soil. 

5. The slenderness ratio influences the ultimate 

pullout load resistance of vertical and battered piles; 

the increase of ultimate uplift capacity when L/D 

increased from 25 to 50 was approximately 

doubled.  

6. The ultimate pullout capacity of vertical pile bent in 

loose sand was increased about 227% when the L/D 

was increased from 25 to 50, while in dense sand, 

the increase in ultimate pullout capacity was 157%. 

7. The increase in ultimate pullout capacity with an 

increased L/D ratio is due to the increase in the skin 

friction resistance between the soil and the pile; 

when the slenderness ratio increases, the shaft 

resistance increases. The increase in the shaft 

resistance is due to the increase in the overburden 

pressure with the slenderness ratio generates the 

horizontal earth pressure that acts as a normal force 

on the pile shaft. 

8. The relative density has an impact on the ultimate 

resistance pullout load capacity of vertical and 

battered piles. When the relative density of sand 

increases from 40 % to 60%, the ultimate pullout 

capacity increases by about 34-56% for vertical pile 

and 36-64% for battered pile at an angle of 20°. 
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When the relative density of sand increases from 

40% to 80%, the ultimate pullout capacity improves 

by 67-112% for vertical piles and 68-122% for 

batter piles at an angle of 20°. 

9. The relative density of sand greatly affects the 

ultimate load pullout capacity. When relative 

density increases, the friction angle between the pile 

and soil increases, and thus, the effective stress and 

skin friction also increase. 

10. Vertical and batter pile at a battered angle (10ᵒ and 

20ᵒ) and free-standing lengths equal to zero have 

higher ultimate pullout capacity; by increasing the 

free-standing length, the ultimate pull-out capacity 

decreased. This behavior is attributed to the 

surrounding soil that will provide sufficient support 

to the embedded pile. Therefore, the free-standing 

slightly affects ultimate pullout load capacity due to 

mobilizing the skin friction. 

11. The ultimate pullout load capacity of the battered 

pile was less affected by the free-standing length.  
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A B S T R A C T  
 

 

In the micro/nanomaterial reinforced composites, interfacial interactions at the interface of filler/polymer 
lead to the formation of a third layer called interphase as the secondary reinforcing mechanism. The 
interphase may be formed due to local adsorption of polymer chains at the interface, mechanical 
interlocking, and interdiffusion of polymer chains. Since the interactions govern the load transfer at the 
filler/polymer interface, they play a key role in the mechanical response of reinforced composites. 
However, there exist only a few well-established and validated studies in the description of the interfacial 
interactions presented in thermosetting composites. This research aims at the understanding of 
correlations amongst the mechanical properties of thermosetting polyester composites reinforced with 
0-15 wt. % of carbon black (CB) focusing on the nano-size cooperative rearranging region (CRR). To 
estimate the length of CRR, thermal analysis of the variations in the specific heat capacity or the 
relaxation strength within the glass transition temperature (Tg) range was measured using a 
thermodynamic model. A nano-size CRR of 10 nm on average was estimated and correlated to the 
enhanced impact and toughness behavior of the specimens. The results suggested the presence of softer 
interphase based on the Tg values influenced by the CBs agglomeration level and cross-linking density, 
which in turn governs the mechanical response of the composites. The methodology introduced in this 
study can be used in the explanation of changes in mechanical and physical properties of reinforced 
composites with a focus on the underlying role of nano-size interfacial interactions. 

doi: 10.5829/ije.2022.35.06c.05 
 

 

NOMENCLATURE 

ΔCp Calorimetric relaxation strength (J/K.g) Vα The volume of the CRR (nm3) 

CI Crystalline index KB The Boltzman constant (1.380649×10−23 J/K) 

CRR The cooperative rearranging region (nm) Greek Symbols 

Cv  Specific heat capacity (J/K.g)   Density (g/cm3) 

P.I Peak intensity θ Half of XRD characteristic peak (ͦ) 

Tg Glass transition temperature ( ͦC) δ 
The characteristic length of the glass transition 
(nm) 

 
1. INTRODUCTION1 

 
The interfacial interactions govern the polymer 
properties  at  or  near  the  interface  between  the  filler 
and polymer  resulting  in  the  creation  of  an   
interfacial zone or “interphase” [1, 2]. The modified 
interfacial  chains  control  communication  between 
fillers and polymer chains  away  from  the  filler  surface  
and  have  chemical, physical, microstructural, and 
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mechanical properties  other  than  those  of  the  
composite constituents [3]. 

Interfacial interactions may be governed by the 
thermodynamic compatibility and the chemical affinity 
of the reinforcement and polymer, the 
dispersion/distribution quality of fillers, crystallization 
characteristics of the matrix, and the processing 
technique used. The latter is reported to govern overall 
performance of thermosetting parts filled with 
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micro/nano-reinforcements [4, 5]. It has been reported 
that the higher the strength of the interfacial interactions, 
the greater the level of fillers dispersion [6]. The higher 
degree of dispersion means the existence of greater 
reinforcing sites, stronger filler/polymer adhesion and 
thus more enhanced mechanical properties of 
composites. The latter may be also resulted from 
hindering deformation and shearing of polymer chains 
around the filler.  

The main challenge is that weak interfacial 
interaction cannot be avoided due to the tendency of 
fillers to agglomerate leading to a significant decrease in 
the mechanical and electrical properties compared to the 
initial expectations and predicting elastic models that fail 
due to wrong assumptions regarding the filler/polymer 
bonding [7, 8]. Although surface modifications or 
applying high shear force during the dispersion state in 
the fabrication of micro/nanocomposites have been 
widely used, a useful tool to better understand the 
formation and changes in the extent of the interfacial 
interactions is still needed. This is in particular of higher 
importance when considering effect particles 
agglomeration/dispersion and the need for advanced 
methods in the qualification or quantification of the 
interactions [9, 10]. For instance, characterization 
techniques such as the atomic force microscopy and 
nano-indentation not only can be considered as rather 
expensive and time-consuming method and high level of 
skills, but also these methods cannot estimate the 
representative thickness of interphase through the 
composite bulk [11].  

Methods such as Raman spectroscopy, FTIR 
spectroscopy and X-ray photoelectron spectroscopy 
(XPS) have been also reported as those useful in the 
characterization of the interphase [12, 13]. However, 
such methods normally are not able to give quantitative 
data about the size/geometry of the interphase. Scanning 
electron microscopy (SEM) and transmission electron 
microscopy (TEM) provide qualitative information, too 
[14]. The presence of agglomeration has been widely 
reported to unfavorably influence the overall mechanical 
response of composites, too [15, 16]. The latter is 
believed to directly affect the strength of interfacial 
interaction due mainly to the attractive nature of particles 
when their hydrophobicity differs from that of the parent 
matrix. Although numerous studies have reported the 
effect of carbon-based fillers on the mechanical 
properties of polymeric composites [17, 18], less 
research has been conducted on the correlations among 
the mechanical behavior and the interfacial interaction at 
the filler/polymer and in particular in the case of 
thermosetting composites [19, 20].  

This research emphasizes the characterization of 
mechanical performance including the tensile response, 
impact resistance and toughness and thermal behavior of 
polyester composites reinforced CB followed by the 
quantification of the interphase represented by the 

cooperative rearranging region (CRR). The CRR was 
estimated using a thermodynamic model through 
variations of the specific heat capacity or the calorimetric 
relaxation strength (ΔCp) of the composites over the glass 
transition temperature (Tg) [21]. The findings were 
further correlated with the microstructure of the 
composites to better understand the role of CRR on the 
mechanical response of the fabricated CB reinforced 
composite parts. The hypothesis is that the interfacial 
interactions govern  the degree of interfacial bonding and 
thus the Tg and mechanical performance of the 
composites [22]. The current study could open up a novel 
methodology more specifically in the case of 
thermosetting matrices to quantify the interfacial 
polymer chains of modified properties linked to the bulk 
behavior of micro/nano reinforced polymeric 
composites. 

 
 

2. EXPERIMENTAL 

 
2. 1. Material       For fabrication of CB/Polyester 
composites, industrial-grade CB was used as the 
reinforcement purchased from Doodeh Sanati Pars Co. 
(Iran). The CB used is a black powder with particle size 
estimated from the scanning electron microscopy (SEM) 
method to be ~ 5 μm and a density of ~ 1.7 g/cm3. An 
industrial-grade polyester thermoset resin with clear 
appearance was provided by a local supplier and used as 
the base polymer matrix. The resin components of 
hardener and catalyst were used as described by the 
manufacturer. The curing time of the resin used appeared 
to be around 20-30 min depending on the catalyst ratio. 
 

2. 2. Fabrication of CB/Polyester Micro-

composites        Composites of CB/Polyester 
reinforced with 0 to 10 wt. % of CB were prepared using 
 
 

 
Figure 1. Schematic of CB/polyester composites fabrication 
route from the mixing to mold casting step 
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direct mixing of CB within the resin utilizing a high shear 
mixer at the rpm of 3000 for 15 minutes. The CB particles 
initially were dispersed within isopropyl alcohol and then 
vacuum filtered. The CB particles were collected and 
vacuum dried at 80 ͦC and 8h to ensure removal of the 
residual IPA and water. To fabricate the polyester based 
microcomposites, a given wt. % of CB from 0 to 15 wt. 
% was added into the resin part of the polyester and 
mixed using a high shear mixer at the rpm of 3000 for 30 
minutes. Then, the two-phase compound was mixed with 
the catalyst and hardener phases as prescribed by the 
maufacturer. The mixture of resin/hardener/catalyst and 
CB was then cast into cavities of silicon molds using a 
mold release agent following the respective standards as 
required for mechanical behavior characterization with 
the curing process at the ambient condition. Figure 1 
represents the fabrication route used in this study from 
step 1 (mixing) to 6 (mold casting) as described in details 
earlier. The same fabricated samples were used for the X-
ray diffraction (XRD), scanning electron microscopy 
(SEM) and differential scanning calorimetry (DSC) 
analysis. 
 
2. 3. Characterization of CB/Polyester Micro-

composites 

2. 3. 1. Mechanical Response of CB/Polyester 

composites              Tensile response of the composites 
including the Young’ modulus, tensile strength and strain 
at break of composites was determined per the ASTM 
D638 test method using a universal tensile testing 
machine (Sanaf Co., Iran). The testing was run using 
typeV specimens with 3.2 mm thickness with a gage 
length of 10 mm. Three tensile test specimens were used 
in the case of each composite system and at least average 
of two specimens were reported. Measurements were 
conducted at the deformation rate (stroke speed) of 2.54 
mm/min at room temperature. The apparatus used applies 
tensile loading on the specimen fixed within the grippers 
measuring force (Newton) versus displacement (mm) 
until the specimens break. The Izod impact resistance of 
the specimens was measured per ASTM D256 to 
understand the effect of the addition of CB particles on 
the impact performance of the specimens. A homemade 
loadcell was utilized to conduct testing of the energy 
absorption of the composites based on the elastic stored 
energy concerning the initial potential energy of a 
dropped weight. 
 
2. 3. 2. Thermal Analysis of Micro-composites            

The thermal properties of the composites including the 
Tg and calorimetric relaxation strength were 
characterized using DSC (Sanaf Co., Iran) utilizing a 
temperature ramp-up to 200 ͦC with the rate of 10 ͦC/min 
to determine the effect of the addition of fillers on the 
thermal response and the interfacial characteristics 
around the reinforcement phase. To provide the DSC test 
conditions, small material masses, ranging between 10 

and 15 mg, were cut from each composite specimen and 
analyzed using aluminum pans. 
 
2. 3. 3. Microstructural and Morphological Studies          

The SEM method was used to assess the morphology of 
the fractured surface of the fabricated composites 
including the dispersion quality and microstructural 
properties of the fracture surface of the samples. The 
surface of the CB reinforced composites was gold-
sputtered before the SEM analysis to ensure the absence 
of charging effects on the non-conductive fractured 
surface. The XRD technique was performed to examine 
the structure of CB reinforced composites and the 
dispersion quality of the CB within the polyester 
composites. The XRD analysis was performed using an 
XRD machine with a Cu Kα radiation source (λ= 1.5406 
Å) generating X-rays on the incident beam 
monochromator setting. The specimens were scanned in 
the 2θ range from 5°to 70° with a 0.05° step size. The X-
ray equipment was operated at 45 KV and 40 mA. 
 
 
3. RESULTS AND DISCUSSION 

 

3. 1. Mechanical Response of CB/Polyester Micro-

composites            Figure 2 depicts the changes in the 
tensile Young’s modulus and tensile strength of the 
composites as a function of the filler content as 
previously reported in our studies elsewhere.  It can be 
understood from the results that generally the tensile 
strength of the parts decreases with the addition of fillers 
whilst the modulus increases up to an optimized value of 
the filler content (Figures 2a and 1b, respectively). It is 
hypothesized that the decrease in the strength might be 
attributed to the presence of a weaker (softer) interfacial 
CB/polymer zone so far called interphase and 
agglomerated regions that will be discussed in the current 
study. Other factors are thought to be contributing to the 
decreased tensile strength such as the lower possibility of 
crosslinking among the polyester monomers and, thus, 
lowered crosslink density [23]. Moreover, it is believed 
that the presence of defects including the bubble formed 
during the processing stage might be a key factor that 
unfavorably influences the tensile strength of the 
composites. The findings are in good agreement with 
results reported elsewhere [24]. Further studies were 
performed to better support the variations in the tensile 
response of the composites as described in next sections. 
The impact resistance of the CB/polyester composites 
with the addition of filler content is represented in Figure 
3. It is realized that with an increase in the CB content, 
an overall initial improvement in the impact resistance of 
samples is obtained. The finding could be correlated to 
the disrupted degree of cross-links formed at the vicinity 
of the CB particles leading to the presence of weak 
interphase compared to the stiffness of the pure matrix 
away from the interfacial surface [25].  
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Figure 2. (a) Tensile strength and (b) modulus of the 
composites as a function of the CB filler content 
 
 

 
Figure 3. Izod impact resistance of the CB/polyester vs. the 
filler content 

 
 

The observed decrease in the impact resistance 
followed by addition of CB content is further correlated 
to the formation of competing effects. The inherent 
stiffness of CB particles normally is believed to decrease 
the impact behavior of composites. However, as 
described in the next sections, the generation of softer 
interphase as a result of poor interfacial interactions and 
altered degree of cross-links at the vicinity of the fillers 
contribute to the enhanced impact behavior of the 
fabricated composites. The findings were further 
supported by the measured energy absorption of the 

composites in the drop weight experiments. An overall 
enhancement in the absorbed energy is observed upon 
addition of the CB content. 

The increase in toughness properties of the composites 
is related to the presence of softer interphase and the 
inherent properties of carbon-based materials in absorbing 
energy (Table 1) [26]. However, with further addition of 
the CB beyond 10 wt. % a drop in the toughness of the 
specimens was noticed. The observed finding could be 
ascribed to the extensive level of CB agglomeration as 
described earlier leading to the presence of stress 
concentration and shear slippage amongst CB fillers due 
to shortage of polymer chain and, thus, the decrease in 
wetting ability of polyester [27].  

 
3. 2. Glass Transition Temperature and 

Interphase Quality             The variations in the Tg of 
the CB/polyester composites are shown in Table 2. It is 
sown that the Tg values decrease with an increase in the 
CB wt. % followed by an increase when the filler content 
exceeds 10 wt.%. The presence of the weak interphase can 
be supported by the Tg decrease due mainly to the weaker 
interfacial interactions or disrupted cross-link density 
around the surface of the CB [28, 29]. An increase in Tg 
upon the addition of the greater amount of CB 
concentration can be correlated to the existence of lower 
specific surface to volume area of fillers exposed to the 
polymer matrix leaving a greater amount of polymer 
network intact due to agglomeration of fillers. It has been 
shown that the changes in the Tg of polymer composites 
are strongly related to the extent of the interfacial zone 
which in turn governs the length of the CRR [30, 31]. To 
understand the links in the range of the interphase that in 
the context of polymer  composites filled with rigid 
particles could be correlated to the CRR, the thickness of 
the CRR was evaluated [3, 21]. It was further released that 
the changes in the Tg values could be associated with the 
changes in the crystalline phase as described in the next 
parts.  

 
3. 3. CRR Estimation as a Measure of Relaxation 

Strength       The changes in the calorimetric heat capacity 
of polymeric composites near Tg can be considered as a 
 
 
TABLE 1. The absorbed energy of the CB reinforced polyester 
as a function of CB wt.   %  

Absorbed Energy (J) Composite system CB  wt.% 

12.2 0 

12.6 1 

12.5 3 

15 5 

15.1 10 

12.6 15 
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TABLE 2. Tg, Cp and calorimetric relaxation strength of the 
CB/polyester v.s. CB wt.% 

Tg 

(℃ 
ΔTg 

(℃) 
Tg (℃) 

Liquid 

Tg 

(℃) 

Solid 

ΔCp 

( �
�.℃) 

Cp 

Final 

( �
�.℃) 

Cp 

Onset 

( �
�.℃) 

CB 

wt. 

% 

65.8 26.4 74.0 47.6 0.054 0.375 0.321 0 

62.3 17.8 70.5 52.7 0.03 0.307 0.277 1 

61.2 13.2 70.2 57.0 0.002 0.154 0.152 3 

61.9 23.6 71.5 47.9 0.046 0.375 0.329 5 

65.5 16.1 70.6 54.5 0.027 0.331 0.304 10 

65.7 14.9 72.2 57.3 0.006 0.214 0.208 15 

 
 
key factor in understanding the presence and quantity of 
the interphase. This effect arises from the fact that upon 
heating a polymeric specimen, the extent of chains 
mobility increases over the Tg transition zone. This results 
in a transitional behavior of reinforced polymers from 
solid-like to liquid-like state where the Cp of the specimens 
increases. The immobilized chains therefore exhibit 
greater Cp values than those restricted at the interface. 
Table 2 further shows the Cp values together with the 
calorimetric relaxation strength ΔCp observed with the 
addition of the interphase.  

The opposite case is also true when the weak interfacial 
interactions or polymers with the lowered degree of cross-
link accommodate a greater region of mobile chains that 
can easier slide over each other leading to a decrease in the 
Tg. It has been previously reported that in carbon-based 
reinforced thermosetting composites, the ratio of hardener/ 
resin is adversely altered resulting in a lower cross-link 
density at the interface of the filler/polymer. So far, it was 
already shown that an addition of CB decreased the Tg 
values that could be correlated with the extent of the 
generated CRR. The CRRs have been explained as the 
cooperative dynamics that predict the length of the 
immobilized region so far called the interphase and are 
highly correlated to the specific heat capacity (Cp) before 
and after Tg as mentioned earlier. In the current study, a 
model first introduced by Donth [21] was used to estimate 
the CRRs length using the changes in the heat capacity 
from solid to liquid behavior of CB/polyester around the 
Tg of the fabricated parts on the bases of the DSC 
thermograms obtained over the heating scan of the 
specimens (Equations (1) and (2)): 

�� =
∆� �


�
�

�(��)����
�  (1) 

� = ����  (2) 

where Vα is the volume of the cooperative region, Cv is 
the specific heat capacity, ρ is the density of the 
specimen, KB is the Boltzman constant, δ is temperature 
fluctuation, and δ is the characteristic length of the glass 

transition. Table 3 displays the changes in the nano-size 
CRR namely the representative of the interphase 
thickness with the addition of the CB content. It is 
illustrated that the CRR length increases at 1 wt. % of CB 
concerning that in the case of pure polymer. 
Nevertheless, the length of CRR starts decreasing upon 
by addition of 15 wt. % of fillers. As previously shown 
through the changes in Tg values, when the CB loading 
grows, the presence of agglomeration results in 
suppressed filler/polymer interaction as the effective 
CB/polyester interface decreases. The latter is clearly 
confirmed by the decrease in the CRR length (Table 3). 
The CRR predicted in the pure matrix is related to the 
presence of softer interphase or/and weaker bonding 
around the harder region regardless of the presence of 
any fillers. The latter can be related the loose packing 
perfection of the polymer chains under the unfavourable 
effect of the weak interactions. Further decrease followed 
by the addition CB wt. % is correlated to the presence of 
agglomeration contributing to lower surface area of 
fillers. As expected, with an addition of CB wt.% beyond 
3 wt.%, the increased specific surface of the fillers 
overcomes the adverse effect of the agglomeration phase. 
The observed results are in good agreement with the 
changes in Tg confirming weaker CB/polymer adhesion 
and interfacial interaction against imperfect interfacial 
bonding or destroyed cross links.  

It is noted that the lower CRR corresponds to an 
overall lower effect of fillers surface interaction from the 
interfacial polymer to regions away from this surface 
[32]. The results further confirm the improvement in the 
tensile modulus is associated with the inherent properties 
of CBs, which overcomes the effect of softer interphase 
than polyester [33]. In opposite, the enhanced absorbed 
energy as well as the impact resistance of the specimens 
upon an increase in the CB content could be thought of 
the growing amount of soft interphase as expected.  

It should be noted that the picture of interfacial 
interactions in the case of thermosetting polymers is 
more complicated due to the presence of a three-
dimensional network of polymer chains from the high 
degree of cross-link. However, the changes in the density 
of cross-links due to the nano/microscale effect of the  
 
 
TABLE 3. CRR thickness in nm vs. the CB wt.% in 
CB/polyester composites 

CRR (δ) (nm) CB wt. % 

9.2 0 

11.1 1 

8.4 3 

9.3 5 

10.7 10 

8.83 15 
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interfacial interactions should be taken into account as a 
key factor altering the cross-links density through the 
polymer bulk. Another important observation is that the 
use of thermosetting polymers should fall within the 
measurement of Tg where the resolution and sensitivity 
of the thermal device could capture the changes in the Cp.  
Moreover, whilst the presence of harder interphase may 
result in the decrease in impact resistance and toughness, 
this may on the opposite side lead to an enhanced tensile 
response of the specimens. Therefore, when the 
application of multi-functional composites comes into 
account, the optimized values of fillers fraction need to 
be considered when overall improvement in mechanical 
properties is desired. The interrelation amongst the 
structure, filler/polymer adhesion and the filler wt. % 
with the specific emphasis on the role of interfacial 
interactions is thus an elemental factor governing the 
overall properties of reinforced micro/nanocomposites. 

 
3. 4. XRD Microstructural Analysis         The XRD 
patterns of the CB reinforced composites are represented 
in Figure 4. The results indicate two main halos 
associated with the amorphous hill and the crystalline 
rigid phase. The first peaks appear around ~ 20 ͦ and the 
second peaks are observed ~ 38 ͦ to 41 ͦ as characteristic 
peaks of the polyester resin. The results, however, show 
that with the addition of CB into the polyester resin, the 

second peaks disappear at the loading above 10 wt. % 
reflecting the decrease in the amorphas shoulder as 
supported with the Tg values observed at higher loadings 
of CB. The results further confirm there a slight change 
in the first characteristic angle associated with the first 
halo with respect that observed in the case of pure 
polyester [24, 34].   

It is suggested that by the addition of filler into the 
polyester matrix, a rigid interphase forms around the 
fillers leading to the composites with greater solid-like 
behavior. The findings are in good agreement with the 
CRR and Tg values where at the higher CB content 
greater interactions are present at the interfacial surface 
of CB/polymer. As understood from the results reported, 
a little increase in 2θ values of the first halo by the 
addition of filler concerning that in the case of pure 
polyester indicates lower d-spacing between the galleries 
of the crystalline phase showing a more compact (denser) 
structure of the composites according to the Bragg’s law 
[35]. This finding may explain an increase in the elastic 
modulus of the parts as an underlying synergistic effect 
as well as the reinforcing function of the CB particles. 

Figure 4 further indicates the characteristic peak of 
CB occurring ~ 29.5 ͦ that is in good agreement with that 
reported elsewhere in the literature. The summary of the 
XRD structural analysis is reported in Table 4. It is  

 
 

 
Figure 4. XRD diffraction traces of the CB/polyester composites as a function of the CB wt% 

 
 

TABLE 4. XRD characteristic peaks, crystalline index and peak intensity of the CB reinforced polyester composites against 

Composite 

system 
Polyester CB 

CB wt. % 
2θ ͦa 

First Halo 

2θ ͦa 

Second 

Halo 

P.Ib (a.u) 

First peak 

Amorph 

P.Ib (a.u) 

Second peak 

Amorph 

2θ ͦa 

Crystal peak 

P.Ib (a.u) 

Crystal peak 
CIc (%) 2θ ͦa P.Ib 

(a.u) 

0 20.4 38.3 290 40 20.5 493 59 - - 

1 21.3 41.6 223 26 20.6 395 61 29.4 124 

10 20.9 41.0 32 32 21.2 74 53 29.2 955 

15 20.9 39.7 87 30 20.9 221 65 29.1 680 
a 2-theta (degree)   b Peak intensity     c Crystalline Index    e Crystallite size 
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shown that when the CB filler is incorporated into the 
polyester, the peak intensity related to the first halo 
decreases followed by a second increase confirming the 
presence of the greater amount of rigid phase (so far 
linked to the crystalline phase). According to Table 4, it 
is understood that the peak intensity associated with the 
presence of CB fillers experience an initial increase 
compared with the neat polyester followed by the 
decrease in the peak intensity of CB reinforcement. The 
results are thought off a better dispersion state of the CB 
within the polyester matrix at the filler loading of 10 wt. 
%. The latter supports the increase in the CRR values 
when the greater surface area of the CB particles 
contributes to more significant immobilized polymer 
chains around the fillers due to stronger interfacial 
interactions. This further confirms the increase in 
Young’s modulus, the absorbed energy quality and the 
impact resistance of the fabricated part at the filler 
loadings of 10 wt.%. However, the decrease in the 
absorbed energy of the specimens at the filler content 
above wt.% could be correlated with the presence of 
greater fractions of rigid phase resulting in a more brittle 
nature of the parts as expected. The crystalline index 
(CI%) of the composites as proposed by Segal et al. [36] 
as an empirical approach in the determination of the 
crystallinity is calculated by Equation 3 and reparented 
in Table 4.     

��% = �.� !"#$%&
�.� !"#$%&'�.�%()!*+

  (3) 

in which P.Iamorph and P.Icrystal are the peak intensities 
associated with the amorphous and crystalline phases, 
respectively. An overall increase is observed in the 
crystallinity of the fabricated composites with the 
addition of the fillers as explained earlier (Table 4). 
However, the decrease in the amount of the crystalline 
phase at the filler loading of 10 wt.% might be ascribed 
to the presence of the agglomeration phase or decreased 
degree of crosslinking density. It is noted that the level of 
interfacial interaction is also correlated to the number of 
crystalline rigid phases not the number of crystals as the 
latter acts mainly as the sites immobilizing the polymer 
chains movement [3, 37]. 
 
3. 4. SEM Microstructural Study of CB/Polyester 

Composites             Figure 5 represents the SEM images 
of the fracture surface of pure polyester and composites 
reinforced with 15 wt.% of CB particles. Figure 5a 
indicates that there exist complex and greater crack 
marks on the fractured surface of the 15 wt. % CB 
reinforced specimen compared to that observed in the 
case of pure polyester parts. This finding supports the 
extended number of parallel crack marks when the CB 
loading increases as previously shown by the decrease in 
the impact resistance and absorbed energy quality of the 
composites filled with higher loadings of CB.  

 
Figure 5. Representative SEM images of  (a) pure polyester 
and (b) CB/polyester composite fracture surface filled with 
15 wt.% of CB 

 
 

The SEM images further indicates he presence of 
both the dispersed and agglomerated phase of CB 
particles that contributes to the observed CCR values as 
well as the mechanical response of the fabricated 
composites. However, minimal presence of 
agglomeration is represented confirming the extended 
values of the relaxation strength released by the thermal 
analysis. The SEM results further suggest multiple stress 
concentration sites leading to the observed river crack 
traces in the reinforced composites.  

Although the fractured surface of the neat polyester 
exhibits a greater plastic deformation, as displayed by the 
roughness and undulation marks, which in turn shows the 
greater capability of the pure specimens in the energy 
absorption, the inherent properties of carbon-based 
materials provide the reinforced parts with improved 
toughness against the undesired local stress 
concentration zones within the composite bulk [34].   

 
 

4. CONCLUSIONS 

 
To better understand the role of filler/polymer 
interactions and their correlation with mechanical 
properties including tensile behavior, impact resistance 
and energy absorption, composites of thermosetting 
polyester reinforced with 0 to 15 wt. % of CB were 
fabricated using shear mixing method followed by silicon 
mold casting of the CB/resin/hardener composites. The 
results indicated that the extent of interfacial interactions 
estimated to be ~10 nm highly governs the thermal and 
mechanical properties of the composites. It was revealed 
that the weaker strength of interaction as a result of 
suppressed cross-links leads to lower Tg values and 
calorimetric ΔCp contributing to a smaller length of 
nano-size CRR. The improved mechanical properties 
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including the impact resistance and energy-absorbing 
behavior were linked to the weaker interfacial bonding 
and, thus, the presence of softer interphase as the 
damping phase. The results further suggested the adverse 
effect of the agglomeration phase on the decrease in the 
tensile strength and the lower amount of generated 
interphase at higher fillers ratio up to 10 wt.% of CBs as 
shown by the changes in the Tg values of the composites. 
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A B S T R A C T  
 

 

One of the most important challenges of the Friction Stir Spot Welding (FSSW) process is the appearance 

of a void in the welded parts. This causes the stress to be stacked against the created void, and as a result, 

the mechanical properties would be reduced. To solve this problem in this research, the aluminum and 
polyethylene sheets are joined by means of H13 steel tools, protruding fixtures, and also three types of 

nanoparticles. Appending three types of Nano-particles, namely Al2O3, TiO2, SiO2, the constituent 

materials of Al 5083 and high-density polyethylene sheets have been prepared. To improve the 
mechanical properties of the welded samples, these three types of Nano-materials are integrated to the 

Stir Zone (SZ). In order to find the maximum strength of welded composite plates, the Design of 

Experiment (DOE) is performed using the Taguchi method. The Rotation Speed, Dwell Time, Tool d/ 
Protrusion d besides the type and percentage of Nano-material are chosen as input parameters. The 

maximum fracture  force and the maximum strength are respectively as 2249 N and 4.13 MPa. Without 

using nanoparticles, a rupture is occurred in the tensile tests of polyethylene samples. Thus, the 
polyethylene samples capture more sediment by addition of nanoparticles, and the nanoparticles’ 

deposition improves the mechanical properties of the Al/PE composite. Compared to the base material 
of pure aluminum and polyethylene, a nearly eightfold increment of the mechanical properties of the 

Al/PE composite sample is observed by addition of nanoparticles in the welding nugget. According to 

the S/N ratio analysis, the rotation speed of 2500 rpm, dwell time of 12 s, tool d/ protrusion d of 3 mm, 
Nano-material’s type of Sio2 and percentage of 10% are considered as the optimum states. 

doi: 10.5829/ije.2022.35.03c.06 
 

 
1. INTRODUCTION1 

 

Aluminum alloys and high-density polyethylene are very 

useful materials in various industries [1]. Al 5083 

contains 4% magnesium and about 0.25% chromium [2]. 

The properties of aluminum include excellent corrosion 

resistance, good fatigue resistance, welding ability and 

moderate strength [3]. High-density polyethylene 

belongs to the family of thermoplastic polymer and is 

used due to its high flexibility and bending ability [4]. 

The composite joining of these two materials helps 

different industries to reduce weight and maintain 

performance. Weight loss is a major challenge in various 

 

*Corresponding author E-Mail: st_a.rafiei@urmia.ac.ir (A. Rafiei) 

industries to maintain performance and reduce fuel 

consumption [5]. Composites can also be structurally 

better by compromising between two materials that 

operate independently. From polymer/metal joints, 

lighter, safer, less polluting and environmentally friendly 

products are obtained [6]. FSW welding is a solid-state 

welding process that was invented in 1991 [7]. In solid-

state welding, FSW welding is developing rapidly. It is 

possible to join non-uniform materials with excellent 

quality in this process [8]. Protrusion friction stir spot 

welding (PFSSW) is one of the newest FSW welding 

methods for eliminating keyhole defects in a pin-less tool 

with a protrusion in the middle of the fixture [9]. 
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Zarghani et al. [10] studied the protrusion friction 

stir spot welding (PFSSW) on the plates of Al 2024. A 

pin-less tool and a specially designed fixture (protrusion) 

have been used with a clamp plate on the surface. The 

effect dwell time of 6, 12 and 18 seconds were 

investigated on the microstructure and mechanical 

properties of samples. The appearance of the welding 

surface showed that the keyhole would not form and the 

weld was relatively smooth. Microstructure and 

mechanical results showed that the welding zone was a 

uniform and refined structure since the structural 

regeneration gives more resistance to the base metal 

while it can be influenced by stress relaxation time. The 

penetration depth of the tool increased with increasing 

the dwell time, stir zone (SZ), and heat-affected zone 

(HAZ) of the two sheets. The maximum failure load 

(6000 N) was achieved in the present work compared to 

other methods of welding. Shahrabadi et al. [11] 

investigated PFSSW as a new method for producing 

welds without a keyhole on the specific carbon steel, 

which eventually introduced the technique to be a high-

quality method for welding effects of the parameters such 

as tool rotational speed and penetration depth on 

mechanical and metallurgical properties. The 

microstructure and hardness of the welding region were 

affected by the dispersion and deformation of materials 

in the welding zone. The amount of hardness of the weld 

zone by this method was much lower than the weld 

produced by resistance welding due to the lack of 

martensitic in the metallic microstructure in the weld 

zone. Nateghi and Hosseinzadeh [12] investigated a new 

method of interconnected friction welding process, 

including cooling the weld to increase the weld strength 

and reduce the angular distortion of friction-welded 

polyethylene sheets. The taguchi experimental method 

and the response surface methodology were used to 

analyze the effects of tool rotation speed, passage speed 

and cooling gas inlet pressure on tensile strength and 

angular distortion. Also, non-destructive ultrasonic 

evaluation was used to measure residual stress to justify 

the change in angular distortion. The results showed that 

the use of cooling caused to a better combination of 

plastic materials. It also released residual stress and 

reduced angular distortion. Abibe et al. [13] examined 

two traditional techniques for joining metals and 

polymers, including fastening brackets and adhesive 

fasteners. Abibe et al. [13] argued that the use of the 

adhesive method creates a continuous relationship 

between the surface of the parts, which manifests the 

uniformity of the stresses and exhibits good mechanical 

properties while affected by stretching. They bound the 

polyetherimide (PEI) aluminum fusion joints (F-ICJ) of 

the 6080-T6 series F-ICJ method, which increased the 

resistance of the ultrasonic method by 18%. Moreno et 

al. [14] have investigated the effects of rotational speed 

and welding on the mechanical properties and thermal 

behavior of high-density polyethylene friction welded 

joints using non-rotating combs on their study. The 

results showed that tensile strength, hardness and 

crystallization decreased with increasing rotational speed 

and the effect of welding speed. Lambiase and Genna 

[15] studied on Laser-Welding technique (LAJ) and the 

welding on dissimilar AA5053 materials into PVC that 

had the tensile strength of 15.3 MPs, which compared to 

the previous ones and achieved 71% tensile strength. Geo 

et al. [16] investigated dissimilar lap joints of high-

density polyethylene (HD-PE) and acrylonitrile 

butadiene styrene (ABS) sheets in the presence of 

multilayer carbon nanotubes (MWCNT) by immersion 

friction welding. Complete microstructural joints made 

in different process parameters were observed using field 

diffusion scanning electron microscopy (FESEM). Some 

defects such as pores and cracks were observed in 

improper processing parameters. Dashatan et al. [17] 

joined dissimilar ABS to PMMA by friction stir spot 

welding method. The thermal distribution and the 

thermal penetration of the sample indicated a suitable 

thermal distribution for welding. With the parametric 

evaluation of the dwell time of the velocity and degree of 

penetration, it was found that these parameters  affect the 

strength of welding, so that in the test section, by 

increasing the dwell time, welding resistance increases. 

Gonçalves et al. [18] created a new method for joining 

polymer materials using the FSPW method, which 

resulted in maximum tensile strength of 1700 N. 

Haghshenas and Khodabakhshi [19] in a review paper 

examined solid-state technology for the dissimilar 

bonding of metals and non-metals such as polymers. This 

type of joint design was very interesting for structural 

applications, especially in the automotive industry. 

Goushegir et al. [20] used the FSPJ method to join 

dissimilar Al 2024 into phenyl sulfide. They studied three 

welding regions for spot welding and the results of their 

work that showed the temperature of the welding zone 

increases with a rotational speed of 2900 rpm to about 

400 °C. Sahu et al. [21] have investigated the possibility 

of welding the Al6063 friction mixing spoon with 

polypropylene for cylindrical and threaded tool pin 

profiles in various tool positions such as tool 

compensation and slotted edge base plate as edge joining 

to improve weld quality. The joint behavior due to tensile 

load and the coupling mechanism in the weld stirrer 

region have been investigated using stress-strain 

diagrams and scanning electron micrographs, 

respectively. The weld joining interface was the weakest 

region instead of the weld stirring region due to the 

presence of carbon maturation steps due to micro-

hardness changes through the weld midline along with 

energy dispersion spectroscopy analysis. The maximum 

join efficiency was 23.33% at tool rotation of 700 rpm 

and scrolling speed of 30 mm/min using a threaded pin in 

the slotted edge-based design. Khodabakhshi et al. [22] 
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were able to weld two dissimilar materials, aluminum 

and polyethylene by friction stir welding for the first 

time. In this research, the effective parameters on 

mechanical properties for PFSSW joining aluminum 

sheets to polyethylene sheets are studied. Whereas 

polymer and aluminum have different properties such as 

thermal conductivity, electrical conductivity, flexibility, 

tensile strength, and many other properties, they are also 

used in conjunction with a variety of industrial and 

commercial applications. Besides, the production of 

plates with low weight and cost and high efficiency has 

become a challenge for engineers to use these compounds 

and methods to join metals and polymers. To achieve this 

goal, first, the Al 5083 sheet welding High-density 

polyethylene with the PFSSW method was investigated. 

Based on previous research, appropriate studies have 

been performed on the effect of different nanoparticles 

on two metal/polymer composites. In the present study, 

an approach based on optimization of a PFSSW method 

of Al 5083/HD-PE composite sheets using nanomaterials 

has been investigated. Three nanoparticles can improve 

the quality of welded nuggets due to their different 

properties. In this research, the effect of adding three 

nanoparticles with different weight percentages along 

with experimental design in PFSSW process was 

investigated. Figure 1 shows a schematic of the PFSSW 

process. 
 
 

2. MATERIALS AND METHOD 

 

In this study, the new PFSSW method was used to join 

Al 5083 sheet and high-density polyethylene. The 

dimensions of the samples used are 45×100×4 mm with 

a joint surface of two materials of 30 mm. In this process, 

the standard dimensions of AWS C1.1M/C1.1:2012 spot 

welding were used. Before starting the welding 

operation, the aluminum sheets were subjected to 

annealing operation. Acetone was used to clean the weld 

area. To investigate and optimize the effect of 

nanoparticles on the mechanical properties of the welded 

area, Al2O3, TiO2, SiO2 nanomaterials of Tecnan 

company of Spain with weight ratios of 1, 5 and 10 % 

were used. The mechanical properties of the samples Al 

5083 and HD-PE stated in Table 1. 

 
 

 
Figure 1. Schematic of the PFSSW process 

TABLE 1. Mechanical properties of Al5083 and HDPE 

samples 

Test results Properties Type metal 

225 Tensile Strength (MPa)  

318 Yield Strength (MPa) Al 5083 

19 Elongation (%)  

287.2 Tensile Strength (Kg/cm2)  

307.8 Yield Strength (Kg/cm2) HD-PE 

655 Elongation (%)  

 

 

In this study method, a specially designed fixture with 

a protrusion in the center with a diameter of 7 mm was 

used. This bulge and space around it improved the 

mechanical properties during the process. The reason for 

using specially designed fixtures was the forces involved 

in the work-piece and the slipping of the sheet due to the 

lack of coordination of the tools. In order to control the 

applied torque forces and increase the welding quality, 

two M12 straps and four screws were used to close the 

parts. The sheet and nanomaterials are shown in Figure 

2. The FP4M milling machine was used for welding and 

the desired fixture was mounted separately on the 

machine. A measuring clock with an accuracy of 0.05 

mm was used to center the tool with the protrusion. After 

placing the samples and fixing the sheets on top of each 

other, the welding adjustment process was applied by 

adjusting the considered parameters. The spot welding 

process in the present study was performed in three 

stages. Penetration of the tool to a depth of 0.6 mm, dwell 

time in the sample and removal of the tool from the 

welding site were performed. The tool used was made of 

H13 steel without pins with three diameters of 7, 14 and 

21 mm. Figures 3 and 4 show machine tools and 

dimensions and geometry of the tools accessories used in 

the experiments, respectively. 

 

 

 
Figure 2. Nanomaterials and samples in this research 
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Figure 3. Machine tools and accessories used in empirical 

test 
 

 

 
Figure 4. Dimensions and geometry of the tool 

 

 

Figure 5, shows a composite Al/PE jointed sample in 

the PFSSW process with the presence of nanoparticles. 

Mini-tab software was used to design experiments with 

five parameters in three levels, according to the design of 

Taguchi experiments, L27 array was used. 

 

 

3. DESIGN OF EXPERIMENTS 

 

The purpose of designing an experiment is to make 

purposeful changes in the effective factors of the process 

 

 

 

 
Figure 5. Composite Al/PE jointed sample in the PFSSW 

process with the presence of nanoparticles 

and to examine the changes in the output. In designing an 

experiment, the first step is to determine the response 

variables. The experiments are performed according to 

the parameters and levels intended for each parameter. 

These effective factors are divided into two categories of 

response variables: the first group of material parameters 

including the type and percentage of base materials and 

nanomaterials used, the second group of process 

parameters including rotation speed, dwell time and tool 

diameter. After identifying the response variables and 

parameters affecting the problem, the next step is to 

determine the number of levels studied and the range of 

parameters. Table 2 shows the parameters and scope of 

work at three levels. According to studies, rotation speeds 

of 500, 1250 and 2500 rpm were selected. The purpose 

of selecting the minimum rotation speed of 500 rpm was 

not to join polyethylene and aluminum samples. The 

diameters of the tool were 7, 14 and 21 mm, respectively. 

The ratio of tool diameter to the protrusion in three ratios 

of 1, 2 and 3 and pause time is considered as the third 

parameter of 6, 12 and 18 seconds. Given the number of 

variable parameters and the number of levels associated 

with each variable in the problem, the number of tests 

required to analyze and evaluate the research was in the 

full factorial model. This means that this experiment 

consists of 125 tests to examine the types of possible 

cases for experimental research that requires a lot of time 

and cost. Due to available resources, it was not possible 

to perform all of these tests. Therefore, it is necessary to 

use a suitable test plan to reduce the number of tests. Test 

design methods such as the Taguchi method are known 

as a method that reduces the number of tests. According 

to the conditions, the orthogonal array L27 was selected 

by the Taguchi method. This test design is shown in 

Table 3. 

 

 
4. RESULTS AND DISCUSSION 

 

4. 1. Tensile Test              The mechanical properties of 

the joined composite samples were measured from the 

tensile test. The experiment was performed at ambient 

temperature at a rate of 10 mm/min. Tensile tests were 

performed on 27 design samples. The tensile test was 

performed by the Ryan-Joyner method with a tensile 

 

 
TABLE 2. Parameters and level of research 

Factor Unit Levels Values 

Rotational speed rpm 3 500, 1250, 2500 

Dwell Time s 3 6, 12, 18 

tool d/protrusion d mm 3 1, 2, 3 

Nano type Type 3 Al2O3, TiO2, SiO2 

Nano Material Percentage (%) 3 1, 5, 10 
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TABLE 3. Designing experiments by the L27 Taguchi array 

Exp. 

No. 

Rotational 

Speed 

Dwell 

Time 

Tool d/ 

Protrusion d 

Nano 

Material 

Percentage 

Nano 

Type 

1 500 6 1 1 Al2O3 

2 500 6 1 5 Al2O3 

3 500 6 1 10 Al2O3 

4 500 12 2 1 TiO2 

5 500 12 2 5 TiO2 

6 500 12 2 10 TiO2 

7 500 18 3 1 SiO2 

8 500 18 3 5 SiO2 

9 500 18 3 10 SiO2 

10 1250 6 2 1 SiO2 

11 1250 6 2 5 SiO2 

12 1250 6 2 10 SiO2 

13 1250 12 3 1 Al2O3 

14 1250 12 3 5 Al2O3 

15 1250 12 3 10 Al2O3 

16 1250 18 1 1 TiO2 

17 1250 18 1 5 TiO2 

18 1250 18 1 10 TiO2 

19 2500 6 3 1 TiO2 

20 2500 6 3 5 TiO2 

21 2500 6 3 10 TiO2 

22 2500 12 1 1 SiO2 

23 2500 12 1 5 SiO2 

24 2500 12 1 10 SiO2 

25 2500 18 2 1 Al2O3 

26 2500 18 2 5 Al2O3 

27 2500 18 2 10 Al2O3 

 

 

testing device of Urmia University. The highest fore of 

failure was in 27 samples from the polyethylene sample. 

 

4. 2. Joint Line Metallography            The analysis of 

Al/PE composite elements from X-ray diffraction made 

by the German broker company with the D8ADVANCE 

model and Cobalt lamp. Figure 6 shows the x-ray 

diffraction of an Al/PE composite sample. Complete 

mixing and proper joining border indicate that the 

resulting weld is approved. After performing the tensile 

test on Al/PE composite samples, light microscopy and 

SEM was used to observe and examine the fracture 

surfaces. The spot welding area with and without the 

presence of nanomaterials is studied for the joining 

boundary and the welding nugget. Figure 7 the sample 

connected in the process PFSSW was shown. Samples 

from the bottom and top and sides and section A-A was 

examined. In solid-state thermal joining, it was observed 

that aluminum and polyethylene are homogeneously 

joined at a certain boundary. Figures 8 and 9 show the 

macrostructure of the spot welding zone with and without 

the presence of nanomaterials. 

 

 

 
Figure 6. X-ray diffraction from Al/PE composite sample 

 

 

 
Figure 7. Sample connected in the process PFSSW: a) Top 

surface, b) bottom surface, c) cutting section A-A along and 

d) side view 

 

 

 
Figure 8. Boundary join of Al/ PE composite without the 

presence of nanoparticles with X100 magnification 
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Figure 9. SEM microscope images of fracture mode after 

tensile test; a) Al/ PE composite, b) Thermal affected zone 

Al5083, c) Thermal affected zone PE-HD 

 

 

 
Figure 10. SEM microscope image of the composite Al /PE 

nugget area; a) Stir Zone, b) Thermal affected zone, c) Base 

metal 
 
 

Figure 10 showed SEM microscope images of the 

fracture after a tensile test on the weld joint. In Al/PE 

composite, the welding microstructures vary Rotational 

speed, Dwell Time, on the tool d/protrusion d. Compared 

to welds produced by pin-less tools, Keyhole is not 

visible. Due to the lack of depth of tool penetration in the 

samples in this process, keyhole defects, hook defects 

and surface cracks were not seen in the microstructure. 

The reason for this is the thermal zone and the onion ring 

structures (mechanical) are not available due to the lack 

of tool pins. The keyhole defect was completely removed 

and no other defect was detected. 

 

4. 3. Optimization 
 

4. 3. 1. Analysis of Tensile Test Results         By 

analyzing the results and adding these results in Minitab 

software, the normal diagram of the output data obtained 

is presented in Figure 11. Equation (1) is the statistical 

modeling of the larger-better equation, which is why the 

choice of this equation  is to find the maximum force of 

choice. According to the analysis of the results in Table 

4, the P-value increased by 0.05, indicating that the 

tensile strength results of the welded samples follow the 

normal distribution. 

S/N � �10 log log �∑
�

��
�

�
���  �  (1) 

Regression YTS = 1057.9 - 738.2 RS1 - 202.3 RS2 + 940.5 RS3 

- 1.6 DT1 + 116.5 DT2 - 114.8 DT3 - 408.2 D/d1 + 91.4 D/d2 

+ 316.8 D/d3 + 90.2 NT1 - 332.5 NT2 + 242.3 NT3 + 48.2 NMP1 
+ 8.6 NMP 2 - 56.8 NMP3 

 

Based on the P-value of the analysis of the variance 

table, which shows that the rotation speed has a greater 

effect on the tensile strength of welded samples than 

other welding parameters. Besides, the R-Sq value was 

89.62%, indicating that this model covers more than 90% 

of the data. It should be noted that for higher R-Sq values, 

it’s more realistic and consistent with the regression 

model. 

 

 
TABLE 4. Analysis and variance of tensile test results 

Source DF Adj SS Adj MS 
F-

Value 

P-

Value 

Rotational 

speed 
2 13233863 6616931 51.96 0.000 

Dwell Time 2 240848 120424 0.95 0.409 

tool d/protrusion 

d 
2 2477759 1238880 9.73 0.002 

Nano type 2 1596512 798256 6.27 0.010 

Nano Material 

Percentage 
2 50661 25331 0.20 0.822 

Error 16 2037443 127340 - - 

Total 26 19637086 - - - 

R-sq=89.62% R-sq(adj)= 83.14% 
R-sq(pred)= 

70.45% 

 

 
Figure 11. Normal diagram for experimental data of Al/PE 

composite 

 

 
Figure 12. Effect of processing parameters on tensile 

strength 
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Since in the study of tensile strength, the aim is to 

maximize the amount of response, signal-to-noise (the 

larger is better) analysis has been used to investigate the 

main effects of the parameters and the order of their 

importance on the tensile strength of the samples. The 

maximum fracture force was 2249 N and the maximum 

tensile strength was 4.13 MPa in the tensile test (Figure 

13). Due to the normal distribution of data, analysis of 

variance of the data obtained from the tensile test is 

considered. Also, Figures 14 and 15 show the diagrams 

of the response surface method and the contours of the 

tensile test. Based on the results of these graphs, the 

effects of variable effective factors on each other and 

finally on the yield strength are presented. Eq. 2 

regression model is the criterion for submission to an 

analysis of variance. 

 

 

 
Figure 13. Tensile test results for the basis of yield strength 

 

 

 

 

 

 
Figure 14. Contours of effective factors based on yield 

strength 
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Figure 15. Effective parameter response surface method 

 

 
The interaction effect of the parameters on the maximum 

strength is depicted in Figure 16. 

 

4. 3. 2. Signal to Noise Tensile Test Results     

According to the results of signal-to-noise analysis in 

Table 6, for the tensile strength of the samples, the 

parameters are ranked based on impact degree, tool 

speed, Tool d/protrusion d, nanomaterial type, dwell time 

and percentage of nanoparticles, respectively, with the 

results and percentage. The share corresponds to the 

analysis of the variance table. The ratings are obtained 

from the delta values and the delta values are obtained 

from the difference between the maximum and minimum 

column values of that factor. According to the results of 

signal-to-noise analysis in Table 5, for the tensile 

 

 

 

 
Figure 16. Interaction effect of the parameters on maximum 

tensile force yield strength 

strength of the samples, the parameters are ranked based 

on impact degree, tool speed, Tool d/protrusion d, type of 

nanomaterial, pause time and percentage of 

nanoparticles, respectively with the results and also 

Corresponds to the percentage share of the analysis of 

variance table. The ranking is obtained from the delta 

values and the delta values are obtained from the 

difference between the maximum and minimum column 

values of that factor. 

Table 5 shows the signal-to-noise results of the test 

design. In these results, the effect of 5 input factors with 

three levels has been investigated. According to the 

analysis of variance presented in Table 5, the percentage 

of participation in the parameters shows that the 

rotational speed had the greatest effect on tensile strength 

and other parameters such as Tool d/protrusion d, 

nanomaterial type, static time and percentage of 

nanoparticles had the most effect, respectively. 

The optimal value of the parameter for the rotation 

speed of the maximum level tool with the maximum 

speed (2500 rpm) is considered to be the third level. 

Because increasing the temperature due to increasing the 

speed of the tool, causes more friction of the material. As 

the temperature increases, the strength of the melt and 

viscosity decrease and the materials in the weld zone 

integrate well and ultimately lead to an increase in tensile 

strength. The optimal parameter value for the dwell time 

in the second level was 12 seconds. The reason for this 

was that the low and excessive heat required (due to tool 

friction) reduced the mechanical properties of the 

welding area. The optimal value was in 12 seconds and a 

more uniform cross-section was achieved at the welding 

surface than in 6 and 18 seconds. 

The optimal parameter for Tool d / Protrusion d is in 

the third level with a diameter of 21 mm. The reason for 

this was the greater contact of the work-piece and the 

presence of useful friction. The optimal effect of the 

studied parameters for the nanomaterial was the third 

level of the nanomaterial (SiO2) which had the greatest 

effect on the tensile strength of the welded parts. Also, 

the last parameter was the effect of the optimal 

percentage of nanoparticles. At the first level, 1% of the 

nanoparticles were selected. In nanoparticles about 1% to 

the welding area, the tensile strength of the welded 
 

 

TABLE 5. Signal-to-Noise Analysis Table Tensile strength 

results 

Level 
Rotational 

speed 

Dwell 

Time 

Tool d/ 

protrusion d 

Nano 

type 

Nano 

Percentage 

1 0.6513 2.2084 1.2213 2.3362 2.2240 

2 1.9296 2.4316 2.2660 1.4911 2.1484 

3 3.8344 1.7753 2.9280 2.5880 2.0429 

Delta 3.1831 0.6562 1.7067 1.0969 0.1811 

Rank 1 4 2 3 5 
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samples increases. The reason for this increase was good 

nanoparticle distribution, stress distribution and tensile 

strength. 

 

 

5. CONCLUSION 

 

In this study, a novel approach called the PFSSW process 

was investigated in order to join different materials, 

consisted of high-density polyethylene and Al5083, with 

different parameters at the ambient temperature and 

normal conditions. To discover the impact of process 

parameters on mechanical properties, these materials 

were applied using DOE analysis. The high-density 

polyethylene and Al5083 besides the structural and 

mechanical properties of flawless welds, such as 

debarment of void defects on the welding surface, were 

employed. The results of S/N Analysis and Analysis of 

Variance reveals that the most effective parameter on the 

tool’s tensile strength is the rotation speed, and other 

parameters are respectively as the Tool d/ Protrusion d, 

Nano-materials’ percentage, Nano-materials’ type, and 

dwell time. At the next level, the same results of 

maximum tensile strength are applied. The increment in 

both the welding area and the joint spot is due to the heat 

exchange resulting from the friction between the tool and 

the upper sheet (Al5083).  

In this research, the chosen parameters of Taguchi 

experiments play an important role in rising the welded 

areas’ temperature. As the temperature increases, 

whether soft or hard materials’ mass would be 

proliferated and a better balance struck. For the lack of 

strength, TiO2 nanoparticles have no impact on 

enhancing the welding properties. In the absence of 

nanoparticles, a rupture was witnessed in the tensile tests 

of polyethylene samples. Therefore, more sediment was 

grabbed by the polyethylene sample through adding 

nanoparticles and so the mechanical properties of the 

Al/PE composite are improved by deposition of 

nanoparticles. The analysis of variance was attained at 

reliability of R (Sq) = 89%. Based on the S/N ratio 

analysis, the optimum states of input parameters are 

considered as the rotation speed of 2500 rpm dwell time 

of 12 s, Tool d/ Protrusion d of 3 mm, Nano-material’s 

type of Sio2 and percentage of 10%. 
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A B S T R A C T  
 

 

Knowledge transfer can occur on two levels: intra-organizational and inter-organizational. Acquiring 
knowledge from outside an organization usually requires significant budget and considerable time. 

However, through awareness and reliance on knowledge already acquired by the personnel, and creating 

a knowledge flow network, knowledge level of the organization can be increased in the shortest possible 
time. The present paper addresses the design of a knowledge flow network between the personnel of an 

organization according to the professional and personal trust levels, teaching and learning capabilities, 

knowledge level of the personnel, organizational commitment level, type and importance of each 
knowledge, and the stochastic nature of the knowledge transfer duration. This problem was formulated 

as a stochastic multi-objective mixed-integer programming. The objectives of the proposed model were 
maximizing the knowledge level and minimizing the knowledge transfer time. The model was solved 

using the Lagrangian relaxation algorithm and the CPLEX solver. Results indicate the high efficiency of 

the Lagrangian relaxation algorithm specially in computational time of large-sized problems. Moreover, 

the results show that the organizational commitment parameter has more significant influence on the 

knowledge transfer duration, followed by teaching and learning capabilities. 

doi: 10.5829/ije.2022.35.06c.07 
 

 
1. INTRODUCTION1 
 

Knowledge has been overgrown in the past decades, such 

progress in gained knowledge for the last decade is 

known by many to be larger than that accumulated 

throughout history up to the previous decade. It has 

earned knowledge the status of an essential competitive 

advantage, and every firm bears responsibility for 

gaining and applying knowledge [1, 2].  

Knowledge can be transferred between organizations 

(inter-organizational) or within an organization (intra-

organizational) [3]. Clearly, effective intra-

organizational knowledge transfer is critical for a 

sustainable competitive advantage [4, 5]. The main topic 

of the present research is intra-organizational knowledge 

transfer, because knowledge transfer between the 

personnel of an organization can be led to considerable 

time and budget saving. 

 

*Corresponding Author Institutional Email: hrdezfoolian@basu.ac.ir 
(H. R. Dezfoulian) 

This research primarily focuses on answering the 

question of how to use the existing knowledge in an 

organization to guide the knowledge flow between the 

personnel to maximize the knowledge level and to 

minimize the duration time of knowledge transfer. To 

realize this goal, considering budget constraints and the 

parameters affecting the model, one must determine the 

knowledge, the field, and the personnel involved in 

knowledge transfer so that the overall level of knowledge 

in the organization can be maximized in the shortest 

possible time.  

To this end, first, the existing literature on the subject 

is reviewed, and the research gap is highlighted. Then, 

the problem is stated, and the associated mathematical 

model is introduced. In the subsequent section, the 

solution method is explained, after which the different 

solution methods are compared, and the sensitivity 

analysis is performed. Finally, the results are discussed, 

and suggestions are made for future research. 
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The remaining structure of the paper is as follows: the 

literature review of the related papers is presented in 

section 2. Problem description, assumptions, and 

mathematical model are given in section 3. Using solving 

methods consist of the LP-metric, and the Lagrangian 

relaxation methods are in section 4. Section 5 introduces 

examples and sensitivity analysis for the determination of 

important parameters. Finally, computational results and 

discussions for small, medium, and large-sized problems 

with 25 different samples and two methods are presented 

in the last section. 

 
 
2. LITERATURE REVIEW 
 
The literature review of this paper is organized in 

knowledge flow networks, factors affecting knowledge 

transfer, and mathematical modeling. First, research on 

knowledge flow networks is mentioned. Rózewski et al. 

[6] have stated that an open atmosphere encouraging 

knowledge transfer and an appropriate field of 

cooperation are required for successful knowledge 

discovery. Collaborative learning in an organizational 

social network is based on knowledge resource 

distribution via creating a knowledge flow network. In 

this network, the nodes represent the persons in an 

organization and contain information about their social 

and cognitive abilities. In addition, the persons are 

described by their skill sets, their knowledge level in 

these skills, and their collaborative learning behavior, 

which can be recognized by analyzing the knowledge 

flow. They assume knowledge level increasing is the 

result of collaborative learning. In other words, 

cooperative learning can be analyzed as a process 

involving the flow of knowledge in the network. Chandra 

et al. [7] aimed to understand the knowledge sharing in 

projects based on knowledge flow patterns. An 

interpretive structural model for the knowledge network 

in knowledge-based organizations (specifically, an 

automotive research and development center) was 

discussed by Rezaeian et al. [8]. They identified and 

ranked the factors affecting the formation of knowledge 

networks and their relationships in knowledge-based 

organizations. Environmental factors, knowledge 

content, cultural factors, IT and network systems, 

communication mechanisms, organizational structures, 

and management processes were the factors influential in 

knowledge network formation in their research. 

The second topic investigated in the literature review 

is the factors affecting knowledge transfer within an 

organization. In another research, Lin [9] concluded that 

organizational commitment is directly related to implicit 

knowledge transfer. Duan et al. [10] explored, confirmed, 

and mapped the significant factors affecting transnational 

knowledge transfer (TKT). Ten factors had been selected 

by more than 50 percent of specialists as the significant 

factors influencing TKT projects. These were cultural 

relations and awareness, language, motivation, 

knowledge gap, appropriate selection of teacher and 

learner, scope and focus, transfer channel, trust, and 

constraint removal. Knowledge transfer and learning 

capacity in multinational corporations (MNCs) addressed 

by Lee and Wu [11]. The knowledge absorption capacity 

of the learner is the most critical factor in internal 

knowledge transfer in MNCs. This research defines 

absorption capacity as the personnel’s capability and 

motivation. The impact of trust on selecting the 

knowledge transfer mechanism was investigated by 

Sreckovic and Windsperger [12]. Alexopoulos and 

Buckley [13] stated that, despite the fundamental role of 

trust in facilitating intra-organizational knowledge flows, 

the existing limited empirical research shows what kind 

of trust is related to the adequate knowledge transfer 

between persons and when these types of trust gain 

significance. Hence, they examined the effects of 

personal and professional trust on knowledge transfer. 

They found that professional trust and personal trust are 

both positively and considerably related to knowledge 

transfer. Moreover, they demonstrated that professional 

trust has a remarkably more substantial positive effect 

than personal trust on knowledge transfer. Swart et al. 

[14] investigated the reasons of knowledge sharing with 

the colleagues. The impact of commitment, personal and 

professional trust on the transfer and application of 

knowledge was studied by Ouakouak and Ouedraogo 

[15]. The relationship between trust, knowledge transfer 

and organizational commitment in small and medium 

companies was investigated by Curado. and Vieira [16]. 

The results indicated that trust has a remarkable positive 

effect on knowledge transfer and organizational 

commitment. Knowledge transfer is somehow the 

intermediary between trust and organizational 

commitment. García-Almeida and Bolívar-Cruz [17] 

identified the main factors contributing to the success of 

knowledge transfer in service-based companies during 

the creation or sale of new units. Regional transfer of 

experience, compatibility between the cultural 

background of the knowledge and that of the learners, the 

absorption capacity of the learners, motivation of the 

teachers and learners, and incompatibility during the 

transfer process are key factors influencing several 

aspects of success in knowledge transfer in service-based 

companies. By investigating the effect of commitment on 

the common intentions of knowledge collaborators in 

virtual societies in China, Lou et al. [18] attempted to fill 

the research gap in this area. Their results indicated that 

emotional and normative commitment could 

considerably influence the knowledge transfer goals of 

users.  

The third part of the literature review concerns the 

mathematical modeling of knowledge flow networks. A 

mixed-integer programming (MIP) model for the 



1156                             A. Makarchi et al. / IJE TRANSACTIONS C: Aspects  Vol. 35, No. 06, (June 2022)   1154-1169 

 

systematic analysis and proper understanding of 

knowledge flow networks between the personnel in an 

organization was formulated by Dong et al. [19]. They 

demonstrated how centralized organizations could 

facilitate knowledge transfer using knowledge transfer 

networks and reduce the number of relationships required 

in a multi-knowledge environment for effective 

knowledge management. Dezfoulian et al. [2] formulated 

knowledge transfer between the members of an industrial 

cluster using a new MIP model. They maximized 

knowledge transfer between the companies considering 

the budget and time constraints. Dezfoulian and Samouei 

[20] formulated knowledge transfer between the 

members of a chain level using a novel MIP model and 

implemented it for the producer level of a dairy supply 

chain. Moreover, they identified the parameters 

influencing the knowledge flow network. 

A comparison between the few mathematical models 

(of the knowledge flow network) in terms of the objective 

function indicates that only Dong et al. [19] presented 

single-objective, where Dezfoulian et al. [1] and 

Dezfoulian and Samouei [20] discussed multi-objective. 

Most papers in this area have considered increasing the 

level of knowledge. The second objective of Dezfoulian 

et al. [1] was maximizing knowledge transfer between 

companies in the cluster with the most substantial level 

of relationship. Also, the second objective of Dezfoulian 

and Samouei [20] has been to reduce the knowledge 

transfer cost. The focus of Dezfoulian et al. [1] and 

Dezfoulian and Samouei [20] was on inter-organizational 

knowledge transfer, while that by Dong et al. [19] was on 

intra-organizational knowledge transfer. Dong et al. [19] 

solved their model using a heuristic method, while the 

other two papers have used exact methods. 

A review of previous studies showed that the 

maximization of the knowledge level of personnel in an 

organization and considering budget and time and the 

associated formulation in the form of a mathematical 

model as a powerful analysis tool has been rarely 

addressed. Furthermore, given the importance of 

knowledge as an essential resource in organizations and 

the scarcity of resources (especially budget and time), 

any action to enhance the level of knowledge is a 

significant step toward improving the competitive status 

of the organization. For this reason, the present research 

focuses on mathematical modeling to improve the level 

of organizational knowledge using intra-organizational 

knowledge transfer. For this purpose, professional and 

personal trust, organizational commitment (which has 

not been considered in previous research), teaching and 

learning capabilities, which affect the knowledge transfer 

process, were considered. For a more realistic model, the 

stochastic nature of the knowledge transfer duration has 

been considered. However, previous works have 

considered all the variables and parameters to be 

deterministic. The problem has been formulated as a 

stochastic MIP model and solved using the CPLEX 

solver and the Lagrangian relaxation algorithm. 

 
 
3. PROBLEM DESCRIPTION AND MODELING 
 

Knowledge is a critical resource in every organization. It 

has motivated numerous advanced organizations to 

manage knowledge and use it to their best advantage. In 

general, the personnel in an organization do not share 

equal awareness of different types of knowledge. Each 

personnel member may be an expert in a particular 

knowledge and a beginner or an intermediate in the 

others. The personnel can cooperate in knowledge 

transfer to improve the overall knowledge level. For the 

best results, it is necessary to maximize the knowledge in 

the shortest possible time considering the budget 

limitation. To this end, the knowledge level of each 

member must be determined at the outset of the 

knowledge transfer plan. Beginner, intermediate, and 

expert levels are defined for each knowledge type. 

Persons with higher levels of knowledge can teach their 

knowledge to persons with lower levels. Knowledge 

transfer is affected by various factors. This model 

considers professional and personal trust, teaching and 

learning capability, and organizational commitment  for 

knowledge sharing. The duration of knowledge transfer 

is impacted by the teaching and learning abilities and the 

organizational commitment. Therefore, to get closer to 

the real-world situation, the necessary time of knowledge 

sharing is considered stochastic. Different areas of 

knowledge have different levels of significance for other 

persons. Therefore, different knowledge must be 

prioritized for each person according to their needs and 

jobs. Hence, this paper presents a stochastic MIP model 

for knowledge sharing between the personnel of an 

organization according to professional and personal trust, 

teaching and learning abilities, organizational 

commitment, and type and significance of each 

knowledge. The objectives of this model are to maximize 

the knowledge level and minimize the duration of 

knowledge transfer. The proposed model is considered 

based on three scenarios, namely optimistic, likely, and 

pessimistic. Then, the problem is solved for each 

scenario. Finally, the average of the results is reported 

based on the opinion of the decision-maker and the 

probability of each scenario. Clearly, the knowledge 

transfer time in the pessimistic case is longer than the 

likely and the optimistic cases. 

 

3. 1. Assumptions          The assumptions are as follows: 
• The knowledge possesses beginner, intermediate, or 

expert levels, denominated 1, 2, and 3, respectively. 

• The knowledge level of a person who teaches another 

person is higher than the learner knowledge level.  
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• The teacher cannot learn knowledge from another 

person during the teaching period.  

• At the end of the teaching period, the learner’s level is 

upgraded by 1. 

• The significance of different knowledge types is equal 

for other persons during the planning horizon. 

• Knowledge transfer does not occur during regular 

work hours. 

• The knowledge transfer duration depends on the type 

of knowledge and the teaching capability, learning 

capability, and organizational commitment.  

• Knowledge transfer that is impossible to complete 

during the planning horizon is excluded. 

• The knowledge transfer cost depends on the type of 

knowledge and the teaching and learning persons.  

• The cost of knowledge transfer between the 

organization's personnel must not exceed the allocated 

budget. 

• The persons are unable to teach and learn several types 

of knowledge simultaneously.  

• Teaching and learning happen one-on-one and not in 

groups. 

• The pessimistic, likely, and optimistic cases (for the 

given knowledge transfer duration) have the same 

probability of occurrence.  

The indexes, parameters, and decision variables and their 

definitions in this model are as follows: 

Indexes 
𝑘  Teacher  

𝑙  Learner  

𝑠  Knowledge type  

𝑡  Periods  

Parameters 
𝐾  Total number of persons 

𝑇  Planning horizon duration 

𝑆  Total number of knowledge types 

𝛾𝑘𝑠  Significance of knowledge type 𝑠 for person 𝑘 

𝛼𝑘𝑙  
Professional level of trust between person 𝑘 and 

person 𝑙 

𝛽𝑘𝑙   
A personal level of trust between person 𝑘 and 

person 𝑙 
𝑡𝑡𝑠̃  Duration of teaching (learning) knowledge type 𝑠 

𝜃𝑘  Teaching capability of person 𝑘 

𝜆𝑙  Learning capability of person 𝑙 

(𝜋𝑙) 𝜋𝑘 
Organizational commitment of the teacher 

(learner) 

𝜁𝑘𝑙𝑠  
Cost of transferring knowledge type 𝑠 from person 

𝑘 to person 𝑙 
𝑀  A sufficiently large number 

𝐶  
The total budget allocated to knowledge teaching 

in the organization 

A The threshold for professional trust 

B The threshold for personal trust 

Decision variables 

𝑋𝑘𝑙𝑠
𝑡  

1, if transferring knowledge type s from person k 

to person l begins in period t; 0, otherwise. 

𝐸𝑙𝑠
𝑡   

1, if person 𝑙 is learning knowledge type 𝑠 during 

period 𝑡; 0, otherwise. 

𝐹𝑘𝑠
𝑡   

1 if person k is teaching knowledge type 𝑠 during 

period 𝑡; 0, otherwise. 

𝑊𝑘𝑠
𝑡   

Level of person 𝑘 in knowledge type 𝑠 at the 

beginning of period 𝑡 

 

3. 2. Mathematical Programming Model           The 

model presented in this paper is a development of the 

models by Dezfoulian et al. [1], Dong et al. [19], 

Dezfoulian and Samouei [20]. The problem is modeled 

as a bi-objective, linear, stochastic MIP model according 

to Equations (1)-(17).  

(1 ) 𝑀𝑎𝑥 ∑ ∑ 𝛾𝑘𝑠 × 𝑊𝑘𝑠
𝑇𝑆

𝑠=1
𝐾
𝑘=1   

(2 ) 
𝑀𝑖𝑛 ∑ ∑ ∑ ∑ (𝑡𝑡𝑠̃ × (1.5 − 𝜃𝑘 × 𝜋𝑘) ×𝑇

𝑡=1
𝑆
𝑠=1

𝐾
𝑙=1
𝑘≠𝑙

𝐾
𝑘=1

(1.5 − 𝜆𝑙 × 𝜋𝑙)) × 𝑋𝑘𝑙𝑠
𝑡   

 𝑠. 𝑡.: 

(3) ∑ 𝐸𝑙𝑠
𝑡 ≤ 1    ،𝑆

𝑠=1 ∀𝑙 ∈ {1،2، … ،𝐾}،∀𝑡 ∈ {1،2، … ،𝑇}  

(4 ) 
(

∑ ∑ 𝑋𝑘𝑙𝑠
𝑝𝑡

𝑝=𝑡−𝑡𝑡𝑠̃+1
𝐾
𝑘=1
𝑘≠𝑙

𝑀
) ≤ 𝐸𝑙𝑠

𝑡    ،∀𝑙 ∈ {1،2، … ،𝐾}،∀𝑠 ∈

{1،2، … ،𝑆}،∀𝑡 ∈ {1،2، … ،𝑇}  

(5 ) ∑ 𝐹𝑘𝑠
𝑡 ≤ 1   ،𝑆

𝑠=1 ∀𝑘 ∈ {1،2، … ،𝐾}،∀𝑡 ∈ {1،2، … ،𝑇}  

(6 ) 
(

∑ ∑ 𝑋𝑘𝑙𝑠
𝑝𝑡

𝑝=𝑡−𝑡𝑡𝑠̃+1
𝐾
𝑙=1
𝑙≠𝑘

𝑀
) ≤ 𝐹𝑘𝑠

𝑡    ،∀𝑘 ∈ {1،2، … ،𝐾}،∀𝑠 ∈

{1،2، … ،𝑆}،∀𝑡 ∈ {1،2، … ،𝑇}  

(7 ) 
𝑋𝑘𝑙𝑠

𝑡 ≤ 𝑊𝑘𝑠
𝑡 − 𝑊𝑙𝑠

𝑡 + 𝑀 × (1 − 𝑋𝑘𝑙𝑠
𝑡 )          ،∀𝑘،𝑙 ∈

{1، … ،𝐾}،𝑘 ≠ 𝑙،∀𝑠 ∈ {1، … ،𝑆}،𝑡 < (𝑇 − 𝑡𝑡𝑠̃ + 1)  

(8 ) 
𝑋𝑘𝑙𝑠

𝑡 ≤ 𝛼𝑘𝑙 − 𝐴 + 𝑀 × (1 − 𝑋𝑘𝑙𝑠
𝑡 )          ،∀𝑘،𝑙 ∈

{1، … ،𝐾}،𝑘 ≠ 𝑙،∀𝑠 ∈ {1، … ،𝑆}،𝑡 < (𝑇 − 𝑡𝑡𝑠̃ + 1)  

(9 ) 
𝑋𝑘𝑙𝑠

𝑡 ≤ 𝛽𝑘𝑙 − 𝐵 + 𝑀 × (1 − 𝑋𝑘𝑙𝑠
𝑡 )          ،∀𝑘،𝑙 ∈

{1، … ،𝐾}،𝑘 ≠ 𝑙،∀𝑠 ∈ {1، … ،𝑆}،𝑡 < (𝑇 − 𝑡𝑡𝑠̃ + 1)  

(10 ) 
∑ 𝑋𝑘𝑙𝑠

𝑝
≤ 0   ،∀𝑘،𝑙 ∈ {1، … ،𝐾}𝑇

𝑝=𝑇−𝑡𝑡𝑠̃+1 ،𝑘 ≠

𝑙،∀𝑠 ∈ {1، … ،𝑆}  

(11 ) 
𝑊𝑙𝑠

𝑡+1 = 𝑊𝑙𝑠
𝑡           ،𝑙 ∈ {1،2، … ،𝐾}،𝑠 ∈

{1،2، … ،𝑆}،𝑡 < 𝑡𝑡𝑠̃  

(12 ) 
𝑊𝑙𝑠

𝑡 = 𝑊𝑙𝑠
𝑡−1 + ∑ 𝑋𝑘𝑙𝑠

𝑡−𝑡𝑡𝑠̃    ،𝑙 ∈ {1،2، … ،𝐾}𝐾
𝑘=1
𝑘≠𝑙

،𝑠 ∈

{1،2، … ،𝑆}،𝑡 > 𝑡𝑡𝑠̃  

(13 ) ∑ ∑ ∑ ∑ 𝜁𝑘𝑙𝑠 × 𝑋𝑘𝑙𝑠
𝑡 ≤ 𝐶𝑇

𝑡=1
𝑆
𝑠=1

𝐾
𝑙=1
𝑘≠𝑙

𝐾
𝑘=1   

(14 ) 
𝑊𝑘𝑠

𝑡 ≤ 3   ،∀𝑘 ∈ {1،2، … ،𝐾}،𝑠 ∈ {1،2، … ،𝑆}،∀𝑡 ∈
{1،2، … ،𝑇}  
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(15 ) 
∑ ∑ 𝑋𝑘𝑙𝑠

𝑝𝑡+𝑡𝑡𝑠̃−1
𝑝=𝑡+1 ≤ (1 − ∑ 𝑋𝑘𝑙𝑠

𝑡𝐾
𝑘=1
𝑘≠𝑙

)   ،𝐾
𝑘=1
𝑘≠𝑙

∀𝑙 ∈

{1،2، … ،𝐾}،𝑠 ∈ {1،2، … ،𝑆}،𝑡 ≤ (𝑇 − 𝑡𝑡𝑠̃ + 1)  

(16 ) 
∑ ∑ 𝑋𝑘𝑙𝑠

𝑝𝑡+𝑡𝑡𝑠̃
𝑝=𝑡 ≤ 1       ،𝐾

𝑘=1
𝑘≠𝑙

∀𝑙 ∈ {1،2، … ،𝐾}،∀𝑠 ∈

{1،2، … ،𝑆}،∀𝑡 ∈ {1،2، … ،𝑇}  

(17 ) 
∑ ∑ 𝑋𝑘𝑙𝑠

𝑝𝑡+𝑡𝑡𝑠̃
𝑝=𝑡 ≤ 1         ،𝐾

𝑙=1
𝑘≠𝑙

∀𝑘 ∈ {1،2، … ،𝐾}،∀𝑠 ∈

{1،2، … ،𝑆}،∀𝑡 ∈ {1،2، … ،𝑇}  

The model consists of two objective functions. The 

first objective, shown in Equation (1), is maximizing the 

knowledge level of the organization’s personnel in the 

last period of the planning horizon, and the second 

objective, shown in Equation (2), is minimizing the 

duration of knowledge transfer between the 

organization’s personnel. Equations (3) and (4) indicate 

that person 𝑙 can learn knowledge from at most one 

person during period 𝑡. Equations (5) and (6) indicate that 

person 𝑘 can teach at most one person during period 𝑡. 

Equations (7), (8), and (9) show that person 𝑘 transfers 

knowledge type 𝑠 to person 𝑙 during period 𝑡 if the 

knowledge of person 𝑘 is at least one level higher than 

person 𝑙 and if the professional trust level (𝛼𝑘𝑙) and 

personal trust level (𝛽𝑘𝑙) are higher than A and B, 

respectively. Constraint (10) indicates that the last period 

of teaching knowledge type 𝑠 in the planning horizon 

cannot begin in 𝑡𝑡𝑠̃ − 1, since there is insufficient time to 

learn that knowledge type. Equation (11) shows that the 

level of knowledge type 𝑠 in person 𝑙 is the same as the 

initial level during the 𝑡𝑡𝑠̃ initial periods of the planning 

horizon. Equation (12) indicates that the knowledge type 

𝑠 in person 𝑙 increases by 1 level after training (period 

𝑡𝑡𝑠). Constraint (13) shows that the total cost of 

transferring knowledge from the teachers 𝑘 to the 

learners 𝑙 during the planning horizon cannot exceed the 

allocated budget 𝐶. Constraint (14) shows that the 

knowledge level of all persons in all the knowledge types 

must not exceed the highest level defined for expertise 

during the planning horizon. Equation (15) indicates that 

if 𝑋𝑘𝑙𝑠
𝑡  equals one at the beginning of period 𝑡, person 𝑙 

cannot learn from another person during the subsequent 

𝑡𝑡𝑠̃ − 1 periods. Equation (16) indicates that while person 

𝑙 is learning knowledge type 𝑠 from person 𝑘, learning a 

higher level of this knowledge from other persons is 

impossible. Constraint (17) shows that no more than one 

person can simultaneously learn knowledge 𝑠 from 

person 𝑘 during period 𝑡. 
 

 

4. SOLUTION METHOD 
 

The Lagrangian relaxation method is used to solve the 

model of the knowledge flow network between an 

organization's personnel. Hence, first, the algorithm is 

introduced and, then, the results obtained from solving 

the model in small, medium, and large scales are 

presented.  

 

4. 1. LP-Metric Method           A multi-objective 

decision-making model consists of a vector of decision 

variables, objective functions, and constraints to 

maximize or minimize the objective functions. Since 

such problems rarely have a unique solution, the 

decision-maker selects a solution from among a set of 

efficient solutions.  
The LP-Metric method is a multi-criteria decision-

making method (MCDM) that can solve multi-objective 

decision-making models (MODMs). This method 

minimizes the sum of the powers of the relative 

deviations of the objectives from their optimal values and 

combines several objective functions into a single 

objective. The LP-Metric method drew interest for two 

reasons: 

• It requires less information from the decision-

maker. 

• It is practically simple to use. 

The point x* is called an ideal point if it 

simultaneously optimizes all the objectives in a problem. 

However, such a solution does not usually exist due to 

the conflicts between different objectives. Another 

definition for the ideal point is when the optimal value of 

each objective function is determined separately. Then, 

the metric distance in the LP methods is used to measure 

the proximity of a solution to the ideal solution.  

The parameter 1 ≤ 𝑃 ≤ ∞ determines the LP family. 

The value of P determines the degree of priority on the 

present deviations, such that the higher this value is, the 

higher the emphasis will be on the most considerable 

variations. Moreover, 𝑃 = ∞ means that the most 

significant variations will be considered from among the 

existing variations for the optimization. The values P=1, 

P=2, and 𝑃 = ∞ are usually used in the calculations and 

it depends on the decision-maker in any case. 

Since the value of LP-Metric can be affected by the 

measurement scale of the objectives (in case these scales 

are different), the following formula can be used to 

resolve this issue: 

(18) 𝐿𝑃 = {∑ 𝑤𝑖 [
𝑓𝑖(𝑥∗𝑖)−𝑓𝑖(𝑥)

𝑓𝑖(𝑥∗𝑖)−𝑓𝑖(𝑥𝑖)
]

𝑝
𝑘
𝑖=1 }

1

𝑝

  

The metric distance obtained from Equation (18) varies 

between zero and one. The maximum values of the 

objectives are desired. 𝑥∗𝑖 denotes the ideal solution in 

optimizing the ith objective, 𝑥̃𝑖 is a solution that 

minimizes 𝑓𝑖, x represents a given solution, and 𝑤𝑖  

indicates the significance (weight) of the ith objective. 

The LP-Metric function must be minimized to minimize 

deviations from the ideal value. If the objectives are 

minimization, the LP formula is obtained as Equation 

(19): 
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(19) 𝐿𝑃 = {∑ 𝑤𝑖 [
𝑓𝑖(𝑥)−𝑓𝑖(𝑥𝑖)

𝑓𝑖(𝑥∗𝑖)−𝑓𝑖(𝑥𝑖)
]

𝑝
𝑘
𝑖=1 }

1

𝑝

  

All the objective functions (minimization and 

maximization) are added via the LP-Metric method, and 

the minimum value of the overall function is calculated. 

In the LP-Metric technique, the preferences of the 

decision-maker to various objectives are represented by 

their related weights. 

For this purpose, we used lower bound, and upper 

bound for each objective function, and calculated Z3 

according to the following equation: 

𝑍3 = 𝑤1(
𝑈𝐵1−𝑧1

𝑈𝐵1−𝐿𝐵1
) + 𝑤2(

𝑧2−𝐿𝐵2

𝑈𝐵2−𝐿𝐵2
)  (20) 

UB1 (upper bound 1), LB1 (lower bound 1), UB2 (upper 

bound 2), and LB2 (lower bound 2) are the bounds of Z1, 

and Z2, respectively. For UB1, LB1, UB2, and LB2 

calculation, we used the following relations: 

UB1 = ∑ ∑ 3𝛾𝑘𝑠𝑘𝑠   (21) 

The first objective function is maximizing the knowledge 

level of the organization’s personnel in the last period of 

the planning horizon. Clearly, according to situations, 

knowledge is transferred from the first to the last period. 

Since the maximum level of each knowledge (for the 

experts) is three, we used this value for UB1. Because 

this objective function value cannot exceed this value. 

LB1 = ∑ ∑ 𝑤𝑘𝑠
1 𝛾𝑘𝑠𝑘𝑠   (22) 

In lower bound 1 we used the knowledge level of each 

person at the first period. Clearly, after knowledge 

sharing, the level of the organization’s personnel in the 

last period of the planning horizon cannot be less than 

their initial levels. 

LB2=0 (23) 

The second objective function is minimizing the 

duration of knowledge transfer between the 

organization’s personnel. We choose LB2=0. If we don’t 

have any knowledge sharing, we will not consume any 

time for teaching or learning. Therefore, this value can be 

0. 

UB2=∑ ∑ ∑ (𝑡𝑡𝑠̃ × (1.5 − 𝑚𝑖𝑛1(𝜃𝑘 ×𝐾
𝑘=1

𝑆
𝑠=1

𝐾
𝑙=1
𝑘≠𝑙

𝜋𝑘)) × (1.5 − 𝑚𝑖𝑛2(𝜆𝑙 × 𝜋𝑙)))(3 − 𝑤𝑘𝑠
1 ) 

(24) 

For upper bound 2 calculation, we considered to 

maximum necessary time for all persons to become 

experts or have level 3 in all the fields. In the worst case, 

we assume two persons with the first and the second-

lowest organizational commitment to be teacher and 

learner. Clearly, for these persons minimum teaching and 

learning capabilities are considered. Therefore, in UB2 

we used 𝑚𝑖𝑛1(𝜃𝑘 × 𝜋𝑘) and 𝑚𝑖𝑛2(𝜆𝑙 × 𝜋𝑙). 

 

4. 2. Lagrangian Relaxation Method        The 

Lagrangian relaxation method is a common technique for 

solving some optimization problems. This method was 

first introduced by Held and Krap to solve the Traveling 

Salesman Problem (TSP) and is a technique that solves a 

constrained and hard optimization problem via a more 

straightforward problem. The main idea behind 

Lagrangian relaxation is relaxing the complicated 

constraints, multiplying them by coefficients called 

Lagrangian multipliers, and adding them to the objective 

function of the problem. The relaxed problem is expected 

to be easier to solve than the original problem due to 

eliminating some of the constraints and the enlargement 

of the feasible region. 
The relaxation of the Lagrangian multipliers as a 

method to obtain the upper (lower) bounds of the 

objective functions of mathematical problems attracted 

interest after the successful solution of the TSP, the scale 

of which was considerably large compared to the 

computational power of the time, in 1970. Given the 

computational burden in large-sized problems, 

determining the upper and lower bounds is of utmost 

significance in increasing the method’s efficiency.  

The Lagrangian relaxation algorithm begins by 

considering a 𝜆 for each constraint. The 𝜆's, called 

Lagrangian multipliers, act as shadow prices in linear 

programming ( 𝜆 represents the variation of the objective 

function for a unit change in the number to the right of 

the corresponding constraint). Then, the Lagrangian 

function, which is a combination of the constraints and 

the objective function, is formulated as Equation (25): 

(25) 𝜃(𝑥،𝜆) = 𝑓(𝑥) + ∑ 𝜆𝑖
𝑚
𝑖=1 [𝑏𝑖−𝑔𝑖(𝑥)]  

In this equation, 𝜃(𝑥, 𝜆) denotes the objective function of 

the relaxed problem, 𝑓(𝑥) represents the objective 

function of the original problem. 𝑏𝑖 is the right side of the 

relaxed constraint, and 𝑔𝑖(𝑥) denotes the left side of the 

relaxed constraint. Finally, the derivatives of the 

Lagrangian function are calculated for each of the 

variables separately [21]. 

In this research, Lagrangian relaxation is used to 

solve the presented model. It is done by adding each 

relaxed constraint to the objective function of the 

problem with a Lagrangian multiplier. To find 

appropriate Lagrangian multipliers a loop is formed, and 

the problem is solved with different values. The solution 

obtained from the Lagrangian relaxation algorithm may 

violate the relaxed constraints. The steps of the 

Lagrangian relaxation algorithm are presented as 

follows: 

1. Calculate an initial upper bound (UB) and LB*= -∞ 

and the vector of the initial Lagrangian coefficient (λ). 

2. Solve the released problem (D) and compute x* and 

LB. 

3. If LB>LB*, then LB*=LB. 
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4. λ(t)= λ(t-1)+k(b-Ax) while 𝑘 = 𝜃
𝑈𝐵−𝐿𝐵∗

∑ (𝑏𝑖−𝑎𝑖𝑥∗)2𝑛
𝑖=1

 

5. If after m consecutive repetitions there is no 

improvement in the amount of the best limit then θ = θ/2. 

6. Refer to the second step and continue until the 

algorithm stops. 

5. Sensitivity analysis 

In this section, Table 1 introduces several small, medium, 

and large-sized problems. Then, various sensitivity 

analysis results are presented. After ensuring the model’s 

validity, the sample problem is solved using the 

Lagrangian relaxation method at the mentioned scales in 

pessimistic, likely, and optimistic cases. 

Sample problem 1 consists of 5 persons, three types 

of knowledge, and a 4-period planning horizon. The 

sensitivity of this problem was analyzed using the LP-

Metric objective function, with the result shown in 

Figures3-9. Figures 1 and 2 show the Pareto layer of the 

 

 
TABLE 1. Sample problem size 

Planning 

Horizon 

Number of 

Knowledge 

Number of 

Persons 
Size 

Sample 

Problems 

4 3 5 

Small 

1 

4 3 10 2 

5 4 15 3 

5 4 20 4 

6 5 25 5 

6 5 50 

Medium 

6 

7 6 55 7 

7 6 60 8 

8 6 65 9 

8 7 70 10 

8 7 100 

Large 

11 

8 8 105 12 

9 8 110 13 

9 7 120 14 

10 8 130 15 

12 11 130 16 

12 12 130 17 

12 13 135 18 

12 14 135 19 

12 15 140 20 

12 16 140 21 

12 17 145 22 

12 18 145 23 

12 19 150 24 

12 20 150 25 

objective functions and the Pareto layer of the probability 

of the pessimistic, likely, and optimistic cases.  

Figure 1 displays all eleven cases of the Pareto layer 

for the average objective functions in pessimistic, likely, 

and optimistic conditions. In the first case, the weight of 

the first objective function is considered 1, and that of the 

second objective function is regarded zero. Then, 0.1 is 

deducted from the weight of the first objective function 

and added to that of the second objective function case 

by case until all the eleven cases are formed. 

As shown in Figure 1, up to the 5th case, the weight of 

the first objective function is reduced and the weight of 

the second objective function is increased. In these 

conditions, the LP-Metric objective function varies from 

zero in the first case to 0.275 in the 5th case. From the 5th 

case up to the 11th case, the weight of the first objective 

function is reduced and the weight of the second 

objective function is increased. The LP-Metric objective 

function varies from 0.275 to zero.  

Figure 2 shows the results of the objective function 

for the optimistic (1), likely (2), pessimistic (3) and 

average (4) situations  for a problem. Average situation is 

calculated as follows: 

pessimistic situation+4∗likelysituation
+optimistic situation

6
  (26) 

 

 

 
Figure 1. Pareto layer of the LP-Metric objective function 

 

 

 
Figure 2. Pareto layer of the probability of occurrence of 

random cases 
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It must be noted that the sensitivity analysis in this 

section, performed in sample problem 1 for likely 

situation.  

Figure 3 shows that an increase in the planning 

horizon increases the time available for knowledge 

transfer, leading to a rise in the knowledge level and an 

increase in the duration of knowledge transfer in the 

organization. 

Figures 4-9 display sensitivity analysis of the 

teaching and learning capabilities, the organizational 

commitment, and the professional and personal trust in a 

range of -100 to 100%. 

Figures 4 and 5 show that an increase in the teaching 

capability and learning capability merely reduces the 

second objective function, i.e., duration of knowledge 

transfer, and does not affect the first objective function, 

i.e., knowledge level of the organization. Also, the 

teaching capability has more significant effect on the 

second objective function than does the learning 

capability, such that a 100% increase in the teaching 

capability leads to a 12% decrease in the second objective 

function. In comparison, a 100% increase in the learning 

capability results in only a 5% decrease in this function. 

Furthermore, a 100% reduction in the teaching capability  

 

 

 
Figure 3. Effect of a change in the planning horizon on the 

objective functions 

 

 

 
Figure 4. Effect of a change in the teaching capability on the 

objective functions 

 
Figure 5. Effect of a change in the learning capability on the 

objective functions 
 

 

increases the second objective function by about 107%, 

while a reduction in the learning capability increases it by 

only about 41%. 

The impact of changes in the organizational 

commitment on the objective function is shown in Figure 

6. Similar to the last two parameters, organizational 

commitment only reduces the duration of knowledge 

transfer (second objective function) and does not affect 

on the knowledge level in the organization. A 100% 

increase in this parameter reduces the knowledge transfer 

duration by 35%, and a 100% decrease in it increases the 

knowledge transfer duration by 194%. These values 

indicate that the influence of organizational commitment 

on knowledge transfer duration is greater than those of 

teaching and learning capabilities. 

Regarding Figures 6, 7, and 8, it must be mentioned 

that the model constraints associated with professional 

and personal trust indicate that these parameters are inter-

dependent, and knowledge transfer occurs only when 

they exceed the specified thresholds.  

Figure 7 indicates the sensitivity analysis of 

professional trust. As can be seen, the knowledge transfer 

and its duration increase by 4 and 103%, with a 100% 

 

 

 
Figure 6. Effect of a change in organizational commitment 

on the objective functions 
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Figure 7. Effect of a change in professional trust on the 

objective functions 
 

 

increase in professional trust. In addition, a reduction in 

this parameter does not change the objective function 

since it violates the threshold and Constraint 8. 

As observed in Figure 8, in this particular problem, 

a 100% increase in personal trust has no impact on the 

two objective functions due to the dependence of this 

parameter on professional trust. This is evident in Figure 

9, which displays the simultaneous change of 

professional and personal trust.  

 

 

 
Figure 8. Effect of a change in personal trust on the 

objective functions 

 

 

 
Figure 9. Effect of simultaneous changes in professional and 

personal trust on the objective functions 

Simultaneous changes in personal trust and 

professional trust these parameters are analyzed in Figure 

9. It shows a 100% increase in professional and personal 

trust increases the first and second objective functions by 

4 and 194%, respectively. 

 

 

6. COMPUTATIONAL RESULTS AND DISCUSSION 
 

In this section, the problems are solved at small, medium, 

and large scales using the CPLEX solver and Lagrangian 

relaxation and compared. It is worth mentioning that 

knowledge transfer occurs between persons if the 

professional and personal trust values are higher than the 

specified thresholds. The thresholds considered for the 

professional and personal trust values in all the problems 

studied in this paper were selected based on the 

quantitative research presented by Ouakouak and 

Ouedraogo [16], conducted among 307 employees in 

Canadian organizations. All the structures in their study 

have been measured according to the 5-point Likert scale. 

The following questions were asked of the employees for 

professional and personal trust. The resulting average 

professional trust and personal trust threshold values 

obtained for knowledge transfer were 0.822 and 0.653, 

respectively (see Table 2). 

 

6. 1. Solution of Small-scale Problems         In this 

section, 5 sample problems are evaluated. The 

pessimistic, likely, and optimistic cases were generated 

for each sample problem and solved using the LP-metric 

method in GAMS software and the Lagrangian relaxation 

algorithm. The objective function values and 

computation time for each sample are shown in Tables 3 

and 4.  
Figures 10-13 are for a better comparison of the 

solution methods using the values in Tables 3 and 4. 

These figures show the Lagrangian relaxation method 

usually produces better results than the CPLEX solver for 

the first objective function. 
 

 

TABLE 2. Factors affecting the determination of professional 

and personal trust [16] 

Question Parameter 

I believe my colleagues trust me to perform my 

tasks correctly. 

Professional 

Trust 

I trust my colleagues in their ability to perform 

their tasks correctly. 

I believe that my colleagues perform tasks assigned 

to them professionally and committedly. 

My colleagues are honest. 

Personal 

Trust 

I believe that the intentions and motivations of my 

colleagues are sincere. 

I believe that my colleagues look after my interests. 
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TABLE 3. Solution of the small-scale problems using GAMS 

software 

Problem Indicator 
GAMS Software 

Pessimistic Likely Optimistic 

1 

Z1 18.748 18.748 19.082 

Z2 1.537 1.537 2.149 

Solve Time 0.311 0.335 0.344 

2 

Z1 34.657 35.002 35.002 

Z2 8.119 6.368 6.368 

Solve Time 0.639 0.558 0.697 

3 

Z1 52.654 53.019 55.598 

Z2 9.948 9.948 17.568 

Solve Time 1.213 1.236 1.342 

4 

Z1 87.510 87.510 88.418 

Z2 8.978 8.978 12.086 

Solve Time 1.798 1.909 1.900 

5 

Z1 142.234 143.123 143.123 

Z2 36.046 41.339 40.016 

Solve Time 3.365 3.714 3.892 

 

 
TABLE 4. Solution of the small-scale problems using the 

Lagrangian relaxation method 

Problem Indicator 
Lagrangian Relaxation Method 

Pessimistic Likely Optimistic 

1 

Z1 21.101 21.553 23.570 

Z2 5.618 7.132 9.857 

Solve Time 3.096 3.223 3.387 

2 

Z1 38.779 40.012 40.843 

Z2 14.933 14.367 17.567 

Solve Time 4.864 4.459 4.850 

3 

Z1 58.305 63.115 67.844 

Z2 21.595 36.120 33.315 

Solve Time 5.786 7.910 7.922 

4 

Z1 97.333 101.076 103.308 

Z2 22.278 33.476 32.650 

Solve Time 9.120 10.561 11.233 

5 

Z1 147.855 154.252 156.588 

Z2 47.983 79.270 81.115 

Solve Time 15.066 17.088 17.076 

 

 
6. 2. Solution Of Medium-Scale Problems          In 

this section, Sample Problems 6-10 are evaluated. The 

pessimistic, likely, and optimistic cases were generated  

 

 
Figure 10. Average graph of the objective functions of the 

small-scale sample problems in the optimistic case 

 

 

 

 
Figure 11. Average graph of the objective functions of the 

small-scale sample problems in the likely case 
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Figure 12. Average graph of the objective functions of the 

small-scale sample problems in the pessimistic case 

 

 

 
Figure 13. Average graph of the objective functions of the 

small-scale sample problems 
 

 

for each sample problem and solved using the CPLEX 

solver in the GAMS software and the Lagrangian 

relaxation algorithm. The objective function values and 

computation time for each sample are shown in Tables 5 

and 6. 

Figures 14-17 are for a better comparison of the 

solution methods using the values in Tables 5 and 6. As 

can be seen in these figures, more knowledge transfer 

occurs in the Lagrangian relaxation method than in the 

solution using the CPLEX solver. For the larger problems 

the Lagrangian relaxation method reaches the solution 

faster than the CPLEX solver. 

TABLE 5. Solution of the medium-scale problems using 

GAMS software 

Problem Indicator 
GAMS Software 

Pessimistic Likely Optimistic 

6 

Z1 275.881 282.607 291.186 

Z2 98.708 114.969 107.113 

Solve Time 8.448 9.969 14.502 

7 

Z1 364.446 382.337 401.684 

Z2 134.560 142.362 166.802 

Solve Time 16.821 82.720 41.422 

8 

Z1 433.738 449.019 475.594 

Z2 157.475 184.731 194.095 

Solve Time 17.951 43.481 1018.640 

9 

Z1 424.076 435.798 451.921 

Z2 219.634 240.629 232.977 

Solve Time 40.534 68.920 1022.911 

10 

Z1 550.981 569.321 592.896 

Z2 280.773 259.136 305.025 

Solve Time 48.365 1028.467 1032.434 

 

 

TABLE 6. Solution of the medium-scale problems using the 

Lagrangian relaxation method 

Problem Indicator 
Lagrangian Relaxation Method 

Pessimistic Likely Optimistic 

6 

Z1 287.648 302.342 308.466 

Z2 136.683 165.540 136.014 

Solve Time 39.641 42.345 43.945 

7 

Z1 381.857 400.260 420.441 

Z2 161.919 166.660 163.821 

Solve Time 75.320 84.547 98.482 

8 

Z1 452.527 472.922 498.502 

Z2 177.705 171.519 161.457 

Solve Time 88.704 110.981 110.111 

9 

Z1 438.723 449.753 474.080 

Z2 233.201 240.780 248.319 

Solve Time 148.017 139.822 164.320 

10 

Z1 551.391 595.708 615.980 

Z2 229.225 311.712 310.039 

Solve Time 170.700 175.286 190.954 

 

 
6. 3. Solution of Large-scale Problems        In this 

section, five large-scale sample problems are evaluated. 

The pessimistic, likely, and optimistic cases were 
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generated for each sample problem and solved using the 

CPLEX solver and the Lagrangian relaxation algorithm. 

The objective function values and computation time for 

each sample are shown in Tables 7 and 8. 
 

 

 

 
Figure 14. Average graph of the objective functions of the 

medium-scale sample problems in the optimistic case 
 

 

 

 
Figure 15. Average graph of the objective functions of the 

medium-scale sample problems in the likely case 

 

 

 
Figure 16. Average graph of the objective functions of the 

medium-scale sample problems in the pessimistic case 

 

 

 
Figure 17. Average graph of the objective functions of the 

medium-scale sample problems 
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TABLE 7. Solution of the large-scale problems using GAMS 

software 

Problem Indicator 
GAMS Software 

Pessimistic Likely Optimistic 

11 

Z1 825.429 867.715 901.553 

Z2 342.826 394.597 371.124 

Solve Time 1060.848 1068.224 1067.315 

12 

Z1 986.869 1006.240 1030.502 

Z2 312.949 332.498 403.207 

Solve Time 1083.767 1092.608 1095.609 

13 

Z1 987.680 1033.086 1067.017 

Z2 453.209 551.923 563.889 

Solve Time 1109.767 1116.027 1122.732 

14 

Z1 963.671 983.462 1008.336 

Z2 446.644 438.087 429.772 

Solve Time 1114.210 1123.539 1122.166 

15 

Z1 1207.750 1227.054 1233.216 

Z2 382.905 416.643 425.026 

Solve Time 1161.307 1167.212 1174.656 

16 

Z1 1168.396 1283.952 1475.807 

Z2 416.603 457.806 526.214 

Solve Time 1493.652 1573.324 1634.021 

17 

Z1 1412.303 1569.225 1705.679 

Z2 452.956 503.284 547.048 

Solve Time 1721.320 1764.378 1813.225 

18 

Z1 1631.315 1773.169 2086.081 

Z2 390.268 424.204 499.063 

Solve Time 1853.326 1893.601 1961.254 

19 

Z1 1952.676 2194.018 2411.009 

Z2 486.913 547.093 601.201 

Solve Time 2002.336 2010.325 2029.321 

20 

Z1 2414.407 2624.355 2948.714 

Z2 474.915 516.212 580.014 

Solve Time 2098.356 2180.957 2259.325 

21 

Z1 2686.056 2951.710 3354.216 

Z2 509.380 559.758 636.089 

Solve Time 2323.255 2490.521 2501.378 

22 

Z1 2756.253 3178.452 3695.874 

Z2 486.981 559.748 650.870 

Solve Time 2651.355 2730.301 2681.021 

23 

Z1 2750.099 3197.790 3997.238 

Z2 445.547 518.078 647.598 

Solve Time 2932.631 3110.665 3054.221 

24 

Z1 3527.419 3876.285 4259.654 

Z2 497.898 547.141 601.254 

Solve Time 3742.332 3893.602 3721.225 

25 

Z1 3645.842 4050.936 4501.040 

Z2 569.065 632.294 702.549 

Solve Time 4398.021 4553.221 4630.232 

 

 
TABLE 8. Solution of the large-scale problems using the 

Lagrangian relaxation method 

Sample 

Problems 
Indicator 

Lagrangian Relaxation Method 

Pessimistic Likely Optimistic 

11 

Z1 980.408 1009.717 1005.554 

Z2 1013.379 917.578 635.009 

Solve Time 409.579 448.384 441.293 

12 

Z1 1123.060 1179.430 1208.948 

Z2 948.131 1067.769 913.085 

Solve Time 618.205 655.781 696.747 

13 

Z1 1184.371 1214.392 1215.821 

Z2 1102.582 1341.834 1035.959 

Solve Time 843.691 903.050 956.417 

14 

Z1 1086.948 1128.485 1167.396 

Z2 1027.694 1200.839 1037.956 

Solve Time 886.937 967.430 1005.905 

15 

Z1 1291.978 1465.508 1492.896 

Z2 989.330 1166.494 1006.252 

Solve Time 892.354 973.231 1016.325 

16 

Z1 1193.562 1311.607 1507.594 

Z2 671.088 737.459 847.654 

Solve Time 1034.393 1136.696 1306.547 

17 

Z1 1552.706 1725.229 1875.249 

Z2 793.620 881.800 958.478 

Solve Time 1088.844 1209.827 1315.029 

18 

Z1 1681.032 1827.209 2149.658 

Z2 781.732 849.709 999.658 

Solve Time 1099.247 1194.834 1405.687 

19 

Z1 2106.723 2367.104 2601.213 

Z2 686.515 771.365 847.654 

Solve Time 1299.314 1459.903 1604.289 

20 

Z1 2558.147 2780.595 3124.264 

Z2 797.641 867.001 974.158 

Solve Time 1366.588 1485.422 1669.014 

21 Z1 2840.915 3121.885 3547.597 
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Z2 764.431 840.034 954.584 

Solve Time 1433.109 1574.845 1789.597 

22 

Z1 2843.906 3268.857 3800.997 

Z2 633.885 728.604 847.214 

Solve Time 1413.265 1624.443 1888.887 

23 

Z1 2806.825 3263.750 4079.687 

Z2 515.002 598.838 748.547 

Solve Time 1385.652 1611.223 2014.029 

24 

Z1 3760.662 4132.596 4541.314 

Z2 784.338 861.910 947.154 

Solve Time 1861.567 2045.678 2247.998 

25 

Z1 3889.328 4321.475 4801.639 

Z2 847.191 941.323 1045.914 

Solve Time 1993.308 2214.787 2460.874 

 

 

Figures 18-21 were plotted for a better comparison 

of the solution methods using the values in Tables 7 and 

8. They showed that the Lagrangian relaxation method 

can transfers more knowledge than GAMS. Furthermore, 

the Lagrangian relaxation method is usually faster than 

the GAMS computational time. 

 

 

 

 
Figure 18. Average graph of the objective functions of the 

large-scale sample problems in the optimistic case 

 

 
Figure 19. Average graph of the objective functions of the 

large-scale sample problems in the likely case 

 

 

 

 
Figure 20. Average graph of the objective functions of the 

large-scale sample problems in the pessimistic case 
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Figure 21. Average graph of the objective functions of the 

large-scale sample problems 

 

 

The Lagrangian relaxation method transfers more 

knowledge than CPLEX solver in all the optimistic, 

likely, and pessimistic situations. Consequently, the 

knowledge transfer duration is longer in the Lagrangian 

relaxation method. Concerning computation time, the 

larger the sample problems become, the shorter the 

solution time using Lagrangian relaxation becomes 

compared to the CPLEX solver.  

In addition, Montazer [22] developed a new 

approach for knowledge based systems reduction using 

rough sets theory 

 

 

7. CONCLUSION AND SUGGESTIONS 
 
In the present knowledge-based era, knowledge as the 

most valuable capital in organizations, requires a novel 

management approach toward issues concerning the 

organization and the personnel. A change in the nature of 

activities performed in organizations toward knowledge-

based ones has increased the essential of knowledge 

management. One of the most important knowledge 

management processes is knowledge transfer, which it 

can be done by internal or external resources of an 

organization. Clearly, knowledge upgrade in an 

organization using external resources requires more time 

and budget. For this reason, reliance on internal resources 

is preferred in organizations. Factors such as professional 

and personal trust and organizational commitment play a 

key role in such knowledge transfer. 

This paper designs a knowledge flow network 

between the personnel of an organization using stochastic 

MIP for maximizing the knowledge level and minimizing 

the knowledge transfer duration time. To solve the 

knowledge flow network model, several sample 

problems were designed; then, sensitivity analyses were 

performed on one of the sample problems. After model’s 

validity several small, medium, and large-sized problems 

in pessimistic, likely, and optimistic cases were solved 

using the CPLEX solver and the Lagrangian relaxation 

method. Finally, a comparison was drawn between the 

methods. The results indicate that organizational 

commitment has the most considerable effect on the 

knowledge transfer duration, followed by teaching and 

learning capabilities. Moreover, the effect of an increase 

in professional trust is considerably more significant on 

the reduction in the knowledge transfer duration than on 

the increase in the knowledge level. It indirectly 

contributes to a decrease in the costs of knowledge 

transfer. Comparing the two solution methods indicates 

that the Lagrangian relaxation algorithm produces better 

results than the CPLEX solver in all cases and reaches 

the solution faster in larger problems. 

Given the increasing importance of knowledge 

management and knowledge transfer in organizations 

and the lack of quantitative research on this topic, various 

approaches can be taken to develop the work in this 

paper. Examples include using multiple teaching 

methods in the knowledge transfer process, considering 

the possibility of group teaching, and assuming stochastic 

learning. Furthermore, using rough set theory in the field 

of knowledge management is another direction of 

developing our future investigans. 
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Persian Abstract 

 چکیده 
حالی که با اشراف و  تواند انجام شود. یادگیری دانش از خارج از سازمان نیاز به بودجه و زمان قابل توجهی دارد، در انتقال دانش در دو سطح درون سازمانی و بین سازمانی می 

ترین زمان نمود. طراحی  ها با صرف کمتوان با ایجاد یک شبکه جریان دانش بین کارکنان اقدام به ارتقاء سطح دانش آناتکاء به دانش موجود در سازمان که نزد کارکنان است می 

ی، توان آموزش و یادگیری، سطح دانش کارکنان، میزان تعهد سازمانی، نوع و اهمیت ای و شخص یک مدل شبکه جریان دانش بین کارکنان سازمان با توجه به سطح اعتماد حرفه

ریزی عدد صحیح مختلط شود. این مسأله در قالب یک مدل ریاضی برنامه ای است که در این مقاله به آن پرداخته میقطعی بودن مدت انتقال دانش مسألههر دانش و همچنین غیر 

سازی لاگرانژ حل  و الگوریتم آزاد   CPLEXکننده  ثر کردن سطح دانش و حداقل کردن مدت انتقال دانش موزون فرموله شد. مدل به کمک حل غیرقطعی با توابع هدف حداک

ی مسأله اصلی در هر سه اندازه  سازی لاگرانژ در یافتن کران بالا براهای مورد نظر، نشان از کارایی بالای الگوریتم آزاد آمده از حل مدل در همه اندازهدست  گردید. نتایج به 

 دهد که پارامتر تعهد سازمانی تأثیر بیشتری نسبت به توان آموزش و یادگیری در مدت زمان انتقال دانش دارد. کوچک، متوسط و بزرگ دارد. همچنین نتایج نشان می 
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A B S T R A C T  
 

 

Due to its ability to remove material quickly while maintaining optimum surface quality, end milling is 
considered one of the most frequent metal cutting procedures in industry. The present study aimed to 

investigate the impacts of cutting parameters and tool geometry on milling of Aluminum Alloy 6061-T6 

to examine the impact surface roughness by utilizing response surface methodology (RSM).  RSM was 
used to create a second-order mathematical model of surface roughness for this purpose. A multiple 

regression analysis used the analysis of variance to demonstrate the effect of machining settings on 

surface roughness and determine experiment performance. The trials for optimizing surface roughness 
were set up utilizing the central composite design (CCD) method and various cutting parameters such as 

spindle speed, feed rate and depth of cut. Also the parameters used in tool geometry are the radial rake 

angle (10, 13, 16, 19 and 22 degrees), and nose radius (0, 0.2, 0.4, 0.6 and 0.8 mm). The result shows 
that the nose radius has more significant effect on the surface roughness followed by the radial rake 

angle. Moreover, the effect of the depth of cut on surface roughness is more dominant than cutting speed. 

The optimum combinations of cutting and tool geometry parameters were cutting speed (60.53 m/min), 
feed rate (0.025 mm/tooth), depth of cut (0.84 mm), radial rake angle (12.72 degree) and nose radius 

(0.34 mm). 

doi: 10.5829/ije.2022.35.06c.08 
 

 
1. INTRODUCTION1 

 

The oldest process to shape components is metal cutting 

or machining in the manufacturing industry [1]. It is 

evaluated that 15% of the all-mechanical part produced 

worldwide is derived from machining operation. Metal 

cutting is a general term applied to a group of processes 

that includes material removal and shaping process to 

generate parts with various methods [2]. Material 

removal is desirable necessary in manufacturing 

operation for multiple reasons such as dimensional 

accuracy, high surface finish, and sharp corners and 

flatness [3]. The machining process can produce a variety 

of shapes and parts. The machining operation can be 

defined as a system including workpiece, cutting tool and 

the machine. The interactions among these elements are 

necessary to determine an efficient and economical 

 

*Corresponding Author: kh_dnarooei@eng.usb.ac.ir 

(K. Danesh Narooei) 

machining process [4,5]. The general machining process 

are turning, milling, boring, drilling, planning, shaping, 

broaching, and sawing [6]. One of the common 

machining processes is milling to produce complicated 

parts in the various industries [7,8].   

In the last decade, the metal cutting process continued 

to grow significantly with time to obtain optimum 

machining process efficiency. The offering optimum 

machining parameters is often the primary factor in 

attaining this specific purpose to develop along with 

implement a high effective procedure control intended 

for machining operations through parameter optimization 

[9]. The cutting process is affected by several factors 

such as tool geometry, cutting parameters, temperature 

and tool wear. The tool geometry parameters have high 

influence when compared by other factors on the quality 

of surface product [10,11]. 
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The milling process is capable of producing a variety 

of configuration with the utilized different milling cutter. 

The basic types of milling cutters with common milling 

operation are slab milling, face milling and end milling 

[10]. In milling process the main goal is to produce the 

parts with high quality in minimum machining time. In 

minimizing the machining time, the researcher utilized 

various optimization methods to determine the optimum 

airtime motion. The optimization method employed to 

determine the minimum distance between each node. The 

quality and machining time in milling process may be 

affected by various cutting conditions and tool geometry. 

The cutting conditions are feed rate, cutting speed, axial 

depth of cut and radial depth of cut. The main tools of 

geometry are radial rake angle, nose radius, helix angle, 

radial relief angle and axial relief angle [12] as shown in 

Figure 1. These parameters play a significant role in 

success of aforementioned matters in machining. 

The qualities of machining, production rate and 

operational cost are the main three objectives in 

machining application. These three objectives are 

conflicting objectives for the machining process. Setting 

up effective machining parameters and appropriate 

airtime motion has been an issue for industrial companies 

for approximately a century and is still the focus of 

several studies. Obtaining optimal cutting conditions is a 

major challenge in the manufacturing industry, where the 

economy of machining operations is critical in a 

competitive market. In terms of improving machining 

quality, dimensional accuracy and surface roughness are 

mentioned [13, 14]. The effectiveness of the machining 

process and the optimal surface roughness are always 

dependent on selecting the proper cutting conditions [15, 

16]. This cutting condition is divided into two parts: 

cutting parameters and tool geometry. Cutting 

parameters are cutting speed, feed rate and cutting depth 

of cut [17, 18]. Nose radius, helix angle and radial rake 

angle are considered the three most important tool 

geometries parameters. 

Given the importance of the milling operation in 

contemporary manufacturing industries, it is required to 

improve machining quality and minimize machining time  
 

 

 
Figure 1. Tool geometry definition 

for such an operation. However, an attempt has been 

made in this work to investigate the effect of tool 

geometry (nose radius and radial rake angle) and cutting 

parameters (feed rate, cutting speed, and depth of cut) on 

the surface quality achieved during the end milling 

process. 

A functional series of advantageous statistical and 

mathematical methods that are successfully employed to 

model and optimize the issues and problem related to the 

engineering field is called RSM. RSM is a technique 

whose major aim is to enhance and optimize the obtained 

responses which were affected by different factors 

related to the input process [19]. Besides, the connections 

between received responses and the factors related to 

manageable input are quantified by RSM. RSM has some 

significant practical functions. Among the applications 

assigned to the RSM, the ones in new products designing, 

improving and organizing as well as in the existing 

product designing and improving can be mentioned [20].  

Independent variables work in isolation or in 

combination. These variables cause some influences that 

affect the processes. Here, RSM clarifies these effects on 

the processes created by the independent variables. When 

manufacturing processes need to be modelled and 

optimized by RSM technique, enough data and 

information is gathered using planned experimentation. 

 

 

2. MATERIALS AND METHODS 

 

2. 1. Materials                Aluminium is the third most 

abundant element in the earth's crust, as well as the 

second most consumed metal by weight, trailing only 

iron and its alloys [21]. Modern aluminum alloys are 

useful for structural applications and as steel 

replacements to their low density and attractive features 

such as high ductility and corrosion resistance. Table 1 

shows the commercial designations of many aluminum 

alloys, together with their principal alloying elements and 

applications in industry. 

T temper is further classified into ten conditions. T6, 

which has been solution treated and artificially aged, is 

one of the most frequent tempers [22]. Magnesium and 

silicon are components of the aluminum alloy-T6. 

Aluminium alloy-T6 has medium strength, good 

machinability, formability, and weldability, as well as 

high corrosion resistance. The chemical properties of AA 

6061-T6 are summarized in Tables 1. 

 
2. 2. Preparation             The experiment were designed 

based on five factors feed rate, cutting speed, depth of 

cut, noise radius and radial rake angle in five factor levels 

as listed in Table 2. These five levels for each cutting 

condition selected from literature review determined by 

previous researcher as mentioned as optimum range of 

cutting conditions. These five factors in five levels 
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TABLE 1. Chemical composition of AA 6061-T6 

Component Weight, % 

Silicon 0.8 

Iron 0.7 

Copper 0.4 

Manganese 0.15 

Magnesium 1.2 

Chromium 0.35 

Zinc 0.25 

Titanium 0.15 

Other elements 0.15 

Remainder Aluminium 95.85 

selected to design experiment for surface roughness test 

by central composite design method (CCD). The 

experiments were performed on AA 6061-T6 using high 

speed steel end mill cutter based on central composite 

design containing of 32 coded value as summarized in 

Table 3. The Minitab 19.1.1 software version 2019 was 

utilized to arrange the experimental design and analyses 

the results obtained.  
 

2. 3. Characterization               After the finished milling 

machining process according to the experimental design, 

the Ra arithmetic surface roughness was adopted and 

measured on the machined surface roughness. The 

measurements were taken after finished all the 32 

experiments with surface roughness tester Mitutoyo SV- 

C3100W4 as shown on Figure 2. Averaging surface 
 

 
 

TABLE 2. Process parameters and their levels 

Parameters  Symbol Unit 
Factor levels 

-2 -1 0 1 2 

Cutting speed N m/min 31.4 39.25 47.1 54.95 62.8 

Feed rate F mm/tooth 0.025 0.03 0.035 0.04 0.045 

Depth of cut D mm 0.4 0.6 0.8 1 1.2 

Radial rake angle   degree 10 13 16 19 22 

Nose radius r mm 0 0.2 0.4 0.6 0.8 

 
 

TABLE 3. Experimental design for central composite design in 

coded value 

Run 
Coded value 

N F D α r 

1 -1 -1 -1 -1 1 

2 1 -1 -1 -1 -1 

3 -1 1 -1 -1 -1 

4 1 1 -1 -1 1 

5 -1 -1 1 -1 -1 

6 1 -1 1 -1 1 

7 -1 1 1 -1 1 

8 1 1 1 -1 -1 

9 -1 -1 -1 1 -1 

10 1 -1 -1 1 1 

11 -1 1 -1 1 1 

12 1 1 -1 1 -1 

13 -1 -1 1 1 1 

14 1 -1 1 1 -1 

15 -1 1 1 1 -1 

16 1 1 1 1 1 

17 -2 0 0 0 0 

18 2 0 0 0 0 

19 0 -2 0 0 0 

20 0 2 0 0 0 

21 0 0 -2 0 0 

22 0 0 2 0 0 

23 0 0 0 -2 0 

24 0 0 0 2 0 

25 0 0 0 0 -2 

26 0 0 0 0 2 

27 0 0 0 0 0 

28 0 0 0 0 0 

29 0 0 0 0 0 

30 0 0 0 0 0 

31 0 0 0 0 0 

32 0 0 0 0 0 

 

 

roughness values at sites located (D1, D2, and D3) on the 

cutting path of the workpiece generated the Ra values of 

the machined surface roughness. Figure 3 illustrated the 
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surface roughness experiment and measured region for 

surface roughness test. The failure criterion for the 

surface roughness experiment was kept at 6 µm. 

For the prediction of Ra, a second-order polynomial 

response is designed. Finally, ANOVA is used to assess 

the model's appropriateness. The optimization methods' 

objective function results in the lowest value of Ra. 

 

 

3. RESULTS 

 

Ra was evaluated in the dry milling process of AA 6061-

T6 using HSS tool under various cutting parameters. The 

surface roughness predicted model developed based on 

five response cutting parameters, which are N, F, D, α 

and r. The milling process in the dry machining process 

utilized for this experiment. All constant parameters 

selected from the data handbook. The parametric study 

and design optimization were performed utilized RSM in 

the design of the experiment statistical methods. This 

method is simple to use and provides a thorough review 

of the factors that influence a specific response. 

The experiment is carried out to collect the required 

data, and regression analysis is utilized to generate a 

realistic surface roughness prediction model. Table 4 

shows the design matrix with the results of completed 

 

 

 
Figure 2. Surface roughness tester Mitutoyo SV-C3100W4 

 

 

 
Figure 3. The surface roughness experiment in milling 

process 

TABLE 4. Design matrix and results for surface roughness 

Run 
Coded value 

Response 

Surface 

roughness  

N F D α r Ra 

1 -1 -1 -1 -1 1 1.66 

2 1 -1 -1 -1 -1 1.74 

3 -1 1 -1 -1 -1 2.69 

4 1 1 -1 -1 1 1.95 

5 -1 -1 1 -1 -1 2.92 

6 1 -1 1 -1 1 2.50 

7 -1 1 1 -1 1 2.20 

8 1 1 1 -1 -1 3.13 

9 -1 -1 -1 1 -1 3.01 

10 1 -1 -1 1 1 2.44 

11 -1 1 -1 1 1 2.36 

12 1 1 -1 1 -1 3.30 

13 -1 -1 1 1 1 2.27 

14 1 -1 1 1 -1 3.28 

15 -1 1 1 1 -1 3.33 

16 1 1 1 1 1 2.06 

17 -2 0 0 0 0 2.79 

18 2 0 0 0 0 2.83 

19 0 -2 0 0 0 3.31 

20 0 2 0 0 0 3.58 

21 0 0 -2 0 0 3.46 

22 0 0 2 0 0 4.07 

23 0 0 0 -2 0 1.16 

24 0 0 0 2 0 2.04 

25 0 0 0 0 -2 2.75 

26 0 0 0 0 2 1.34 

27 0 0 0 0 0 3.11 

28 0 0 0 0 0 3.07 

29 0 0 0 0 0 3.03 

30 0 0 0 0 0 2.88 

31 0 0 0 0 0 3.27 

32 0 0 0 0 0 3.25 

 

 

surface roughness. The minimum and maximum surface 

roughness were 1.16 m and 3.58 m for runs 23 and 20, 

respectively. The minimum surface roughness 

determined by combination of cutting conditions N (47.1 

m/min), F (0.025 mm/tooth), D (0.8 mm), and tool 

geometry r (0.4 mm) and α (10 degree). 
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In this research, the MINITAB software is employed 

to analyze and generate a prediction mathematical model. 

The analysis of variance (ANOVA) of statistical analysis 

results of Ra is shown in Table 5. In Table 5, the F and P 

values from the model are 52.42 and <0.0001, 

respectively; indicates that the selected model is 

significant. The other p-values higher than 0.05 implies 

the model terms are insignificant. In this case, N, the 

interaction of the cutting condition and tool geometry, 

NF, ND, Nα and interaction of the Nr are insignificant. 

These five effects have p-values of higher than 0.05, 

which means that they are insignificant for a confidence 

level of 95%. The ANOVA table shows the linear, square 

and interaction components. The linear, square and  

 

 
TABLE 5. ANOVA table for surface roughness test 

Source 
Sum-of-

Square 
DF 

Mean-

square 
F-Ratio 

P-

value 

Model 14.29 20 0.71 52.42 < 0.0001 

N 6.943E-005 1 6.943E-005 5.093E-003 0.9444 

F 0.13 1 0.13 9.41 0.0107 

D 0.59 1 0.59 43.32 < 0.0001 

α 1.05 1 1.05 77.08 < 0.0001 

r 3.22 1 3.22 235.96 < 0.0001 

N*N 3.595E-003 1 3.595E-003 0.26 0.6177 

F*F 0.019 1 0.019 1.40 0.2620 

D*D 4.076E-003 1 4.076E-003 0.30 0.5954 

α*α 0.059 1 0.059 4.33 0.0615 

r*r 0.18 1 0.18 13.05 0.0041 

N*F 0.074 1 0.074 5.46 0.0394 

N*D 0.20 1 0.20 15.01 0.0026 

N*α 0.52 1 0.52 37.83 < 0.0001 

N*r 0.11 1 0.11 7.84 0.0173 

F*D 0.16 1 0.16 11.78 0.0056 

F*α 0.24 1 0.24 17.34 0.0016 

F*r 0.14 1 0.14 10.26 0.0084 

D*α 0.66 1 0.66 48.32 < 0.0001 

D*r 4.52 1 4.52 331.31 < 0.0001 

α*r 2.31 1 2.31 169.11 < 0.0001 

Residu

al 
0.15 11 0.014   

Lack of 

Fit 
0.041 6 6.907E-003 0.32 0.9021 

Pure 

Error 
0.11 5 0.022   

Cor 

Total 
14.44 31   < 0.0001 

interaction components are significant with small p-

values. Also, the 
2R  with 98.96% and Adj 

2R with 

97.07% are shown the other adequacy of the experiment. 

The large p-value 0.9021 compared to the pure error 

indicates that the model does not effectively fit the 

response surface. In addition, Table 5 demonstrates that 

the α and r have the greatest influence on surface 

roughness, with F-values of 77.08 and 235.96, 

respectively. Furthermore, with a P-value of 0.9444 and 

greater than 0.05, N is negligible. 
2R  statistic indicates that the fitted second-order 

model accounts for 98.96 percent of variability in surface 

roughness by the independent variables. For model 

adequacy; they were checking utilized normal. They used 

normal probability and residual versus predicted graphs 

to test model adequacy. 

Figure 4, the normal probability plot of the 

standardized residuals demonstrates that the errors from 

the Ra model are normally distributed, since the points on 

the plot are pretty close to the straight line. It can be used 

to ensure that the basic assumptions underlying the 

analysis are met. Figure 5 demonstrates that the residuals 

for a specific location in standardized residuals vs.  

 

 

 
Figure 4. Normal probabilities of residuals for surface 

roughness 
 

 

 
Figure 5. The plot of residuals versus predicted response for 

surface roughness 
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expected values of Ra are fairly distributed, and the plot 

revealed no obvious patterns or distinctive structures. As 

a result, it is possible to conclude that the suggested 

model is adequate. 
Therefore, according to the previous definition, can 

confidently generate the predicted mathematical model. 

It can be utilized to perform the parametric study from 

the model and response optimization. The predicted 

mathematical model of the surface roughness generated 

by RSM as shown by Equation (1).  

2

2 2 2

2

19.0651 0.00164844 0.00692201 2.4234

1.87551 9.65229 0.000000359095

0.000027617 3.74607 0.043598

7.00831 0.00000059955 0.000345113

0.0000106408 0.000607637 0.0105439

0.000

aR N F D

r N

F D

r NF ND

N Nr FD







   

  

  

  

  

 454575 0.0113086 0.299227

2.04341 0.166981

F Fr D

Dr r

 



 

 

 
(1) 

where 
a

R  indicates the surface roughness in µm, N 

represents the cutting speed (m/min), F  shows the feed 
rate (mm/tooth), D  is the depth of cut (mm), shows the 

radial rake angel (degree), and r is the nose radius (mm). 

Equation 1 can be used to estimate the influence of the 

chosen cutting parameters on surface roughness and to 

determine the best range of values. 

The three-dimensional surface plots were used to 

determine the effect of the cutting parameter on Ra. Based 

on a model equation, these charts explain how a response 

variable interacts with the two components. Additionally, 

these graphs can be used to determine ideal response 

values and design circumstances. Figure 6 depicts the 

surface plot's interaction effect on N and D on Ra. This 

graph indicates that the faster the N, the lower the Ra. The 

cure has a steeper upward slope in the side to the D, 

according to this plot. However, the D has a wide range 

of effects on Ra. To establish the minimal Ra, it is 

important to keep the D at a lower value and the N at a 

greater value. These trends are similar to the finding of 

Reddy and Rao [23] and Kumar et al. [24].  The surface 

plot of the effect of α and N on Ra as shown in Figure 7. 

As shown in this figure, the curve has a greater upward 

slope on the α side and a slight curvature on the N side. 

The quadratic terms in the N and α directions cause the 

curvatures in the N and α directions, respectively. This 

appears to determine the minimal Ra; the α must be 

maintained at lower levels. These trends are similar to the 

finding of Maheshesh et al. [15].   

The interaction effects on the r and N on the Ra are 

depicted on a surface plot as shown in Figure 8. In the 

side of the r appeared convex curve from lower for higher 

values. According to surface plot, the N increases from 

31.4 to 62.8 m/min has an insignificant effect of the Ra. 

As shown, the minimum Ra was produced at lower and 

higher values of r of the higher value of N. These trends 

are similar to the finding of Reddy and Rao [23]. 

 
Figure 6. The three-dimensional surface of the surface 

roughness against N and D 
 

 

 
Figure 7. The three-dimensional surface of the surface 

roughness against N and α 
 

 

 
Figure 8. The three-dimensional surface of the surface 

roughness against N and r 
 
 

The interaction impact of α and D on Ra is depicted in 

Figure 9. The minimal Ra calculated for lower α and D 

values. As shown, the variation in α has considerable 

different effects on Ra at lower values at the D. The 

curvature on the α side demonstrates that a change in this 

value reduces the Ra quality. In addition, increasing the 

D value decreases the Ra quality on the side to the D 

values. These trends are similar to the finding of Raja and 

Baskar [25]. 

The interaction effect of D and r on Ra is shown on 

Figure 10. The curve shows the curvature from the r side 

view while it shows the steeper upward curve from the D 

side view. Considering the D effects, as can be seen, the 

Ra quality decreases as the D increase. This trend is 

similar to the finding of Li et al. [26]. The three-

dimensional surface of the Ra in a micrometer against to 

the two cutting parameter's α and r are shown in Figures 

11. The curve is shows the convex curvature from the r  
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Figure 9. The three-dimensional surface of the surface 

roughness against D and α 

 

 

 
Figure 10. The three-dimensional surface of the surface 

roughness against D and r 

 

 

 
Figure 11. The three dimensional surface of the surface 

roughness against α and r 
 

 

side view while it shows the steeper upward curve from 

the D. As shown, increasing the α has a significant 

diverse effect of the Ra with a peak at about 16 degrees. 

Then the Ra quality starts to increase in 3 µm on the r of 

22 mm. In the side of r, the convex curvature shows the 

optimum Ra determined as lower and higher r values. 

These trends are similar to the finding of Maheshesh et 

al. [15] and Zain et al. [27].   
 

 

4. CONCLUSION 

 

In this research, the optimization of Ra under the various 

cutting parameters in the dry milling process on AA 

6061-T6 has been investigated. An investigation of the 

cutting parameters which are N, D, F, r and α, it is found 

that the r has a more significant effect on the Ra followed 

by α. Ra is least affected by N. It was observed that the 

Ra increased at the F, α and D increased. Moreover, the 

Ra was decreased as the N increased. In the r parameters, 

the Ra has minimum values on lower and higher values 

of the r factors. The minimum Ra determined by 

combination of cutting condition N (47.1 m/min), F 

(0.025 mm/tooth), D (0.8 mm) and in tool geometry, r 

(0.4 mm) and α (10 degree). 
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A B S T R A C T  
 

 

During the oil production, the occurrence of such a complication as the formation of wax deposits is not 
uncommon. The fight against these deposits, as well as the development of modern methods of dealing 

with them, is one of the most important tasks of the subsoil user. Many modern methods of modeling 

deposits require the exact determination of such a quantity as the thermal conductivity of organic 
deposits. Based on the analysis of scientific literature, it can be concluded that there is no method 

developed for estimating this value under conditions of wax formation without affecting their pore 

structure. The paper describes a method for determining this value based on the results of a study of the 
process of formation of organic deposits on the laboratory installation "Wax Flow Loop" based on the 

laws of heat and mass transfer. Based on the results of applying this technique, it becomes possible to 

determine the thermal conductivity of organic deposits, the value of which correlates with the values 
given in the reference and scientific literature. In addition, the presence of a correlation between the 

value of the thermal conductivity of deposits and the component composition of the studied fluid was 

determined. The application of the described technique will make it possible to most accurately simulate 
the processes of oil production and determine the technological effectiveness of the use of modern 

methods of combating organic deposits. 

doi: 10.5829/ije.2022.35.06c.09 
 

 

NOMENCLATURE 

СТ  heat capacity of oil (J/(kg∙ °�)) �  flow rate (m/s) 

��  inner diameter of the test section before wax deposition (m) Greek Symbols 

�	  outer diameter of the test section (m) 
  
coefficient of heat transfer from the fluid to the wall 

(W/(�	 ∙ °�)) 

��  
inner diameter of the test section after the formation of 

organic deposits (m) 

  temperature coefficient of volumetric expansion (deg-1) 

Gr Grashof number ∆Р pressure drop in the test section (MPa) 

�  acceleration due to gravity (m/s2) ∆�  

difference between the cooling temperature of the test 

section and the temperature at the outlet of the test section 

(℃) 

l pipe length (m)  viscosity of the oil (m2/s) 

Nu Nusselt number λТ  thermal conductivity of oil (W/(m∙ °�)) 

Pr Prandtl number ������  
coefficient of thermal conductivity of the test section 

material (W/(m∙ °�)) 

���  Prandtl number at wall temperature ����  
coefficient of thermal conductivity of wax deposits (W/(m∙
°�)) 

��� � 
Prandtl number at the temperature of oil at the outlet of the 

test section 
!  

kinematic viscosity of the liquid at average temperature, 

mPa∙s; 

Q volumetric flow rate of the oil (m3/s) "  kinematic viscosity of the liquid (m2/s) 
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#$  value of the linear heat flux density (W/m) ∑&С�' − С)*)  total content of high weight components in oil (%) 

Re Reynolds number ∑&С+ − С�))  
total content of low molecular weight components in 

oil(%) 

,$ 
thermal resistance of test section befor formation of wax 

deposition ((m∙ °�) / W) 
-  number Pi 

,$∗ 
thermal resistance of test section after formation of wax 

deposition ((m∙ °�) / W) 
/�+�+  relative density of oil at a temperature 15℃ (kg/m3) 

� temperature at the entrance to the test section (°К) /  density of the fluid (kg/m3) 

 
1. INTRODUCTION 

 

Most of the oil fields in the Russian Federation and, in 

particular, the Perm Krai are entering the final stages of 

development [1]. In addition to a decrease in oil 

production rates and an increase in the water cut of the 

produced liquid, intensification of the processes of 

formation of asphalt-resin-paraffin deposits (ARPD) is 

observed in these fields [2]. The formation of these 

deposits causes a decrease in the hydraulic radius of the 

production string, an increase in pressure in the oil 

gathering system and a decrease in the service life of 

oilfield equipment [3]. 

At the present time, there are many methods of 

dealing with these deposits, but all these methods can be 

divided into two groups: prevention of the formation of 

deposits and their removal [4,5]. There is also a 

classification based on the active physical field: 

chemical, mechanical, physical and thermal [6]. The 

most widespread, at the moment, among the technologies 

for removing organic deposits are various scrapers, 

treatment of a well or an oil pipeline with hydrocarbon 

solvents, hot oil or water [7,8]. Among the methods for 

preventing the formation of deposits are the dosage of 

waх deposits inhibitors, the use of smooth coatings on the 

inner surface of the tubing and heating cables [9,10]. 

Also, many modern methods of dealing with deposits 

find their place in oil production, among which we can 

identify the technology of the “controlled layer”, oil 

treatment with ultrasound, selection of the speed mode of 

the well, etc. [11-13]. As part of the review of the 

scientific literature, it was noted that for the application 

of these methods, the required value is the thermal 

conductivity of organic deposits. 

An important note is the need to assess the thermal 

conductivity of organic deposits without physical impact 

on their pore structure. The volume of these deposits is 

heterogeneous in its properties, deposits can have 

different porosity values, and the pore space is filled with 

various fluids [14]. 

At the same time, in many scientific publications, 

including literature [15,16], this value was taken equal to 

a constant, the justification for which was not given. 

In the modern oil industry, there is a strong trend 

towards the digitalization of production, including the 

development and implementation of "digital twins" of 

fields and computer modeling of oil production and 

transportation processes. For the successful 

implementation of these technologies, it is necessary to 

have a large amount of data on the properties of fluids, 

the laws of their flow and heat and mass transfer. So, for 

example, in the well-known methods for determining the 

temperature of the inner surface of the tubing string, the 

processes of paraffin formation and related changes in the 

heat and mass transfer regime are not taken into account 

[17,18]. To take into account these changes, it is required 

to use not only more modern methods for determining the 

temperature of the production wellbore but also a number 

of studies to determine the actual thermal conductivity of 

organic deposits. This fact confirms the importance of 

this parameter for the process of modeling the fluid flow 

along the production wellbore.  

Another important trend in modern oil production is 

the environmental friendliness of the field. In this regard, 

new methods are being developed for using oilfield 

waste, including paraffin deposits. Their use is possible 

as thermal insulation, as part of the road surfaces and for 

petrochemical purposes [19,20]. All these areas require a 

deep study of the properties and composition of the 

formed deposits, including their thermal conductivity. 

Modeling of wax formation processes is also of 

fundamental importance in the design of production and 

transportation of formation fluids. The assessment of the 

probability of formation of these deposits and the nature 

of their distribution along the length of the production 

tubing or linear oil pipeline makes it possible  to assess 

the need to apply methods to combat waх deposits for the 

trouble-free operation of oilfield equipment.  

Modeling of the processes of formation of organic 

deposits occurs in various software systems using a 

variety of models for the formation of these deposits. 

Most of the models described in the scientific literature 

take into account the composition of the fluid, the 

thermobaric and velocity conditions of its flow [21]. A 

common parameter taken into account in all considered 

models is the presence of a temperature gradient between 

the fluid flow and the cold surface. However, when 

modeling the processes of formation of organic deposits, 

the thermal conductivity of these deposits, which can 

have a significant impact on the kinetics of this process, 

is not taken into account. Veiga et al. [22], Sousa et al. 

[23], they have demonstrated that the thermal resistance 

of organic deposits is the dominant resistance when the 

thickness of organic deposits reaches 5% of the pipe 

diameter. As a result of modeling the thickness of organic 

deposits in the annular geometry of the laminar flow, it 
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was found that a change in the thermal conductivity of 

organic deposits from 0.1 to 0.4 W/(m∙ °K) leads to a 

change in the thickness of waх deposits by 50%, which 

confirms the importance of this parameter in modeling 

paraffin formation.  

Based on the foregoing, it becomes obvious that for 

the most detailed modeling of the processes of oil 

production and transportation, as well as the introduction 

and assessment of the technological efficiency of the 

modern methods of combating organic deposits, it is 

necessary to develop a method for determining the 

thermal conductivity of organic deposits. This work 

presents a method that allows estimating this value with 

sufficient accuracy in the study of the process of organic 

deposits formation on the laboratory installation 

"WaxFlowLoop".  

 

 

2. MATERIALS AND METHODS 

 

The "WaxFlowLoop" laboratory installation is a closed 

hydraulic circuit for studying the process of paraffin 

formation. This unit as an experimental setup is shown in 

Figure 1. The principle of operation of the installation is 

to constantly maintain the temperature of the test fluid 

circulating through the system and to cool the test section 

to create a temperature gradient between the flow and the 

wall. The pressure in the system is set due to the injection 

of nitrogen into the feed tank through a special channel 

(not shown in the figure). 

Conducting research on this installation involves 

simulating the movement of fluid in a real oil pipeline. 

The achievement of this goal is provided by kinematic, 

thermal and technological similarities. The kinematic is 

provided by controlling the mass flow rate of the oil in 

the test section by means of frequency control of the 

motor. Thermal similarity is provided by setting the 

required oil and test section temperatures. Technological 

similarity means the study of the real fluid, as well as the 

execution of the test section of their stainless steel. 

Providing these similarities allows us to speak about the 

similarity of the modes of formation of organic deposits 

in the test section and in a real oil pipeline.  

During the operation of this laboratory installation, in 

order to simulate the process of fluid transportation in a 

real pipeline, the mass flow rate of the pump is selected 

based on the requirements for observing kinematic 

similarity. Compliance with this requirement, as well as 

the execution of the test section from stainless steel and 

correct sampling, allows us to speak about the similarity 

of the conditions for the formation of organic deposits in 

the considered laboratory stand and the real pipeline. As 

part of this work, studies were carried out under the 

laminar regime of fluid flow in the test section. 

During the study, many different parameters are 

recorded, among them: pressure drop between the inlet 

and outlet of the test section, temperature at the inlet and 

outlet of the test section, oil mass flow rate, oil density, 

temperature in the installation and thermostats, etc. The 

study on this installation lasts from 8 to 36 hours with 

regular registration of these parameters. At the end of the 

study, a database is formed that reflects the change in all 

the values described above over time. Based on these 

data, it becomes possible to determine the thickness of 

organic deposits at each moment of the time, for this we 

write expression 1, which is the Poiseuille equation, 

which is a special case of the Darcy-Weisbach formula 

for the laminar flow regime when calculating pressure 

losses in the pipeline [24]. 

∆P 3 4∙�	5∙6∙�
7∙89:   (1) 

Transforming this expression, we get expression 2, 

which is an expression for determining the internal 

diameter of the test section. 

�� 3 ;4∙�	5∙6∙�
7∙∆< =�/?

  (2) 

 

 

 

 
Figure 1. Laboratory installation “WaxFlowLoop” 
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For a reliable assessment of the thermal conductivity of 

organic deposits, it is necessary to know the dynamics of 

changes in the temperature of the inner surface of a 

particular point of the test section; however, this 

installation will only allow estimating the temperature at 

the outlet of the test section. To determine the correctness 

of taking this temperature as the temperature in the test 

section, modeling was carried out in the Ansys Fluent 

software package. The simulation results are shown in 

Figure 2. 

From the modeling results, it becomes obvious that 

the flow temperature drops sharply at the entrance to the 

test section and its further decrease can be taken as 

insignificant. As a result, the temperature at the point of 

the test section in this method will be taken as the 

temperature at the outlet of the test section.  

It is also important to note that in order to determine 

the thermal conductivity, it is necessary that all data 

recorded during the study change linearly, and the mass 

flow rate, the temperature at the inlet to the test section 

and in circulation thermostats change by no more than 

5%. This value was obtained during laboratory tests and 

interpretation of their results.  

To assess the thermal conductivity, the following 

initial data are required: the dynamic viscosity of oil at 

the temperature to which the test section is cooled and the 

test fluid is heated, the density of the mixture at the 

beginning of the study, the temperature at the inlet to the 

test section, the cooling temperature of the test section, at 

the outlet of the test section at the beginning of the study 

and finally, the thickness of organic deposits on the wall 

of the test section, the mass flow rate of the test fluid 

through the test section, the inner and outer diameters of 

the test section before paraffin formation, the thermal 

conductivity of the test section material, the thermal 

expansion coefficient of the oil.  

The first step is to determine the thermal conductivity and 

heat capacity of the oil according to the empirical 

formulas of Craig, presented in expressions 3 and 4, 

respectively [25]. 

 

 

 
Figure 2. Modeling the temperature distribution in the test 

section during laboratory research 

λТ 3 *,**��'
A9B9B ∙ &1,1474 − 0,00054 ∙ �)  (3) 

СТ 3 �,)5'H*,**��I∙J
KA9B9B

  
(4) 

After determining these parameters, it is necessary to 

determine a number of criteria for hydrodynamic and 

thermal similarity, namely: Reynolds, Prandtl and 

Grashof, the formulas for determining which are 

presented in expressions 5-7, respectively. Based on the 

obtained data values, the criterion is to select a formula 

to determine the LM. Within the framework of this 

installation, it is proposed to use the formula given in 

expression 8. 

Re 3 P∙89
Q   (5) 

Pr 3 СТ∙Q∙A
SТ

  (6) 

T� 3 U∙V∙89W
QX ∙ ∆�  (7) 

LM 3 0,5 ∙ Re*.�� ∙ T�*.� ∙ ��� �*,?� ∙ &Z[\]^
Z[_

)*,	+  (8) 

Taking into account the known value of the Nusselt 

coefficient, it becomes possible to determine the heat 

transfer coefficient from the fluid to the wall, presented 

in expression 9. 


 3  ab∙c
89   (9) 

Using this coefficient, we determine the value of the 

linear thermal resistance of heat transfer through the 

cylindrical wall (,$) and the value of the linear heat flux 

density (#$), according to expressions 10 and 11, 

respectively. It should be noted that the application of the 

classical Fourier heat transfer equation is due to the slow 

change in the temperature gradient and flow in the test 

section of the Wax Flow Loop installation [26]. In 

expression 11, the heat transfer coefficient from the test 

section to air is not taken into account due to its 

insignificant value and the high complexity of the 

calculation. 

,$ 3 �
d∙89 e& �

	c_fggh ∙ ij 89
8X)  (10) 

#$ 3 k∙∆J
lh

  (11) 

Having determined the value of the linear density of 

the heat flux, it is necessary to take it as a constant for a 

given operating mode of the installation since the heat 

transfer mode remains stationary and the heat flux 

remains unchanged. Accordingly, in the process of 

formation of organic deposits, as the thermal resistance 

of the test section changes, due to the formation of 
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organic deposits, the temperature gradient will also 

change. Let us write expression 12, which reflects the 

change in the value of thermal resistance after the 

formation of organic deposits.  

,$∗ 3 �
d∙89 e& �

	c_fggh ∙ ij 89
8X) e& �

	cmno ∗ ij 8X
8W)  (12) 

Having transformed expression 11, taking into 

account expression 12, we write the formula for 

determining the thermal conductivity of organic deposits 

in the form of expression 13. 

���� 3 $pqXqW
	∙&lh∗rlh)  (13) 

The method presented in this work allows us to 

evaluate the thermal conductivity of organic deposits 

without the use of additional research methods, but only 

based on the results of assessing the kinetics of waх 

deposits formation at the "WaxFlowLoop" installation.  

The assumption of the application of this technique is 

the uniform distribution of the thickness of organic 

deposits along the length of the test section, since it is not 

possible to assess the actual profile of the adhered 

deposits. However, it should be noted that if there is an 

uneven distribution of organic deposits in the test section, 

this will not significantly affect its total thermal 

resistance. 

 

 

3. RESULTS AND DISCUSSIONS 

 

 

As an illustration of the work of this method, we present 

the processing of data from a real laboratory study. The 

initial data for processing are presented in Table 1. 

Graphs reflecting the change in the main parameters 

of the study are shown in Figure 3. 

 

 
TABLE 1. Parameters of laboratory research 

Parameter Dimesion Value 

Dynamic vicosity 

of oil 

20 ℃ 
mPa∙s 32.25 

5 ℃ 96.7 

Oil density kg/m3 885.12 

Thermal conductivity of the test section 

material 
W/(m∙ °K) 90 

Mass flow rate of liquid kg/h 4.0 

Temperature at the 

outlet of the test 

section 

At the start of 

the study 
℃ 13.81 

At the end of the 

study 
℃ 15.21 

Cooling temperature of the test section ℃ 5 

Thickness of organic deposits at the end 

of the study 
mm 0.495 

As a result of processing this study, it was obtained 

that the average thermal conductivity of organic deposits 

is 0.247 W/(m∙°K). Due to the fact that there were no 

available methods, techniques or empirical dependencies 

to determine this value, a comparison of this value with 

tabular values was carried out. The value obtained by the 

team of authors slightly differs from that given in the 

reference literature, which can be explained by 

differences in the fractional and component composition 

of the studied deposits. 

This paper presents the results of processing a number 

of laboratory studies to determine the thermal 

conductivity of waх deposits (Figure 4). These studies 

were carried out on 20 formation fluid samples. These 

oils were selected from various production wells in the 

Perm Krai. The fractional composition was determined 

by gas chromatography for each of the studied fluids. In 

order to characterize the fractional composition of the 

fluid by one parameter, a value characterizing the ratio of 

low-molecular and high-molecular components in the 

studied fluid was developed. The formula for calculating 

this value is presented in expression 14. The results of 

determining this correlation dependence are shown in 

Figure 4. 

 

 

 
(a) 

 
(b) 

Figure 3. Changes in the operating temperature of the 

installation and the thickness of organic deposits (a), density 

and flow rate of the liquid (b) 
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Figure 4. Dependence of waх deposits thermal conductivity 

on characteristics of fractional composition 

 

 

s 3 ∑&СBrС9t)
∑&С9urСtv) ∗ 100%  (14) 

As can be seen from Figure 4, for the studied oils, the 

fractional composition characteristic is in the range of 

35.4% to 139.1%. Analyzing the nature of the change in 

thermal conductivity, it is worth noting that there is a 

steady upward trend in this value with an increase in the 

characteristics of the fractional composition in the entire 

considered range. The presence of this dependence 

indicates a lower value of the thermal conductivity 

coefficient for heavy oils, which is explained by the 

content of high concentrations of resins and asphaltenes 

in them. 

In addition to this parameter, the dependence between 

the thermal conductivity of wax deposits and the 

viscosity of the fluid under study is determined. This 

correlation is substantiated by a significant effect on the 

fluid viscosity of the content of high-molecular 

components. As is known, the thermal conductivity of 

hydrocarbons of the methane series decreases with 

increasing molecular weight, which is generally 

confirmed by this dependence shown in Figure 5. 

 

 

 
Figure 5. Dependence of waх deposits thermal conductivity on 

fluid viscosity 

 

 

Analysis of Figure 5 confirms the theory of the 

influence of fluid composition on the thermal 

conductivity of waх deposits. The high content of 

heavy components causes an increase in fluid viscosity 

and a decrease in its thermal conductivity. The obtained 

correlation dependence confirms the previously put 

forward assumptions and shows that the estimation of the 

thermal conductivity of organic deposits is possible, 

including the results of fluid rheological studies, without 

carrying out an expensive study of the fractional 

composition.   

The developed method makes it possible to determine 

the thermal conductivity of organic deposits in the 

process of paraffin formation, without changing their 

pore structure. The use of this method will make it 

possible to estimate this value with sufficient accuracy, 

which will allow the most accurate modeling of wax 

formation, the temperature of the inner surface of the 

production tubing and a linear oil pipeline. A feature of 

this method can be considered the conduct of research in 

a laminar mode and the study of exclusively degassed 

formation samples; however, this is a limitation of the 

laboratory installation. Determination of the correlation 

dependences between the thermal conductivity of waх 

deposits and the characteristic of the fractional 

composition will make it possible to estimate this value 

more correctly without carrying out long laboratory 

studies. Further research in this area can be aimed at 

influencing the thermal conductivity of organic deposits, 

the temperature of their formation, the presence of 

inclusions of oil and water phases. 

 

 

4. CONCLUSIONS 

 

As a result of the work performed, in the following 

should be noted: 

1. The authors have developed a previously absent 

method for determining the thermal conductivity of 

organic deposits under conditions of paraffin formation 

without physical impact on the pore structure of deposits. 

2. The value obtained as a result of the implementation 

of this method correlates with the data given in the 

referred literature. 

3. Analysis of studies indicates the presence of a 

correlation between the thermal conductivity of deposits 

and the composition and properties of the initial fluid, as 

a result of which its assessment is possible without 

additional laboratory studies. 

4. The application of the above methodology is possible 

to increase the accuracy of modeling the process of 

formation of organic deposits or the introduction of 

modern methods to combat these deposits. 
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A B S T R A C T  
 

 

α-Fe2O3 is a stable, cheap, and non-toxic metal oxide with many advantages and different fields of 
application. Many attempts have been devoted to the synthesis of α-Fe2O3 with different crystal 
structures and morphologies to obtain the desired properties. In this research, nanostructured α-Fe2O3 
were synthesized by a facile solvothermal route. The as-obtained samples are characterized by XRD, 
FESEM, EDS, FTIR, and BET surface area analysis. The results showed that the as-synthesized hematite 
consists of nanostructures with the morphology of distorted microspheres with an average diameter in 
the range of 1 to 1.5 µm each composed of self-assembled nanoparticles with an average size in the range 
of 10 to 30 nm. The results showed that the hematite nanostructures had a specific surface area of 41.86 
m2g-1. The influence of temperature and duration of the solvothermal process as well as, calcination on 
the structural properties of the α-Fe2O3 samples was investigated. The results reveal that the crystallite 
size of the samples increases with increasing the temperature and duration of solvothermal treatment. 
Moreover, calcination leads to an increase in the crystallite size of the samples. The α-Fe2O3 
nanostructures with a minimum crystallite size of 13.6 nm were synthesized at 150 °C for 4 h while the 
largest crystallite size of 75.4 nm was obtained at 180 °C and 8 h with subsequent calcination of the 
sample at 500 °C for 1 h. The results of the present study can be useful to enhance the properties of α-
Fe2O3 nanostructures in various fields of application. 

doi: 10.5829/ije.2022.35.06c.10 
 

 
1. INTRODUCTION1 

 

Hematite (α-Fe2O3), the most stable form of iron oxides 
has drawn much attention due to its advantages and 
variety of applications [1, 2]. Various synthesis 
techniques including hydrolysis, chemical solution, 
electrospinning, molecular layer deposition, and 
solvothermal have been applied to prepare α-Fe2O3 
nanostructures [3]. Among these, the hydro/solvothermal 
process has drawn much attention, as it is a one-step 
process with the possibility of controlling crystal 
structure and morphology [4-6]. The specific properties 
of nanostructures are widely affected by their structures 
and morphologies [7-9]. Therefore, various 
morphologies of α-Fe2O3 such as hexagonal plates [10], 

 

*Corresponding Author Institutional Email: m-salimi@iau-arak.ac.ir 

(M. Salimi) 

rod and ellipsoidal particles [11], flower-like [12], and 
nanoparticles [13] have been synthesized.  
In the solvothermal process, the properties of products 
are widely affected by the type of precursors, type of 
solvent, reaction temperature, and duration of the 
reaction. However, regarding the environmental aspects, 
it is often preferred to carry out the process using non-
toxic and low-cost materials at a low level of energy 
consumption [14]. 

Ma et al. [15] synthesized α-Fe2O3 nanostructures 
with different sizes and shapes by changing reaction time 
and solvent via a simple hydrothermal process. α-Fe2O3 
nanopolyhydra, nanoparticles and microcubes were 
obtained by different solvents and reaction times. Zhang 
et al. synthesized two different morphologies of α-Fe2O3 

using two different solvents in a solvothermal process. 
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3D flower-like α-Fe2O3 nanostructures and α-Fe2O3 
nanoparticles were obtained with isopropanol and water 
as the solvent, respectively [16]. Trpkov et al. [17] 
synthesized α-Fe2O3 hierarchical superstructures by 
glycine-free and glycine-assisted hydrothermal method. 
The superstructures were composed of nanoparticles as 
building blocks with different morphology including 
mushroom-like, cube-like, and sphere-like, and 
dimensions of 1-5 µm. Cao et al. [18] synthesized 
flowerlike α-Fe2O3 nanostructures via a solvothermal 
route using FeCl3.6H2O, urea, ethanol, and microwave 
irradiation as the heating source. 

The effect of crystallite size on various properties of 
hematite has been investigated [19, 20]. Nandiyanto et al. 
[21] studied the correlation between crystallite size and 
the photocatalytic activity of WO3 particles. The 
photodegradation rate of curcumin was enhanced with 
increasing in crystallite size of the photocatalyst.      

The present study consists of two phases. In phase 1, 
α-Fe2O3 is synthesized via a solvothermal process 
according to the previous study to investigate the effect 
of the heating source on the properties of the products. In 
the previous study solvothermal reaction was performed 
under microwave irradiation while in this study heating 
is performed by a standard laboratory oven. In phase 2, 
α-Fe2O3 is synthesized by solvothermal treatment under 
different conditions of temperature and duration of 
solvothermal treatment. The samples are characterized 
by several characterization techniques. The influence of 
the solvothermal parameters as well as calcination on the 
crystal structure of the products is investigated.  
 
 

2. MATERIALS AND METHODS 
 

2. 1. Materials            Ferric chloride hexahydrate (99.5% 
FeCl3.6H2O, Merck), urea (99.5%, ChemLab) and 
ethanol (99.9% C2H5OH, Merck) were used to synthesize 
α-Fe2O3 nanostructures. Deionized water was used in all 
cases. All the materials were of analytical grade and used 
without further purification. 
 
2. 2. Synthesis of α-Fe2O3 Nanostructures           In 
phase 1, hematite nanostructures were synthesized via a 
solvothermal process according to the previous study 
[18]. A 1.89 g (7 mmol) of FeCl3.6H2O and 0.63 g (10.5 
mmol) of urea were dissolved in 60 ml of absolute 
ethanol. The mixture was magnetically stirred at room 
temperature for 30 minutes to obtain a clear and 
homogeneous solution. The obtained solution was 
transferred into a 100 ml teflon-lined stainless steel 
autoclave. The autoclave was sealed and heated in a 
standard laboratory oven at 150 °C for 4 h. Then, the 
autoclave was naturally cooled down to room 
temperature. The obtained precipitates were collected by 
centrifugation at 4000 rpm, washed with absolute ethanol 

5 times, and dried in an oven at 80 °C for 4 h. In phase 2, 
six samples of hematite were prepared under different 
conditions according to Table 1. The solvothermal 
process was performed at temperatures of 120 °C, 150 
°C, and 180 °C, each for 4 h and 8 h. The other steps of 
synthesis including preparation of solution, separation, 
washing, and drying of the precipitates were the same as 
phase 1. Three of the as-synthesized samples were 
calcined at 500 °C in a muffle furnace for 1 h. The 
synthesis parameters and the sample names are listed in 
Table 1.  
 
2. 3. Characterization             The crystal structure of 
the as-prepared samples was determined by XRD on 
XRD PANanalytical with Cu Kα radiation at λ=1.54060 
Å. The crystallite size of the samples was calculated by 
Scherrer’s equation as follows: 

D≈
0.9 L

B cos θ
  (1) 

where D is the mean crystallite diameter, L is the 
wavelength of the X-ray applied, θ is the diffraction angle 
of the specified peak, and B is the full width at half 
maximum (FWHM) [22]. The morphology of the 
particles was investigated by FESEM with 
MIRA3TESCAN-XMU. The composition of the samples 
was determined by EDS along with FESEM. The type of 
bonding structure of the samples was examined by FTIR 
with Thermo AVATAR. The surface area of the products 
was studied on BELSORP MINI II by BET analysis. 
 
 
3. RESULTS AND DISCUSSION 

 

3. 1. Characterization           The phase and crystal 
structure of the products were analyzed by XRD analysis. 
The XRD pattern of the as-synthesized α-Fe2O3 is shown 
in Figure 1. The obtained XRD pattern illustrates 
diffraction peaks with 2θ at 24.2°, 33.1°, 35.7°, 40.9°, 
 

 
TABLE 1. Different solvothermal conditions used for the 
synthesis of nanostructured α-Fe2O3 

Sample 

Name 

Reaction 

Temperature (°C) 

Reaction 

Time (h) 
Calcination 

F120-4 120 4 - 

F120-8 120 8 - 

F150-4 150 4 - 

F150-4-C 150 4 Done 

F150-8 150 8 - 

F180-4 180 4 - 

F180-4-C 180 4 Done 

F180-8 180 8 - 

F180-8-C 180 8 Done 
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Figure 1. XRD pattern of the nanostructured α-Fe2O3 

microparticles synthesized by solvothermal method at     150 
°C for 4 h 

 
 
49.5°, 54.1°, 57.6°, 62.5°, 64.1°, 71.9° and 75.5° which 
can be well ascribed to the  standard peaks of the hematite 
structure (crystal system: hexagonal, space group: R-3c, 
cell parameters: a=b=5.034 Å, c=13.748Å, JCPDS No.: 
033-0664) [23-25]. The obtained XRD pattern shows no 
peaks related to impurities and confirms that pure and 
single phase α-Fe2O3 has been successfully synthesized. 

The morphology of the as-synthesized α-Fe2O3 was 
characterized using the FESEM. As can be seen in 
Figures 2(a), 2(b), and 2(c) the pure α-Fe2O3 consists of 
distorted microspheres with an average diameter in the 
range of 1 to 1.5 µm. The microspheres are composed of 
nanoparticles with an average size in the range of 10 to 
30 nm. This morphology is different from the 
morphology of α-Fe2O3 synthesized via a solvothermal 
process by Cao et al. [18]. In their study, the same 
precursors and solvent with the microwave irradiation as 
the heating source were used and flowerlike 
nanostructures composed of nanopetals were obtained. In 
the present study, convection heating by a standard 
laboratory oven was used to carry out the reaction 
synthesis of α-Fe2O3. From the obtained results, it can be 
concluded that the source of energy used in the 
solvothermal process is a key factor, which can affect the 
morphology of the products.    

The EDS pattern was taken to specify the 
composition of the sample. As shown in Figure 2(d) the 
EDS pattern confirms the presence of the elements Fe and 
O in the as-synthesized α-Fe2O3 nanostructures. 

The chemical structure of the α-Fe2O3 samples was 
studied by FTIR analysis. The FTIR spectrum was 
obtained in the wavenumber range from 400 to 4000cm-1 

at room temperature. As can be seen in Figure 3 two 
vibrational bands at 474 cm-1 and 562 cm-1 are related to 
the Fe-O stretching modes which confirm the formation 
of α-Fe2O3 crystals. The bands at 1633 cm-1 and 3417 cm-

1 are related to the bending and stretching modes of the O-
H groups respectively, that show the presence of the 
hydroxyl group and/or water molecules on the surface of 
α-Fe2O3 [26]. 

 

 

 

 
Figure 2. FESEM images (a), (b), (c), and EDS pattern (d) 
of the nanostructured α-Fe2O3 microparticles synthesized by 
solvothermal method at 150 °C for 4 h 

 
 

Figure 4 displays the BET plot of the as-prepared α-
Fe2O3 microparticles. The BET surface area and average 
pore size of the α-Fe2O3 microparticles are calculated to be  
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Figure 3. FTIR spectrum of the as-synthesized 
nanostructured α-Fe2O3 microparticles 

 
 

 
Figure 4. BET plot of the as-synthesized nanostructured α-
Fe2O3 microparticles 

 
 

41.86 m2/g-1 and 3.45 nm respectively. This relatively high 
surface area of the samples is attributed to the 
nanostructured surface of the particles as confirmed by the 
FESEM. The large surface area is of great significance in 
some applications such as photocatalysis which adsorption 
has the main role in the process [27]. 
 

3. 2. Reaction Mechanism            In the solvothermal 
process, the OH- group is formed by adding urea to water 
molecules present in the solvent of ethanol (steps 1 and 
2). The brown colloidal precipitates of Fe(OH)3 are 
produced by the association of OH- and Fe+3 (step 3). 
High temperature and pressure of the solvothermal 
process leads to dehydration of Fe(OH)3 and finally 
crystallization of the amorphous iron oxide to α-Fe2O3 

crystals (step 4). Besides, urea has the role of a capping 
agent in the formation of the as-synthesized α-Fe2O3 

nanostructures  [18, 27]. 
 

1) CO(NH2)2 + H2O →2NH3 + CO2 
2) NH3 + H2O →NH4

+ + OH- 
3) Fe3+ + 3OH-→ Fe(OH)3 
4) 2Fe(OH)3→ α-Fe2O3 +3H2O 

 
3. 3. Effect of Synthesis Parameters on Purity and 

Phase Structure              In phase 2 of this study, the α-
Fe2O3 samples were synthesized via the solvothermal 

method, and the effect of synthesis parameters on the 
crystallite size of the products was investigated. The 
solvothermal reaction was performed at different reaction 
temperatures for different reaction times. Moreover, 
according to Table 1 three of the as-synthesized samples 
were calcined to determine the effect of calcination on 
the crystallite size of the samples.  

The X-ray Diffraction (XRD) patterns of α-Fe2O3 

samples were taken to determine the purity, phase, and 
crystal structure of the products. The XRD patterns of the 
samples are shown in Figure 5. For the sample F120-4, 
no distinctive peak of α-Fe2O3 can be identified in the 
obtained XRD pattern, which reveals that the sample 
prepared at the reaction temperature of 120 °C for a 
duration of 4 h has an amorphous phase. As can be seen 
in Figure 5, when reaction time increases from 4 h to 8 h 
and reaction temperature increases from 120 °C to 150 
°C and 180 °C the diffraction peaks assigned to the α-
Fe2O3, without any impurity peaks,  appear in the 
obtained XRD patterns. Thus, except for the sample 
F120-4, the obtained XRD patterns for all other samples 
show diffraction peaks which can be well ascribed to the 
standard peaks of hematite structure with JCPDS No. 
033-0664. This indicates when the reaction is performed 
at a low temperature of 120 °C and a low duration of 4 h, 
the activation energy is not enough for crystallization of 
the α-Fe2O3 nanostructures, and the sample phase 
remains amorphous. This is compatible with the findings 
in the previous studies [5]. 

The synthesis parameters used in this study and some 
previous studies are shown in Table 2. These data show 
that the nanostructured α-Fe2O3 can be synthesized at a 
relatively lower reaction temperature and shorter reaction 
time. These conditions are desirable due to the less 
energy and time consumption in the synthesis of 
nanostructured hematite. 

 
 

 

TABLE 2. Solvothermal synthesis parameters of α-Fe2O3 in the 
present and previous studies 

Reference 
Reaction 

Time (h) 
Reaction 

Temperature (°C) 
α-Fe2O3 

Morphology 

Zhang   et al. 
[16] 24 200 3D 

Flowerlike 

Ayachi et 
al. [27] 

10 200 Nanoplatelets 

Liang et al. 
[28] 

24 180 3D Multileaf 

Majumder 
et al. [29] 

8 180 3D Dendritic 

Xiao et al. 
[30] 

24 160 Burger-like 

This study 4 150 
Distorted 

microspheres 
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Figure 5. XRD patterns of hematite prepared by the 
solvothermal method at reaction temperatures of 120 °C, 150 
°C, and 180 °C for reaction times of 4 h and 8 h. The samples 
assigned by C were calcined at 500 °C for 1 h 

 

 

3. 4. Effect of Synthesis Parameters on Crystallite 

Size 
 

3. 4. 1. Reaction Temperature                 The mean 
crystallite size of the samples was calculated by equation 
(1) based on the obtained peak at θ=33.2 ° in the XRD 
patterns of hematite samples. The effect of the reaction 
temperature on the crystallite size of the samples was 
determined at 120 °C, 150 °C, and 180 °C. According to 
Figure 6, for the reaction time of 4 h the crystallite size 
of the α-Fe2O3 samples increases from19.7 nm to 24.4 nm 
when the reaction temperature increases from 150 °C to 
180 °C. In addition, for the reaction time of 8 h, the 
crystallite size is 21.3, 25.4, and 31.9 nm at the 
temperature of 120 °C, 150 °C, and 180 °C, respectively. 
Thus, in the higher reaction temperature, hematite with a 
larger crystallite size is formed and this is in good 
compliance with the previous works [5, 31, 32].  
 

3. 4. 2. Reaction Time             The effect of reaction time 
on the crystallite size of the samples was also 
investigated. The solvothermal reactions were carried out 
for reaction times of 4 h and 8h and the crystallite size 
was calculated by Equation (1). According to Figure 7 at 
reaction temperatures of 120 °C, 150 °C, and 180 °C the 
crystallite size of the samples increases when the reaction 
time increases from 4 h to 8 h. By increasing the 
solvothermal process time, the crystal growth occurs in a 
longer time, thus the samples with larger crystallite size 
can be prepared [31]. 
 
3. 4. 3. Calcination               The effect of calcination 
on the crystallite size of samples was evaluated for the 
three samples 150-4-C, F180-4-C, and F180-8-C. 
According to Figure 8, the crystallite size of the samples 
increases by calcination at 500 °C for 1 h. The growth in 
the crystallite size of the samples after calcination is due 

 
Figure 6. Effect of reaction temperature on the crystallite 
size of the as-synthesized α-Fe2O3 

 

 

 
Figure 7. Effect of reaction time on the crystallite size of the 
as-synthesized α-Fe2O3 

 
 

 
Figure 8. Effect of calcination on the crystallite size of the 
as-synthesized α-Fe2O3 

 
 
to the reduction in activation energy of crystallization, 
which enhances the crystal growth rate in the as-prepared 
nanostructured hematite [32, 33]. The enhancement of 
crystallite size and subsequent low density of crystalline 
defects of the nanostructured α-Fe2O3 crystals is 
desirable in some applications [34, 35]. 
 
 
4. CONCLUSION 

 
The nanostructured α-Fe2O3 was successfully 
synthesized via a facile one-step solvothermal process 
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using FeCl3.6H2O, urea, and ethanol treated at 150 °C for 
4 h. The FESEM images showed that the samples are 
composed of distorted microspheres with an average 
diameter in the range of 1 to 1.5 µm and each 
microsphere is built from self-assembled nanoparticles 
with an average size in the range of 10 to 30 nm. The 
BET analysis showed a relatively high surface area of 
41.86 m2g-1 for the α-Fe2O3 nanostructures. The effect of 
solvothermal reaction parameters on the structural 
properties of the α-Fe2O3 nanostructures was 
investigated. It was found that an increase in reaction 
temperature and reaction time in the solvothermal 
process, leads to an increase in crystallite size of the 
products. In addition, the effect of calcination on the 
crystallite size was studied and the results showed that 
calcination enhanced the crystallite size of the 
nanostructured α-Fe2O3. The sample synthesized at 150 
°C for 4 h had the smallest crystallite size of 13.6 nm. 
The sample that was treated at 180 °C for 8 h and then 
calcined at 500 °C for 1 h had the largest crystallite size 
of 75.4 nm. The obtained results can be suitable to 
synthesize α-Fe2O3 nanostructures with enhanced 
properties for different applications.  
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A B S T R A C T  
 

 

A self-excited oscillating jet can be naturally produced by discharging a plane jet into a rectangular cavity 

due to pressure effects and without a need for external aid. In recent years, the self-oscillatory jet in non-

isothermal conditions has attracted research interests because of its wide range of industrial applications. 
Therefore, the current study aimed to compare the oscillatory behavior of downward vertical self-excited 

jet with Reynolds number (Re) 1000 and 3000 under various temperature differences (0, 100, and 300 

K) between inletflow and cavity’s wall. Computational solutions were obtained using unsteady Reynolds 
averaged Navier-Stokes (URANS) and energy equations for an incompressible flow. The numerical 

simulation was carried out by the finite-volume based tool OpenFOAM code. The results showed that 

depending on the value of temperature difference, oscillatory and non-oscillatory flows were observed. 
Also, at Re=3000, the temperature differences can change oscillation frequency up to 10% compared to 

isothermal conditions. This value reaches 58% at Re=1000. The results indicated that where the 

Archimedes number is less than 0.1, the effects of temperature differences between jet and cavity walls 
on the oscillating behavior are negligible. 

doi: 10.5829/ije.2022.35.06c.11 
 

 

NOMENCLATURE 

Ar Archimedes number �  Velocity component in y direction (m/s) 

Co Courant number W Width of cavity (m) 

e Thickness of nozzle (m) x, y Cartesian coordinate 

FFT Fast Fourier Transform Greek Symbols  

f Frequency (Hz) � Thermal diffusivity (m2/s) 

� Gravity (m/s2) � Thermal expansion coefficient (1/K) 

k Turbulence kinetic energy (m2/s2) � Kinematic viscosity (m2/s) 

L  Length of cavity (m) � Density (kg/m3) 

� Static pressure (Pa) � Specific of dissipation rate (1/s) 

Re Reynolds number Subscripts  

T Temperature (K) 0 Jet inlet 

t Time (s) c Cavity 

	 Velocity component in x direction (m/s) eff Effective 

 

 

1. INTRODUCTION1 

 

Jet impingement is used in industrial applications such as 

cooling and heating processes because it provides a high 

heat transfer rate between walls and fluid [1]. It is 

 

*Corresponding Author’s Email: jkhadem@birjand.ac.ir  (J. Khadem) 

desirable to develop the efficient cooling techniques to 

ensure performance and reliability of electronic devices 
[2]. Applying excited jets in the impinging flow can 

enhance thermal efficiency because their oscillating 

motion covers a much larger region of impingement 
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surface than steady jets [3]. The other significant feature 

of an excited jet is greater mixing rate with higher 
entrainment that can be used with advantage in 

combustion and cooling processes [4]. Several methods 

can excite the jet’s flow. They can be classified into 

passive, active, and hybrid methods. In the passive 

technique, the jets become excited naturally and do not 

consume extra energy, so they are called self-excited jets. 
While, the active methods require an auxiliary device 

such as a fan, pump, or moving part for jet excitation. 

Therefore, the passive methods are more affordable and 

reliable than the active ones. Also, the hybrid methods 

combine two or more passive and/or active systems [5]. 
The passive methods attract the attention of engineers 

and researchers because of their simplicity, low 

maintenance, and cost. The passive self-exciting jets 

strongly depend on their geometric structures [6]. Many 

structures have been developed for self-excited jets, 

including annular, swirling, and sweeping jets [5].  
The present study has considered one of the simplest 

geometry of a self-excited oscillating jet comprised of a 

planar jet discharged into a rectangular cavity (Figure 1). 

These oscillations are driven by the jet deflection 

mechanism produced by the pressure variations (Coanda 

effect) [6]. Shakouchi et al. [7] found that a pair of 
vortices formed on both sides of the jet has an essential 

role in oscillatory behavior. This self-excited oscillating 

jet can be operated as an impingement jet for intensifying 

heat transfer in various applications such as freezing of 

tissue, drying processes of textiles and paper, cooling of 
electronic components [3], heat treatment of different 

metals [5], film cooling, and food processing [8]. These 

various applications have led to numerous studies on the 

self-excited oscillating jets. Mataoui et al. [9] 

numerically and experimentally studied the interaction of 

a turbulent plane jet issuing into a rectangular cavity 
under isothermal conditions. They varied jet location 

inside the cavity and Reynolds number (Re) to observe 

jet oscillation frequency changes. They showed that 

oscillation frequency increases with Re and height of the 

jet exit and is decreased by increasing the distance 

between nozzle’s exit and bottom plate in the isothermal 
self-excited oscillating jet.  

Denisikhina et al. [10] indicated that oscillation's 

amplitude-frequency characteristics in a self-excited 

oscillatory jet could predict accurately by applying the 

large eddy simulation (LES) and three-dimensional 

unsteady Reynolds averaged Navier-Stokes (URANS) 
methods. Mataoui and Schiestel [6] investigated the 

effects of the cavity’s aspect ratio on the jet flow regime. 

They showed that oscillation frequency is decreased 

moderately with cavity height. Also, frequency is 

independent of the length of the cavity when 
impingement distance exceeds a certain value. Righolt et 

al. [11] developed a zero-dimensional model of the delay 

differential equation type for quantitatively describing 

the self-sustained oscillation of a confined jet. 

Iachachene et al. [12] numerically investigated the effects 
of convection heat transfer on a slot oscillating impinging 

jet. They presented a relation for calculating Nusselt 

number with Reynolds number and geometrical 

parameters. Mosavati et al. [13] numerically simulated 

vortex ring deformation of round and square self-excited 

jets in a confined cavity. Their results showed that 
nozzles̓ geometry shape does not affect on the side wall’s 

impingement point and oscillation frequency. While 

square oscillating nozzle has a wider spread than round 

one, and both have a wider jet spread (40% higher) than 

the free jets. Carnero et al. [8] studied the self-sustained 
oscillations of two turbulent isothermal opposing 

impinging planar water jets discharging into an open 

cavity under crossflow. They indicated that Reynolds 

number of jets plays a vital role in flow motion and 

behavior of the switching jets. 

Appling multiple nozzles is a way to improve jet 
performance that have many practical engineering 

applications [14,15]. Aminzadeh et al. [16] reported the 

characteristics of the oscillatory flow caused by a double-

inlet jet in a rectangular cavity compared to those of a 

single-inlet jet. They did not considered the effects of 

non-isothermal conditions. Also, Aminzadeh et al. [17] 
numerically studied on effects of nozzle width of self-

excited oscillating impinging jets in a heated cavity at a 

fixed flow rate. The results indicated that Nusselt number 

at the impingement wall linearly changed with oscillation 

frequency. In addition, the cooling performance of these 
jets was compared to that of conventional stationary 

impinging jets. Aminzadeh et al. [18] numerically 

investigated the buoyancy mediating effects on the 

performance and oscillating behavior of horizontal and 

vertical self-excited jets under different thermal 

boundary conditions of the end cavity’s wall (heated, 
cooled, and adiabatic). The results showed that non-

isothermal conditions did not significantly affect the 

oscillating behavior of horizontal jets contrary to vertical 

jets. Also, Aminzadeh et al. [19] investigated the effects 

of limited temperatue differences in a horizontal self-

excited jet with a fixed inlet velocity.   
Buoyancy and momentum are forces that impact the 

flow field of the jet under non-isothermal conditions. 

According to the previous studies of Aminzadeh et al. 

[18,19], the significant effect of non-isothermal 

conditions on a self-excited oscillating jet occurs when 

the jet is positioned vertically. In the vertical position 
relative to gravity, the buoyancy force is parallel to 

momentum force and can affect the oscillatory behavior 

of the self-excited jet. Also, the interaction between 

buoyancy and momentum basically depends on the 

amount of flow rate and temperature difference. In 
industrial applications, these jets experience different 

flow rates and thermal conditions.  However, the effects 

of different inlet flow rates at various temperatures of the 
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cavity’s wall were not investigated yet. So, the present 

study was designed to simulate the vertical self-excited 
oscillating jet with different inlet flow rates and cavity 

wall temperatures. A parametric study was done on the 

effects of inlet Reynolds number of a plane jet issuing 

into a hot cavity on the flow and thermal fields.  

 

 

2. METHODS  

 

2. 1. Description of Setup              This paper studied 

the self-excited jet in a vertical cavity, as depicted in 

Figure 1. This cavity has dimensions 
 × �. A 

downward oriented plane jet of thickness e is inserted 

centrally to a depth l, which injects the airflow with 

Reynolds number Re� and temperature of �� into the 

cavity with uniform temperature ��. The flow can exit 

from two openings located above the cavity. All 

geometric and flow parameters are presented in Table 1. 

 

2. 2. Numerical Models           The unsteady Reynolds 

averaged Navier–Stokes equations (URANS) for 
turbulent incompressible flow in a two-dimensional 

domain must be solved to simulate the  

present work. This purpose was carried out by the finite-

volume based tool OpenFOAM code, using the Buoyant 

Boussinesq Pimple Foam solver enclosed by the SST k-

ω turbulence model. These governing equations can be 

presented as follows: 

���
�� + ���

�� = 0  (1) 

���
�� + 	� ���

�� + �̅ ���
�� = − !
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Figure 1. Studied configuration of a self-excited oscillating 

jet in a confined cavity 

�+�
�� + 	� �+�

�� + �̅ �+�
�� = �$%% &�'+�

��' + �'+�
��'(  (4) 

where 	�  and �̅ are mean velocity components, ρ denotes 

fluid density. �$%% is effective viscosity and �$%% is 
effective thermal diffusivity. Mean temperature and 

static pressure are defined by �� and ��, respectively. Also, 

β is the thermal expansion coefficient. Air was assumed 

as a Newtonian fluid  with ν=15.68×10−6 m2/s and β 
=0.0033 1/K. At each time interval, the time step was 

checked out due to maintaining the Courant number 

(Co = 	∆/ ∆0⁄ ) below 1.  Constant values of temperature 

(��) and velocity (2�) were imposed on the inlet 

boundary conditions. For all walls of jet and cavity, no-
slip conditions and wall functions were applied. The jet 

walls temperature was considered to be equal to ��. Three 

values of 0, 100, and 300 were considered for the 

temperature difference between cavity’s walls and inlet 

flow (∆� = �� − ��). Therefore, �� accepts values 300, 

400, and 600 K. The outflow condition was considered at 

outlet boundaries for all variables except static pressure, 

which was set zero.  

 

2. 3. Mesh Study of the Computational Domain      

Structured and non-uniform grids were generated with a 

refinement around walls and near jet’s exit to capture 

high gradients in the flow field. Several grids (20350, 

23400, 26650, 30100, and 33000) were tested to ensure 

the grid independence of results and finally, a grid with 
26650 cells was chosen as a sufficient grid resolution 

demonstrated in Figure 2. 

 

2. 4. Validation of the Numerical Method                 In 

order to validate the present numerical method, the 

experimental data of Mataoui et al. [9] and numerical 

results of Iachachene et al. [12] were used. Mataoui et al. 

[9] carried out an experiment on a self-excited jet 

discharged into a cavity at Reynolds numbers of 1300, 

2600, and 4000 under isothermal conditions (∆� = 0). 

Measurements equipment and materials are represented 

in Table 2. They measured the frequency of jet 

oscillations. In the present work, the point with 

coordinates (25, 10cm)  were utilized to calculate the 
oscillation   frequency.   The   comparison   between   the  

 

 
TABLE 1. Summary of simulation conditions 

L (cm) 50 

W (cm) 20 

e (cm) 1 

l (cm) 20 

34 (K) 300 

∆3 = 35 − 34  0, 100, 300 

674 = 849 :⁄   1000, 3000 
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Figure 2. The grid arrangement of computational domain 

 

 

current simulation and experimental results [9] is shown 

in Table 3. A good agreement between the present results 

and experimental data reported by Mataoui et al. [9] can 
be observed in Table 3. For the second validation step, a 

non-isothermal case with ∆� = 60 K was investigated. 

The non-dimensional velocity components, temperature, 

and pressure for the specified points with coordinates of 

(x/e, y/e) ((16, 4), (16, 8), (16, 16) and (8, 4) cm, 
respectively) were extracted from the current numerical 

simulation and compared with the study by Iachachene et 

al. [12] in Figure 3. In this study , a jet with Re0 = 8500 

and a temperature of T0=300K was discharged into a 

rectangular cavity with a constant temperature of Tc=360 
K. These comparisons confirmed that the current 

numerical method is feasible and valid. 

 

 

 
TABLE 2. Measurements equipment and materials [9] 

Target Equipment Discription 

air supply  Wind tunnel - 

Velocity 

measurement 

Hot wire 

anemometry 

5 μm diameter platinum-plated 

tungsten wire 

Flow 

visualisation 

White 
smoke 

generator 

composed of droplets of 
vegetable oil mixed in carbon 

dioxide 

Camera 
Shooting rate of  two pictures 

per second 

 

 

 

TABLE 3. The computed oscillation frequency of the present 

study and experiment done by Mataoui et al. [9] 

Re 4000 2600 1300 

f (Hz) 
Present study 0.63 0.39 0.19 

Mataoui et al. [9] 0.62 0.40 0.20 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3. Comparison of dimensionless time evolution of 

(a) and (b) mean velocity components, (c) temperature and 

(d) pressure at Re0 = 8500 and ∆T=60 K between the present 

study and results reported by Iachachene et al. [12] 
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Figure 4. Temperature and velocity magnitude contours within one period of time (Ƭ=1.61 s) for Re=3000 and ΔT=100 K 

 

 
Ƭ/4 Ƭ/2 3Ƭ/4 Ƭ T (K) 

    
 

   U (ms-1)  

     
Figure 5. Temperature and velocity magnitude contours within one period of time (Ƭ=1.54 s) for Re=3000 and ΔT=300 K 
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3. RESULTS AND DISCUSSIONS  
 

The self-excited jets produce an oscillatory flow that its 

oscillation frequency depends on the inlet velocity, 

geometric parameters, and thermal conditions [6, 17]. 

Several studies have been done on the influence of 
geometric parameters. In this study, the effect of inlet 

Reynolds number and cavity’s wall temperature were 

studied on flow and thermal fields and oscillation 

characteristics of the self-excited jet. For this purpose, six 

cases were simulated, as depicted in Table 1.  
Figures 4 and 5 show contours of temperature and 

velocity magnitude at four stages during one period of 

time for Re=3000 and temperature differences of 100 and 

300, respectively. It should be noted that Ƭ denotes 

oscillation period and each contour was provided after 

every quarter of the period. These figures illustrate the 
jet's flapping motions that oscillate right and left sides 

periodically. A comparison of Figures 4 and 5 reveals 

that increasing temperature differences from 100 to 300 

K can almost increase the velocity magnitude in the 

cavity. In the vertically downward cavity, when the cold 
jet is discharged into the hot cavity, the momentum force 

and buoyancy force act in the same direction toward the 

bottom of the cavity. So, for Re=3000, increasing the 

temperature difference can raise velocity magnitude to 

some extent. This result is evidenced in Figure 6.  

Figure 6 allows us to describe the time evolution of 
velocity magnitude at a specific point near the bottom 

wall of the cavity with coordinates (25, 10 cm) for all 

studied cases. As shown in Figure 6 (b), the temperature 

differences between the cavity’s walls and inlet flow at 

Re=3000 can change the maximum velocity magnitude 

between 6 and 15% relative to the isothermal conditions. 
On average, for Re=1000, the temperature differences 

also increase the velocity magnitude. Interestingly, for 

Re=1000, the oscillation amplitude decreases with 

increasing the temperature difference until at ΔT=300 K, 

the jet stops flapping.  
Figure 7 represents the temperature distribution over 

time for the specific point coordinates (25 10 cm) at each  
 

 

 
(a) Re=1000 

 
(b) Re=3000 

Figure 6. Time signal of the velocity magnitude in three 

temperature differences for Re: (a) 1000 and (b) 3000 at 

the location of x=25 and y=10 cm 

 

 

 
(a) ΔT=100 K 

 
(b) ΔT=300 K 

Figure 7. Time signal of the temperature in two Reynolds 

numbers for ΔT: (a) 100 K and (b) 300 K at the location of 

x=25 and y=10 cm 

 

 
temperature difference. In ΔT=300 K, the amplitude of 

temperature oscillations for Re=3000 is enlarged nine 

times compared to Re=1000.  
To investigate the oscillation frequency of self-

excited jets, fast Fourier transform (FFT) was used. In 

this method, data of the specific point with coordinates 

(25, 10 cm) in the computational domain was extracted 

and applied as the input of FFT code, so the outputs are 
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the frequencies. The maximum value of Fourier modes 

accurately determines the fundamental frequency [12]. 
As a sample, the output of FFT method is shown in 

Figure 8. The oscillation frequencies are extracted by the 

FFT method for all cases and reported in Table 4.  

It can be deduced from Table 4 that for Re=3000, 

temperature differences can intensify the frequency by up 

to 10% in comparison with the  isothermal self-excited 
jet. It is interesting to note that for Re=3000 the 

oscillation frequency slightly changes despite the 

temperature differences. This phenomenon is almost 

certainly due to the interaction between momentum and 

buoyancy forces. This interaction can be assessed by 
calculation of Archimedes number (Ar). 

Ar is defined by the buoyancy to momentum ratio as 

=> = ���∆� 2�
?⁄  [20]. The results obtained from Ar 

calculations are presented in Table 4. At Re=3000, values 

of Ar are below 0.1 for both temperature differences of 

100 and 300 K. It means that the role of buoyancy force,  

against momentum force is negligible in the flow field. 
Therefore, at Re=3000, changing cavity's thermal 

boundary conditions has little effect on the oscillation 

characteristics, i.e., the frequency and amplitude of 

oscillations.  

As Table 4 shows, there is a significant difference in 
the frequency values between ΔT=100 K and isothermal 

conditions at Re=1000. As observed in Figures 6 and 7, 

in conditions of Re=1000 and ΔT=300 K, the flow has no 

oscillation motion. Indeed, for Re=1000 that has a weaker 

momentum force than Re=3000, values of Ar are larger 

than 0.1. Hence, buoyancy as well as temperature 
 

 

 
Figure 8. Typical Fourier modes time signal of the mean 

velocity for Re = 3000 and  ΔT=100 K 

 

 
TABLE 4. Oscillation frequency of the studied cases 

Re 1000 3000 

∆3 (@) 4 A44 B44  4 A44 B44  

f (Hz) 0.19 0.30 
Non-oscillatory 

flow 
0.59 0.62 0.65 

Ar  - 0.26 0.78 - 0.03 0.09 

difference, can play a key role in the behavior of self-

excited jet. That’s why changing ∆� from 0 to 100 can 

raise the oscillation frequency about 58%. But more 

increasing of  ∆� to 300  K enlarges Archimedes number 

more than 0.7 and non-oscillatory flow was observed.  

From a physical point of view, it can be said that the 
heated cavity’s walls can strengthen the buoyancy 

mechanism and the tendency of the air inside the cavity 

to escape through the upper outlets increases. As a result, 

the pressure decreases locally due to the relative increase 

in air velocity adjacent to the lateral walls of the cavity. 

This can amplify the Coanda effect [6, 9] (oscillating 
behavior due to the drop in periodic pressures in the side 

walls) and increase the jet oscillation frequency. As can 

be seen in Table 4, at CD =3000, the frequency of jet 

oscillations increases as the cavity heats up. The same 

behavior is observed to some extent at CD =1000. Thus, 

at CD =1000, by providing the temperature difference of 

100 K between the cavity walls and the jet, the frequency 

of jet oscillations increases from 0.19 (in the isothermal 

state) to 0.3. However, by raising the temperature 
difference to 300 K, an increase in the trend of frequency 

does not continue and the jet becomes non-oscillating. As 

can be seen in Table 4, as the temperature difference 

increases to 300 K, the Archimedes number (Ar) 

increases to about 0.78, which means that the ratio of 

buoyancy force versus momentum is significant. In such 
a situation, the opposition of these two mechanisms can 

cause instability in the oscillating jet behavior and makes 

it non-oscillating, or sometimes cause irregular random 

oscillations with limited amplitude, which are usually 

classified in the non-oscillating category [18]. 

In the case of Reynolds number 3000, because Ar is 
very small (much less than 0.1), an increase in the 

temperature difference between the jet and the wall, even 

up to 300 K, can not cause the buoyancy and momentum 

mechanisms to interfere and thus change the jet 

oscillation regime. The earlier work [18] showed that 
where Ar is less than 0.1, the effects of the cavity’s 

thermal boundary conditions on the oscillating jet's 

behavior are not significant. However, in cases where Ar 

exceeds 0.1, the buoyancy effects due to the temperature 

difference influence the characteristics of oscillating 

flow. 
 

 

4. CONCLUSIONS 

 

Numerical simulations were employed to investigate the 
effects of inlet flow rate in various temperature 

differences on the behavior of self-excited oscillating jet. 

In the recent years, studying the self-excited jet under 

non-isothermal conditions has received much attention 

due to its wide range of industrial applications. In the 

previous works, the effects of various Reynolds numbers 
and temperature differences on the oscillatory flow were 
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not investigated. For this purpose, a plane jet with a fixed 

temperature of 300 K and Reynolds numbers (Re=1000 
and 3000) discharging vertically downward into a 

rectangular cavity was considered. In the studied 

problems, the cavity’s walls experienced various 

temperatures to create temperature differences of 0, 100, 

and 300 K relative to inletflow. The key conclusions are 

as follows: 

 With capturing the time variation of velocity 

magnitude in the specific point located at the 

computational domain, it was determined that at 

Re=3000, the temperature differences between 

cavity’s walls and inlet jet could affect maximum 
velocity magnitude between 6 and 15% relative to the 

isothermal conditions.  

 Also, time variation of the temperature at ΔT=300 K 

for the specific point showed that the amplitude of 

temperature oscillations for Re=3000 is enlarged by 

about nine times compared to Re=1000. 

 It is deduced from the results that in Re=3000, the 

temperature differences can increase oscillation 

frequency up to 10% compared to isothermal 

conditions. This value equals to 58% at Re=1000.  

 The jet at Re=1000 and ΔT=300 K acts as a non-
oscillatory jet due to the interaction between 

momentum and buoyancy forces. 

 For Archimedes number (Ar) below 0.1, the 

frequency and amplitude of oscillations are slightly 

dependent on the temperature differences. 

 For Re=1000 and ∆T=300 K, the flow stopped 

oscillating. In this case, Archimedes number was 

enlarged more than 0.7, which is indicative of 

momentum weakness in driving the oscillating flow. 
 Further experimental studies are require for prefect 

understand and more accurately identify complex 

phenomena that occur in the range of relatively low 

Reynolds numbers and high-temperature differences 

that the opposition of the buoyancy and momentum 

mechanisms may lead to instability of the oscillating 

jet. 
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A B S T R A C T  
 

 

Electric vehicle is an adaptation of conventional vehicle, with an integration of electrical motors. It seems 

to be one of the most promising technologies that can lead to significant improvements in vehicle 
performance and polluting emissions. However, for any vehicle in urban traffic requires regime changes, 

frequent acceleration, deceleration, and stopping phases, which lead to serious breakdowns. During the 

above phases, electric motors are continuously being exposed to thermal and mechanical effects.This 
paper highlights the possibility of representing the wheel load torque emulation of an electric propulsion 

structure using dual induction motors vector-controlled. The emulation of load torque acting on one of 

both electric motors placed at the rear wheels of electric vehicle (EV) structure is accomplished by a DC-
generator coupled with an induction motor during vehicle drive cycle operation andunpredictable load 

profiles. Simulation results confirm widely the feasibility and the effectiveness of the proposed emulator 

scheme of induction motor-based vector-control in the electric vehicle application. 

doi: 10.5829/ije.2022.35.06C.12 
 

 

NOMENCLATURE 

��, �� Armature resistance, armature inductance rd, rq Quadrate , direct rotor flux components 

��, �� Armature voltage, armature current Lr, Tr Rotor induction, rotor time constant 

K Constant based on flux and machine construction ��, M Synchronous angular speed, mutual inductance 

���, ��� Direct, quadrate stator current compnents  Speed of motor  

o, diff EV speed, speed-difference Left, Right Speeds of left motor 1, right motor 2 

e
 Generated voltage Rs, Ls Stator resistance and winding inductance 

JIM, JDCG IM inertia, DC-generator inertia vsd, vsq  Stator voltage 

fIM, fDCG IM friction, DC-generator friction  The redefined leakage inductance 

��, �
 Load torque, electromagnetic torque ����, * Total inertia, input command variable 

��, �� Nonlinear coupling terms �� The rotor flux position angle  

p Number of pole pairs ����  Total viscous friction of the coupled system  
 

 
1. INTRODUCTION1 

 

Environment protection and energy conservation have 

urged the development of electric vehicle (EV). It seems 

to be one of the most promising technologies for the next 

century and will probably be one of the most interesting 

solutions to the rational and effective use of energy 

reducing environmental damage caused by conventional 

vehicles [1, 2]. 

 

*Corresponding Author Institutional Email: 
d.benoudjitf@univ-batna2.dz (D. Benoudjit) 

Electric vehicles present a lot of similarities with 

conventional vehicles which are already optimized for 

minimum energy consumption in rolling. EV is an 

adaptation of conventional vehicle; with an integration of 

electrical motors. 

Different research works of EV configurations and 

drive association possibilities can be found in literature, 

e.g., one to four electrical motors, direct current or 

alternative current motors, with or without a clutch and a 
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gearbox, etc. [3, 4]. Electric propulsion control system or 

power train is the main part of an EV. It consists of three 

main blocs: electric motors, power electronic converters 

and command or controller. The controller bloc is an 

essential part of an EV. Therefore, electric propulsion 

system cannot be designed without this bloc. In fact, it’s 

undoubtedly essential to control or to get optimal 

operations during the different propulsion phases: 

starting, acceleration, deceleration, cruising and stopping 

phases. During the above operations, electric motors are 

continuously being exposed to load disturbances, road 

gradient, surface roughness and various traffic conditions 

effects. The occurred effects might influence electric 

motor control and from which the control of the vehicle 

might be lost. Therefore, in order to maintain desired 

performances even in the presence of any external 

disturbances, particularly, motor mechanical load 

changes. Motor control system with high robustness is an 

important challenge in research due to its different 

applications. Therefore, motor mechanical loads 

identification and analysis under parametric variations of 

the load are often problematic. Thus, several research 

studies in the literature have focused on EV emulation 

system, proposing different approaches [5-23]. In fact, 

motor mechanical load emulation allows to analyze a 

motor performance under real operation condition. 

However, in most cases studied, the main elements 

for motor load emulation are an electric dynamometer 

and its control system. On this topic, main used strategies 

directly related to the control system include field-

oriented control (F.O.C.), direct torque control (D.T.C.) 

and position control [6-11]. Other research works has 

been proposed in literature [12-21] using different test 

benches platforms with different emulation approaches. 

The interest of the emulator is to be able to introduce 

different loads and disturbances which can be applied to 

the vehicle wheel and which in fact are reported on any 

profile. This explains why these applications are 

generated via a torque controller by a DC-generator. 

Therefore, the load emulation must follow any regime 

regarding load variation according to a desired load 

profile. In this context, after this brief outline (research 

background) of the most important studies related to 

the emulation system; this paper highlights the 

possibility of representing the wheel load torque 

emulation of an electric propulsion structure purposed for 

an EV using dual-induction motors vector-controlled, 

which separately drive the rear wheels of the vehicle. The 

aim of this paper is to check the wheel load torque 

emulator based propulsion structure performance in the 

face of the unpredictable load profiles acting on one of 

both electric motors encountered during vehicle drive 

cycle operation with specific maneuvers.  

For this purpose, a control scheme was developed for 

a DC-generator coupled with an induction motor and 

takes into account the effect of rotational inertia. The 

simulation results showed a good performance of the 

control system and also validated the feasibility of the 

proposed emulator scheme for three scenarios, of 

unpredictable load profiles as shown further from three 

loads profiles in section 4. 

The paper is organized as follows. Section 2 presents 

the field-oriented control (FOC) of induction motor. In 

section 3, we will first present the proposed electric 

propulsion structure using dual induction motors, then 

the emulator block diagram. Simulation results are 

presented in section 4. Conclusion is done in section 5. 

 

 

2. FIELD-ORIENTEDCONTROL 

 

The complex mathematical model and non-linear 

characteristic make the control of an induction motor 

difficult and call for the use of a high performance control 

algorithms such as vector control, commonly called 

Field-Oriented Control (F.O.C.). This is a strategy that 

provides a decoupled control similar to a DC motor, 

between flux and torque of an induction motor [24-26]. 

With decoupling between magnetizing flux and torque, 

the torque producing component of the stator flux can be 

controlled independently. 

Based on the orientation rotor flux process described 

by the imposed zero constraint of quadrate rotor flux 

component, such as [24, 25]: 

 0rq and  rrd   (1) 

where : , rdrq  quadrate, direct rotor flux components. 

When the rotor flux orientation assumption is 

verified, the basic field-oriented control expressions of an 

induction motor (IM) are simplified as: 

The stator voltage equations are given by [24, 25]: 

q
sd

ssdssd e
dt

di
LiRv  )(   (2) 

d
sq

ssqssq e
dt

di
LiRv  )(   (3) 

The nonlinear coupling terms are [24]: 

)( r
r

sdssd
L

M
iLe    

(4) 

ss
r

r
q L

dt

d

L

M
e 


    

(5) 

where Rs, Ls denote stator resistance, stator winding 

inductance.  is the redefined leakage inductance. isd, isq, 

denote direct, quadrate stator current components. ωs, M, 

Lr, r are: synchronous angular speed, mutual inductance, 

rotor inductance and rotor flux, respectively. 

The rotor flux formulation is [24]: 
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M




1
 

(6) 

Tr, S: rotor time constant, differential or laplaceoperator, 

respectively. 

The rotor flux position angle can be derived by [24]: 

  dtΩpss )(  (7) 

The electromagnetic torque is [24]: 

sqrd
r

e i
L

M
pT 

 
(8) 

p denotes the number of pole pairs. From Equation (8) 

it’s very clear, that the electromagnetic torque can be 

controlled only from quadrate stator current component 

isq when the rotor flux is maintained constant. This is 

appropriate for EV applications, for which the loads can 

be largely varied. From this point of view, the induction 

motor does not operate normally in filed weakening 

region; thus, the flux must be maintained constant to its 

rated value. 

 

 

3. ELECTRIC PROPULSION STRUCTURE 

 

For conventional vehicle, when a turn is reached, the 

speed difference of the rear wheels is regulated via a 

mechanical differential in order to avoid vehicle slipping. 

This mechanical device is an arrangement of gears 

connecting two shafts on the same line and enabling one 

shaft to revolve faster than the other when required. So 

when the inner wheel speed is reduced, the outer one is 

increased. Besides the mechanical means, the differential 

action of an EV when cornering can be electrically 

provided by two electric motors operating at different 

speeds [3]. 

As can be seen from Figure 1, for the proposed electric 

structure, this difference is regulated by an electric 

differential based on two induction motors operating at 

difference speeds drives separately the rear wheels of the 

vehicle via fixed gearing [27]. 

The differential function has to verify the following 

expressions [28]: 











ΩΩΩ

ΩΩΩ

diffoRight

diffoLeft

  

    
(9) 

where Left, Right: speeds of left motor 1, right motor 2. 

Therefore, from the above system of equations (9), 

the vehicle speed o and the difference speed diff may 

be done simply by [28]: 













)  (
2

1

  )  (
2

1

ΩΩΩ

ΩΩΩ

RightLeftdiff

RightLefto  
(10) 
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Figure 1. Electric propulsion structure 

 

 

As mentioned before, for the purpose of emulating a 

wheel load torque acting on one of both electric motors 

for an EV structure, a control scheme consisting of an 

induction motor vector controlled connected to a DC-

generator has been presented. 

Let us first present the mathematical model of a DC-

generator given by the following equations. 

The armature voltage can be written as [21]: 

a
a

aaaa e
dt

di
LiRU  )(  (11) 

where Ra, La, ia, denote armature resistance, armature 

inductance and armature current, respectively. 

The generated voltage ea is relative to rotational speed 

by [21]: 

ΩKea   (12) 

where K, , denote a constant based on flux and 

machine construction, rotational speed. 

The load torque is related to armature current 

bytorque constant [21]. 

aL iKT   (13) 

Knowing that the induction motor is coupled with a 

DC generator, the mechanical equation can be written as 

[21]: 

Ltottote TΩf
dt

Ωd
JT    (14) 
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where Te is the electromagnetic torque,  is the rotating 

speed, TL is the load torque and Jtot, ftot are total inertia, 

total viscous friction of the coupled system (Induction 

motor and DC-Generator) respectively, expressed by 

DCGIMtot JJJ   (15) 

DCGIMtot fff   (16) 

Based on the system’s block diagram shown in Figure 

2, emulating wheel load torque is realized with a DC-

generator torque control using a PI controller. 

 

 

4. SIMULATION RESULTS AND DISCUSSION 

 

The aim of this section is to check the wheel load 

emulator-based EV performance in the face of the load 

disturbances encountered during specific maneuvers. 

Simulation results are carried out under a desired 

torque load for three different profiles (scenarios) using 

MATLAB/Simulink software package where rated data 

are given next in Tables 1 and 2. 

The main idea is to test both a control scheme for 

torque load emulation acting on one of both electric 

motors encountered during vehicle drive cycle operation, 

taking into account the effect of rotational inertia, as well 

as to verify the validity of the electric differential 

principle resulting from the pruposed propulsion struture 

may be used in EV substituting the conventional 

mechanical differential system. 
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Figure 2. Emulator block diagram 

In order to verify the control scheme performances, 

particularly when the vehicle accomplishes the turning 

maneuvers, let us take a given speed profile for the EV 

defined as illustrated in Figures 3, 5, 7and the evolution 

of line stator current under the load perturbations based 

on three references profiles (references 1, 2 and 3) 

presented in Figures 4, 6 and 8, respectively. 

From a starting point, the vehicle starts with a 

constant acceleration until attains the speed of 118 rad/s, 

then it will be maintained constant. After, the vehicle will 

turn left, the electric differentialaction allows the outer 

(right) wheel to rotate faster than the inner (left) wheel: 

Right,>Left. Then the vehicle should continue directly 

its trajectory by a constant cruising speed, it results 

inequality of the two motors speed: Right=Left. 

As may be seen in Figures 3-8, for all scenarios the 

simulation results show that the load emulation method 

is effective, and has good adaptability to unpredictable 

load profiles associated with specifics vehicle 

maneuvers. 

Figures 3, 5 and 7 show that the speed response 

follows its refernce precisely. The same figures also 

illustrate the time evolution of the first phase stator 

current. The current behave according to the dynamic 

behaviour of the motors,where its magnitude changes 

following the developed load torque. 

Figures 4, 6 depict the load torque responses 

according to the load references 1 and 2, respectively. 

Desipate the load variation, the responses that were 

obtained arevery close for the desired and the emulated 

torque load with relatively very small emulation error. 
 

 

 
Figure 3. Speed and current evolution versus times 

 

 

 
Figure 4. Torque response versus times for load reference 1 
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Further, to test severely the control scheme 

performances, another test is carried out, in Figures 7, 8 

and its zoom in Figure 9 for the load perturbation profile 

(reference 3), taking into account the measurement noise 

effect. 

In this case, reference load and the emulated load 

response show close correspondance, but associated with 

torque oscillations. 
 

 

 
Figure 5. Speed and current evolution versus times 

 

 

 
Figure 6. Torque response versus times for load reference 2 

 

 

 
Figure 7. Speed and current evolution versus times 

 

 

 
Figure 8. Torque response versus times for load reference 3 

 
Figure 9. Zoom of torque response for load reference 3 

 

 
TABLE 1. Induction motor paprametrs 

Parameters Values Unity 

Power 1.1 kW 

Speed 1400 rev. min-1 

Stator phase resistance Rs 7.5 Ω 

Rotor phase resistance Rr 3.8 Ω 

Stator inductance �� 0.3594 H 

Rotor inductance �� 0.3032 H 

Mutual inductance M 0.303 H 

Rotor inertia ��� 0.0052 Kg.m2 

Friction coefficient ��� 0.0005 Nm.s.rd-1 

Number of pole pairs p 2  

 

 
TABLE 2. DC-Generator paprametrs 

Parameters Values Unity 

Power 1.5 kW 

Speed 1400 rev. min-1 

Armature resistance �� 1 Ω 

Armature inductance �� 0.005 H 

Constant �∅ 1 V.s 

Inertia � !" 0.0015 Kg.m2 

Friction coefficient � !" 0.0001 Nm.s.rd-1 

 

 
5. CONCLUSIONS 

 

In this paper, we focused on emulating a wheel load 

torque of an electric propulsion structure using dual 

induction motors vector-controlled. For that purpose, a 

control scheme using a DC-generator coupled with an 

induction motor has been adopted to carry-out control 

tests during specifics vehicle maneuvers for different 

unpredictable torque load profiles (scenarios). 

Simulation results confirm widely the feasibility and 

the effectiveness of the emulation scheme applied for 

electric vehicle. In fact, the speed responses have a good 
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dynamic reference speed tracking, while the emulated 

torque load closely matches of the desired load torque 

with relatively very small emulation error for different 

scenarios, but only torque oscillations for the load profile 

with measurement noise effect exist. 

The investigation of the impact of the emulation of 

more complex load behaviors, the variation in rotational 

inertia and a hot values of phase resistances on the 

emulation performance, this last case might be occurred. 

For example, when one wheel vehicle is stopped by a 

strong obstacle while the induction motor is called to 

develop an important torque under zero speed, as well as 

the implementation and experimental validation of the 

emulation scheme applied for EV propulsion structure 

via a test bench, which constitute others interesting 

topics, will be the subject of future works. 
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The purpose of this paper is to investigate the effective factors in accepting marketing through mobile 

social media by end users. The research method, is descriptive-survey and the research type is practical 
based on the research purpose. The statistical population of this study is the online customers of mobile 

phones from the Mobile Online website in 2019. Infinite population (384) was selected as statistical 

sample according to Cochran formula. Data collection was accomplished through questionnaire which 
involves 25 questions. The reliability of the questionnaire using Cronbach's alpha coefficient was 87%, 

which indicates an appropriate reliability. The results showed the importance of the effective factor of 

profitability on the attitude towards mobile marketing and the orientation towards mobile marketing on 
mobile marketing activities is significant. 

doi: 10.5829/ije.2022.35.06c.13 
 

 
1. INTRODUCTION1 

 

In today's world, businesses are becoming more 

electronic, and e-trade is gaining new appearances every 

day. A new area in this area is electronic social media, 

which has gained tremendous popularity. Businesses 

such as companies are willing to use this form of 

communication as a means of communicating with their 

customers [1]. Competition in today's market is more 

diverse than ever before, which is why many companies 

are trying to figure out how to develop competitive 

strategies to help them grow and develop their business 

[2]. There is no doubt that today's world is intensely 

involved with the internet and the cyber world and 

companies have to admit it. Any business or commerce 

that realizes the necessity of this and enters it will be a 

step ahead of those that keep thinking traditionally, show 

resistance against the changes [3]. At the same time, the 

individuals in a community need to adapt to e-trade, 

online drug shopping, etc. for doing social, scientific, 

cultural, etc. affairs. The use capability of a website is a 

necessity for a company’s survival. Mass markets have 

 

*Corresponding Author Institutional Email: h_hamidi@kntu.ac.ir 
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been divided into sections due to the intensive 

competition. Moreover, public media have replaced 

many non-individual marketing communications with 

individual ones [4]. With the ever-increasing expansion 

of mobile devices, e-trade and e-marketing has gone 

beyond the internet, appearing in mobile phones. In 

recent years, mobile technologies have been rapidly 

developed. Thus, new and more sophisticated 

generations of mobile phones have emerged, allowing 

users to use all features of the media, providing 

customized ads in proportion to time and location, and 

providing services at the right time. This has enhanced 

the productivity of the ads. It should be noted that the 

popularity of social media, such as Facebook, Whatsapp, 

and Twitter, has affected e-business sections, such as 

mobile businesses [5]. Most organizations use social 

media as a form of Social Media Marketing to have 

interaction with their customers or potential customers. 

Although many mobile advertising centers have limited 

their marketing budgets and this reduced the 

effectiveness of their marketing plans, it is required that 

the researchers know the factors influencing the social 
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media acceptance, attempting to measure the effects 

through the mutual effects and taking into account online 

traffic analysis. Despite all of these requirements, no 

study has been conducted on the factors affecting the  

mobile marketing acceptance among customers in a unit 

model in our country. The foreign studies, on the other 

hand, investigated this subject limitedly. Furthermore, 

the effects of the variables on each other in Iranian 

organizations remain unknown. Since the relationships 

between these variables have been separately 

investigated or measured with other variables in the 

previously conducted studies, they need to be explored. 

In the previous studies, the results indicated that more 

than two-thirds of the online shoppers who filled up their 

carts left the website without making any purchase and 

only 10% of shoppers make online purchases [6]. To 

study why most of the online shoppers search and do not 

purchase and how to motive them to make purchases, 

their motives to make the final purchase decisions, 

repurchase, and the influencing factors have to be 

discussed. In the physical purchase studies, the authors 

investigated the physical purchase behaviors of the 

customers from the two viewpoints of enjoyment and 

profit. But the quantitative studies on the effects of the 

online product recommendations are based on the 

customer’s loyalty with the mediating role of customer 

decision-making effectiveness in the drug shopping 

communities. At the same time, the repurchase behavior 

of the customers is very considerable for all online shops 

and electronic retailers. In today’s very competitive 

market, the managers of companies are searching for new 

ways to make the people know about their products and 

improve their brands. One of the ways is the social media 

that have brought a big change in e-marketing. There are 

windows to keep the customers loyal to survive in this 

competitive market [7, 8].  

The main objective of this study is to investigate the 

effects of different factors on  mobile marketing 

acceptance among customers. We also have other 

objectives that are: 

1) To ascertain the effect of perceivable profitability on 

mobile social media marketing attitude; 

2) To ascertain the effect of risk avoidance on mobile 

social media marketing attitude; 

3) To ascertain the effect of inventions on mobile social 

media marketing attitude. 

This paper is organized in the following manner: 

Section 1 provides an introduction to online businesses. 

Section 2 is a literature review along with factors 

influencing  online marketing. In section 3, we make a 

conceptual model of the study and the hypotheses. 

Section 4 research methodology is discussed. In this 

section the identification method and information 

collection are discussed. Section 5 presents research 

findings and the target acceptance test results. 

Discussions of results are presented in section 6. Finally, 

section 7 is the conclusion along with suggestions for 

future works and the limitations of the current study. 

 

 

2. LITERATURE REVIEW 

 

Marketing aims to make and keep communications with 

the customers and other companies. In this 

communication, a set of norms must be considered. 

Commitment, trust, and mutual benefit are the main 

communication elements. Moreover, cooperation, trust, 

and mutual relationships are of importance. Compared to 

the traditional marketing, the pattern of this type of 

marketing helps and is fair, thus providing both parties – 

i.e. marketers and customers – with a “win-win result” 

[9]. 

Other researchers had different views. Theodor Levitt 

mentions that selling something is not the end of a 

transaction, but the customers have to be made willing [9, 

10]. This is why many companies add additional services 

to their products. This way, they are differentiated from 

their competitors. The additional services are seen as 

valuable by the customers. The quality enhancement of 

the services provided to the customers is also a necessary 

element in marketing. The set of the mentioned factors is 

an attempt that results in “the customer coming back to 

the company” [10]. 

Overby and Lee [11] identified the marketing 

elements as Commitment, the sustainable will to make 

the best attempt to keep the communication. Trust, 

trusting is the honesty of an exchange partner. 

Notification is a willingness to share the information that 

is useful for the broth parties. Communication value 

relationships are classified into different levels, from 

partners with close and mutual cooperation-based 

relationships to those with competitive and aggressive 

relationships [11]. 

Commitment and trust are two main components of 

marketing, being mentioned in most of the models. 

Commitment is generally the realization of the activities 

as they are promised. Companies are committed to each 

other when they value the relationships constructed 

between them. Trust is when Company A believes that: 

a) Company B keeps its promises that provide positive 

results for Company A, and b) Company B does not 

perform its unpredicted activities in a manner that 

imposes losses to Company A [12-14].  

In the field of industrial marketing, Torabi et al. [15] 

and Sorce et al. [16] identified the steps that have to be 

made by organizations in a mutual relationship. The most 

important step is trust in which both organizations make 

efforts to enhance the mutual relationship and continue it 

as long as it is beneficial for both of them. Moreover, 

there has to be a high degree of trust between the two 

organizations. Mutual information circulation has also to 

exist continuously. It is concluded that it is very 
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necessary to have commitment, trust, long-term time 

horizon, and information circulation to construct a 

mutual relationship regardless of the nature of the 

industry [17, 18].  

In general, to define cyber social media, it can be said 

that there is a website that provides its users the 

opportunity to search and share information by adding 

simple features. Social media is the gathering place of 

hundreds of millions of internet users who interact and 

exchange information regardless of the political borders, 

languages, gender, and cultures [19]. Table 1 summarizes 

the factors affecting  mobile marketing and its supporting 

resources. 
 

 

3. CONCEPTUAL MODEL 

 

Marketing practices of this study provide insights into 

customers' and mobile marketing acceptance. Mobile 
 
 

TABLE 1. Factors Affecting  mobile marketing 

Concept Dimensions 
Supporting 

Resources 

Mobile marketing 

Communication 

Strategies 

Customer acceptance 

[20] 
Infrastructure 

Social culture 

Legal barriers 

Social Media  

Marketing 

Customer services 

[20, 21] Satisfaction enhancement 

Customer loyalty 

Marketing 

Communications 

Applicability 

[22, 23] Credibility 

Amusement 

Social Media and 

E-commerce 

Customer friendly 

relationship 

[24, 25] Stability 

Compatibly 

Operations 

Social Media 

Acceptance 

Beneficiary interactions 

[26] 
Customer interaction 

Live, real, and friendly 

interaction 

Customer Online 

Purchase 

Knowing Prices 

[17] 
Repurchase 

Visiting website 

Internet skills 

Website Quality 

Effect on 

Repurchase 

Intention 

Easy purchasing 

[20] 

Website design 

Transaction security 

information usefulness 

Payment group and 

customer communication 

marketing attitudes indicate a common influence in the 

phone market.  Mobile marketing attitudes significantly 

impact marketing practices. There have been many 

studies that have examined how mobile marketing 

impacts the relationship between technologies, attitudes 

toward mobile marketing, willingness or unwillingness 

to participate in mobile marketing, and technological 

factors [19]. 
Relying on this base, this study developed three 

customer features for mobile platforms and formulated a 

conceptual model for  mobile marketing acceptance (see 

Figure 1). 

The first part of the conceptual model links 

customers’ understandings of mobile devices used and 

their features of the phone innovations, customers’ 

understandings of phone attachment, and the willingness 

to risk avoidance in the marketing methods. The second 

part relates to the effects of  mobile marketing attitude on 

the participation and real content marketing activities, 

including purchasing products or services and 

downloading music and mobile applications.  This model 

also explores the direct effects of three personal features 

of innovation, attachment, and mean risk-taking on the 

perceived usefulness of the content, applications, and 

customers’ attitude toward  mobile marketing. 

The following hypotheses are made in this study: 

1) Perceived profitability affects mobile marketing 

attitude; 

2) Risk avoidance affects mobile marketing attitude; 

3) Innovations affect mobile marketing attitude; 

4) Perceived profitability affects mobile marketing 

attitude with the mediating role of innovations; 

5) Perceived profitability affects mobile marketing 

attitude with the mediating role of risk avoidance; 

and 

6) Mobile marketing attitude affects mobile marketing 

activities. 

 

 

4. METHODOLOGY 

 

Accordingly, this study analyzed the factors that 

influence the acceptance of mobile marketing by 

consumers. In terms of the nature of the subject, this 

study is cross-sectional.  
 

 

 
Figure 1. Conceptual model of present study  



1212                    H. Hamidi and M. S. Rafebakhsh / IJE TRANSACTIONS C: Aspects  Vol. 35, No. 06, (June 2022)   1209-1216 
 

Statistical population refers to several desirable 

elements with at least one characteristic. A characteristic 

is an attribute that is shared among all the statistical 

populations and makes them different from the others 

[21]. The statistical population of this study consisted of 

the customers of Mobile Online drug shopping websites 

in 2021. According to Cochran's formula for an unlimited 

population, 384 individuals were selected. Sampling was 

performed using the Cochran formula for infinite 

populations. It samples as the ulated as: 

� =
��

�

�×��

��   (1) 

In which n is the a ze, 	�
�

  is the estimation, which is 1.6 

considering the confidence level of 95%, �  is the 

permissible error, which is taken to be 0.05, and squared 

is the population variance. The population was 384 for 

95% of confidence level and 0.5 standard deviations. 

This study used a simple random sampling method.  
 

4. 1. Data Collection           This study used interviews 

with a set of managers and experts, particularly in the 

mobile bank. In general, the hypothesis and questions of 

the study is designed to investigate on mobile banking. 

Using the Likert scale, the views of the managers on the 

components were collected. To ensure the correctness 

and validity of the questionnaire, I was distributed 

Hamon 30employee in an experiment. Then, the defects 

were corrected, providing the final questionnaire. The 

test is shown in the following figure. Since the reliability 

is 0.863 (>05), the reliability was good. Cronbach's alpha 

is generally calculated as: 

� = 
� ̅
���(���)�̅    ��  � = 


(���)
[1 − ∑ ��

� 
�!"

� 
� ]  (2) 

where K is the number of the questions, $%
& is question 

variance, ' 
& is total variance of the questions, (̅ is mean 

covariance of the questions, and )*  is mean variance [22]. 
 

4. 2. Respondents Frequency Distribution            

Tables 2, 3, 4, and 5 represent gender, age, educational 

degree, and descriptive analysis results of the main 

variables, respectively.  
 

 

5. FINDINGS 

 

Structural Equation Model in PLS was employed to 

validate the theoretical model of the study and calculate  
 

 

TABLE 2. Gender Distribution of Respondents 

Gender Frequency Percentage 

Male 149 38.7 

Female 236 61.3 

Total 385 100 

TABLE 3. Age Distribution of Respondents 

Age Frequency Percentage 

<25 76  19 .7 

25-30 130 3.8  

31-35 127 33 

36-40 36 9.4 

>40 16 4.2 

Total 385 100 

 

 

TABLE 4. Educational Degree of Respondents 

Educational Degree Frequency Percentage 

Diploma or less 95 24.7 

Bachelor 266 69.1 

Maters or higher 24 6.2 

Total 385 100 

 

 

TABLE 5. Descriptive Analysis Results of the Main Variables 

Variable Mean 
Standard 

Deviation 
Lowest Highest 

Perceived 

profitability 
3.866 0.409 2.56 4.72 

mobile marketing 

attitude 
4.140 0.621 2.00 5.00 

mobile marketing 

activities 
3.991 0.615 2.75 5.00 

Innovations 3.834 0.578 2.33 5.00 

Risk avoidance 3.446 0.795 1.25 5.00 

 

 

the effect coefficients. The multivariable structural 

equation model is a general and strong model of 

multivariable regression, and more specifically a linear 

regression model extension that allows the author to test 

multiple regression equations simultaneously. Structural 

equations are used in general to determine the 

relationships between variables through a set of 

equations. The main question of the study was answered 

by employing a structural equation model. SmartPLS 

software was used to answer the main question of the 

study. The model was first fitted, followed by testing the 

hypotheses. 

 

A. Factor Loading Test           Before testing the main 

model and hypotheses, the variable measurability of the 

questionnaire was tested using second-order factor 

loading analysis. The main components are comprised of 

sub-components which are themselves tested by a set of 

questions. As their form the study variables, the loading 

factor analysis is second-ordered here. Figure 2 

represents the model with the loading factors. 
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Figure 2. Loading Factors of the Structures and Variable 

Indicators 
 

 

B. Cronbach’s Alpha and Composite Reliability           

Composite reliability (CR) indicators and Cronbach’s 

alpha were used to examine the questionnaire reliability. 

The indicators have to be greater than 0.7 to confirm the 

reliability. Table 6 gives Cronbach’s alphas. 

As is shown in Table 6, all the coefficients are greater 

than 0.7, confirming the reliability of the variables. Table 

7 shows the AVE for the variables. 

As it is shown in Table 7, all the AVEs are greater 

than 0.5, representing a high validity for the latent 

variables. Table 8 indicates the main first-order square 

root AVE diagonal values of the latent variables and sub-

diagonal correlation values between them. 

At is shown in Table 8, the main diagonal values are 

greater than the sub-diagonal ones, representing a good 

validity and fitting for the variables.  

 

5. 1. T-values          In the structural model fitting using 

t-values, the values have to be greater than 1.96 to  
 

 

TABLE 6. Cronbach’s Alpha of Variables 

Variable Cronbach’s Alpha CR 

Perceived profitability 0.800 0.861 

Mobile marketing attitude 0.829 0.921 

Mobile marketing activities 0.668 0.937 

Innovations 0.816 0.867 

Risk avoidance 0.741 0.835 

 

 

TABLE 7. Convergent Validity Results for Latent Variables 

Variable AVE 

Perceived profitability 0.594 

Mobile marketing attitude 0.854 

Mobile marketing activities 0.881 

Innovations 0.522 

Risk avoidance 0.561 

 

 

 

TABLE 8. Divergent Validity Matrix under Fornell-Larker method 

Variables 
Perceived 

profitability 

Mobile marketing 

attitude 

Mobile marketing 

activities 
Innovations Risk avoidance 

Perceived profitability 961.1     

Mobile marketing attitude 650.0 942.0    

Mobile marketing activities 479.0 513.0 804.0   

Innovations 778.0 638.0 4032.0 964.0  

Risk avoidance 270.0 623.0 457.0 242.2 748.0 

 

 

confirm their significance at the confidence level of 95%. 

Figure 3 shows the significant coefficients of the 

structural fitting.  

According to Figure 3, the t-values are shown for the 

relationships between the variables at the confidence 

level of 95%. 

 

5. 2. General Model Fitting          Goodness of Fitting 

(GOF) is used in the general part of the structural 

equation model. The author can investigate the fitting of 

the testing and structural part of the study to control the 

general fitting using this criterion. GOF was introduced 

by Naghsh Nilchi et al. [14]. It is calculated as: 

GOF = .communalıty***************** ∗ R square***********  (3)  
Figure 3. T-values for Structural Fitting 
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It is obtained from from the mean shared values of the 

first-order latent variables. To calculat�&****,squared is 

needed to be calculated for all the latent variables of the 

model, including first- and second-order. Table 9 

demonstrates the values obtained for R^2 and 

COMMUNALITIES. 

 

 
TABLE 9. Squared and COMMUNALITIES Results 

Variables ?@ COMMUNALITIES 

Perceived profitability 0.678 0.770 

Mobile marketing attitude 0.634 0.854 

Mobile marketing activities 0.760 0.882 

Innovations 0.642 0.522 

Risk avoidance 0.200 0.561 

 

 
TABLE 10. GOF results 

GOF ?@ COMMUNALITIES 

0.678 0.609 0.756 

 

 

 

Given the three GOF values, 0.01, 0.25, and 0.36, as 

weak, medium, and strong, 0.675 is a strong value of 

GOF for the model (Table 10). 

 

5. 3. Testing the Hypotheses          For the hypotheses 

that were tested, smart PLS was employed. This section 

consists of two parts: 1. (investigating the t-values for the 

hypotheses, and 2. (investigating the standardized 

loading factors. Table 11 shows the regression coefficient 

estimated for the hypotheses. 
 

 

 
TABLE 11. Regression Coefficients 

Hypothesis Coefficient T-value Result 

1: Perceived profitability 

→ marketing attitude 
0.495 5.464 Supported 

2: Risk avoidance → 

marketing attitude 
0.315 2.934 Supported 

3: Innovations → 

marketing attitude 
0.550 3.826 Supported 

6: Perceived Profitability 

↓→ marketing attitude, 

mediating innovations 

0.210 2.152 Rejected 

7: Perceived Profitability 

↓→ marketing attitude, 

mediating risk avoidance 

0.171 0.913 Rejected 

8:  mobile marketing 

attitude → marketing 

activities 

0.664 16.228 Supported 

6. DISCUSSION  

 

Social media marketing is a new and powerful marketing 

tool in cyberspace. It's technology marketing on an 

intermediate-less, rapid, and less limited space. The use 

of this type of marketing can help a company attract a 

large number of customers. This could transform the 

market in a short period. In addition to making companies 

different from their competitors, by gaining customers 

and fans and receiving their immediate feedback directly 

on their websites, this considerably helps the companies. 

Social media marketing is using social media to gain 

traffic to a given website, or to attract attention to a given 

topic. 
In today’s intensively competitive market, Managers 

of companies are searching for new ways to inform 

people about their products and brands. One of the ways 

is social media, which has brought a dramatic 

transformation in online businesses and marketing. To 

survive in this competitive market, there are windows to 

keep the customers loyal [12]. One of the windows is to 

use optimal and continuous use of the online media 

communities. It provides companies with much 

popularity and many potential advantages, such as easy 

and wide access, various perception costs, and efficiency 

in communications [23]. Thus, for the success of 

companies in the market, it is important to study the 

factors driving social media acceptance through new 

marketing and advertisement practices in online media 

communities. 

 

 

7. CONCLUSION 

 

According to the tables and t-values, all the hypotheses 

were supported. The t-value between perceived 

profitability and  mobile marketing attitude was 5.464, 

which is greater than 1.96. This indicates the significant 

effect of the perceived profitability on  mobile marketing 

attitude at the confidence level of 95%. Customers may 

choose the facts created by the company that is consistent 

with their beliefs and attitudes. As a fact, they keep the 

facts to rebuild an image of it whenever they remember 

the company. This is associated with brand recognition. 

Participation in an e-commerce relationship somewhat 

creates customers’ attachments to the online vendor to 

receive their products and services. It is only through 

participation in an exchange relationship a customer 

acquires experience, value, and satisfaction. This is why 

profitability satisfaction is an important customer 

condition. T-value between risk avoidance and  mobile 

marketing attitude was 2.934 (>1.96). This demonstrates 

the significant effect of risk avoidance on  mobile 

marketing attitude at the confidence level of 95% 

(Hypothesis 2). To explain this hypothesis, it can be said 

that risk avoidance can be seen as an individual’s 
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confident expectation from an online and risky situation 

in which the customer’s weaknesses will not be used. 

Vendors need to make trust aiming to change a customer 

from a curious visitor into an individual willing to 

exchange through the website not giving up until their 

online purchases are completed. T-value for innovations 

and  mobile marketing attitude was 3.826 (>1.96 ). This 

confirmed the significant effect of innovations on  mobile 

marketing attitude at the confidence level of 95% 

(Hypothesis 3). Innovations are a transaction means and 

increased online drug shopping increases the 

consideration of the customer’s expectations. Non-

consideration of innovations for ease of purchasing is 

among the most important reasons for the customers not 

to make purchases. Perceived innovations are an 

important variable in customers’ purchase decisions. 

Thus, Hypothesis 5 is rejected. T-value for perceived 

profitability and mobile marketing attitude with the 

mediating role of innovations was 2.152 (>1.96) at the 

confidence level of 95%. This supports Hypothesis 6. T-

value for perceived profitability and  mobile marketing 

attitude with the mediating role of risk avoidance was 

0.913 (<1.96  )and the confidence level of 95%, indicating 

the insignificant effect of perceived profitability on  

mobile marketing attitude. Thus, Hypothesis 7 is 

rejected. T-value for  mobile marketing attitude and  

mobile marketing activities was 16.228 (>1.96 ). This 

shows the significant effect of  mobile marketing attitude 

on  mobile marketing activities at the confidence level of 

95%. Hence, Hypothesis 8 is supported.  

 

 

8. SUGGESTION FOR THE FUTURE WORKS 

 

By conducting similar studies in other regions and 

provinces and comparing the results with those of your 

current study, your findings can contribute to your 

scientific achievements. Different sample sizes and types 

can support or refute previous studies. Therefore, since 

this study was conducted in a specific organization and 

the sample size was limited, additional studies need to be 

conducted in other organizations. It is suggested to use 

other questionnaires for testing the variables of the 

current study and comparing the results.  

 

 

9. LIMITATIONS 

 

The limitations of any study are not always apparent, but 

that does not mean that the results of the study cannot be 

used. However, since it is necessary to mention some 

limitations faced by this study, the limitations are as 

follows: 

Findings were obtained from the data collection 

period. Hence, the findings are valid for a short period. 

Time can change the variables. This study was conducted 

in 2019. Care must be taken when extending the results 

to future years. A major limitation of any study is the 

inability to extend its results to other statistical 

populations. This is true for the current study in that its 

results cannot be extended to other regions or 

populations. Non-response from a segment of the 

population, uncaring responses to the questions, and a 

bias that some of the respondents may have toward 

specific questions are some of the important limitations 

of scientific studies. This also applies to the current 

study. 
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