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A B S T R A C T  
 

 

The decision tree is one of the most important algorithms in the classification which offers a 

comprehensible model of data. In building a tree we may encounter a memory limitation. The present 

study aims to implement an incremental scalable approach based on fast splitting, and employs a pruning 
technique to construct the decision tree on a large dataset to reduce the complexity of the tree. The 

proposed algorithm constructs the decision tree without storing the entire dataset in the primary memory 
via employing a minimum number of parameters. Furthermore, the J-max Pre pruning method was used 

to reduce the complexity with acceptable results. Experimental results show that this approach can create 

a balance between the accuracy and complexity of the tree and overcome the difficulties of the 
complexity of the tree. In spite of the appropriate accuracy and time, the proposed algorithm could 

produce a decision tree with less complexity on a large dataset. 

doi: 10.5829/ije.2021.34.08b.01 
 

 
1. INTRODUCTION1 
 

Todays, a large amount of data is stored in a variety of 

information sources which can be used as valuable 

knowledge. In order to analyze and process the data and 

extract the knowledge, the data mining process is used in 

different ways [1]. Classification is one of the most 

widely used methods for data mining in order to provide 

a model for specifying the label of different samples 

based on their characteristics. In this regard, the decision 

tree is one of the most widely used algorithms which can 

produce understandable human descriptions of 

relationships in a dataset [2]. Further, this algorithm is 

one of the most widely used algorithms in pattern 

recognition domain due to its simplicity and 

interpretation, rule representation in a hierarchical 

format, cost and time of proper construction, the ability 

to work with continuous and discrete data, the need for 

prior knowledge and accurate presentation.  

The C4.5, ID3, and CART are regarded as the most 

common decision tree algorithms. These algorithms have 

 

*Corresponding Author Institutional Email: 
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two phases: growth, pruning. In the growth phase, the 

dataset is recursively divided so that all records within a 

section can have the same class while the nodes are 

repeatedly pruned to prevent overfitting phenomena in 

the pruning phase [1]. Recently, an algorithm was 

developed to construct a decision tree focusing on the 

construction time presented to maximize accuracy. The 

strength of this algorithm is the construction of the tree in 

a limited time. In other words, when there is enough time 

to build a tree, the algorithm should choose the feature to 

split having the most benefit while it chooses the most 

effective feature in terms of time when the time is limited. 

However, the method has not been implemented for big 

data with respect to the complexity of the resulting tree 

[3]. 

 

1. 1. Complexity of Decision Tree       The 

interpretation ability is one of the most important benefits 

of the decision tree. However, there is a negative 

relationship between the tree dimensions and 

interpretation ability. In other words, an increase in the 
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complexity of the tree results in decreasing the 

interpretation ability [4]. It is worth noting that the 

complexity of the tree is measured by some criteria such 

as the total number of nodes, the tree levels, the depth of 

the tree, and the number of traits used. Nevertheless, the 

complexity of the tree can be controlled by specifying the 

appropriate stop condition or using the pruning method 

on the tree. The growth phase continues until a stop 

condition occurs. The pre-and post-pruning methods are 

regarded as the two basic pruning approaches. In the first 

approach, several limitations are applied during the 

construction of the tree while it is simplified after the 

construction of the whole tree. The calculations of the 

entire data can be regarded as the traditional criteria for 

determining the best attribute for the split. Some of them 

utilized discrete methods to select numerical features 

while some used costly evaluations. However, none of 

these methods are appropriate for dealing with large 

dataset. Data integration in an incremental form through 

using all dataset is another method for constructing 

decision trees. However, this method disregards the 

complexity of the tree, and interpretation ability of DTFS 

algorithms are more efficient than all other methods due 

to the use of all trained data, the lack of computational 

overhead, as well as the use of a quick criterion for 

splitting continuous variables [5]. Ignoring the tree 

complexity and the effect of pruning on the accuracy of 

the tree are considered as two disadvantages of this 

method. 

 
1. 2. Incremental Scalable Method       The present 

study proposes an incremental scalable approach based 

on fast splitting and pruning for the decision tree 

construction in order to reduce the complexity of the tree. 

In this regard, the decision tree is constructed from all the 

trained data, without storing all data in memory. The use 

of all training data results in increasing the reliability of 

the model. In the proposed method, the data are 

incrementally entered into the tree and accordingly the 

decision tree is developed. In order to control the 

complexity of the tree, the J-Max pre-pruning is used [6]. 

The proposed approach focuses on both challenges of 

identifying the best attribute for development and losing 

interpretation capability, despite a large amount of data. 

The simulation results indicate that the proposed 

algorithm can balance the accuracy and complexity of the 

tree. 
The present study is organized as follows: Section 2 

presents the general issues related to the decision tree. In 

Section 3, the decision-making tree works on large 

datasets are reviewed and a new category is provided for 

these algorithms. In Section 4, an algorithm is proposed 

based on using an incremental and pre-pruning method to 

construct a tree. Section 5 indicates the data analysis 

results and are compared with other algorithms. Finally, 

the conclusion is explained in Section 6. 

2. BACKGROUNDS 
 
2. 1. Decision Tree       The decision tree has a 

hierarchical structure and supervised learning that 

implemented using divide and conquer strategy. In this 

method, features are used for data classification as a tree 

structure. Tree nodes are connected by edges. Edges are 

conditions that are split at each node. Each extracted rules 

are a unique path from the root to leaf nodes. 

The growth phase is the primary phase of making the 

decision tree by which, the training dataset is recursively 

partitioned until all records within a section have the 

same class. Each partition adds a new node to the tree. 

For a set of records inside P, the condition t is determined 

for further segmentation of the set into P1, P2, … Pm. 

Then, the new nodes P1 to Pm are created and inserted as 

the children of P. The node P is labeled with the 

condition t and the nodes P1 to Pm are recursively split. 

They are not split up if all records within a section 

represent a class. The node is considered as a leaf and is 

labeled with the same class. After constructing the 

decision tree, the tree starts to scroll from the root to the 

end of one of the leaves for classifying a new record. 

Finally, the leaf label is returned as the result [7]. 

 

2. 2. Splitting Measures        Selecting the attribute for 

branching is one of the main problems in the decision 

tree. Based on the type of data, the split in each node can 

be binary or multiple. The branch type is most often 

binary if the values of the attributes are continuous. 

However, the split may be binary or multiple if the 

attribute values are discrete. In order to select the best 

attribute in node branching, the degree of purity and 

distribution of the homogeneous class in each category 

should be considered. In order to determine the degree of 

purity and select the appropriate attribute for node 

expansion, various criteria such as the Gini's criterion and 

Entropy are implemented. The following formula is used 

for calculating each of these values [8]:  
Entropy determines the purity of a set of data, which 

represents the qualitative division of the training 

examples based on a feature. If the target feature includes 

c different values, the occurrence probability of each is 

Pi, and the entropy I is defined as : 

2

1

( ) log
=

= −
c

i i

i

Entropy I p p  (1) 

Based on the irregularities as impurities in a set of 

training examples, the effectiveness of an attribute is 

defined in data classification. The criterion is regarded as 

the expected reduction in irregularity, which is obtained 

by separating the examples based on this attribute. The 

information gain of a feature is the amount of entropy 

reduction, which is obtained by separating the samples 

through this feature. The information gain of a feature 

such as A, for the value of I, is defined as Equation (2): 
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( )

( , )

| |
( ) ( )

| |

=

−  V

V

v Values A

Gain I A

I
Entropy I Entropy I

I

 (2) 

In the above equation, the first item is the amount of 

data entropy and the second item is the expected entropy 

value after the data separation. Value  A  represents a set 

of all possible values for attribute A. Iv indicates a subset 

of I, in which the values of attribute A is v. With respect 

to feature A, the uncertainty of the entity is obtained from 

Equation (3): 

2

1

# #
( ) log

=

= −
c

i

classj classj
SplitInfo A

I I
 (3) 

Equation (4) is used to calculate the ratio of 

information gain. The Gain Ratio indicates how much the 

feature separates the data uniformly. The denominator 

eliminates those features having large amounts of 

uniform distribution values. 

( , )
( )

( )
=

Gain I A
GainRatio A

SplitInfo A
 (4) 

 
2. 3. Stopping Criteria       Stopping condition in the 

growing phase is regarded as another important variable 

for decision tree algorithms. The growth phase is 

completed when the resolution is no longer useful, or a 

category can be applied to all instances in the subset [9]. 

The general rules for stopping are as follows: 
•All examples of training data sets belong to a same 

class. 

•The tree has reached the maximum depth. 

•The number of samples in a leaf node is less than the 

minimum number of parent samples. 

•The number of records in the current node is less than 

the threshold value. 

•The selection criterion is less than one threshold. 

 

2. 4. Decision Tree Pruning       In general, the 

interpretation ability is one of the distinguishing features 

of the decision tree which are considered more than other 

tree features by researchers. Importantly, a decrease in 

tree complexity leads to a decrease in interpretation 

ability. By increasing the complexity of the decision tree, 

a considerable increase takes place in the occurrence 

probability of overfitting. In addition, the training error 

decreases while the test error increases [2]. The reason 

for the occurrence of this phenomenon is the noise in the 

training dataset or inappropriate selection of training 

data. 
Pruning approach is regarded as one of the most 

common ways to reduce the complexity, overcome the 

overfitting, and finding the appropriate tree size. Further, 

the pruning can reduce the decision tree size by removing 

those parts of the tree having little power for 

classification. Furthermore, pruning leads to a reduction 

in the complexity of the final classification and an 

improvement in the prediction accuracy. The pruning 

aims to extract those sub-trees which prevent the 

occurrence of overfitting phenomena. 

In general, pruning methods are divided into two pre 

and post-pruning groups. Pre-pruning is implemented 

during the tree development in the growth phase in order 

to prevent excessive tree growth, useless branching, and 

rapid tree stopping in the growth phase. In addition, this 

method is utilized to reduce the time and memory 

required. However, the early stop of the tree is the main 

disadvantage of this method, which may obtain better 

results during the continuation of tree expansion. As for 

the post-pruning approach, a number of branches are 

removed by using statistical tests after building the entire 

tree. This method is used to create a balance between the 

accuracy and complexity of the tree. However, the 

computational overhead due to the processing after the 

tree construction is regarded as the main limitation [10]. 

Since the tree must be completely constructed and a lot 

of time and memory should be allocated to the tree 

construction despite a large amount of data during the 

post-pruning methods, the pre-pruning method was 

implemented in the present study. As building a complete 

tree is not necessary for pre-pruning techniques, it can be 

useful for large-scale applications. 

The J-measure is one of the pre-pruning methods, 

used as an information theory tool to measure the content 

of the rules extracted from the tree [11]. Assuming that 

the form of the rules extracted from the tree is in the form 

if Y=y Then X=x, the value of the information content of 

the rules is calculated by using Equation (5) : 

( ) ( ) ( );    ;= = =J X Y y p y j X Y y  (5) 

p(y) represents the probability which the preceding rule 

occurs, and j(X:Y=y) is calculated by Equation (6): 

2

2

( | )
( ; ) ( | ) log ( )

( )

(1 ( | )
(1 ( | )) log ( )

1 ( )

= =

−
+ −

−

p x y
j X Y y p x y

p x

p x y
p x y

p x

 (6) 

J pruning method is presented based on the J 

measurement criterion for reducing the overfitting. In this 

way, the value of j is calculated for each tree node. If j-

value of a node was less than its father value, the branch 

should be pruned accordingly. Otherwise, the process 

will continue. The reduction of the number of rules or 

nodes with acceptable accuracy which reduces the 

occurrence of overfitting is the main advantage of using 

this pruning method. However, the j-pruning technique 

may be locally optimal since the value of a node pruned 

due to the less value of j for its father may increase in 

subsequent branches and accordingly reduces the tree 

efficiency. 
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In order to overcome the problem at hand, j-pruning 

was developed, by which a new approach called "J-max" 

was presented. Based on this method, in addition to the 

J-value, the J-max value of that node is computed by 

using Equation (7). The J-max value is checked if the j-

value of a node is less than its father's value. In addition, 

the tree growth continues because the J-value may 

increase again if the J-max value of that node is greater 

than its previous j-values. The growth continues until the 

j-value and J-max ares equal. In order to calculate the J-

max value, the following formula is used [6]: 

2 2

( ),max{ ( | ),

1 1
log ( ), (1 ( | )) log ( )}

( ) 1 ( )

=

−
−

MaxJ p y p x y

p x y
p x p x

 (7) 

Based on the results, compared to the j-pruning 

technique, this approach can reduce the number of rules 

or nodes and improve accuracy in most cases. Therefore, 

j-max pruning method was used in the proposed 

algorithm. 

 

 

3. RELATED WORKS 
 
Generally, the algorithms used to construct decision trees 

from large datasets are classified into sampling, data list, 

and incremental categories. 

 

3. 1. Sampling Algorithm        Based on sampling 

category, the samples are first selected from the main 

collection. Then, the decision tree algorithm is applied to 

the selected sample. In order to prevent the storage of all 

data in the main memory, ICE and BOAT, divide the 

training data into some sections. For each section, a 

decision tree is created by using a traditional algorithm 

such as C4.5 or CART, and the likes. In the next stage, 

the decision tree of each segment is individually 

processed or combined without any need to get all the 

data in memory. High flexibility in dealing with 

increasing or decreasing data in partitions is regarded as 

the major benefit of this method although the reliability 

of the model is low due to the lack of the use of the entire 

data in this method. The timing of the sampling 

algorithm, the dependence of the results on the sampling 

technique and the time required to construct the tree for 

a set of different data are some challenges of this method 

[12,13]. 
 

3. 2. Data List Algorithm       In order not to store all 

data in the main memory, this approach implements a list 

of structures for each feature which is mainly stored in 

the disk memory and it is used for devising and 

developing, instead of using the records. The SLIQ is 

considered as one of the algorithms for this method, 

which creates a list structure for each attribute storing in 

the disk space [14]. In addition, the algorithm creates an 

additional list, including a class of each instance, along 

with the number of tree nodes, which saved the sample 

and keeps it in the main memory. Given that the 

magnitude of this list relies on the number of records, it 

may create some problems in a large dataset. Further, the 

SPRINT algorithm is an improved SLIQ method. Storing 

a separate list in the main memory is not essential when 

a column is added to the list structure for the maintenance 

class of each instance. However, the entire list should be 

read from the disk memory for each expansion. A dual 

space of the training data is essential as the magnitude of 

the list structure is proportional to the number of records 

in each branch in both of the above-mentioned methods. 

Despite a large amount of data and reading from the disk, 

the implementation time of the algorithm is high. Thus, 

list structure processing is performed in a multiprocessor 

or parallel manner in order to solve the problem at hand 

[15]. Further, the Rainforest algorithm uses the list to 

display the features, while the different values of the 

attributes are only kept, which results in decreasing the 

number of records. The present algorithm aims to reduce 

the space occupied by memory, due to the type of list 

structure of the related feature. However, the list should 

be kept in memory as an increase takes place on the list 

size if various values of a variable are available. All the 

data must be read twice and written once when a list is 

made, which is not appropriate for large datasets [16]. 
 

3. 3. Incremental Algorithm       Based on the 

incremental algorithm, the data contributes to the tree 

structure in order to make the decision tree by using the 

entire dataset [17]. The VFDT algorithm included in this 

category makes the decision tree constantly, irrespective 

of the number of samples. First, the records should be 

randomly selected in order to create the original tree. 

Then, all the records are entered into the tree 

incrementally and scrolled through. In the next stage, the 

information gain is calculated when the number of 

records in a leaf reaches a certain number. The VFDT 

algorithm must compute all the different classification 

conditions for all numerical attributes, which is very 

time-consuming due to the diverse data [18]. DTFS is 

another algorithm which adds data to the tree 

incrementally in order to exclude the training data in the 

main memory and solve the computational overhead 

problem. Based on this algorithm, the Gain Ratio is used 

to select the best feature for branching. Only the s stored 

record in the node is considering for development and 

accordingly, the best split ratio is searched among the s 

records. Then, the mean values for all records in a class 

are calculated for each variable as the split criterion. As 

a result, Gain Ratio is calculated based on the obtained 

values, upon which the best feature is selected. Selecting 

the split property using the s records accelerates the 

process of branching [4]. Table 1 indicates a comparison  
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TABLE 1. Comparison of decision tree construction 

algorithms in the face of large datasets 

Method Advantages Disadvantages 

SLIQ 

The basis for the 

development of many 

algorithms 

Speed up training time 

Needing extra 

space 

Keeping 

definition lists 

SPRINT 
Reducing memory 

overhead than SLIQ 

CLOUDS [19] 
Decreasing the time of 

selection 

RainForest 

Providing a storage 

method 

Reducing memory 

overhead 

BOAI [20] 
Speeding up the training 

time 

BOAT 
Building a tree with a 

double-scanned data Using a small 

subset of data 

Wasting time due 

to data selection ICE 

Having high flexibility in 
dealing with increasing or 

decreasing data in 

partitions 

VFDT High speed 

Needing 

preprocess 

Needing to set 

many parameters 

Wasting time due 

to the calculation 

of all branching 

states 

DTFS 

High speed 

Lacking memory 

overhead 

Splitting fast continuous 

data 

The complexity of 

the tree 

Needing to 

preprocess 

 

 

of the decision tree algorithms for large datasets.  In this 

table, the algorithms are compared in terms of criteria 

such as the speed of decision tree construction, 

overcoming the challenge of memory limitation, the need 

for re-scanning the dataset, using all or part of the dataset, 

and the need to adjust multiple parameters.  

Due to this, the DTFS is selected as the basis for the 

proposed algorithm. The details of this algorithm are 

discussed further. The use of all training data in the tree 

construction, lack of memory and time overload due to 

the lack of using a special data structure, the simplicity 

of implementation, and an appropriate timeframe are 

regarded as some advantages of the DTFS algorithm. In 

addition to all these benefits, the following points should 

be taken into consideration in the basic approach:  

• In the DTFS method, no preprocessing is used to 

determine the order of data entry unless the records are 

uniform in terms of class variables. However, it is 

essential to consider the time of making the main body of 

the tree and using the appropriate data to increase 

performance. For this purpose, it is important to consider 

pre-processing on the data in order to determine the 

priority of entering the tree. 

• The time to develop the decision tree in the DTFS 

method is based on the parameter s, and the node is 

developed if the number of records stored in the node is 

greater than the parameter s, which is constant from 

beginning to the end of tree construction. Naturally, the 

behavior of tree development in the roots should not be 

similar to the leaves of the final stages. In addition, in a 

large tree, it may be stored in a large number of leaves, 

less than s records. In this case, there are many leaves 

which never meet the development conditions. Further, 

the total records stored in these leaves can be regarded as 

a limiting factor for memory. 

• In the DTFS, the size of the tree and its complexity is 

deemphasized. The results of some studies indicated that 

changing the value of the parameter s does not play a 

significant role in the runtime and accuracy of the 

algorithm. However, the effect of this parameter on the 

complexity of the tree has not been addressed yet. 
 

 

4. PROPOSED METHOD 
 
In the present study, a new method was presented for 

constructing a decision tree based on the incremental 

method which can create a balance between accuracy and 

complexity, in addition to overcoming the challenge of 

the large dataset. In decision tree construction, all the data 

should be simultaneously present in the memory in order 

to determine the best attribute for development. Memory 

restrictions may prevent the calculation of the best 

feature by increasing the number of records. In addition, 

reducing the interpretation ability and increasing the 

error rate are regarded as the main challenge for high 

data. In order to overcome the problems of not locating 

training data in main memory, along with computational 

overhead, the algorithm incrementally injects the training 

data into the tree. In this way, each record is scrolled in 

the tree and stored in the leaves. When the algorithm 

decides to develop a node, only the label of the input edge 

of the leaf is updated if all the records in the leaf belong 

to the same class while the leaf begins to develop if the 

classes are different. The J-max measure is used to decide 

on the branching in order to reduce the complexity of the 

developmental leaves. In the present study, the proposed 

method focuses on both the main memory challenge and 

the complexity of the tree. The principles of the proposed 

method are summarized as follows: 

 
4. 1. Determining the Priority of Entering Records 
into the Tree            First, the similarity criteria, based 

on the type of input data, are used for determining the 
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priority of entering the records into the tree. Then, the 

amount of similarity between different records is 

calculated and accordingly a number indicating the 

similarity of a record with other records is obtained. In 

the next stage, the records are sorted by the descending 

order of similarity. Finally, based on the results, those 

data having the most similarity with others are placed at 

the beginning, while those having the least similarity 

with others are placed at the end. Based on this approach, 

those records having better quality are used in the early 

stages of tree construction. 
 

4. 2. Selecting a Feature for Branching         Gain 

Ratio is regarded as one of the most important criteria for 

splitting a decision tree in traditional algorithms. This 

method is time-consuming because each branch should 

compute all available states for all the features, and select 

the features with the highest Gain Ratio value. Given the 

timeliness of calculating this criterion, the proposed 

algorithm only uses the records stored in that node to 

compute and select the best feature while deciding to split 

a node. In categorical variables, each value is calculated 

as the split criterion while the mean values appearing for 

all records of a class are regarded for calculating the split 

criterion in continuous variables. Finally, the best feature 

is selected as the Gain Ratio values. Choosing the best 

feature for branching based on using records within a 

node accelerates the process of branching. 

 

4. 3. Reducing Complexity      The algorithm starts 

constructing the tree with an empty node called root. At 

the beginning, the root of the tree is a leaf. The training 

records are entered into the root, and scrolled through the 

tree to the end of a leaf and stored in the leaf. When the 

number of records stored in one sheet reaches its 

maximum number, the algorithm can follow one of the 

following alternatives: 
• If all records stored within a node are in the same class, 

the leaf is not expanded, and only the edge of that node 

is updated while the records stored in this node are 

deleted. 

• If the included records in this leaflet belong to different 

classes, an edge should be created for each attribute value 

after selecting the appropriate branching attribute based 

on the aforementioned formulas. J and J-max values are 

calculated by using Equations (6) and (7) for each of the 

possible edges in the developmental leaf. Then, the 

conditions for creating the new node are studied as 

follows: 

1) If the j-value of a node is greater than its father's value, 

the node development is performed. 

2) If the j-value of a node is less than its father's value, 

the J-max value of that node is checked.  

3) If the J-max of that node is greater than its previous J-

values, the tree node development is performed. If node 

j-value is equal to J-max, the node development is 

stopped. 

The records for each edge are stored inside the leaf 

related to that edge. The mean values in that class are 

assigned as the edge label. The previous level node is 

converted to an internal node and accordingly, the 

records stored in this node are deleted. Then, the 

inference phase is completed after scrolling and 

processing all records. Finally, the majority class is 

assigned as a label to all leaves. If a node is empty, the 

majority of the parent class is given to. 

For example, assume that based on the records in a 

node, the Y attribute is chosen as the best attribute for the 

branch, and the values of this property are y1, y2, y3. 

There are three possible branches for this node. Each tree 

rule is as follows: 
 

( )

( )

( )

 1   1 

0.00113,  0.02315

 

 1  1   1

 0.0013,  0.01157

 

 1   2   1

 0.00032,  0.0116

 

 1   3  

If X x then Class C

J value Jmax

If X x and Y y then Class C

J value Jmax

If X x and Y y then Class C

J value Jmax

If X x and Y y then Clas

=

− = =

= =

− = =

= =

− = =

= =

( )

 2

 0.0032,  0.001

s C

J value Jmax− = =

 

As for the rule 2, the branching is created as the node 

j-value is greater than father j-value, based on rule 3, the 

value of j is less than the value of j of his father, but since 

the J-max value is greater than the value of j in the 

previous step, this split occurs. In the case of rule 4, none 

of the branching conditions has been established. 
 

4. 4. Scrolling Trees and Classifying Samples        
The tree scroll starts from the root and extends to the 

depths of the tree to reach a leaf, based on the split 

characteristics and the edge values. A path is selected for 

scrolling, and the difference of the value of the property 

with the average value calculated for that edge is the 

lowest value. The classification process in the decision 

tree algorithm for a new record involves scrolling the tree 

from root to reach a leaf. Then, the class corresponding 

to that leaf is determined as the class to the desired 

sample. 
 

4. 5. Analyzing Time Complexity     The time 

complexity of the algorithm for a dataset with record m, 

feature d, and maximum value k for each attribute 

consists of three parts as follows:  
• The similarity of records is calculated with each other 

and the records are sorted based on their similarity, 
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which uses a sorting algorithm of ( log )O m m  in the 

worst case. 

• The scrolling cost for each record is equal to the 

maximum depth of the tree, (log )O m , and the cost for 

the entire dataset is equal to ( log )O m m  . 

• The Gain Ratio should be calculated to select the 

best attribute for splitting in each node with the s record 

for all attributes and the time allocated ( , )O s d . As this 

criterion is calculated 
m

s
 times, the cost of this part of 

the algorithm is ( , , , )=
m

O s d d m
s

. The j and J-max 

values for each selected feature should be computed at 

most k times and the execution time for this part of the 

algorithm equals to ( , , )O d k m . 

• In sum, the time complexity of the algorithm is 

equivalent to (2 log ) ( log )+ =O m m dkm O m m . 

 

 

5. EXPERIMENTAL RESULTS 
 
In the present study, a method was presented for 

constructing a decision tree with an incremental approach 

and J-max pruning. The records of training dataset were 

entered into the decision tree and accordingly the 

decision tree was developed in an appropriate time. In the 

proposed method, the records were entered into the tree 

based on the priorities specified and placed in the 

appropriate leaf. Gain Ratio was used to determine the 

split priority in each node. Finally, the J-max approach 

was implemented to balance the accuracy and complexity 

of the developmental leaves. In this section, the proposed 

method is evaluated and compared with C4.5 and DTFS 

algorithms in terms of accuracy, runtime, and 

complexity. 

In order to implement the proposed method and other 

tree algorithms, a system with a RAM of 6GB, CPU2.1 

GHz, 64-bit Win10 operating system was used. During 

the implementation and comparison of algorithms, the 

same conditions were used for execution. Table 2 

displays the dataset used for testing, taken from UCI [21], 

without any missing value. Then, the Hold Out method 

was used to divide the data. At each run, 70% of the 

dataset was considered for training and 30% of the total 

were implemented for evaluation. In the next stage, in 

order to validate the results, the Hold Out method was 

repeated 10 times and the average results were reported. 

In all experiments, the algorithms C4.5, C4.5 through 

applying J-max pruning, DTFS with different values of 

s, and the proposed method were compared. 

Table 3 illustrates the depth of the tree and the 

accuracy of the algorithms on the MagicGamma set. The 

tree depth, which is regarded as a criterion for tree 

complexity, was modified in DTFS for various s values. 

In addition, the tree complexity is high in C4.5, and the 

driller could not play a significant role in reducing 

complexity. The proposed algorithm was obtained by 

creating a balance between the accuracy and complexity. 

As for the DTFS algorithm, the accuracy decreases 

when s is low. As shown in Table 5, in the Poker dataset, for 

s = 10, the precision of the algorithm is 50%, which 

increased by increasing s. However, this is not always true. 

For example, the accuracy is decreased again at s = 600. The 

decision tree is very complicated, although the C4.5 

algorithm has the highest output accuracy. The results 

indicated that the proposed algorithm could obtain a balance 

between the accuracy and complexity. Other parameters 

indicating the complexity of the tree, including the number 

 

 
TABLE 2. Dataset used in the experiments. 

Dataset Number of attributes Number of records 

Magic Gamma 11 19020 

Statlog(Shuttle) 9 58000 

Poker 11 1025010 

 

 
TABLE 3. Accuracy, Depth and Nodes of decision trees for the 

MagicGamma dataset 

Algorithm 
Test 

Accuracy 
Tree Depth 

Number of 

Nodes 

C4.5 69.96 191 12292 

C4.5+Jmax 70.8 186 7378 

DTFS(S=10) 67.72 110 3208 

DTFS(S=100) 68.5 59 343 

DTFS(S=200) 67.64 44 172 

DTFS(S=400) 69.34 27 82 

DTFS(S=600) 71 19 55 

Proposed Method 68.48 30 103 

 

 
TABLE 4. Accuracy, Depth and Nodes of decision trees for the 

Poker dataset 

Algorithm 
Test 

Accuracy 
Tree Depth 

Number of 

Nodes 

C4.5 54.28 85 8256 

C4.5+Jmax 53.78 69 2580 

DTFS(S=10) 50.18 30 1171 

DTFS(S=100) 53.16 24 598 

DTFS(S=200) 53.82 25 310 

DTFS(S=400) 53.77 28 235 

DTFS(S=600) 54.24 18 107 

Proposed Method 53.41 30 231 
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TABLE 5. Accuracy, Depth and Nodes of decision trees for the 

Shuttle dataset 

Algorithm 
Test 

Accuracy 
Tree Depth 

Number of 

Nodes 

C4.5 81.25 105 2548 

C4.5+Jmax 80.78 87 1899 

DTFS(S=10) 81.34 31 781 

DTFS(S=100) 79.23 17 196 

DTFS(S=200) 79.01 15 115 

DTFS(S=400) 78.69 11 64 

DTFS(S=600) 78 13 85 

Proposed Method 78.65 15 126 

 

 

 

of nodes and the number of leaf nodes, which in fact 

represents the number of rules derived from the decision 

tree, are given in the table for the three test datasets. 

 

 

 

6. CONCLUSION 
 
In this paper, an algorithm was developed to construct 

decision trees on large datasets. In the proposed approach, 

the record entry priority is assigned to the tree. Then, the set 

of training data is based on the specified priorities of the 

record entered into the decision tree and placed in the 

appropriate leaf. For each node, its complexity is calculated 

at appropriate times, and it is decided whether to split it or 

not. Gain ratio has been used to determine the best feature 

for branching. Finally, to avoid the complexity of the tree 

and to balance the precision and complexity, the 

developmental leaves are pruned using the J-max criteria. 

In general, the most important components of the 

proposed framework are: achieving a balance between the 

precision and complexity using the pre-pruning approach, 

solving the memory limitation problem for a large dataset 

by entering data incrementally into the decision tree, 

increasing reliability of the model by making decision tree 

of all training data, lacking of memory and time overload 

due to the non-use of especial data structure. One of the 

unfortunate results in our algorithm is that the number of 

nodes and tree depth is slightly higher when it reaches the 

same accuracy as the DTFS algorithm. Of course, we have 

eliminated the dependence of the results on the value of the 

s parameter, and it is important to strike a balance between 

the accuracy and complexity of the tree. Also, with the use 

of a pruning method, the development of nodes is largely 

prevented so that the tree's complexity is kept to an 

acceptable level. Other decision criteria for nodal branching 

can be considered for further work. Also, using parallel 

computing can increase speed of the algorithm. 
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Persian Abstract 

 چکیده 
  در ساخت درخت تصمیم ممکن است با محدودیت حافظه روبرو   .دهدارائه می  هادادهقابل دركی از  مدل  بندي است كه  ي طبقه ها یکی از مهمترین الگوریتمدرخت تصمیم  

پیچیدگی   كهينحو بهاست  شدهارائههاي حجیم  دادهصمیم بر رويپذیر افزایشی بر مبناي تقسیم سریع و هرس، جهت ساخت درخت ترویکرد مقیاس   مطالعه حاضردر  شویم.  

سازد. همچنین  می مهیا  در حافظه اصلی و با حداقل تعداد پارامتر لازم  داده  مجموعهسازي كل  ون نیاز به ذخیره شده درخت تصمیم را بدساخت درخت كاهش یابد. الگوریتم ارائه 

دهد با استفاده از این ينشان ها دادهیج آزمایش بر روي مجموعهاست. نتاشدهستفاده ا J-Maxمبتنی بر  هرس شیپاز روش  قبولقابل دقتبهجهت كاهش پیچیدگی و دستیابی 

ي  وجود دقت و زمان اجرا  شده باكرد. الگوریتم ارائه ل از پیچیدگی درخت غلبهو بر مشکلات حاص  افتیدست اي میان دقت و پیچیدگی درخت  توان به موازنه رویکرد می 

 سازد.برروي داده هاي حجیم می هاي كمترمناسب، درخت تصمیمی با پیچیدگی 
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A B S T R A C T  

 

Electrically conductive composite adhesives containing 70, 75 and 85 wt% of filler particles (Cu@Ag) 
and polymer matrix were prepared. Thermal stability and morphology of the prepared adhesives were 

examined using TG (Thermo-Gravimetry), DSC (Differential Scanning Calorimetry), and SEM 

(Scanning Electron Microscope) techniques. In the next step, a transistor-based electrical circuit using 
self-biased common-emitter combination was made from the prepared conductive adhesive as well as a 

copper board. All of the prepared boards were subjected to DC (8-30 V) and AC (1 kHz) currents to 

evaluate their performance. For these circuits, parameters such as transistor operating points and the 
voltage gain of the amplifier, were measured. TG and DSC analyses showed that increasing the filler 

amount from 70 to 85 wt%, reduces the weight loss of the adhesive from 15.48 to 11.35 wt%. Also, 

effect of increasing the silver amount in Cu@Ag particles on the thermal stability of adhesives at 
temperatures below 350 °C showed that by increasing of the amount of silver from 20 to 40 wt%, has a 

negligible effect on weight change (about 2 wt% at 250 °C). Both samples showed almost the same 
overall weight loss at 350 °C. Evaluation of circuit performance showed that the changes in circuit width 

(1, 1.5, and 2 mm) has no significant effect on the V–I characteristics and voltage gain. The value of 

these two parameters for all three circuits and also the copper board circuit were the same which indicates 

the high conductivity of the prepared conductive adhesive. 

doi: 10.5829/ije.2021.34.08b.02 
 

 

NOMENCLATURE 

VCC  Supply voltage   Ic  Collector-emitter current (operating point current)  

VB  Base pin voltage   VRC  Dropped voltage across Rc  

 VE  Emitter pin voltage  VCE  Collector-emitter voltage (operating point voltage)  

 

1. INTRODUCTION1 
 

One of the outcomes of rapid growth of technology is the 

short lifetime of electronic devices and consequently, 

generating avalanche of electronic scraps. These 

electronic scraps contain large amounts of lead due to the 

lead-containing materials (lead-tin solders) in them. Lead 

in these scraps can be released into the environment if 

stored improperly. Lead is a toxic metal and can cause 

irreparable damage on the environment and living 

creatures. For this reason, the use of lead-containing 

solders has been severely banned in many European 

countries, and especially in Japan.  Electrically 
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conductive adhesive is a suitable alternative to lead-

based solders. The adhesive composed the components 

of a polymer matrix, conductive filler, curing agent, 

catalyst, and additives. Performance of a conductive 

adhesive depends on the amount, type of filler and 

polymer matrix. Due to the variety of components 

mentioned, there are many different types of conductive 

adhesives [1-3]. Electrically conductive adhesives can be 

used in a variety of electronic equipments. Some of these 

adhesives are designed only for the specific applications, 

while others have more general applications. For 

example, high temperature thermal stability is not very 

important for ordinary computers, but it is very critical 

 

 

mailto:mpourabdoli@hut.ac.ir


Z. Sahebi Hamrah et al./ IJE TRANSACTIONS B: Applications  Vol. 34, No. 08, (August 2021)    1819-1826                               1820 

for avionics, sensors, and car engine electronics. 

Adhesives are divided into isotropic and anisotropic 

conductive adhesives. Isotropic conductive adhesives are 

used in electronic packaging, circuits and electronic 

devices. applications of anisotropic conductive adhesives 

include flat panel displays, fine pitch interconnection, 

highly reliable flip chip assemblies, high frequency inter-

connection, high current density inter-connection and 

wafer level packages [4-6]. Various aspects of type, 

preparation, and characterization of electrically 

conductive adhesive such as effect of silver content on 

shear mechanical properties [7], using recycled resources 

for development of electrically conductive adhesives [8], 

effect of graphene filler structure on electrically 

conductive adhesive [9], properties of graphene based 

epoxy adhesive [10], DTT functionalization of Ag 

particles for conducting adhesive [11], adhesives 

prepared from epoxy and silver-coated copper particles 

[12], adhesives prepared from mixture of silver 

nanowires and nano-silver-coatd copper [13], novel 

electrically conductive epoxy/reduced graphite 

oxide/silica hollow microspheres adhesive [14], silver 

nanostructures for high-performance composite 

conductive adhesive [15], stretchable conductive 

adhesives [16], silver coated nano-graphite filled 

conductive adhesive [17], and conductive adhesive 

prepared with silver coated graphite nano-sheets [18] 

have been studied. An important category of electronic 

circuits is amplifier circuits whose main task is to amplify 

the amplitude of the input signals and convert them into 

larger signals. Amplifier circuits can exhibit specific AC 

performance under DC operating conditions. Therefore, 

using these amplifying circuits, the performance of DC 

and AC can be simultaneously evaluated. One of the 

basic transistor-based amplifier circuits is the self-biased 

common-emitter circuit that is capable of amplifying 

both the voltage and the current signals [19]. Transistor 

is sensitive to its operating point (DC parameters), that is 

an important point in using transistor-based amplifiers. If 

its operating point changes, its amplification parameters 

will also change. Therefore, it can be said that they are 

sensitive to environmental factors. This type of circuit to 

evaluate the performance of conductive adhesives can be 

very valuable because performance of this circuit is very 

sensitive to environmental parameters. Therefore, the 

difference in the performance of conductive adhesive in 

comparison with copper wire can be evaluated. On the 

other hand, if the performance of the conductive adhesive 

is acceptable, it can greatly help electronic circuit 

designers in terms of prototype design and fabrication 

speed. Also, using conductive adhesives instead of 

printed circuit boards (PCBs) results in achieving 

prototypes of many circuits and systems with lower 

fabrication costs, higher production rates and improved 

flexibility.  

In the present study, an electrically conductive 

adhesive was made using epoxy resin and Cu@Ag 

particles as a polymer matrix and a conductive filler, 

respectively. Then it was practically used to build an 

emitter-joint circuit. The innovation of current research 

is the practical use of electrically conductive adhesive to 

make a self-biased common-emitter amplifier circuit and 

evaluating its performance with respect to the similar 

circuit made on a copper board.  

 

 

2. MATERIALS AND MEHTODS 
 
2. 1. Raw Materials and Method of Preparing 
Conductive Adhesive             All chemicals were of 

analytical grade and used as received without any further 

purification. To prepare the conductive adhesive, 

Cu@Ag particles (< 30 µm) were washed with the 

alkaline solution (mixture of 0.5 M ammonium sulfate 

and 1 M sodium hydroxide solutions) for 2 minutes to 

remove possible surface impurities. Then, 1.4 wt% 

stearic acid was dissolved in ethanol and added to the 

filler and placed in an oven at 50 °C until its ethanol 

completely evaporated. Subsequently, the epoxy resin 

(Epoxiran 8126 equivalent to Epon 826) with ethanol 

(0.5 ml per 1 g of adhesive) was added to the filler 

particles and thoroughly mixed to obtain an almost 

homogeneous mixture. After this step, the resulting 

material was placed in an oven at 80 °C for complete 

ethanol removal from the resin. Then, a hardener (curing 

agent:3895 epoxiran equivalent to LS-81K) was added to 

the resin and mixed. The prepared conductive adhesive 

was cured in an oven at 77 °C for 30 minutes [2]. Table 

1 summarizes the specifications of the prepared 

adhesives. To study the structure and morphology of 

adhesives, JEOL JSM-840A Scanning Electron 

Microscope (SEM) was employed. 
 

2. 2. Thermal Stability of Conductive Adhesives         
The thermal stability of conductive adhesives was 

studied using Thermo-Gravimetry (TG) and Differential 

Scanning Calorimetry (DSC) analyses with TA 

Instruments model SDT Q600 in the temperature range  
 

 

TABLE 1. Specification of prepared adhesives 

Code 
Filler 

wt%  
Ag in filler 

wt%  
Epoxy 

wt%  
Curing agent wt%  

CA7520  75  20  15.7  7.9  

CA7530  75  30  15.7  7.9  

CA7540  75  40  15.7  7.9  

CA7030  70  30  19.1  9.5  

CA8530  85  30  9.1  4.5  
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of 25-350 °C and heating rate of 10 °C/min in laboratory 

air atmosphere. 

 
2. 3. Performance of Conductive Adhesive as a 
Transistor Circuit under AC and DC Currents            
To study the practical application of prepared adhesives, 

a circuit according to Figure 1 was assembled from 

CA7530 adhesive in three different widths of 1, 1.5, and 

2 mm and with the same thickness of 0.5 mm. Then, the 

performance of the prepared circuits was evaluated under 

DC and AC currents. For this purpose, a circuit was used 

that is capable of evaluating the AC and DC parameters. 

This is important since the adverse environmental 

parameters, commonly referred to as ambient noise, have 

different effects on the AC and DC parameters of the 

electrical circuits. Also, due to the different nature of the 

AC and DC parameters, the conductive adhesive might 

have been appropriate for one parameter and 

inappropriate for another. Since the main application of 

this adhesive is in the electrical and electronic industries, 

its performance in all possible situations and under real 

environmental conditions should be considered. The used 

circuit was a single-stage transistor-based electronic 

circuit and a bipolar junction transistor (BJT). With 3 

terminals assigned to a BJT, it becomes possible to 

configure these devices in 3 unique ways in a circuit 

depending on the application requirement. These 

configurations are called common-emitter (C.E.), 

common-base (C.B) and common-collector (C.C.) 

configurations. The main characteristics of a BJT in the 

three configurations (single stage) are given in Table 2.  
The common emitter amplifier construction delivers 

the very best current and power gain among the 3 bipolar 

transistor designs which is, therefore, the widely used 

type [19, 20]. It should be noted that there are much more 

powerful multi-stage amplifiers (Darlington, Cascade, 

Differential, Power, etc.) which are also designed and 

built based on these three single-stage configurations. For 

this reason, one of these three basic configurations (BJT-

based) is used in this work [21-23]. So, the used circuit 

was a single-stage BJT-based circuit known as the self-

biased Common Emitter Amplifier. This circuit can 

amplify the input signal (AC parameter) based on a 

specific operating point (DC parameter). A practical pre-

designed circuit was used in this study because the aim 

 
 

TABLE 2. Transistor Configuration Summary 

BJT Configurations  C.E (bypassed/un-bypassed) C.B C.C 

Voltage Gain  High/Medium High Low 

Current Gain  High Low High 

Power Gain  High Low Medium 

Input Resistance  Medium/High Low High 

Output Resistance  Medium High Low 

was the performance test of the prepared conductive 

adhesive. To observe and measure the input and output 

parameters of the circuit, a digital multimeter GW Instek 

model GDM-8145 and an oscilloscope GW Instek model 

GOS-653G were used. Furthermore, a DC power supply 

(Azma Electronic model JPS-303D) and an AC signal 

source (GW Instek model SFG-1013) were employed to 

supply direct and alternating currents, respectively. As 

shown in Figure 1, this circuit consists of an NPN 

transistor (with the part number 2SC945), a 10 kΩ 

resistance attached to the collector pin, a 1 kΩ resistance 

attached to the emitter pin, and two resistances, namely 

10 kΩ and 1 kΩ attached to the base. A DC power supply 

is used to create the desired operating point of the 

transistor. The adhesive performance was evaluated by 

applying a variable DC voltage of 8 to 30 V to the circuit 

as a power supply. Since this is a DC test, the most 

important parameters to consider are the collector current 

(IC) and the collector-emitter voltage (VCE), which 

indicate the operating area of the transistor (Active linear, 

Saturation, Cut off). The calculation of these two 

parameters is based on Equations (1) to (3) [19]. Writing 

Kirchhoff’s voltage equation in the clockwise direction 

for the input loop, we obtain: 

(1) 𝑉𝐵 =
𝑅1

𝑅1+𝑅2
× 𝑉𝐶𝐶   

(2) 𝑉𝐵 − (𝑅1 ∥ 𝑅2) × 𝐼𝐵 − 𝑉𝐵𝐸 − 𝑅𝐸𝐼𝐸 = 0  

(3) 𝐼𝐵 =
𝐼𝐸

(1+𝛽)
  

where IE is the collector current, VBE is the base-emitter 

voltage with a practical value of 0.62 V, and the 𝛽 is 

common-emitter, forward-current, amplification factor, 

since the collector current is usually the output current for 

the CE configuration and the base current is the input 

current. For practical devices, the level of b typically 

ranges from about 50 to over 400, with the most in the 

midrange. This parameter can be determined at a 

particular operating point on the BJT characteristics [19]. 

The practical value of the 𝛽 was 270 for 2SC945 

transistor at room temperature.  

Substituting for 𝐼𝐵 in Equation (2) result in: 

𝑉𝐵 −
(𝑅1∥𝑅2)

(1+𝛽)
𝐼𝐸 − 𝑉𝐵𝐸 − 𝑅𝐸𝐼𝐸 = 0  (4) 

Grouping terms then provides the following: 

𝑉𝐵 − 𝑉𝐵𝐸 − [
(𝑅1∥𝑅2)

(1+𝛽)
+ 𝑅𝐸] × 𝐼𝐸 = 0  (5) 

and solving for 𝐼𝐸  gives: 

𝐼𝐸 =
𝑉𝐵−𝑉𝐵𝐸

𝑅𝐸+
(𝑅1∥𝑅2)

(1+𝛽)

  (6) 

if 𝛽 times the value 𝑅𝐸 is at least 10 times the value of 

𝑅2, the approximate approach can be applied with a high 

degree of accuracy. Once 𝑉𝐵 is determined, the 𝐼𝐸  can be 

calculated from Equation (7): 
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𝐼𝐸 ≅
𝑉𝐵−𝑉𝐵𝐸

𝑅𝐸
  (7) 

The collector-to-emitter voltage is determined by 

Equation (8) as follow: 

𝑉𝐶𝐸 = 𝑉𝐶𝐶 − (𝑅𝐶 + 𝑅𝐸)𝐼𝐶  (8) 

where IC is the collector current, VCE is the collector to 

emitter voltage [19]. The obtained results of these 

parameters using the variable power supply (from 8 to 30 

V) for the circuit's root width of 1, 1.5, and 2 mm were 

recorded. The reference circuit for checking the operation 

of these circuits was the same circuit implemented on a 

copper board. The results of the copper board 

implemented circuit are presented in Table 4. The active 

linear is the main area of transistor performance 

evaluation. Therefore, according to the combination of 

circuit resistors in Figure 1, the minimum supply voltage 

required to set the transistor within the active linear area 

was 8 V. Hence, the circuit test started using 8 V as the 

initial voltage. 

The second step in the evaluation of the conductive 

adhesive performance was to figure out the AC 

performance of the circuit. To achieve this goal, the 

signal generator was connected to the transistor’s base 

pin using a capacitive connection. The use of capacitors 

is to prevent any undesired change of the DC operating 

point after applying the AC input. The AC output of this 

circuit is the collector pin, which is shown in Figure 2 . 

Using the hybrid equivalent circuit of the BJT, the 

ratio of the output to the input signals of this circuit 

known as the voltage gain factor, is obtained from 

Equation (9) [19]. 

(9)   𝐴𝑣 =
−ℎ𝑓𝑒𝑅𝐶

ℎ𝑖𝑒+(1+ℎ𝑓𝑒)𝑅𝐸
  

where ℎ𝑓𝑒 is the AC form of the 𝛽 and it can be referred 

to as 𝛽𝑎𝑐, and ℎ𝑖𝑒  is the input resistance of the hybrid 

equivalent circuit of the BJT. The value of ℎ𝑓𝑒 has ranged 

 

 

 
Figure 1. Schematic of the self–biased common-emitter 

circuit used for the DC performance test of CA7530 

adhesive 

 
Figure 2. Schematic of the common–emitter amplifier 

circuit used to evaluate the AC performance of CA7530 

adhesive 

 

 

from about 50 to over 400. The practical value of the ℎ𝑓𝑒 

was 270 for 2SC945 transistor at room temperature. The 

value of ℎ𝑖𝑒  is calculated using Equation (10) [19]. 

(10)   ℎ𝑖𝑒 =
𝜂𝑉𝑇𝛽

𝐼𝐶
  

where 𝜂 is an internal value of BJT (1.05 at this work), 

and the 𝑉𝑇 is the thermal voltage with the value of about 

26mV at room temperature. Equation (11) can be used to 

calculate the voltage gain factor from an oscilloscope 

using observed signals. 

(11) 𝐴𝑉 =
𝑣𝑂

𝑣𝑖
=

𝑝𝑒𝑎𝑘−𝑝𝑒𝑎𝑘 𝑜𝑓 𝑡ℎ𝑒 𝑜𝑢𝑡𝑝𝑢𝑡 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑠𝑖𝑔𝑛𝑎𝑙

𝑝𝑒𝑎𝑘−𝑝𝑒𝑎𝑘 𝑜𝑓 𝑡ℎ𝑒 𝑖𝑛𝑝𝑢𝑡 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑠𝑖𝑔𝑛𝑎𝑙
  

A real illustration of a circuit made with conductive 

adhesive, the devices used, and the components 

connected to the circuit are shown in Figure 3. 

The input and output signals of the three circuits 

based on conductive adhesive and the reference circuit 

are shown in Figure 4. As shown in Figure 4, the voltage 

gain can be obtained from the amplitude of the input and 

 

 

 
Figure 3. Implemented circuit with CA7530 adhesive and 

equipments used to assess its performance. 1-Oscilloscope, 2- 

Multimeter, 3- Oscilloscope channel 1, 4- Input from signal 

generator, 5-Positive terminal of Vcc, 6-Oscilloscopre 

Channel 2, 7-Negative terminal of Vcc 
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output voltage signals. To this end, the amplitude of each 

signal was measured based on the cells and sub-cells of 

the screen and then multiplied by the value indicated by 

the voltage divider volume (volt \ div). The values of this 

volume are shown in Figure 4 (a-d) with green arrows. In 

all pictures of Figure 4, channel 1 and 2 represents the 

input and output signals, respectively. Comparing the 

pictures of Figure 4 shows that the amplitude of the input 

and output voltage signals are very close to each other. 

This is while the ratio of the volume volt \ div of channel 

2 (output) to the volume volt \ div of channel 1 (input) is 

10. This means that the voltage gain is approximately 10. 

It should be noted that the difference in the amplitude of 

the signals in pictures Figure 4 (a to d) is due to the 

different inputs applied to each of the four different 

circuits. The exact amount of voltage gain can be 

calculated with the stated method (Equation (11)). These 

values are given in Table 3. 

 
 
3. RESULTS AND DISCUSSION 

 
3. 1. Morphology of Conductive Adhesives          
Figure 5 illustrates SEM images of the cross-section of 

CA7520, CA7530 and CA7540 adhesives. In these 

images, Cu@Ag particles have surrounded by black 

epoxy phase. As can be seen, with increasing silver 

amount from 20 to 30 and 40 wt%, the average thickness 

of silver coating around copper particles increases. 

Consequently, electrical resistivity of the adhesive is 

reduced due to the decrease in contact resistance between 

particles [24]. 
 
3. 2. Thermal Stability of Adhesives           Figures 6 

and 7 show the TG/DSC results of conductive adhesives. 

According to the TG curves in Figure 6, which indicate 

 

 

  

  
Figure 4. Oscilloscope graphs obtained after connecting 

circuits made of (a) copper board and CA7530 adhesive with 

a thickness of 0.5 mm and a width of  (b) 1 mm, (c) 1.5 mm 

and (d) 2 mm under AC current 
 

 
TABLE 3. Voltage gain of various circuits 

Circuit type  Copper board  1 mm 1.5 mm 2 mm 

Voltage gain  9.5  9.6  9.7  9.4  

   
Figure 5. SEM images of conductive adhesives: a) CA7520, 

b) CA7530, c) CA7540 

 

 

the effect of filler amount on the thermal stability of the 

conductive adhesive, temperature rising has reduced 

weight of both samples. The corresponding weigth loss 

of CA7030 sample (15.48 wt%) is more than that of 

CA8530 sample (11.35 wt%) at 350 ºC. Reason is that 

the CA7030 sample has more epoxy that decomposes 

with temperature rising. Two exothermic peaks at 210 

and 330 °C are clearly evident in DSC curves of Figure 

6. The first peak is related to residual cure and the second 

peak is related to the epoxy degredation [25]. 
According to TG curves in Figure 7, it is evident that 

the CA7540 sample (40 wt% Ag) showed greater thermal 

stability than CA7520 sample (20 wt% Ag. Therefore, 

increasing the silver amount from 20 to 40% improves 

the thermal stability of the conductive adhesives.  

 

 

 
Figure 6. TG and DSC curves of CA7030 and CA8530 

conductive adhesives 

 

 

 
Figure 7. TG and DSC curves of CA7520 and CA7540 

conductive adhesives 
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According to the DSC curves in Figure 7, it is clear that 

the samples have almost the same behavior in terms of 

exothermic peak position and area (calorific value). The 

reason for the similar behavior of the samples is that both 

samples have the same amount of epoxy/filler and the 

same amount of Cu@Ag particles. 

 
3. 3. Performance of the Conductive Adhesive as a 
Transistor Circuit under DC and AC Currents 
3. 3. 1. DC Current              The performance results of 

the circuits with copper board and CA7530 adhesive with 

a width of 1, 1.5, and 2 mm (Figure 1) for CA7530 

dhesive under DC supply are listed in Tables 4-7 and 

plotted in Figures 8a-8d, respectively. As can be seen, as 

the supply voltage increases, the current (Ic) increases, 

and all three curves follow a linear pattern with almost 

similar positive slopes. This observation indicates the 

similar V-I characteristic of the circuits according to 

Ohm's law (V = RI). This means that changing the width 

of the circuits has no significant impact on the obtained 

results. Comparing Figure 8a with Figures 8b-8d showed 

that the same results were obtained from circuits made of 

conductive adhesives. As a result, it can be said that the 

performance of these adhesives is the same as that of the 

copper board. 
 
3. 3. 2. AC Current         AC sinusoidal signal was used 

as the input voltage signal to calculate the voltage gain. 

Since the high amplitude of the input signal may lead to 

output signal distortion, then the amplitude of the input 

signal is set within the range of 1 mV to 100 mV. Voltage 

gain was calculated using Equations (4) and (5). The 

voltage gain for all three circuits prepared from adhesive 

 

 
TABLE 4. Circuit Data related to the copper board  

VCC (V)  10  20  30  

VB (V)  0.888  1.776  2.283  

VE (V)  0.288  1.143  2.041  

Ic (mA)  0.292  1.159  2.070  

VRC (V)  3.011  11.667  20.74  

VCE (V)  6.725  7.120  7.220  

 

 
TABLE 5. Circuit data for a width of 1 mm  

VCC (V)  8  10  15  20  25  30  

VB (V)  0.709  0.892  1.334  1.774  2.220  2.666  

VE (V)  0.126  0.329  0.701  1.208  1.654  2.103  

Ic (mA)  0.127  0.334  0.711  1.225  1.677  2.133  

VRC (V)  1.646  3.353  7.893  12.263  16.789  21.35  

VCE (V)  6.161  6.350  6.382  6.480  6.146  6.568  

 

TABLE 6. Circuit data for a width of 1.5 mm  

VCC (V)  8  10  15  20  25  30  

VB (V)  0.720  0.896  1.334  1.768  2.235  2.268  

VE (V)  0.122  0.305  0.697  1.129  1.567  1.989  

Ic (mA)  0.124  0.309  0.707  1.145  1.589  2.017  

VRC (V)  1.398  2.960  7.064  11.442  15855  20.029  

VCE (V)  6.537  6.750  7.040  7.214  7.445  7.572  

 

 

TABLE 7. Circuit data for a width of 2 mm 

VCC (V)  8  10  15  20  25  30  

VB (V)  0.634  0.904  1.345  1.795  2.249  2.695  

VE (V)  0.078  0.301  0.721  1.159  1.602  2.043  

Ic (mA) 0.079  0.305  0.731  1.175  1.625  2.072  

VRC (V)  0.749  3.032  7.283  11.695  16.165  20.61  

VCE (V)  6.247  6.730  7.020  7.168  7.268  7.350  

 

 

  

  
Figure 8. The V–I characteristic of the implemented circuits 

(Operating frequency of 1 kHz). a) copper board, b) CA7530 

adhesive with a thickness of 1 mm, c) CA7530 adhesive with 

a thickness of 1.5 mm, d) CA7530 adhesive with a thickness 

of 2 mm   

 

 

was approximately the same as 9.5. Consequently, the 

circuit width did not affect the voltage gain significantly. 

Then, to compare the circuit made of conductive 

adhesives with the copper board, the voltage gain from 

the graph in Figure 4a was recalculated for the copper 

board and the same results were obtained. 

 

 

4. CONCLUSIONS 
 

The most important results of this research are as follows: 
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1. SEM images showed that changing the silver amount 

from 20 to 30 and to 40 wt% increases the average 

thickness of the silver coating on copper particles from 

0.5 to 1 and to 1.5 µm, respectively.  

2. TG and DSC analyses showed that when the filler 

amount increases from 70 to 85 wt%, the adhesive weight 

loss reduces from 15.48 to 11.35 wt%.  

3. Adhesive prepared from Cu@Ag particles containing 

40 wt% silver had more thermal stability than adhesive 

prepared from Cu@Ag particles containing 20 wt% 

silver.  

4. Performance evaluation of circuit made of conductive 

adhesives under DC and AC currents showed that 

changing the circuit width (1, 1.5, and 2 mm) has no 

significant effect on the V–I characteristic and also on the 

voltage gain of the circuit. The voltage gain of all three 

circuits was 9.5.  

5. It was found that the circuit made from conductive 

adhesive indicates the behavior quite similar to the 

behavior of the circuit made on the copper board.  
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Persian Abstract 

 چکیده 

درصد وزنی ذرات پر کننده )پودر مس پوشش داده شده با نقره( و ماتریس پلیمری تهیه شدند. پایداری حرارتی و   85و    ۷5  ،۷۰چسب های کامپوزیت رسانای الکتریکی از  

( بررسی شدند. در  SEM( و میکروسکوپ الکترونی روبشی )DSC(، کالریمتری روبشی تفاضلی )TGروشهای ترموگراویمتری )مورفولوژی چسب های تهیه شده با استفاده از  

مشترک خود بایاس( از چسب رسانا و نیز به طور جداگانه از یک بورد مسی ساخته شد. جهت بررسی    - یک مدار الکترونیکی مبتنی بر ترانزیستور )مدار امیتر  مرحله بعدی،

نقطه کار ترانزیستور و  پارامترهایی مانند    ار گرفتند. برای این مدارها،)یک کیلو هرتز( قر  ACولت( و جریان    8-۳۰)  DCهمه آنها تحت جریان    عملکرد مدارهای ساخته شده،

درصد    ۳5/11به    48/15اتلاف وزنی چسب ها را از    درصد وزنی،   85تا    ۷۰نشان داد که افزایش مقدار پرکننده از    DSCو    TGبهره ولتاژ اندازه گیری شدند. نتایج آنالیزهای  

درجه سانتیگراد، نشان داد که افزایش مقدار    ۳5۰اثر افزایش مقدار نقره در ذرات پرکننده روی پایداری حرارتی چسب ها در دماهای زیر    بررسی   وزنی کاهش می دهد. همچنین، 

درجه سانتیگراد   ۳5۰ی درجه سانتیگراد( دارد و هر دو نمونه در دما 25۰درصد وزنی در دمای  2درصد وزنی تاثیر کمی روی تغییر وزن چسب ها )در حدود  4۰به  2۰نقره از 

و بهره    V-I  میلیمتر( تاثیری قابل توجهی روی مشخصه  2و    5/1  ،1اتلاف وزنی تقریبا یکسانی از خود نشان دادند. ارزیابی عملکرد مدارها نشان داد که تغییر در عرض مدار )

 بورد مسی یکسان بودند که نشان دهنده هدایت بالای چسب های رسانا است.   ولتاژ ندارد. مقدار این دو پارامتر برای هر سه نوع مدار و نیز مدار تهیه شده از 
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A B S T R A C T  
 

 

Chitosan (CH) and cellulose are the most abundant biopolymers which could be utilized for hazardous 

dye removal. By incorporating TiO2 onto cellulose/CH matrix, our research aimed to achieve high 

metanil yellow removal by means of synergetic adsorption/photodegradation mechanism. The cellulose 
particles were extracted from wild grass (Imperata cylindrica L.) to obtain grass-derived cellulose 

(GC). Simple blending method was used to prepare TiO2/GC/CH, in which the composition was 

determined by simple additive weighting method (SAW). TiO2/GC/CH was characterized by means of 
tensile strength test (also used for SAW), Fourier Transform-Infrared (FT-IR), X-ray diffraction 

(XRD), differential scanning calorimetry (DSC), and scanning electron microscopy (SEM). Metanil 
yellow removal using TiO2/GC/CH works  very well at acidic pH range. The removal follows the 

pseudo-second-order kinetic (R2 = 0.997) and Langmuir isotherm (R2 = 0.998) modellings. High qm 

obtained from the metanil yellow removal under UV irradiation (qm = 171.527) proves the synergism 
between adsorption and photodegradation. The developed TiO2/GC/CH could be potentially used in the 

wastewater treatment for azo dye removal. 

doi: 10.5829/ije.2021.34.08b.03 
 

 
1. INTRODUCTION1 
 

Chitosan (CH) has been recognized by scientific 

communities for its excellent properties in removing 

hazardous contaminants from water, either they are 

heavy metals or dyes [1, 2]. For practical aspect, CH 

adsorbent can be prepared in a form of film. In such 

form, the adsorbent could be easily filtered from the 

water after the adsorption has been completed. 

Unfortunately, CH could be easily ruptured by 

mechanical force and dissolved by acidic solution. To 

overcome, some studies have prepared CH-based 

composite using various fillers [3-5].  

Cellulose is a good filler candidate, especially 

because of its high adsorptive performance and rich 

abundance in nature [6-8]. Some research groups have 

developed Cellulose/CH-based composite to improve 

 

*Corresponding Author Email: rahmi@fmipa.unsyiah.ac.id (Rahmi) 

the inherent properties of CH [5, 9, 10]. Our research 

group focuses on utilizing widely available biomass as 

the source of cellulose. Previously, we had successfully 

prepared CH film composite with cellulose derived 

from oil palm empty fruit bunches [11, 12], and applied 

it to remove Cd2+ from water. Others have used 

biopolymers as the reinforcement including leaf fibre 

[13], cassava starch [14], and cellulose [15]. In this 

research, we used wild grass (Imperata cylindrica L.) – 

or locally known as alang-alang, as the source for the 

cellulose filler. 

Adsorptive removal could be synergized with photo-

induced degradation facilitated by TiO2 photocatalyst. 

As a photocatalyst, TiO2 can be triggered by UV 

irradiation to produce pairs of electron and holes leading 

to the generation of hydroxyl radicals [16, 17].  

There have been extensive reports regarding the 

effective photodegradation performed by TiO2 [18, 19]. 

Agglomeration is one of the challenges in the 

 

 

mailto:rahmi@fmipa.unsyiah.ac.id


Rahmi et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 08, (August 2021)        1827-1836                                             1828 

application of nanoparticles due to the loss of contact 

surface. Our groups had used TiO2 for dye removal with 

various modifications to prevent agglomeration of the 

nanoparticles [20-22]. Herein, we expected that the 

cellulose/CH matrix could prevent the agglomeration by 

fine distribution of the nanoparticles on the matrix 

surface. Moreover, addition of TiO2 onto polymeric 

matrix can improve the physical properties of the 

material [23, 24]. 

Indeed, CH, cellulose, and TiO2 blends have been 

widely investigated for its performance on removing 

dyes, but mostly those reported studies used cellulose 

derivative – cellulose acetate [24-27]. On contrary, we 

used non-valuable and widely abundant source – grass, 

as the source to obtain grass-derived cellulose (GC) 

filler. To test the performance of TiO2/GC/CH film 

composite, we chose metanil yellow as a model for azo 

dye pollutant which occupies 50% of world’s dye 

production [28]. At the end of the day, we expect that 

our TiO2/GC/CH film composite can be applied to treat 

wastewater produced in  azo dye-related industries. 
 

 

2. MATERIALS AND METHODS 
 

2. 1. Materials and Cellulose Extraction           
Chitosan (CH) as the feed material for the matrix 

polymer was purchased from Tokyo Chemical Industry 

Co., Ltd. (Japan) with acetyl degree of 75-85%. Glacial 

acetic acid, TiO2 powder, metanil yellow, H2SO4, H2O2, 

and pH adjusters (NaOH and HNO3) were purchased 

from Sigma-Aldrich (Missouri, United States). 

Grass-derived cellulose (GC) had been priorly 

obtained and its characteristics had been reported [29]. 

Briefly, powdered grass was hydrolyzed in H2SO4 40% 

and bleached in H2O2 30% (at 45°C; 90 min), followed 

by washing and oven-drying at 40°C. 

 

2. 2. Preparation of TiO2/GC/CH            CH was 

dissolved in 100 mL glacial acetic acid (20% v/v) and 

stirred at 250 rpm for 2 h to obtain a matrix solution. 

GH and TiO2 were priorly homogenously dispersed in 

distilled water before they were sequentially added into 

the matrix solution and stirred at 250 rpm for another 2 

and 3 h, respectively. The casting solution was then 

poured onto a glass mold (17.5 x 12.5 cm) and dried at 

room temperature for 48 h to obtain the film composite 

as depicted in Figure 1. 
 

 

 
Figure 1. A visual appearance of TiO2/GC/CH composite 

film 

2. 3. Selection of the Best Film Composite      To 

select the best composite we employed simple additive 

weighting method (SAW) [30]. The decision making 

analysis was based on the tensile strength of the film 

and the % removal of metanil yellow, with % priority of 

40% and 60%, respectively. Tensile strength was 

measured by using Universal Testing Machine (UTM) 

Huang Ta with strain rate of 20 mm/s, where the film’s 

shape followed ASTM D638. Meanwhile, the % 

removal of metanil yellow from aqueous solution (20 

mL) was determined from batch adsorption at 

equilibrium and pH 6.5 in dark condition using 0.01 g of 

the film samples, which will be further explained later. 

Afterward, the data were normalized by dividing each 

value with the maximum value of all samples. This 

calculation produced normalized tensile strength (Na) 

and normalized removal percentage (Nb). The priority 

index (Npi) was then calculated by Equation (1): 

  (1) 

Film composite with Npi closest to 1 was selected for 

characterization and further metanil yellow removal 

studies. 
 

2. 4. Characterization        Characterizations of the 

prepared materials were conducted in Shimadzu Fourier 

transform – infrared (FT-IR) 8400 (Kyoto, Japan), Jeol. 

Jsm-6510 LA scanning electron microscope (SEM) 

(Tokyo, Japan), Shimadzu X-ray diffractometer (XRD)-

700 (Kyoto, Japan), and Shimadzu differential scanning 

calorimetry (DSC)-60 (Kyoto, Japan). The 

characterization procedures followed our previous 

reports [6, 31]. 
 

2. 5. Batch Adsorption/Photodegradation           
Metanil yellow removal by TiO2/GC/CH film composite 

was conducted (at 250 rpm; 30°C) in two conditions, 

with and without the presence of UV irradiation for 

adsorption and synergetic adsorption/photodegradation 

studies, respectively. The final concentration (Ce 

(mg/L)) of metanil yellow was calculated employing 

Shimadzu UV-Vis spectrophotometer (Uvmini-1240, 

Shimadzu, Kyoto, Japan) at λmax = 432 nm after the pH 

adjustment into 6, as suggested previously [32]. For the 

contact time studies, the procedure was carried out at 

pH 6.5 using 0.05 g TiO2/GC/CH in 25 mL metanil 

yellow (100 mg/L). The adsorption parameters followed 

the suggestion of previous reports [33, 34]. All the 

following studies employed the optimum adsorption 

parameters obtained earlier (100 minutes contact time; 

pH 3). Adsorption capacity at t time (qt (mg/g)), 

adsorption capacity at equilibrium (qe (mg/g)), and 

removal percentage (%) were calculated based on the 

equations we had used in the previous reports [35-37]. 

For the photodegradatino using UV irradiation, a UV 

lamp (6 W; λ = 365 nm) was used and positioned 10 cm 

away from the batch container. 
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3. RESULTS AND DISCUSSION 
 

3. 1. Effect of Filler Addition on the Tensile 
Strength and Metanil Yellow Uptake           Addition 

of GC and TiO2 promotes adhesive force, resulting in 

higher tensile strength than neat CH (Table 1). The 

addition of fillers prevents the slipping effect and 

reduces the void in the matrix. Our findings are 

consistent with the previously reported studies [3, 4, 38, 

39].  

However, adverse effect of GC and TiO2 fillers 

incorporation onto chitosan matrix on metanil yellow 

removal was observed. It is presumably because of the 

blockage of the binding sites in the chitosan. Yet, TiO2 

embedment was expected to provide synergetic 

adsorptive and photocatalytic removal. In determining 

the optimum composite, the removal was merely based 

on the adsorption since it was conducted in dark 

condition.   

The aim of preparing this composite is not only to 

obtain a material that performs the highest dye removal. 

For practical purposes, the composite film should 

possess a good endurance against mechanical stress 

from the water flow. Therefore, mechanical properties 

of the material should also be taken into account. 

Combinations of TiO2, GC, and CH yield complex 

interaction, resulting in unpredictable tensile strength 

and metanil yellow removal performance. Therefore, 

selection of the most optimum composite was 

determined through SAW method, where composite 

with the composition of 0.9 g CH, 0.05 g GC, and 0.05 

g TiO2 was selected due to its possession of the highest 

Npi value (Table 1). 

 
3. 2. Characteristics             The purposes of analyzing 

FT-IR spectra (Figure 2) are: a) Investigating the 

success of GC and TiO2 fillers addition, and b) 

Identifying functional groups that can act as active sites, 

 

 
TABLE 1. Results of SAW analysis based on the tensile 

strength and qe 

Composition 

Criteria 

Npi Tensile Strength 

(kgf/mm2) 

Removal 

(%) 

CH (1 g) 12.33 99.07 0.90 

CH : GC (0.9 g : 0.1 g) 14.00 98.82 0.94 

CH : TiO2 (0.9 g : 0.1 g) 15.42 98.88 0.98 

CH : GC : TiO2 (0.9 g : 

0.025 g : 0.075 g) 
14.25 99.13 0.95 

CH : GC : TiO2
* (0.9 g : 

0.05 g : 0.05 g) 
16.17 98.80 1.00 

CH : GC : TiO2 (0.9 g : 

0.075 g : 0.025 g) 
14.25 99.04 0.95 

namely O- and N-containing groups [35, 40]. 

Overlapping of O-H and N-H stretching vibration was 

observed at a range of around 3500 – 3000 cm-1 in all 

samples. Within the same wavenumber range, GC/CH 

and TiO2/GC/CH showed broader spectral bands 

indicating the addition of O-H from GC [41] and 

TiO(OH)2 nanoparticles [42]. Amide I bands (N-H 

deformation and C-O stretching) of typical CH were 

observed at 1638 cm-1; shifted to lower wavenumber 

1632 cm-1 stem from the effect of GC and TiO2 

addition. Transmittance peaks at1147 and 888 cm-1 from 

CH are assigned to C-O-C and C=O stretching, 

respectively. These peaks were shifted to higher 

wavenumber associated with the successful 

immobilization of GC and TiO2 [43, 44]. The 

immobilization of TiO2 into GC/CH could also be 

proven by the appearance of transmittance peak of O-

Ti-O stretching vibration, which is similar to the 

previously reported study [45]. 

Based on the diffractogram of CH (Figure 3a), the 

appearance of amorphous peak at 2θ = 20.00° is typical 

for hydrophilic chitosan crystalline lattice [46]. 

Previously, GC had been characterized using XRD 

where the typical peaks at 15.24° and 21.96° (2θ) were 

found [46]. In this study, those peaks were not 

observable in GC/CH composite. Moreover, the 

addition of GC resulted in the disappearance of several 

peaks in CH matrix (2θ = 37.79, 57.90, 64.73, and 

77.68), indicating the change in polymer crystallinity. A 

new peak at 24.85 in TiO2/GC/CH corresponds to the 

immobilization of TiO2. Significant decrease at 20.00° 

(2θ) in GC/CH and TiO2/GC/CH is ascribed to the 

addition of those GC and TiO2 as fillers. Depression of 

crystalline lattice of CH may occur due to the presence 

of those fillers induced by both hydrogen bonds and 

steric effect [45]. It is then confirmed by quantitatively 

calculate the crystallinity of the samples using the 

proposed method [12, 47]; crystalline peaks divided by 

noises of the entire diffractogram and multiplied by 
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Figure 2. FT-IR spectra of CH, GC/CH, and TiO2/GC/CH 
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100%. CH, GC/CH, and TiO2/GC/CH have crystallinity 

indices of 63.86%, 30.32%, and 27.96%, respectively. 

DSC analysis aims to see the endothermic and 

exothermic temperatures of the chitosan-cellulose-TiO2 

composite film, which in principle measures the 

difference in heat that enters with that of reference 

temperature. Endothermic shoulder at 115.67°C in CH 

thermogram (Figure 3b) is ascribed to the presence of 

water evaporation, where higher temperature was 

needed to evaporate the water in GC (Tpeak = 156.36°C). 

It is probably due to the higher hydrophilicity of GC, as 

opposed to CH, resulting in stronger binding of water 

molecules. Interestingly, the endothermic shoulder 

return to lower temperature after the embedment of 

TiO2. There have been reports where TiO2 embedment 

can increase the hydrophobicity of a material [48, 49]. 

Exothermic peak at 338.97°C is ascribed to the 

decomposition of CH, whereas in GC/CH and 

TiO2/GC/CH, the decomposition was observed by two 

identical exothermic peaks (at 319 and 395°C). The 

thermal profile of GC/CH with two exothermic 

decomposition peaks explains two different polymers in 

the composites (GC and CH). The inherent 

decomposition temperature of CH decreased in the 

composite, which can be attributed to the reduction of 

intermolecular interaction of chitosan caused by the 

presence of GC particles. It is corroborated by the XRD 

 

 

 
(a) 

 
(b) 

Figure 3. XRD patterns and DSC thermogram of CH, GC/CH, 

and TiO2/GC/CH 

thermogram, where GC addition resulted in the 

deformation of CH crystalline structure. Meanwhile, the 

addition of TiO2 appeared to contribute to slower 

decomposition, where broader exothermic peak at 

395°C is observed and ascribed to the degradation of 

not only the polysaccharide and but also the O-H from 

TiO2 [43].  

SEM images of CH, GC, GC/CH, and TiO2/GC/CH 

(Figure 4) are used to examine the surface morphology 

of the samples. SEM image of CH shows a smooth 

surface which indicates its homogenous mixing in the 

solvent – in line with a previously reported study  [50]. 

Diverse sizes of GC particles are observed with fibrous 

shape and a diameter of 10 to 50 µm. The difference 

may be influenced by the hydrolysis and bleaching 

process. GC/CH composite is observed to be having 

rougher surface than CH. From the image, we can see 

that GC was totally enveloped with CH layer indicating 

the compatible composite. TiO2 nanoparticles can be 

observed to be very well dispersed on the GC/CH 

surface, suggesting the successful embedment polymer 

[25]. However, several agglomerations of TiO2 were 

observed as shown by the red arrow. 
 

3. 3. Metanil Yellow Removal 
 

3. 3. 1. Optimum Adsorption Parameters           
Two important parameters for metanil yellow removal 

via adsorption or photodegradation, namely contact time 

and pH, had been studied (Figure 4). Rapid increment of 

the adsorption capacities from the 20th to 60th minute 
 

 

  
(a) (b) 

  
(c) (d) 

Figure 4. SEM images of (a) CH film, (b) GC particles, (c) 

GC/CH film, and (d) TiO2/GC/CH film with 5,000 x 

magnification. The red arrow indicated the presence of TiO2 

agglomeration. 
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was observed to be 135% and 202% for the adsorption 

and adsorption/photodegradation, respectively (Figure 

5a). It is due to the high diffusion force as at the initial 

phase, the vacant binding sites is still numerous. On 

contrary, at longer contact time the adsorption is 

governed by chemical interaction between adsorbate 

and adsorbent surface. Higher adsorption capacity from 

the adsorption/photodegradation, especially at 60th 

minute, may indicate the synergetic mechanism. 

However, further studies using isothermal modelling 

were used to substantiate the synergism. As the metanil 

yellow pollutant attaches to the TiO2/GC/CH surface, 

the pollutant will be photodegraded by TiO2 – providing 

extra vacant site. This process reached equilibrium at 

100th minute indicated by the saturation of adsorption 

capacity in the following contact times. At equilibrium, 

the adsorption capacity for adsorption and 

adsorption/photodegradation were 47.84 and 48.28 

mg/g, respectively. Therefore, the following 

investigations were carried out for 100 minutes. 

Metanil yellow is an acid dye which forms negative 

ions in aqueous solution – anionic dye [51]. When the 

anionic dye interacted with positively charged 

adsorbent, the adsorption would increase due to 

electrostatic interaction between the opposite charges. 
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Figure 5. Effects of (a) contact time and (b) pH on the 

removal of metanil yellow by TiO2/GC/CH film composite 

When pH > 3, the adsorption capacity of metanil yellow 

decreased reciprocally with the increase of pH (Figure 

5b). It stems from the fact that CH matrix from 

TiO2/GC/CH composite was protonated in acidic 

solution producing positively charged surface [51, 52]. 

Furthermore, in acidic solution, TiO2 may produce 

hydroxyl radicals via hole trapping mechanism [16, 53]. 

Nonetheless, at high pH value, the 

adsorption/photodegradation process performed higher 

adsorption capacity than the adsorption alone. It 

suggests that at high pH, the removal was not only 

dependant on the electrostatic attraction-based 

adsorption, but rather on the photodegradation 

mechanism. In basic solution, the formation of OH● can 

still occur via electroreduction of dissolved O2 [16, 53]. 

Therefore, the working pH range can be broadened by 

incorporating TiO2 which can benefit the removal 

process without decreasing the solution pH, in addition 

to its practical aspect. However, since pH 3 facilitated 

the highest removal of metanil yellow, the pH value was 

selected for further investigations. 

 

3. 3. 2. Kinetic and Isotherm Studies          The 

adsorptive behavior of methanyl yellow using 

TiO2/GC/CH composite film was investigated by the 

kinetic modeling. Therefore, two kinetic models were 

employed, namely pseudo-first-order (Equations (2)) 

and pseudo-second-order (Equation (3)), as used in 

previous studies [23, 40]. 

) = log -   (2) 

 
(3) 

where k1 and k2 are the constant rate of pseudo-first-

order and pseudo-second-order, respectively.  

Kinetic model for adsorption and 

adsorption/photodegradation of metanil yellow using 

TiO2/GC/CH has been presented based on the linear 

equations of pseudo-first-order (Figure 6a) and pseudo-

second-order (Figure 6b). The adsorption and 

adsorption/photodegradation fit the pseudo-second-

order equation the most with R2 = 0.997 and 0.9975, 

respectively (Table 2). 

Another statistical parameter that could be 

considered is the values of Root-Mean-Square-Errors 

(RMSE) that are lower in pseudo-second-order. Thus, 

we concluded that the adsorption and 

adsorption/photodegradation follows the assumption of 

pseudo-second-order, in which the rate-limiting step 

depends on the chemisorption [40, 54]. Nonetheless, 

since the data solely rely on the modelling approach, we 

suggest further study to confirm the chemisorption 

dominance. 

Isotherm modellings were used to study the 

interaction phenomenon in the adsorption and 
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TABLE 2. Kinetic parameters for adsorption and 

adsorption/photodegradation of metanil yellow using 

TiO2/GC/CH. 

Kinetic models Parameters Adsorption 
Adsorption/ 

photodegradation 

Pseudo-first-

order 

R2 0.98856 0.95852 

RMSE 0.10349 0.20684 

K1 

(g/mg.min) 
0.0593 0.0615 

qe (mg/g) 43.1728 37.3534 

Pseudo-second-

order 

R2 0.99699 0.9975 

RMSE 0.04638 0.04206 

K1 

(g/mg.min) 
0.0026 0.0028 

qe (mg/g) 51.2033 51.3611 

 

 

 
(a) 

 
(b) 

Figure 6. Kinetic modelling with (a) pseudo-first-order and 

(b) pseudo-second-order equations for metanil yellow removal 

using TiO2/GC/CH film composite 

 

 

adsorption-photodegradation process. Herein, we 

employed the common Langmuir and Freundlich 

isotherm models. The linearized equations for Langmuir 

(Equation (3)) and Freundlich (Equation (4)) are shown 

below: 

  (4) 

 
(5) 

These equations have been used in the previous 

works [7, 55], where qm (mg/g) is the maximum 

adsorption capacity, KL is Langmuir constant, and KF 

and n are Freundlich constants. KL and KF represent the 

free energy and removal capacity, respectively, 

meanwhile n is for adsorption intensity. 

The isotherm modellings of metanil yellow removal 

via adsorption and adsorption/photodegradation based 

on linearized Langmuir (Figure 6a) and Freundlich 

(Figure 6b) equations have been presented. The study 

revealed that both adsorption and 

adsorption/photodegradation of metanil yellow in our 

work are Langmuir-dependent with R2 = 0.998 and 

0.9865, respectively (Table 3). 

The RMSE are also 7.5 and 5 times lower in 

Langmuir than in Freundlich modelling for the 

adsorption and adsorption/photodegradation, 

respectively. Therefore, the adsorptive interaction 

between metanil yellow and TiO2/GC/CH, either with or 

 

 

 
(c) 

 
(d) 

Figure 7. isotherm modelling with (a) Langmuir and (b) 

Freundlich equations for metanil yellow removal using 

TiO2/GC/CH film composite 
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TABLE 3. Isotherms parameters for adsorption and 

adsorption-photodegradation of metanil yellow using 

TiO2/GC/CH. 

Kinetic 

models 
Parameters 

Adsorp-

tion 

Adsorption/ 

photodegradation 

Langmuir 

R2 0.99786 0.98649 

RMSE 0.00432 0.00817 

KL (L/mg) 0.1299 0.1628 

qm (mg/g) 128.5347 171.5266 

Freundlich 

R2 0.94663 0.94114 

RMSE 0.03807 0.04108 

KF (mg/g) 24.917 25.939 

n 2.320 2.152 

 

 

without light exposure, follows the assumptions that 

each active site shares the same binding energy and the 

adsorption occurs in monolayer. 

Maximum adsorption capacity from the Langmuir 

equation revealed that the metanil yellow removal via 

adsorption has a higher value (128.5347 mg/g) as 

opposed to that of adsorption/photodegradation 

(171.527 mg/g). Neat TiO2 nano powder is reported to 

have qm = 2.79 x 10-4 mg/g [18], which is far smaller 

compared with TiO2/GC/CH in our work. It confirms 

that the higher qm was obtained due to the synergism 

between adsorption and photodegradation in reducing 

the level of metanil yellow from water. Comparatively, 

other studies have used chitosan-based adsorbent and 

achieved higher qm for metanil yellow adsorption. A 

research group led by Tural has accomplished qm = 625 

mg/g [32],  Tehrani-Bagha with qm = 910 mg/g [56], 

and Lee with qm = 558.18 mg/g [57]. But they used 

adsorbents in a form of nanoparticles [32, 56] and 

aerogels [57] which are less practical than film 

adsorbent due to their separation difficulty. 

Additionally, the Langmuir constants of more than 0.01 

(0.132 and 0.239 for adsorption and 

adsorption/photodegradation, respectively) can be 

associated with intense adsorbate-adsorbent interaction 

[58]. 

 

 
4. CONCLUSION 
 
We have successfully prepared TiO2/GC/CH with 

improved mechanical properties and synergetic 

adsorption/photodegradation ability for metanil yellow 

removal. Characterization using FT-IR proves the 

successful attachment of TiO2 onto GC/CH matrix and 

the presence of N- and O-containing groups. Through 

XRD analysis, we have observed the loss of crystallinity 

of CH upon the addition of TiO2 nanoparticles and GC 

particles. SEM images confirm the distribution of 

embedded TiO2 nanoparticles on the GC/CH, with the 

presence of several agglomerations. DSC analysis 

revealed that GC addition can increase bonding 

intensity between water molecules and adsorbents, 

while TiO2 reduce the bonding intensity. The 

performance in metanil yellow removal suggests the 

synergetic adsorption and photodegradation mechanism 

of TiO2/GC/CH that follows pseudo-second-order 

kinetic and Langmuir isotherm modellings. 

Additionally, the role of TiO2 photocatalyst can broaden 

the working pH range for the metanil yellow removal 

which improves the practical aspect of our material. 

However, the agglomeration was still a challenge in this 

study which might be responsible for the low 

photodegradation activities. 
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Persian Abstract 

 چکیده

، تحقیق    کیتوزان  -بر روی ماتریس سلولز  TiO2خطرناک استفاده شوند. با استفاده از    های   و سلولز فراوانترین بیوپلیمرهایی هستند که می توانند برای حذف رنگ  کیتوزان

از  برای بدست آوردن سلولز مشتق شده  م شده است. ذرات سلولزتجزیه نوری ، انجا  /م جذب هم افزایی  یل زرد با استفاده از مکانیسما با هدف دستیابی به حذف بالا متان

( تهیه   (.Imperata cylindrica Lچمن وحشی  برای  ت  TiO2 / GC / CHاستخراج شد.  استفاده شد که در آن  ترکیبی ساده  توزین ساده از روش  با روش  رکیب 

، پراش   (FT-IRنیز استفاده می شود( ، مادون قرمز تبدیل فوریه )  SAWهمچنین برای  شی )آزمون مقاومت کشبا استفاده از    TiO2 / GC / CHتعیین شد.  دنی  افزو

 pHدر محدوده    TiO2 / GC / CHحذف متانیل زرد با استفاده از   (SEM)و میکروسکوپ الکترونی روبشی    DSC)، کالریمتری اسکن دیفرانسیل )  X (XRD)اشعه  

زیاد حاصل از حذف    qmمی باشد.   (R2)  0.998و ایزوترم لانگمویر (R2)  0.997های شبه نظم جنبشی مرتبه دوم    د. حذف به دنبال مدلمی کن  ار خوب عملاسیدی بسی

طور  اند به  فته می توتوسعه یا  TiO2 / GC / CHند.  هم افزایی بین جذب و تجزیه نوری را اثبات می ک (qm = 171.5266)متانیل زرد تحت تابش اشعه ماورا بنفش  

 فاضلاب برای حذف رنگ آزو استفاده شود. بالقوه در تصفیه
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A B S T R A C T  
 

 

The application of biodegradable substances for the improvement of weak soil has given better results 

in the field of geotechnical engineering. These substances are fermented and extracted from vegetation. 
It reduced the void ratio, thickness of absorbed water and maximize the compaction.   Terrazyme contains 

natural protein. It is non-toxic and eco-friendly. It is soluble in water. The black cotton soil is highly 

plastic with swelling potential. Reduction in moisture causes shrinking, leads to differential settlement 
of the foundation. This will results in damage to the structure. This paper presents experimental work on 

black cotton soil reinforced with Terrazyme. Various proportions of Terrazyme were mixed with black 
cotton soil to evaluate the engineering properties of soil. The change in index properties and strength 

parameters were assessed by experiments on treated and untreated soil. Atterberg limits, free swell index, 

compaction test, triaxial tests were performed. Experimental results show a reduction in liquid limit, 
plasticity index, free swell index, optimum moisture content, and compression index. Triaxial tests 

showed improvement in cohesion and angle of shearing resistance. The optimum dosage of Terrazyme 

was found 2% by weight of dry soil.   

doi: 10.5829/ije.2021.34.08b.04 
 

 
1. INTRODUCTION1 
 

Black cotton soil covers more than a one-fifth area of 

India. Higher compressibility with swelling and 

shrinking is the main attributes of the black cotton soil. It 

is known for its black color and suitable for growing 

cotton. Engineering properties are changed with water 

content. Its swell by 200 to 300% to its original volume 

leads to exert in swelling pressure up to 10 kg/cm2. It 

poses high strength in dry conditions but loses strength in 

a saturated condition. Its shrinking characteristics lead to 

differential settlement further progress in damaging of 

structure.  

Eco-friendly materials have taken a significant role to 

enhance the engineering properties of weak soil. 

Nontraditional materials which are fulfilling the criteria 

for the improvement of soil are applied wholly or 

partially. Terrazyme is a nontoxic, nonflammable, 

noncorrosive organic liquid extracted from vegetation. It 

is soluble in water and rich in natural protein. The organic 

cations of the Terrazyme are exchanged with soil cations. 

 
*Corresponding Author Institutional Email: 

d15am001@amd.svnit.ac.in (V. Vasiya) 

This exchange meant accelerates the bonding of soil 

particles.  

Sen and Singh [1] stabilized black cotton soil at a 

dosage of 200 ml for 3m3 and found improvement in the 

California Bearing Ratio (CBR) value and reduction in 

pavement thickness by 25 to 40%. Umar et al. [2] studied 

the biological process of soil improvement and suggested 

that it is a practicable technique. Athira et al. [3] mixed 

the Laterite soil of Kerala with Terrazyme and found an 

improvement of 139% in CBR value and 281 % in 

Unconfined compressive strength (UCS) at 28 days of 

curring. Agrawal [4] mixed 1 ml Terrazyme in 5 kg of 

Black Cotton soil and found 200 % increases in UCS. 

Khan et al. [5] performed the experiments on clayey soil 

treated with three different enzymes and found an 

enhancement in unconfined compressive strength (UCS) 

and reduction in Swelling and shrinking. They further 

confirm dense packing of clayey soil through field 

emission scanning electron microscopy (FESEM). 

Thomas [6] prepared the blend of soil from Kaloor, 

Kochi, and enzymatic cement-treated clay to study the 
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UCS value. During the test, the stress-strain curve shows 

peak stress than the virgin soil at 28 days of curing with 

an improvement of 200 to 281% in UCS value. Greeshma 

et al.[7] experimented on high liquid limit clayey soil and 

Terrazyme, and 12 times enhancement in UCS value was 

found when Terrazyme mixed at the content of 210-230 

ml/m3 of soil. Enhancement in compressive strength and 

reduction in compaction effort was reviewed by Taha et 

al. [8] when soil is mixed with bio-enzymes. Increases in 

the density of the soil and reduction in permeability were 

also confirmed. Suresh et al. [9] mixed Terrazyme with 

local soil and fund improvement in Specific gravity from 

2.45 to 2.96 plastic limit from 27.7 to 32.22, CBR from 

6.16 to 8.81 with a reduction in liquid limit was found 

when black cotton soil was mixed with Terrazyme at 0.5 

ml per 100 ml of water. Sravan. and Nagaraj [10] mixed 

soil, cement lime, and enzymes to prepare compressed 

earth blocks. 50% improvement in wet compressive 

strength was found in the block comparing the block 

prepared without enzymes. Muguda [11] applies 200 ml 

of Terrazyme in 1.5m³, to 3m³ soil at 0.5m³ intervals and 

found that there is a decrease in a liquid limit. Increases 

in the plastic limit, and shrinkage limit resulting in the 

reduction of plastic and shrinkage indices. Volumetric 

stability and resistance against crake formation were also 

found. Significant increase in CBR value found in 

stabilization process of soil with D1-14 (Bio-enzyme). 

An increase in CBR value leads to a reduction in the 

thickness of the subgrade[12, 13]. Consistency limit, 

UCS, and CBR tests were performed by Greeshma et al. 

[14] on soil north of Calicut, India. Inferred was made 

from test results that enzymatic lime is more efficient 

than the lime only. Mekaideche et al. [15] conducted an 

experimental study on calcareous Tufa with 4 % Lime 

and found a reduction in thermal conductivity. Obinayo 

[16] studied the efficiency of horizontal and vertical 

baffle walls at 5 levels for the 5k fractional design model 

and conclude that horizontal baffle walls better than 

vertical baffle walls in a sedimentation tank. Jafer et al. 

[17] stabilized fine-grained soil with calcium carbide 

residue and rice husk ash and found interesting growth in 

UCS test, reduction in PI at the curing of 90 days. Suresh 

and Murugaiyan [18] improved the engineering 

properties of expansive soil with 6 % ultra-fine slag and 

1% CaCl2. Experimental results showed a reduction in PI, 

swelling pressure, and increase in dry unit weight and 

UCS value. Local basalt in Vietnam was stabilized with 

cement and DZ33 (a type of enzyme) by Tran et al. [19] 

and found suitability in the construction of a rural road. 

Sandy soil was stabilized at various water content and 

different percentage of epoxy resin by Rahmannejad and 

Toufigh [20]; they found significant improvements in 

(UCS) of sandy soil. 

All the existing literature demonstrates that extensive 

experiments were conducted on the blend of soil and 

Terrazyme focusing on improvement in Atterberg limit, 

unconfined compressive strength, and CBR value. Very 

few studies are available that show the application of 

Terrazyme in clayey soil to improve unlined waterways 

with low discharge potential. Unlined water conveying 

systems are still available at the tail ends in the irrigation 

system, and slum water carrier in small towns of India.  

The water conveying system gets deteriorates as they are 

consist of clayey soil and unlined.  

This paper demonstrates the experiments on water 

retention and water discharge through a laboratory model 

prepared for unlined waterways after evaluating the 

engineering properties of black cotton soil. Experimental 

results showed major improvements in unlined 

waterways when black cotton soil is stabilized with 

Terrazyme. 

 

 

2. MATERIALS  
 
2. 1. Soil            The black cotton soil sample for the study 

was collected from village Bhatpore on the bank of river 

Tapi, Dist Surat. The soil was collected at the depth of 4-

5 meters. The soil sample was collected through auger 

boring, sealed in a watertight plastic bag for the retention 

of the moisture. Collected soil was transferred to SVNIT 

Surat for assessing the index and engineering 

characteristics. 
The soil was kept in the oven at temperature 60-70°C 

for 72h, for retention of ingredients of the clay. Lumps of 

the oven-dried soil were powdered and sieved through a 

4.75 mm size I.S. Sieve. Table 1 represents the properties 

of the soil. 

 

2. 2. Terrazyme           Terrazyme is an organic liquid 

extracted from the vegetation. Terrazyme is a 

nonflammable, noncorrosive, and nontoxic echo-friendly 
 

 

TABLE 1. Properties of soft soil 

No Property  Value 

01 Field moisture content 49 % 

02 Specific gravity 2.53 

03 Shrinkage limit 14% 

04 Plastic limit 21% 

05 Liquid limit 73% 

06 Plasticity index 52% 

07 MDD with OMC 15.58kN/m3 at 24% 

08 Unit weight 14.0 kN/m3 

09 Classification (ISC) CH 

10 Fine Sand content 11% 

11 Silt content 18% 

12 Clay  content 71% 
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liquid. The unit weight is equal to or nearer to that of 

water. Their odor does not affect. Handling does not 

necessitate the use of gloves or masks, but it can irritate 

the eyes. A temperature less than 55°C must be 

maintained if they are to be preserved for long periods 

without losing any of their properties. It has no danger of 

decay. Oxidizing agents interfere with the terrazyme. 

Terrazyme was specifically developed to improve the 

engineering properties of soil. For appropriate 

application, it must be diluted in water. Terrazyme helps 

to decrease absorbed water in the soil and reduce voids 

between soil particles for optimum compaction. This 

lowers permeability and decreases the swelling pressure 

of the soil particles. Terrazyme enhances the weather 

resistance of soils and increases their strength. These 

characteristics are particularly noticeable in fine-grained 

soils such as clay, where formulation affects swelling and 

shrinking behavior. The formula can change the soil 

matrix to prevent the soil from losing its reabsorption of 

water after compaction, and even when water is re-

applied to the compacted soil, the mechanical benefits of 

compacted soil are not lost. The change is permanent and 

the product biodegradable once the enzyme reacts with 

soil. Terrazyme used in this experimental work was 

provided by Dhara Biotech (Manufacturer) village 

Sarasa, near Vasad, District Vadodara, Gujarat, India. 

The physical and chemical characteristics of the 

Terrazyme are listed in Tables 2 and 3, respectively. 
 

 

3. EXPERIMENTAL WORK  
 

In the first attempt, the experimental work was performed 

on untreated soil.  

 

 
TABLE 2. Physical Property of Terrazyme 

No Property Value 

01 Water solubility Infinite 

02 Specific Gravity 1.00-1.08 

03 Melting point Liquid 

04 PH value 2.8-3.5 

05 Colour Brown 

06 Boiling Point 190º F- 200º F 

 

 
TABLE 3. Chemical Properties of Terrazyme 

No Name of Element Concentration (mg/L) 

01 Ca 685 

02 Al 2.78 

03 Fe 23.79 

04 K 7659 

05 Mg 298 

06 Si 332 

3. 1. Atterberg Limits and Free Swell Test         The 

liquid limit and plastic limit were determined as per IS 

2720 part 5. The liquid limit was determined through the 

Casagrande apparatus.  
Free swell indexed test was performed as per IS 2720 

part 40. A soil sample was placed in the two measuring 

cylinders, one with distilled water and one with kerosene. 

An increase in the volume of soil was recorded and the 

free swell index was determined on untreated soil.  

 

3. 2. Permeability Test           Falling head permeability 

test was performed as per IS 2720 part 17. A sample with 

Optimum moisture content (OMC) and maximum dry 

density (MDD) was prepared with a 50 cm2 cross-

sectional area and 6 cm height. Discharge through the soil 

was recorded after complete saturation of the soil. 

 

3. 3. Standard Procter Test          About more than 100 

kg of air-dried soil passing from IS sieve, 4.75 was taken 

for the test. The soil was divided into 2.5 kg for each test, 

a total of 40 compaction tests were done. Water was 

mixed into the soil with different water content and kept 

in an airtight container for 24 hours, for maturing. 

Standard Proctor test was performed according to I S 

2720 part 8. 
 

3. 4. Consolidation Test          Consolidation test was 

performed on remolded soil with 20 mm thickness and 

60 m diameter as per IS 2720 part 15. The void ratio was 

determined at each loading and unloading. 
 

3. 5. Triaxial Test            Triaxial tests were performed 

on black cotton soil- Terrazyme mixture as per IS 2720 

Part 11 to evaluate strength parameters. Real stress 

conditions can be simulated through a triaxial test. The 

specimen with 38 mm diameter and 76 mm height were 

prepared at MDD corresponding OMC obtained from the 

compaction test. For each horizontal stress (Called cell 

pressure), Vertical stress (called deviator stress) was 

applied through the loading frame, up to a failure of the 

specimen. 
 

3. 6. Water Retention and Discharge Test            
Water retention and discharge over the soil slab were 

performed in the transparent model with a 6 mm thick 

acrylic sheet.  
In the second attempt, all the tests were performed on 

the blend of black cotton soil and Terrazyme, aiming to 

decide suitable content for strengthening the soil. 

 

 

4. RESULT AND DISCUSSION  
 

4. 1. Atterberg Limits and Free Swell Test          The 

blend of black cotton soil and Terrazyme was tested for 

Attrerbrg Limits. Table 4 represents the effects of 
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Terrazyme on consistency limits of Black cotton soil. 

Drastic reduction in the liquid limit from 83% to 45% 

was found at 2% Terrazyme. A further marginal 

increment was found with the addition of Terrazyme at 

3% and 4%. The plastic limits remain almost stagnant at 

all the content of Terrazyme. Maximum variation of 3% 

found in water content at 2% Terrazyme content with 

untreated soil. Clay with less content of Terrazymes 

attracts the moisture and makes soil wetter. But this 

future of Terrazyme is valid up to a specific limit until 

moisture-holding capacity. Beyond this stage, soil 

behaves like water soil with a reduction in a liquid limit. 

The liquid limit in black cotton soil in the presence of 2% 

was found to be reduced by 41% by LL of virgin soil. 

Untreated soil shows a plasticity index of 62%, which 

27% by 2% Terrazyme. The drop in consistency limit of 

soil and terrazyme blends leads to improvement in shear 

parameters. Figure 1 illustrates the clay particles with 

free and adsorbed water. Figure 2 shows a free swell 

index. Experimental results show a reduction in the free 

well index up to 2% Terrazyme content. Further increase 

in Terrazyme content results in an increment of a free 

swell index. Table 4 shows Atterberge limits at various 

content of Teraazyme.  
 

4. 2. Permeability Test            5 cm fall in a head was 

measured for the soil with and without Terrazyme. Soil 

without Terrazyme gives a co-efficient of permeability 

3.18 X 10-7 cm/s.  
 

 

 
Figure 1. Clay particles with free and adsorbed water 

 

 

 
Figure 2. Free swell index at Different Terrazyme dosage 

TABLE 4. Atterberg Limits at Different content of Terrazyme 

Terrazyme, 

% 

Shrinkage 

Limit, %  

Plastic 

Limit, %  

Liquid 

Limit, % 

Plasticity 

Index, % 

0 14  21 83  62  

1 14  21 51  30  

2 14  18 45  27  

3 14  19 47  28  

4 14  19 47 28  

 

 

As Terrazyme diluted in water blend with soil, a 

reduction in permeability was found. 1 and 2% 

Terrazyme blended with black cotton soil gives 

coefficient of permeability 2.82 X 10-7 cm/sec and 2.58 

X 10-7 cm/sec respectively. At 3 and 4% content of 

Terrazyme, marginal increases were found in the 

coefficient of permeability.  

 

4. 3. Compaction Test              Oven-dried pulverized 

soil was tested under the lightweight compaction test as 

per IS 2720 part 8 at 1, 2, 3, and 4% of Terrazyme. The 

blend of Black cotton soil, Terrazyme, and water was 

kept in a desiccator for 1-day curing. MDD and OMC 

were obtained for each dosage of Terrazyme. The effect 

of terrazyme addition was observed as a reduction in the 

electrical charge of water molecules and pressure from 

negatively charged ions on positively charged metal ions 

in adsorbed water.  
The metal ions must move from the adsorbed water 

to free water, and the electrostatic barrier occurs by 

breaking down. Thus terrazyme treats adsorbed water 

with organic cations and neutralize the negative charge 

on clay particles. The organic cations also trim down the 

thickness of the electrical double layer. This process 

makes the soil structure friable with the adsorbed thinner 

water layer, resulting in dense packing, and allows 

treated soil to compact easily. Untreated soil gives the 

MDD of 15.58 kN/m3 at 24% OMC. The 2% Terrazyme 

content gives MDD of 16.47 kN/m3 at 20% OMC. 

Further increases in terrazyme content reduce the MDD 

and increase the OMC. Figure 3 shows the reduction in 

adsorbed water thickness through the ionic exchange 

process. Figure 3 Shows the Compaction curve for all 

samples.  

 

4. 4. ConsolidationTest         The one-dimensional 

consolidation test was performed on all samples prepared 

with black cotton soil and Terrazyme. Soil without 

Terrazyme gives a void ratio of 0.652 at a pressure of 10 

kPa. The pressure was increased double of the previous 

pressure and up to 640 kPa. Unloading for all the tests 

was done up to 40 kPa. The void ratio was determined by 

the height of solids method at every increment of the load 

as well as unloading. Untreated soil shows a reduction in 
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the void ratio of 0.24 while 1 and 2% Terrazyme treated 

black cotton soil shows a reduction of 0.227 and 0.191. 

Figure 4 depicted the consolidation curves for all treated 

and untreated soil. The consolidation test gives a Cc value 

of 0.094 for untreated soil. At 1% and 2% Terrazyme 

content the Cc value of the soil is 0.088 and 0.076 

respectively, demonstrate improvement in resistance. At 

3% and 4%, content marginal increase found in Cc value 

leads to a decrease in resistance. Figure 3 shows 

Mechanism behind the process of reduction in adsorbed 

water thickness. 

 

4. 5. Triaxial Test         All the tests were performed as 

consolidated drained tests. The untreated soil gives a 

cohesion value of 36 kPa with an angle of shearing 

resistance of 14°. The improvement in shear parameters 

was found as the soil is blended with Terrazyme. The 2% 

terrazyme gives cohesion of 59 kPa, with 63% higher 

than untreated soil. the angle of shearing resistance also 

increased 19° from 14°. A reverse trend in C and Ø was 

observed at 3% and 4% teraazyme. Table 5 shows details 

of all triaxial tests. 
Untreated soil and soil blended with different content 

of Terrazyme are tested for a basic test of soil. All these  

 

 

 
Figure 3. Compaction Curve 

 

 

 
Figure 4. Consolidation Curve 

TABLE 5. Summary of Triaxial Tests 

No 

Soil and 

Terrazyme 

content 

Cell 

pressure 

(kPa) 

Deviator 

stress (kPa) 

C 

(kPa) 
(Ø) 

1 

Soil +TR0 

50 124 

36 14° 2 80 143.21 

3 110 162.36 

4 

Soil +TR1 

40 169.55 

48.6 18° 5 60 187.44 

6 85 209.81 

7 

Soil +TR2 

60 238.71 

59 21° 8 75 255.46 

9 90 272.22 

10 

Soil +TR3 

60 238.71 

55 20° 11 75 255.46 

12 90 272.22 

13 

Soil +TR4 

60 202.4 

51.4 19° 14 80 221.35 

15 100 239.22 

 

 

tests have shown improvements in the engineering 

properties of black cotton soil. From experimental 

results, the water retention and water discharge tests were 

carried out. 

 

4. 6. Water Retention and Discharge Test 
4. 6. 1. Water Retention Test             A working model 

with a clear width of 30 cm was prepared from a 6 mm 

thick transparent acrylic sheet. the depth and length of the 

model were kept at 20 cm and 60 cm respectively. A 30 

cm X 10 Cm slab with 5 cm thickness was prepared from 

the blend of soil and Terrazyme. Slab kept vertically in 

the model with great care as shown in Figure 5. On the 

upstream of the soil slab, water was poured gently. 

Different heights of the water upstream are filled and 

downstream kept free. The time required for the 

percolation of the water is recorded. An experimental 

result shows no seepage found up to 3 cm water depth 

even up to 7 days. 4 cm of water depth gives the seepage 

at a rate of 3 ml/s after 5 days. 5 cm depth of water gives 

5 ml/sec after 3 days. 6 cm depth of water gives seepage 

at 7 ml/s after 2 days.  
 

4. 6. 2. Discharge Test           Discharge tests were 

conducted on rectangular and trapezoidal sections. In the 

first attempt same model of 30 X 20 X 60 cm and soil 

slab with the same dimension of 30 X 10  was used. The 

flow of water is regulated in such a way that water height 

on the soil slab is maintained 1 to 4 cm at the interval of 

1 cm, as shown in Figure 6. The flow of water was 
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adjusted in such a way so 1 cm height of water flow was 

obtained at the discharge of 265 ml/s. the blend of soil 

and terrazyme resists this discharge for 45 hours and 15 

minutes. The water depth of 2 cm on the soil slab gives 

the water flow of 750 ml/s, up to 36 hours before the 

failure of the slab. 1.38 lit/s discharge was obtained when 

3 cm depth on soil slab was maintained for 22 hours 27 

minutes. Overflow through the slab with 4 cm water 

thickness and 2.12 lit/s discharge rate was registered for 

16 hours. Overflow with 5 cm height gives 2.5 lit/s but 

the resistance period was only 4.5 hours. 

In the second attempt the same model was used but a 

section is changed from rectangular to trapezoidal. The 

base width was kept 15 cm. the special wooden templet 

is prepared to provide an inclination of 45°. The soil at 

MDD and OMC was laid first at an inclination of 45°. 

2 cm thick Terrazyme treated soil was placed to create 

the trapezoidal section as per the required dimension. 

Figure 7 demonstrates the schematic diagram of the 

trapezoidal section for the discharge test. 

Flow in the trapezoidal section was adjusted to 

maintain a constant depth of water. 2 cm depth gave the 

discharge of 831 ml/s. The cross-section resists this flow 

for 57 hours. Flow at 3 cm depth gives discharge of 1.6 

lit/s and resistance for 42 hours. 2.6 lit/s discharge was 

obtained at 4 cm depth. The soil resists this flow for 27 

hours. At a 5 cm depth, of 3.6 lit/sec discharge was 

obtained for a resistance period of 18 hours.   

 

 

 
Figure 5. Schematic diagram for water retention test 

 

 
Figure 6. Schematic diagram for discharge through a 

rectangular section 

 
Figure 7. Schematic diagram for discharge through a 

trapezoidal section 

 

 

5. CONCLUSIONS 
 

Laboratory experiments were performed on the black 

cotton soil with and without Terrazyme. An effort was 

made to explain the mechanism for improvements in the 

engineering properties of the black cotton soil. A novel 

material introduced in this paper can be used as an 

alternative stabilizing black cotton soil. from the 

experimental results, the following conclusion can be 

made.    

• As the clayey soil blended with Terrazyme drastic 

reduction in liquid limit was found. Significant 

improvement in other Atterberg limits was also 

obtained.  

• From the experimental results, it is found that a 

blend of black cotton soil and Terrazyme generates 

dens packing through a reduction in adsorbed water 

thickness, results in a reduction in permeability. 

• The addition of terrazyme makes clayey soil stiffer 

hence MDD increases and OMC decreases.  

• Both shear parameters cohesion and friction angle 

of the treated soil was improved 1.5 times 

comparing with untreated soil.  

• Free swell index reduced noticeably as a thickness 

of an adsorbed layer decreases. 

• In the case where clayey soil is sensitive to high 

compressibility blend of terrazyme and clay reduces 

the compressibility up to 19%.  

• The treated clayey soil behaves as an impervious 

barrier that retains the water for a considerable time.  

• The black cotton soil with 2% diluted in water 

generates the best resistance in organic soil. 

• The seepage rate increases as the height of retain 

water increases.  

• As the rate of flow increases duration of resistance 

decreases for both sections.  

• Trapezoidal sections support higher discharge with 

a longer duration compare to rectangular sections. 

When compared to traditional stabilizers, non-

traditional stabilizers like Terrazyme can be used 

successfully. This would reduce the erosion of unlined 

waterways, resulting in benefits in maintenance 

prevention. Since soil conditions vary by site, an 
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evaluation of basic soil properties on treated and 

untreated soil is needed before applying terrazyme to 

clayey soil for optimum content. Present clayey soil 

requires 2% terrazyme for better improvements. As result 

research parameters are significant for commercial 

applications.  
 

 

6. FUTURE SCOPE 
 
The blend of Terrazyme and black cotton soil can be 

design to support high discharge. In addition to this, the 

thickness of the layer can be design, which will reduce 

the permeability of unlined water bodies, and store the 

water for a higher duration. 
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Persian Abstract 

 چکیده 
شش گیاهی استخراج می شوند.  استفاده از مواد زیست تخریب پذیر برای بهبود خاک ضعیف نتایج بهتری در زمینه مهندسی ژئوتکنیک داده است. این مواد تخمیر شده و از پو

است غیر سمی و سازگار با محیط زیست  حاوی پروتئین طبیعی    Terrazymeاین باعث کاهش نسبت باطل ، ضخامت آب جذب شده و به حداکثر رساندن تراکم می شود.  

یل پی می شود. این باعث  است. در آب قابل حل است. خاک پنبه سیاه بسیار پلاستیکی و دارای قابلیت تورم است. کاهش رطوبت باعث کوچک شدن ، منجر به نشست دیفرانس

با خاک پنبه سیاه    Terrazymeارائه شده است. بخشهای مختلف    Terrazymeه با  آسیب به ساختار می شود. در این مقاله کار آزمایشی روی خاک پنبه سیاه تقویت شد

فیه نشده ارزیابی  مخلوط شد تا خصوصیات مهندسی خاک را ارزیابی کند. تغییر در خصوصیات شاخص و پارامترهای مقاومت توسط آزمایشات روی خاک تصفیه شده و تص

مون تراکم ، آزمایشات سه محوری انجام شد. نتایج تجربی کاهش محدودیت مایع ، شاخص انعطاف پذیری ، شاخص تورم  شد. محدوده های آتتربرگ ، شاخص تورم آزاد ، آز

 Terrazyme ٪مطلوب    آزاد ، رطوبت مطلوب و شاخص فشرده سازی را نشان می دهد. آزمایش های سه محوری بهبود انسجام و زاویه مقاومت برشی را نشان می دهد. دوز 

 زن خاک خشک حاصل گردید.از نظر و 2
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A B S T R A C T  
 

 

The behavior of ship engine encountering stormy waters with different sea wavelengths has been 
investigated. In this study, a mathematical model is developed using governing equations for 

various parts of the ship, that is the hull, engine, power transmission shafts from the engine to the 

propeller also the propeller of the ship itself were implemented in MATLAB/ Simulink software 
environment. The model consists of the torsional vibrations of the transmission shafts; this enables 

a more accurate analysis of the engine behavior which is the source of power generation in the 

ship's propulsion system. The simulation results showed that the wavelength of sea waves has a 
significant effect on the dynamic performance of the engine. In this research, the effect of different 

ratios of wavelength to ship length (λ/LPP) including 0.5, 1, 1.5 and 2 in violent stormy sea 

conditions with a wave height of 11.5 m and wind speed of 28.5 m/s has been investigated. The 
results showed that with the exception of λ/LPP of 1.5, at another ratios of λ/LPP, changes in engine 

performance parameters such as torque, fuel and air consumption, CO2 emission and power are 

decreasing with increasing wavelength. Most variations in engine speed are related to λ/LPP of 2. 
The results showed that by reducing the wavelength, the period of oscillations is reduced. As the 

ratio of wavelength to ship length increases, the number of oscillating points in the engine 

behavior increases and the lowest number of oscillating points can be seen at λ/LPP of 1.5. This 
study highlights the importance of effects of sea wavelengths as one of the most important physical 

parameters of the sea which should not be ignored in the design phase of the ship propulsion 

system and engine selection. 

doi: 10.5829/ije.2021.34.08b.05 

 
1.INTRODUCTION1 
 

Today, ship efficiency, energy consumption and strict 

environmental regulations taking a major impact on 

marine company’s performance [1-3]. Ship propulsion 

systems are commonly designed to be effective in 

calm waters. Usually 15-30% of the power required in 
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calm waters is considered as the sea margin to provide 

the extra power needed in the face of adverse weather 

conditions [4]. However, due to the uncertain behavior 

of the waves [5-9] and its effect on the performance of 

the ship, it is difficult to choose a sea margin, which is 

reliable and provides the minimum power required in 

all adverse weather conditions. Waves does affect the 

size selection of the main engine which adds 

resistance on the ship or changing the operating point 

of the main engine, which affects both fuel 

consumption and emissions. It is common practice 

that the ship's engine loses some of its torque when 
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dealing with waves, so it is vital important to study the 

behavior of the engine such as torque, power and fuel 

consumption in the face of sea waves at earlier stages 

of ship design or engine selection. Taskar et al. [10, 

11] investigated the propeller's emergence and 

submergence in the face of waves and its effects on 

the load applied to the engine. Their studies indicated 

an increase in engine fuel consumption and power in 

unsteady flows.  

Kyrtatos et al. [12] studied the dynamics of the 

ship and the propeller to optimize the machinery 

control strategy of the ship's propulsion system. Full 

scale experiments carried out by Kayano et al. [13] 

showed that the amount of power delivered by the 

engine in the face of waves and wind was greater than 

the amount previously considered at the design stage. 

It is very important to have a detail knowledge of 

the engine performance, as the prime part of the ship's 

propulsion system. Among the various models such as 

transfer function models [14], zero or one-dimensional 

models [15], and multi-zone phenomenological 

models [16] and cycle Mean Value Engine Models 

(MVEMs) [12, 17-19] capable of evaluating the 

engine performance, the mean value engine model 

(MVEM) has least complexity, much less input data 

requirements and an adequate calculation execution 

time. In a transfer function model, which usually 

represents the relationship of fuel consumption to 

engine speed, the essential characteristics of the 

system does not reflect. On the other hand, more 

accurate results can be achieved using 

multidimensional models, but achieving these results 

will be much more time consuming and 

computationally costly. The basic assumption in the 

MVEM modeling method is that the air and fuel flows 

to the cylinder are continuous, so the periodic trend of 

the engine is ignored and therefore this model can be 

used to calculate the average time value of engine 

parameters with a very reasonable accuracy, while the 

in-cycle variation (e.g. per degree of crank angle) 

cannot be determined. 

In this study, the performance behavior of a very 

large crude oil carrier (VLCC) ship in the face of sea 

regular waves of different wavelengths has been 

investigated using mean value engine model 

(MVEM). The ship propulsion system model is 

modularly designed and implemented in Simulink 

software. As shown in Figure 1, the various 

components of the ship are defined and implemented 

as specific blocks in the software environment. 

Finally, in this research, engine performance 

parameters such as torque, power, fuel consumption 

and emissions at different wavelengths have been 

calculated and examined. 

The difference between this paper and other 

researches is that unlike previous studies in which 

power transmission shafts were considered only as a 

rigid body, in the relevant calculations only the mass 

moment of inertia was considered, but in the present 

study the power transmission shafts from the engine to 

the propeller are considered as distributed systems in 

which the geometric and mechanical properties of 

 

 

 
Figure 1. Schematic ship model in Simulink 
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the shaft such as length, diameter, shear modulus and 

moment of inertia are applied and coupled to the 

general model of the ship system. Given the 

importance of the power-train system in ships, 

especially in adverse weather conditions, providing a 

more accurate model of this system will more 

accurately predict the behavior of the system, 

especially the ship propulsion engine, in the design or 

optimization stage. 
 
 

2. SHIP MODEL 
 

As mentioned earlier, the modular method has been 

used to model the ship system. Each part of the ship 

system is a separate block that are interconnected to 

each other via interfaces. The solver selected in the 

Simulink environment is ODE45 because it has a 

high ability to solve ordinary differential equations. 

The implemented model can be used for low-speed 

and medium-speed ships, including oil carriers, 

container ships, bulk carriers and etc.; so the 

performance parameters of the ship such as speed, 

power, forces on the ship, fuel consumption, 

emissions and etc. are calculated. 

 

2. 1. Engine Model             The mean value engine 

model is used to model the engine behavior. In this 

method, the inflow of air and fuel into the cylinders 

are assumed continuous and the scavenging and 

exhaust receivers are assumed thermodynamically 

open systems [20]. This model includes scavenging 

and exhaust receivers, cylinders, turbochargers, air 

cooler, exhaust pipe and engine controller. The 

governing equations for calculating engine 

performance are as follows [20, 21]: 

60
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= = =  

(1) 

where Pb is the engine brake power (watts), pb is the 

engine brake mean effective pressure (BMEP), Ne is 

the engine crankshaft rotational speed (rpm), Qe is the 

engine torque, revcy is revolutions per cycle (2 is for 

four-stroke engine) and VD is the engine volume 

displacement. 
The mass flow rate (kg/s) of fuel injected is 

calculated as follows: 

( )
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where zcyl is the number of engine cylinders, mfcycle is 

the mass of the fuel injected per cylinder per cycle. 
A proportional-integral (PI) controller is used to 

model the engine governor: 

0     p iu u k N k Ndt=  + +   (3) 

where ∆N=Nd– Ne , Nd is the engine desired speed 

and Ne is the actual speed, ki and kp are the integral 

and proportional constant, and u0 is the initial rack 

position. 

The fuel assumed in this model is heavy fuel oil 

(HFO). The amount of emissions due to combustion 

can be calculated from the following equation in 

which EF is the emission factor and can be seen in 

Table 1 for different emissions [22]: 

  ;  ftotal f i f im m t m m EF=  =  (4) 

where ∆t is the time interval, m and  are mass and 

mass flowrate, respectively. 

To calculate the amount of air passing through the 

cylinders, considering that the engine is considered to 

be a two-stroke type, the following equation has been 

used [20]: 
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(5) 

where CV is air flow resistance coefficient, AVeq is 

equivalent effective area, pSC and pER are scavenging 

and exhaust receiver’s pressures, respectively, prcyl is 

cylinder pressure ratio and γA is air specific heat ratio. 

To model the turbocharger behavior, curve fitting and 

interpolation methods on compressor and turbine 

performance maps have been used. In the 

compressor, the volume flow rate of air is a function 

of the compressor pressure ratio and the rotational 

speed of the turbocharger, and in the turbine, the gas 

volume flow rate is a function of the turbine pressure 

ratio.  

The temperature of air exiting the air cooler are 

calculated as follows: 

( )AC c c wT T T T= − −  (6) 

 
 

TABLE 1. Emission factors [23] 

CO2 (g/g fuel) NOX (g/g fuel) 
PM (g/g 

fuel) 

SOX (g/g 

fuel) 

3.114 0.07846 0.00728 0.053 
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where Tc is the temperature of air exiting the 

compressor, Tw is the cooling water temperature, and 

ε is the air cooler effectiveness. 

 

2. 2. Propeller Model               The ship propeller is 

fixed pitch and the relationships of Wageningen 

propeller type B are used to calculate the 

dimensionless coefficients of thrust (Tp) and torque 

(Qp) [23]; 
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where KT and KQ are the dimensionless coefficients 

of thrust and torque, respectively, ρw is sea water 

density, Np(rev/s) and Dp are the propeller rotational 

speed and the propeller diameter, respectively and β 

is thrust diminution factor. 
The propeller average wake inflow velocity is 

affected by ship surge and pitch motions and the 

waves, based on the available data as follows [24, 

25]: 
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(8) 

 

 

where wp is effective wake fraction, VS is ship speed, 

ωe is wave encounter circular frequency, ξa is surge 

amplitude, ζξ is phase delay, ω is wave circular 

frequency, ha is wave amplitude, k is wave number, zp 

is the immersion depth of the propeller shaft, x is the 

longitudinal distance of the propeller from the center 

of gravity of the ship, xp is the position of the 

propeller section with reference to the center of 

gravity of the vessel, p is pressure gradient below 

the bottom of the ship due to pitching motion, X is 

wave encounter angle (0 for following sea; 180 for 

head sea), ρw is density of seawater, t is time, η5 is 

pitch amplitude. 

 

2. 3. Power Transmission Shafts           It is 

assumed that the ship's power transmission shafts 

from the engine to the propeller are distributed 

elements. The flywheel and the propeller of the ship 

are considered lumped elements. The schematic 

layout of the ship powertrain system is shown in 

Figure 2. The governing equations of the 

transmission shafts are as follows [26]: 
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Figure 2. Schematic layout of powertrain system [31] 
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The governing equations of the flywheel and 

propeller as lumped elements are as follows: 
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where ωf and ωp are flywheel and propeller angular 

speeds, respectively; Tf and Tp are flywheel and 

propeller torques, respectively. In this case there is 

not any intermediary parts between intermediate shaft 

and flywheel; therefore ωe=ω0=ω1=ωf , where ωe is 

engine angular speed. on the other hand, since there 

is not any intermediary parts between propeller shaft 

and propeller, therefore ω3=ωp . 

 

2. 4. Ship Dynamic              In this research, for 

modeling the ship motion, only movement in the 

longitudinal direction is considered. Hence, the 

governing equation is as follows: 

( )1 ( )p Ss

ship add

Addt d T RdV

dt m

R

m

−−
=

+

− +

 
(12) 

where Vs is the ship's longitudinal velocity, Tp is the 

effective propeller thrust, RS is the ship's resistance 

which is calculated by the Holtrop method for calm 

water conditions [27], t_d is the thrust deduction 

factor, mship is the ship’s mass, madd is the added 

virtual mass to consider the hydrodynamic force 

owing to the acceleration of a body in a fluid. The 

total added resistance (RAdd) due to the weather 

conditions (wave and wind) is estimated using the 

proposed formula by Liu et al. [28]; 

Add AW AAR R R= +  (13) 

RAW and RAA are added resistance components due to 

wave and wind, respectively. 

 

 

3. VALIDATION 
 

The whole ship system was implemented in Simulink 

environment based on the formulations expressed 

above. For the model validation, a 12-day VLCC ship 

fuel consumption measurements report [29] has been 

used. As shown in Figure 3, there is a good 

agreement between the simulation results and the  

 
Figure 3. (a) VLCC voyage cycle;(b) fuel consumption 
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measured report. The maximum difference between 

the value predicted by the model and the 

measurement value was 10.82 tons, which is 

equivalent to 16.1% of the error. The daily average 

fuel consumption predicted by the model is 49.91 

tons and, on the other hand, the measured value is 

51.65 tons, which indicates a very good accuracy 

within 3.5% error. 
 
 
4. RESULTS AND DISCUSSION 
 

In this section, it is assumed that the ship is facing 

rough weather conditions. The sea is considered as 

violent storm with a wave height of 11.5 m and a 

wind speed of 28.5 m/s according to the ITTC 2017. 

The wavelength to the length of ship between 

perpendicular ratio (λ/LPP) will be 0.5, 1, 1.5 and 2. 

The ship is in full load condition. It is assumed that 

the engine desired speed at time 2 s changes from 45 

rpm to 80 rpm, which is considered as an input step 

signal to the model implemented in Simulink. The 

simulation time is 150 seconds. Using the data in 

Table 2, simulations were performed at different sea 

wavelengths. The simulation results including speed, 

torque, fuel consumption, emitted CO2 and power are 

calculated and presented in Figures 4 to 8.  

At λ/LPP of 0.5, as shown in Figure 4, the range of 

engine speed fluctuations at steady-state is between 

74.5 and 77.5 rpm. The number of oscillation points 

is 6. Engine torque fluctuations range is from 2.2 to 

3.6 MNm with 9 oscillation points. Fuel consumption  

 

 

 

TABLE 2. Ship specifications [30] 

Engine  
Intermediate 

shaft 
 

7RT-flex82T 2-stroke Diameter(d1) 0.7 [m] 

Cylinders no. 7 In-line Length(l1) 9.927 [m] 

Output (CMCR) 31640 [Kw] Inertia 1376 [kgm2] 

Propeller  
Ultimate-tensile 

strength (UTS) 
590 [N/mm2] 

Blades no. 4 
Shear 

modulus(G1) 
81.4 [GPa] 

Diameter (dp) 9.86 [m] Density(ρ1) 7850 [kg/m3] 

Damping (Bp) 
467580 

[Nms/rad] 
Propeller shaft  

Load inertia (Jp) 
429250 

[kgm2] 
Diameter(d2) 0.85 [m] 

Flywheel  Length(l2) 10.233 [m] 

Inertia (Jf) 
13600 

[kgm2] 
Inertia 3454 [kgm2] 

Damping (Bf) 
9115 

[Nms/rad] 

Ultimate tensile 

strength(UTS) 
590 [N/mm2] 

Ship  
Shear 

modulus(G2) 
81.4 [GPa] 

Length (L) 320 [m] Density (ρ2) 7850 [kg/m3] 

Breadth (B) 58 [m]   

Displacement 

volume (V) 
312600 [m3]   

Area of maximum 

transverse section 

exposed to the 

wind (AXV) 

1161 [m2]   

 

 
Figure 4. Predicted system response at λ/LPP=0.5 
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Figure 5. Predicted system response at λ/LPP=1 

 

 

 
Figure 6. Predicted system response at λ/LPP=1.5 

 

 

and CO2 emission are in the range of 0.57 to 0.98 

kg/s and 1.77 to 3.05 kg/s, respectively, which is 

accompanied by 7 oscillation points. Air 

consumption is between 16.6 to 33.4 kg/s with 6 

oscillation points. As shown in Figure 8, the 

amplitude of engine power fluctuations in the steady 

state is from 17.6 to 29.1 MW. In addition, the 

number of oscillation points is 7. 

At λ/LPP of 1, as can be seen in Figure 5, the 

amplitude of the engine speed fluctuations in the 

steady state is from 75.6 to 78.5 rpm. The number of 

oscillating points is 8. Torque oscillations range is of  
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Figure 7. Predicted system responses at λ/LPP=2 

 

 

 
Figure 8. Predicted engine power at: (a) λ/LPP=0.5; (b)λ/LPP=1; (c) λ/LPP=1.5; (d) λ/LPP=2 

 

 

2.3 to 3.6 MNm with 13 oscillation points. Fuel 

consumption and CO2 emission are in the range of 

0.60 to 0.99 kg/s and 1.86 to 3.08 kg/s, respectively, 

with 12 oscillation points. Air consumption is 

between 16.9 to 31.7 kg/s with 11 oscillation points. 

As can be seen in Figure 8, the range of power 

fluctuations in the steady state is from 18.8 to 29.2 

MW. The number of oscillation points is 11. 
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At λ/LPP of 1.5, as shown in Figure 6, the range of 

engine speed fluctuations is changed from 79.9 to 80 

rpm. As can be seen the number of oscillation points 

is 2. Torque fluctuations range is 2.97 to 3.51 MNm 

with 2 oscillation points. Fuel consumption and CO2 

emission are in the range of 0.80 to 0.94 kg/s and 

2.49 to 2.92 kg/s, respectively, which are 

accompanied by 2 oscillation points. Air 

consumption is between 18.75 to 22.17 kg/s with 2 

oscillating points. As shown in Figure 8, the range of 

power fluctuations in the steady state is from 24.9 to 

29.3 MW with number of 2 oscillation points. 

At λ/LPP of 2, as can be seen in Figure 7, the 

amplitude of the engine speed fluctuations in the 

steady state is 75.18 to 78.92 rpm. The number of 

oscillation points is 8. Torque fluctuations interval is 

from 2.66 to 3.67 MNm with 15 oscillation points. 

Fuel consumption and CO2 emission are in the range 

of 0.72 to 1 kg/s and 2.24 to 3.114 kg/s, respectively, 

which are accompanied by 14 oscillation points. Air 

consumption is from 16.7 to 28.1 kg/s with 11 

oscillation points. As can be seen in Figure 8, the 

interval of engine power fluctuations in the steady 

state is from 21.9 to 29.5 MW. The number of 

oscillation points is 14. 

As shown in these figures, when fuel 

consumption increases, the air flow does not increase 

simultaneously, and the air consumption diagram 

shows a delay, which is due to the inertia of the 

turbocharger system and its response. When the 

propeller coming out of the water, an increase in 

propeller speed occurs and as a result the torque will 

decrease and the power has a decreasing trend. As 

soon as the ship's propeller is completely submerged 

in the water, the torque increases and the speed 

decreases. As a result, the decreasing trend of power 

becomes an increasing trend. The results related to 

changes in engine performance parameters and the 

number of oscillation points can be seen in Table 3. 

As can be seen, there is the highest number of 

oscillation points and on the other hand the highest 

changes in engine speed at λ/LPP of 2. At λ/LPP of 0.5, 

the largest changes in torque, fuel consumption, CO2 

emission and air consumption are observed. On the 

other hand, the smallest changes in engine speed, 

torque, fuel consumption, CO2 emission and air 

consumption can be seen at λ/LPP of 1.5. By 

comparing the results, it can be seen that as the λ/LPP 

ratio increases, the period of oscillations and the 

number of fluctuations in each period will also 

increase. At λ/LPP of 1.5, as can be seen from the  

 

TABLE 3. Changes in engine performance parameters 
λ/LPP 0.5 1 1.5 2 

Speed changes (rpm)/ 

number of oscillation 

points 

3/ 6 2.9/ 8 0.1/ 2 3.74/ 8 

Torque changes 

(MNm)/ number of 

oscillation points 

1.4/9 1.3/13 0.54/ 2 1.01/ 15 

Fuel consumption 

changes (kg/s)/ number 

of oscillation points 

0.41/7 0.39/12 0.14/ 2 0.28/ 14 

CO2 changes (kg/s)/ 

number of oscillation 

points 

1.28/7 1.22/12 0.43/ 2 0.874/14 

Air consumption 

changes (kg/s)/ number 

of oscillation points 

16.8/6 14.8/11 3.42/ 2 11.4/ 11 

Power changes (MW)/ 

number of oscillation 

points 

11.5/7 10.4/11 4.4 / 2 7.6/ 14 

 
 
responses, the graph is smooth and no fluctuations 

are seen in this case. 
 

 

5.CONCLUSION 
 

A very large crude oil carrier ship is successfully 

modeled and through implementation of Simulink 

environment, the behavior of the engine such as 

power, fuel consumption and the amount of 

emissions in dealing with waves at different 

wavelengths have been investigated. The validity and 

accuracy of the model were examined through the 

voyage report of a VLCC available. The accuracy of 

the model results with good compliance with the 

VLCC report shows that the model is reliable. In the 

modeling process, the various components of the 

ship, including the hull and forces on it, the engine 

and its components, the power transmission shafts 

and the propeller were considered. The study shows 

that the effect of waves with different wavelength on 

engine behavior cannot be ignored. The effect of 

changing the wavelength can be seen as fluctuations 

in the behavior of the engine, which can cause 

problems in the ship's powertrain system if repeated. 

The results of the effect of λ/LPP of 0.5, 1, 1.5 and 2 

in violent stormy sea conditions on the engine show, 

with the exception of λ/LPP of 1.5, in other cases with 

increasing λ/LPP, the number of oscillating points in  
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the behavior of the engine performance parameters 

increases. The least changes in engine performance 

parameters are seen at λ/LPP of 1.5, while with the 

exception of λ/LPP of 2, where the speed variations 

are higher than other λ/LPP values, the trend of 

changes in other engine performance parameters is 

decreasing with increasing λ/LPP values. As a result, 

the effects of waves with different wavelengths 

should not be neglected in the design phase of the 

ship's propulsion system. 
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Persian Abstract 

 چکیده 

 حاکم از روابط استفاده با کشتی سیستم از لمد یک منظور این برای. است شده پرداخته کشتی موتور رفتار بر دریا موج مختلف های موج تاثیرطول بررسی به تحقیق، رایند

 گردیده سازی پیاده   Matlab/Simulink   افزار نرم محیط  در کشتی  پروانه و پروانه به  موتور از  قدرت  انتقال های شفت موتور، ه،بدن از اعم کشتی مختلف بخشهای بر

 کشتی پیشرانش سیستم قدرت  تولید المان عنوان به موتور رفتار از دقیقتری تحلیل بتوان  تا هشد  لحاظ درمدل قدرت  انتقال های شفت پیچشی ارتعاشات  تحقیق، دراین. است

 کشتی طول  به  موج طول مختلف های نسبت  تأثیر تحقیق، دراین. باشد چشمگیرداشته تاثیر موتور دینامیکی لکردعمبر تواند می موج  تغییرطول دهد می نشان نتایج. کرد ارائه

(PPLλ/  )استثنای  به  دهد می  نشان  نتایج.  است  شده  بررسی  ثانیه بر متر  28.5  باد  سرعت  مترو  11.5  موج  ارتفاع  با  دریا  طوفانی  درشرایط  2  و  1.5  ،   1  ،  0.5  برابرPPLλ/  ربراب  

. یابد  می  کاهش  موج،  طول  افزایشبا  توان  و  2CO  انتشار  میزان  هوا،  و  سوخت  مصرف  گشتاور،  مانند  موتور   عملکرد  درپارامترهای  تغییرات   ،/PPLλدیگر  ،درنسبتهای  1.5

 به  موج  طول  نسبت  افزایش با    .یابد  می   هشکا  ات نوسان  دوره  موج،  طول  کاهش  با  دهد می   نشان  نتایج.  است  2  برابر  /PPLλ  به   مربوط  موتور  سرعت  در  تغییرات   بیشترین

  طول  رات یاثتت اهمی مطالعه این  .نمود مشاهده 1.5 برابر /PPLλ   در میتوان را نوسانی نقاط تعداد کمترین و یابد می افزایش موتور رفتار در نوسانی نقاط تعداد کشتی، طول

 . شود گرفته نادیده موتور انتخاب  و کشتی پیشرانه سیستم طراحی مرحله در نباید که کند می  برجسته را یا در فیزیکی پارامترهای مهمترین از یکی عنوان به دریا موج
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A B S T R A C T  
 

 

Face recognition has become a crucial topic in recent decades, which offers important opportunities for 

applications in security surveillance, human-computer interaction, and forensics. However, it poses 

challenges, including uncontrolled environments, large datasets, and insufficiency of training data. In 
this paper, a face recognition system is proposed to iron out the above problems with a new framework 

based on a hashing function in a three-stage filtering approach. At the first stage, candidate subjects are 

chosen using the Locality-Sensitive Hashing (LSH) function. We employ a voting system to select 
candidates via disregarding a large number of dissimilar identities considering their local features. At the 

second stage, a robust image hashing based on Discrete Cosine Transform (DCT) coefficients is used to 

further refine the candidate images in terms of global visual information. Finally, the test image is 
recognized among selected identities using other  visual information, resulting in further accuracy gains. 

Extensive experiments on FERET, AR, and ORL datasets show that the proposed method outperforms 

with a significant improvement in accuracy over the state-of-the-art methods. 

doi: 10.5829/ije.2021.34.08b.06 
 

 
1. INTRODUCTION1 
 
Within the past decade, face recognition has become one 

of the most powerful applications of image processing 

and visual surveillance systems [1]. Although face 

recognition systems have seen striking improvements, 

they are remarkably affected by several issues such as 

uncontrolled pose and illumination conditions, large 

volume of data, and computational complexity 

optimization [2,3].  

Performance of face recognition systems is 

significantly affected by its feature extraction step. 

Several feature extraction methods have been introduced 

in literature for face recognition, such as handcrafted 

feature like histogram of oriented gradients (HOG)  [4], 

local binary patterns (LBP) [5], and learned feature like 

Fisher Vectors Faces [6] and learning-based (LE) 

descriptor [7]. However, they may not achieve a suitable 

performance in uncontrolled scenarios and large volume 

of dataset. 

Image hashing is considered as an approach to cope 

with the limitations of face recognition [8]. Using  
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hashing functions, one can map high-dimensional 

data into low-dimensional codes. Because of their low 

memory usage and low computational cost, many 

hashing approaches have been proposed in literature to 

form compact codes for image representation. Modern 

hashing methods can be divided into two categories:  

data-dependent and data-independent. In data-dependent 

hashing methods, hashing functions are learned from data 

by preserving the data structure. Data-independent 

hashing methods, such as LSH [9], generate codes by 

using random projections. 

In this work, a new face recognition method is 

proposed using a multi-stage filtering framework. Our 

basic intuition is that if we disregard dissimilar identities 

to the query image using different visual information at 

different stages, a better result will be achieved. To solve 

the time complexity of the search strategy, an image 

hashing function is used in each stage. The performance 

of the proposed method is evaluated in several face 

recognition scenarios: face recognition in semi-
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uncontrolled conditions, aging condition, limitation in 

training data, and large datasets2.  

Indeed, the proposed method applies a cascaded 

filtering in three stages for analyzing different visual 

information in each stage using image hashing. A large 

number of dissimilar identities in terms of local visual 

information are disregarded in the first stage using the 

Locality-Sensitive Hashing (LSH) function. Then, image 

candidates are further refined by comparing their global 

features with the corresponding global feature from the 

query image, using an image hashing applied on Discrete 

Cosine Transform (DCT) coefficients of the images. 

Finally, by comparing the LBP features of the refined 

identities and the query image, the best matching 

candidate was chosen to recognize the query image from 

the database. Performance of the proposed face 

recognition method was evaluated using different 

datasets. Experimental results in this manuscript showed 

that the proposed method improves face recognition’s 

performance.  

Image hashing is useful for saving a remarkable 

amount of computational power by reducing features 

space  [8,10]. In addition,  the use of LSH in the first stage 

can also reduce the execution time of the search [9]. 

Another advantage of our three-stage filtering 

framework  is that it analyses different visual information 

of face images in each stage. The proposed method, with 

its low computational cost and high accuracy is suitable 

for face recognition in a large dataset. 

The rest of paper is organized as follows: section 2 

briefly reviews related works in face recognition. The 

proposed method is explained in section 3. Experimental 

results are illustrated in section 4. Finally conclusions are 

drawn in section 5. 

 

 
2. BACKGROUND 
 
One of the most crucial steps in designing a face 

recognition system is feature extraction. Existing 

descriptors referring to facial images are generally in two 

categories: global appearance descriptors and local image 

descriptors for face recognition [11]. While global 

features represent the whole appearance features in a 

vector, the local features consider fiducial points like the 

nose, eyes, and mouth and inherently possess orientation 

selectivity and spatial locality. Common local descriptors 

for face recognition include scale-invariant feature 

transform (SIFT) [12], LBP [5], and Gabor Wavelets 

[13]. The Principal Component Analysis (PCA) [14] and 

the Linear Discriminant Analysis (LDA) [15] are two 

 
2 MATLAB codes of the proposed method are available at  

https://www.dropbox.com/sh/jkn33y8pjgkzk7b/AAAirs4-

hxmvZhA1wPOEGV-da?dl=0. 

common methods to employ global descriptors for face 

recognition. 

Several promising face recognition approaches have 

been developed in literature using image hashing [16-18]. 

LSH is a classic hashing algorithm that generates hash 

code by random projection functions [19]. LSH is helpful 

when training data is insufficient. In this regard, some 

researchers have proposed various models using LSH. 

An efficient hashing method has been introduced by 

Cassio et al. [20]. They employed LSH along with Partial 

Least Squares (PLS) to achieve a high recognition rate 

with a high speed for face recognition. Recently, 

Dehghani et al. [21] have evaluated different versions of 

LSH according to different hash families. Also, many 

hashing based approaches have been proposed in face 

recognition. For example, a novel method for face 

recognition called Bayesian Hashing was proposed by 

Dai et al. [22]. They achieved competitive performance 

with low memory cost by generating binary codes. In 

order to obtain hash codes from face images, common 

techniques can be used such as DCT which is an 

exceptionally good way to express the visual contents of 

the image. Tang et al. [23] introduced a robust image 

hash code by hashing the DCT coefficients into a 

compact feature vector.  

Many face recognition methods have been proposed 

in recent years to cope with uncontrolled conditions 

[2,24,46,47]. These methods have achieved a high 

recognition rate under unconstrained conditions. 

Recently, some methods have been proposed for robust 

face recognition where each of them focused on a 

particular challenge for face recognition. Li et al. [25] 

proposed a framework called Recurrent Regression 

Neural Network (RRNN) to address sequential changes 

of images, including poses, by unifying two classic tasks 

of cross-pose face recognition. Extended Sparse 

Representation-based Classification (ESRC) was 

proposed by Deng et al. [26] to overcome occlusion and 

non-occlusion challenges leading to a high recognition 

result. Chakraborti et al. [27] proposed a novel feature 

selection method for face recognition using binary 

adaptive weights based on Gravitational Search 

Algorithm (GSA). They overcome several challenges of 

face recognition using local gradient patterns, the 

modified census transform, and LBP. A hybrid approach 

was introduced by Ouyang et al. [28] based on a 

combination of the Probabilistic Neural Networks 

(PNNs) and the Improved Kernel Linear Discriminant 

Analysis (IKLDA), resulting in encouraging recognition 

performance in face recognition. In another work, Dora 

et al. [29] extracted Gabor energy feature vectors from 

face images by introducing an Evolutionary Single Gabor 

https://www.dropbox.com/sh/jkn33y8pjgkzk7b/AAAirs4-hxmvZhA1wPOEGV-da?dl=0
https://www.dropbox.com/sh/jkn33y8pjgkzk7b/AAAirs4-hxmvZhA1wPOEGV-da?dl=0
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Kernel (ESGK) based filtering approach. Liao et al. [30] 

applied the Subspace ESRC (SESRC) and the 

Discriminative Feature Learning (LDF) in order to 

address some challenges in face recognition.  

In many face recognition approaches when the 

number of identities increases, the recognition rate 

considerably drops. Since the size of training data affects 

the performance of face recognition, many researchers 

focused on tackling this challenge in face recognition by 

considering a single sample per person for training [31], 

[32]. Zeng et al. [33] introduced a well-trained deep 

convolutional neural network (DCNN) model for face 

recognition using combing traditional and deep learning 

methods. Fisher Linear Discriminant Analysis (FLDA) 

was developed by Gao et al. [34] to estimate the intra-

class variance in datasets with a single sample per person. 

Also, Lu et al. [35] introduced a patch-based face 

recognition method called Discriminative Multi-

Manifold Analysis (DMMA). They achieved a high 

performance on a large dataset via segmenting the 

training samples to obtain patches and using them to learn 

discriminative features. 

Multiple feature extraction generally leads to high 

recognition performance. High-dimensional facial 

features can be extracted using several feature extractors. 

In this regard, some methods have been proposed to 

improve face recognition performance by employing 

multiple feature extractors. Schwartz et al. [36] employed 

a large set of feature descriptors for face identification 

and achieved a high recognition rate across varying 

conditions. Also, Liu et al. [37] presented a face 

recognition technique that extracts multiple features and 

acquired a good recognition rate.  

 

 

3. THE PROPOSED APPROACH 
 
In this paper, we proposed a new multi-stage filtering 

framework based on image hashing for face recognition. 

As mentioned before, the proposed method consists of 

feature extraction and recognition phases. In this section, 

initially, the feature extraction phase is explained. Then, 

the proposed face recognition method is described.   

 

3. 1. Feature Extraction Phase             In this phase, 

we first adjust the brightness and size of images to a 

normal standard. In order to detect the face area, the 

Multi-Task Cascaded Convolutional (MTCNN) 

algorithm is used [38]. This approach can precisely detect 

faces from a wide range of poses. To detect face and 

landmark locations, this framework implements a 

cascaded architecture with carefully designed deep 

convolutional networks.Then, the captured face is 

analyzed using  different visual information in parallel. 

Figure 1 shows the feature extraction phase. The SURF 

and LBP descriptors are used to extract local visual  

 
Figure 1. Diagram of the feature extraction phase for the 

proposed method 
 

 

information from the image. The DCT is also applied 

based on hashing functions to extract global feature 

associated with the image.  

The SURF descriptor extracts local features, which is  

robust to image scaling, translation, rotation, and to some 

extent is robust to 3D projection and illumination 

changes [39]. The SURF feature descriptor is a vector 

and its length is 64 in this research. Using local feature 

vectors from the gallery set, a set of randomized LSH 

tables are built.  In this case, a query feature vector can 

be mapped to a set of buckets in which nearest neighbor 

candidates with the corresponding identity can be found. 

Therfore, feature vectors from all the images are mapped 

to 𝐿 randomized hash tables 𝐺𝑖, i=1,...,L. In this regard, 

we employ P-stable LSH [9] which approximates the 

high-dimensional similarity search without any sub-

linear dependence on the size of data. This scheme is a 

hashing framework that maps close feature vectors to the 

same buckets with high probability, and keeps dissimilar 

features to different buckets of the table. P-stable LSH is 

a development version of LSH. It can be employed in d-

dimensional Euclidean space and has a better query 

response [9]. The following notation belongs to the 

extended P-stable LSH. We indicate the space 𝑅𝑑 with 

the Euclidean norm 𝑙2, and data set X, in any metric space 

with the point 𝑣 ∈ 𝑋 . 𝐵(𝑣, 𝑟) = {𝑞 ∈ 𝑋|𝐷(𝑣, 𝑞) ≤ 𝑟} is 

the ball of radius 𝑟 centered at 𝑣. 

Definition 1. A LSH family 𝐻 = {ℎ: 𝑆 → 𝑈} is called 

(𝑟, 𝑐𝑟, 𝑝1, 𝑝2)-sensitive for a distance measure if for any 

𝑣, 𝑞 ∈ 𝑆 

{
𝑖𝑓 𝑣 ∈ 𝐵(𝑞, 𝑟) 𝑡ℎ𝑒𝑛 𝑃𝑟[ℎ(𝑞) = ℎ(𝑣)] ≥ 𝑝1

𝑖𝑓 𝑣 ∉ 𝐵(𝑞, 𝑐𝑟) 𝑡ℎ𝑒𝑛 𝑃𝑟[ℎ(𝑞) = ℎ(𝑣)] ≤ 𝑝2
 

where 𝑝1 ≥ 𝑝2 and 𝑐 = 1 + 𝜀. 

The process of making a hash table is the process of 

applying a hash operation on each vector. Local feature 

hash tables in P-stable LSH are made using ℎ𝑗(𝑣) =

⌊
𝑎.𝑣+𝑏

𝑟
⌋, in which 𝑣 is a feature point,  𝑗 = 1, … , 𝑛 and 𝑎 

is a d-dimensional vector with entries selected randomly 
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and independently from a stable distribution; b is a real 

number selected uniformly from the range [0, 𝑟].  First,  

the high-dimension vector v is projected onto a real line 

which is cleaved into equal parts of size 𝑟. Then, 

regarding the segment it projects onto, the vector 𝑣 is 

assigned as a hash value. The reader can find more 

information regarding the P-stable LSH in literature [9]. 

The LBP captures the spatial structure of the local 

image texture [40]. The basic LBP operator labels the 

pixels of an image and uses the histogram of the labels as 

a texture descriptor. The idea behind using this descriptor 

is that we can see the images as a combination of micro-

patterns that are robust to illumination and rotation 

variations. A global description of the image is achieved 

by combining these micro-patterns. LBP  feature of each 

face is stored in lj, j=1,...,N, which 𝑁 is the number of 

images in dataset.  

Also, image hashing is applied on DCT coefficients 

of the images to extract global features. Low-frequency 

DCT coefficients are more essential than high-frequency 

coefficients in describing the image because they have 

larger values and contain the main part of the signal 

energy [41]. Hence, via the hashing, the less important 

frequencies are removed and the most important 

frequencies of the image are kept. For more information 

about this algorithm, we refer the reader to the work 

introduced by Tang et al. [23]. Similarly, each hash code 

is stored in 𝐷𝑗 , 𝑗 = 1, . . . , 𝑁, which 𝑁 is the number of 

images in dataset. Following the feature extraction phase 

for all cropped faces, the query face images can be 

recognized through the multi-stage filtering. 

 
3. 2. Recognition Phase               In order to recognize a 

query face, after resizing and cropping, the image is 

imported to a three-stage filtering framework.  The three 

stages of this framework are as follows.  

(1) In the first stage, local features are extracted from 

a query image, using the SURF descriptor. The similarity 

of extracted local features, between each feature of the 

query image and those from the gallery images, is 

specified using LSH. For each feature from the query 

image, its reverse normalized distances with the selected 

features using the LSH are considered as their associated 

weight to match with the gallery images. The votes to 

each feature from the query image are computed via 

summation of its weights to the features associtated with 

the gallery images [42]. Finally, a small percentage of 

identities with the highest number of votes are considered 

as similar candidate identities which are sent to the 

second stage to analyze their other visual information. 

For example, as it can be seen in Figure 2, we found 

identities whose local features are most similar to the 

local features of the query image. 

(2) Middle-stage refinement is believed to be extremely 

beneficial to find identities that are similar to the test 

image in terms of global visual information. Firstly, this 

level converts high-dimensional features of the query 

face into a much more compact representation using DCT 

coefficients. Then, it further refines the output result from 

the first level according to their extracted hash codes. The 

best matching candidates’ gallery for the test image are 

found by the k-nearest neighbors (KNN). 

(3) At the last stage, the query face is analyzed by 

another visual information. In this case, we apply the 

LBP algorithm to extract robust features from the images. 

Finally, the query face is recognized among the 

remaining subjects from the previous stages by using this 

information. The overall pipeline of the recognition 

phase is shown in Figure 3. For a given query image, a 

considerable number of the gallery images are filtered out 

in each stage, which saves the computational cost. 

 

 
4. EXPERIMENTAL RESULTS 
 
In this section, first, we introduce the face image datasets, 

including FERET, ORL, and AR. Then, the performance  

 

 

 
Figure 2. Most similar identities to the query image 

 

 

 
Figure 3. Overview of the recognition phase of the proposed 

method 
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of our method is evaluated by conducting several 

experiments. Finally, the running time of the proposed 

method is examineed to estimate its computational cost 

in face recognition. 

 

4. 1. Datasets: AR             This dataset includes over 

4000 faces corresponding to 70 males and 56 females. 

The pictures were captured in two different sessions 

which contain various illumination conditions, facial 

expressions, and occlusions. Sample images from the AR 

dataset are shown in Figure 4. 
ORL: This dataset contains 400 frontal face images 

from 40 people photographed at different times with 

differing illuminations, facial expressions, facial details 

and somewhat pose variation. Samples from the ORL 

dataset are illustrated in Figure 5. 

FERET: The FERET dataset contains 14,126 facial 

images from 1199 individuals. This dataset consists of 

different subsets of frontal images, quarter left, quarter 

right, profile left, profile right, half left, half right, and 

rotated images. The images were taken at different times 

and demonstrate variation including expressions, 

lighting, facial expressions, pose variation, and ages. 

Figure 6 demonstrates a number of sample images from 

this dataset.   

Combinatorial dataset: To evaluate the proposed 

method on a large dataset, we collected identity images 

from several available datasets and provided a 

combinatorial dataset.  For this purpose, images were 

collected from FERET, MUCT, PICS, FEI, and Face  94 

datasets. Faces in the collected dataset are mostly frontal, 

but they may differ in facial expressions and brightness. 

 

 

 
Figure 4. Sample images from the AR dataset 

 

 

 
Figure 5. Sample images from the ORL dataset 

 
Figure 6. Sample images of the second subset from FERET 

dataset 

 

 

The total number of identities in this collection is 1684 

with two samples per person. A number of samples from 

the data are shown in Figure 7. 

 
4. 2. Parameters Setting          The number of hash 

tables and the hash length of each bucket in the LSH 

algorithm are equal to 5. Likewise, the width of each 

bucket is 2. The number of nearest neighbors considered 

in each entry point is 10. In the DCT-based image 

hashing method, a 3 × 3 Gaussian filter is considered. As 

mentioned earlier, in the first stage of the recognition 

step, identifiers that are not similar to the filtered out test 

image. In this regard, the identities whose vote value is 

more than 65 percent of the highest voting value are 

considered for the next stage of recognition. 
 
4. 3. Recognition Rate         Here, different scenarios 

are considered and the proposed method is evaluated 

using the three datasets (i.e. AR, ORL, and FERET), and 

the results are compared with those from other recently 

developed face recognition methods.  

In order to evaluate the effects of the number of 

images per person on the recognition rate, we have 

conducted two different experiments on the AR and ORL 

datasets. In Experiment 1, we randomly chosen 50 

percent of the images from each identity for the feature 

extraction step, and the remaining were used for testing. 

But, in Experiment 2, 60 percent of the images from each 

identity were randomly selected for the feature extraction 

step and the rest for testing. Table 1 compares results of  
 
 

 
Figure 7. Sample images from the combinatorial dataset 
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different face recognition methods in Experiments 1 and 

2. The reason behind considering these two experiments 

is that we can train our method with a different number 

of data. In this case, the result can be more trustable. As 

can be seen, the proposed method achieved the highest 

recognition rates compared to other existing methods in 

both of the experiments.  In addition, the results showed 

more robustness of the proposed method compared to 

other methods in terms of reducing the number of training 

sample per person in the dataset. The hyphen (-) in the 

table indicates that no result was reported in the literature 

for the associated method in that experiment.      

Also, our proposed method is evaluated using the two 

different image subsets of the FERET dataset. The first 

subset contains 990 identities with 1980 face images 

which each individual has two samples that are frontal 

with two different expressions. Using this subset, our 

method can easily be assessed when only a single sample 

per person is available. We obtained the highest 

recognition rate on the first subset of FERET dataset 

which can be seen in Table 2. In the second subset, the 

performance of the proposed method is  evaluateed using 

4017 face images from 994 individuals.  This subset 

includes more images with challenges of variation 

including lighting, facial expressions, pose variation of 

±15º, ±25º, and ages. Table 3 shows the comparison 

results on the second subset. Other existing approaches 

have considered a subset with a less number of identities. 

In order to compare the performance of our method with 

them, we achieved the result with their subset too. 

Also, our method obtained a 96.62 percent 

recognition rate in the combined dataset. Figure 8 shows 

the variation of the recognition rate with a number of 

identities using the proposed method on this dataset. 

 

4. 4. Running Time          Next, we evaluate the running 

time of our proposed method on the second subset of the 

FERET dataset. The experimental set-up is on a 64-bit 

 

 
TABLE 1. Recognition rate of different methods on ORL and 

AR 

Name of method 
Experiment 1 (%) Experiment 2 (%) 

AR ORL AR ORL 

SVM [42] 87.31 78.47 85.68 75.77 

SRC [43] 96 - 95 - 

LBP [40] - 88 - 83 

LGP+BAW-GSA [27] - 92.5 - 90.7 

IKLDA + PNN [28] 97.46 93.95 95.86 91.44 

PLSH [9] 80 94.16 78 92.33 

ESGK [29] - 97.5 - 96 

Proposed method 98 100 96.08 100 

TABLE 2. Recognition rate of different methods on the first 

subset of FERET 

Method 
Number of images 

in dataset 

Number of 

identities 

Accuracy 

(%) 

ESRC [26] 1400 200 51.60 

LBP [5] 1400 200 74.90 

RRNN [25] 1400 200 77.90 

PCA [44] 1400 200 83.16 

ESGK [29] 1400 200 84.5 

PCA & LDA [45] 1400 200 86.10 

SESRC & LDF [30] 1400 200 93.75 

Proposed 1400 200 95.04 

Proposed 4017 994 93.29 

 

 

TABLE 3. Recognition rate of different methods on the second 

subset of FERET 

Method 
Number of 

images in dataset 

Number of 

identities 

Accuracy 

(%) 

FLDA-SVD [34] 400 200 90.5 

DMMA [35] 400 200 93 

TDL [33] 400 200 93.9 

Proposed 400 200 98 

NNMF [32] 1980 990 92.73 

Proposed 1980 990 97.29 

 

 

 
Figure 8. Recognition rate of the proposed method 

regarding to the number of identities in the combinatorial 

dataset 

 

 

Windows operating system using the Intel Core i5 with 4 

GByte RAM. All the programs were performed in 

MATLAB. In some cases, the test image is recognized in 

the first stage, hence there is no need to analyze them in 

the other stages. Figure 9 shows the impact of increasing 

the number of identities on recognition time. As shown 

The process of changing accuracy 
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in the figure, when the number of identities increases, the 

recognition time increases almost linearly.  

Figure 10 shows samples of wrong recognition using 

the proposed method. As can be seen, even humans may 

consider the faces shown in each row to be similar. 

 

 

 
Figure 9. Running time of the proposed method regarding 

to the number of identities in the combinatorial dataset 

 

 

  

  

  
(a) test image (b) wrong recognition 

Figure 10. Some samples of wrong recognition in the 

proposed method. The left hand images were applied to the 

method and the right hand images were wrongly retrieved 
 

 

5. CONCLUSION 
 

In this paper, we have proposed a novel three-stage 

filtering framework for human face recognition. In this  

approach, different feature extraction methods are used 

to analyze different visual information in each stage. A 

hashing function is used for feature extraction to reduce 

computational cost and improve accuracy of the 

proposed face recognition system. The merits of the 

proposed method are: (i) easy implementation; (ii) better 

performance than state-of-the-art methods across various 

face recognition scenarios; (iii) good performance when 

a single sample per person is available; (iv) scalable to 

the incremental enrollment of identities in the gallery; (v) 

significantly reduced the time complexity in face 

recognition. Several experiments were conducted on 

different datasets to evaluate the performances of the 

proposed face recognition in terms of changes in facial 

expressions, illuminations and pose variation, and 

perspective variations. The result shows that the 

proposed method outperforms current state-of-the-art 

methods. 
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Persian Abstract 

 چکیده
 یت ینظارت امنی و  قانون  یپزشک،  وتریتعامل انسان و کامپاز جمله    های مختلفتحقیقاتی، کاربردهای فراوانی در حوزههای  ترین زمینهعنوان یکی از مهم سیستم شناسایی چهره به

گیری از بهرهمقاله، با   ین. در امواجه هستند یآموزش یها دادهبودن  یبزرگ و ناکاف یها کنترل نشده، مجموعه دادهی یطمحشرایط از جمله  ییهاچالشها با سیستماما این  .دارد

از  ،  این روش  اول  یدر مرحله.  آییمفائق میبه مشکلات    سازی تصویر درهمبر    ی مبتنای  سه مرحلهگذاری  فیلتر   جدید و به کمکی  شناسایی چهرهچارچوب    یک تعدادی 

 مون تصویر آز  امشابه بغیرتعداد زیادی از افراد    ،یریگ  یرأ  یستمس  یکاز  با استفاده  طوریکه  به.  دنشویمانتخاب    (LSH)  مکانحساس به    سازیدرهمعملکرد    یقاز طر   هاهویت

  یشتر ب  بررسی   یبرا  ( DCT)ینوسگسسته کس  یلتبد  یببر اساس ضرا  یقو  یرتصو  ساز تابع درهم  یکاز  ،  دوم  ی. در مرحلهشوندمیحذف    نگردیدگاه بصری جزئیاز نظر  

 ه ماندیافراد باق  نیآزمون از ب  ریتصو  ،دیگر  نگریک دیدگاه بصری کلی، با استفاده از  مرحله   یندر آخر  .کنیممیاستفاده    نگردیدگاه بصری کلیاول از نظر    یمرحله  هایکاندید

 .داردموجود  یهاروش نسبت به ی عملکرد بهتر یشنهادیدهد که روش پینشان م ORLو  FERET  ،AR یهامجموعه داده یبر رو نتایج آزمایش. شودیم ییشناسا
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A B S T R A C T  
 

 

With the industrial revolution, many inventions have been introduced with many solid waste materials 

in return. This study investigates the potential recycling of waste plastic sheets, made from low-density 

polyethylene, as asphalt modifier in the paving mixture.  The shredded plastic sheet was used in the 
asphalt mixture via the wet process. The dosage rate was set up to 9 % by weight of asphalt binder (0,3,6, 

and 9)%. The experimental program was designed to assess the mechanical properties (Marshall stability 

and flow, and volumetric properties), durability, and short-term aging of asphalt mixtures, in addition to 
economical assessment. The test results revealed the applicability of using this solid waste material in 

paving construction as a surface layer, since its usage enhances the pavement performance by increasing 

stability, index of retained strength, and volumetric characteristics before and after aging as well as 
saving in cost. The best enhancement can be achieved with 6% of recycled low-density polyethylene. 

doi: 10.5829/ije.2021.34.08b.07 
 

 
1. INTRODUCTION1 
 

Works on the polymer-modified asphalt mixture have 

been increased in recent years [1-6]. Researchers 

recommended using polymers to enhance pavement 

performance to accommodate local traffic and weather 

conditions and avoid the common types of distresses. 

With the industrial revolution and the advance of material 

science, more materials and polymers have been 

introduced and used in every detail of life. Some of these 

materials are non-biodegradable like plastics. In other 

words, it would be stuck in dump places for hundreds of 

years and cause real risks to the environment as land and 

marine pollution. The presence of microplastic in the 

seawater threatens the aquatic organisms, thereby 

disrupting the bio-system [7]. Moreover, soil 

contamination with microplastics may damage the health 

of the flora-fauna ecosystem. And these plastic particles 

would intake by the human body through food chains [8]. 

To alleviate these concerns, these materials are recycled 

by crushing and using again as secondary paving 

materials. Apart from virgin polymers, incorporating 
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waste polymers has also been revealed to improve the 

asphalt pavement properties to a level similar to that 

observed with virgin polymers besides its potential 

sustainable practice [9]. Researchers in the field of 

pavement engineering used recycled expanded 

polystyrene as Al-Haydari and Masued [10]. They 

noticed a reduction in Marshall properties and increasing 

moisture resistance with the inclusion of this recycled 

polymer. Whereas, Ramadan et al. [11] enhanced binder 

performance in terms of rutting resistance to achieve 

mixtures that can sustain up to 64°C temperatures with 

styrofoam incorporation. Additionally, Al-Haydari and 

Al-Haidari [12] and Naghawi et al. [13] utilized recycled 

polyethylene terephthalate to enhance the mechanical 

properties, tensile strength, and moisture damage 

resistance of the hot mix asphalt. Mosa et al. [14] also 

used this type of additive to modify the warm mix asphalt 

performance in terms of rutting resistance in addition to 

other mechanical properties. 

Plastic bags, characterized as low-density 

polyethylene (LDPE), are widespread plastic polymers 

that can be shredded to 5 mm× 5mm particles or smaller 
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and used in paving layers. It can be used in form of pellets 

or flakes. However, Angelone et al. [15] recommended 

using LDPE as flakes in the paving mixture. Singh et al. 

[16] stated that the inclusion of shredder polyethylene to 

the asphalt mixture enhances the volumetric properties, 

Marshall stability, and flow for the mixture. Also, it 

improves the recovered asphalt binder in terms of 

complex modulus and phase angle. Similarly, El-saikly 

[17] recommended using waste plastic bags as a modifier 

for pavement mixture as well as a sustainable practice. 

To sum up, Wu and Montalvo [9] summarized most of 

the studies conducted on the utilization of recycled LDPE 

on asphalt mixture. They stated that there is a common 

consensus among researchers that recycled LDPE can 

enhance the mixture resistance to rutting, fatigue, and 

moisture susceptibility. However, resistance against 

thermal cracking is still problematic. To solve this 

problem, using waste oil as facilitator can possibly 

improve the aging resistance and reduce thermal cracks, 

as well as enable the engineers to use an extra amount of 

the recycled LDPE, as stated by Nouali et al. [18], even 

with reclaimed asphalt pavement [19]. 

In Iraq, it is estimated that the population provides 

31000 tons of solid waste daily with the capacity to 

dispose of 4000 tons per day only [20]. Most of the trash 

is waste plastics. This discrepancy in solid waste 

production and disposing necessitates the local 

government to find a suitable management system to 

overcome these challenging environmental tasks. 

Moreover, most of the LDPE-modified pavement 

mixtures studies did not take into consideration the 

change in mixture properties during the mixing and 

construction process. The plastic is affected by 

temperature change during mixing and compacting for 

the surface paving layer. This change in behavior would 

affect the pavement mixture performance. Thereby this 

research aims to investigate the short-term aging to 

simulate the mixture behavior when mixed, placed, and 

compacted in the field. In addition, the effect of weather 

through moisture susceptibility on this layer (durability) 

of hot mix asphalt containing recycled plastic sheets, 

made from LDPE, besides its cost-effectiveness are the 

main focus of this study. 

 
 

2. MATERIALS 
 
2. 1. Conventional Paving Mixture          The materials 

used for asphalt concrete pavement are natural quartz 

aggregate with a maximum nominal aggregate size of 

12.5mm, limestone dust with a 2.78 specific gravity of 

mineral filler, and (40-50) penetration grade of asphalt 

binder. All these materials were individually tested 

following ASTM C127 and C128 procedures for coarse 

and fine aggregate respectively, to ensure that it complies 

with Iraqi`s specifications for roads and bridges [21]. 

Test results are reported in Table 1. Besides, aggregate 

gradation is presented in Figure 1.  

 

2. 2. Recycled LDPE Polymers            The used modifier 

is the shredded plastic bags, made from low-density 

polyethylene, which is globally available and non-

biodegradable material. Thermoplastic monomer 

ethylene, recycled low-density polyethylene LDPE 

polymers, have been used in this study from shredded 

plastic sheets, in a wet process as partial replacement of 

asphalt binder. The dosage rates, used in this 

investigation, are 0, 3, 6, and 9% of asphalt weight. 

Material descriptions are presented in Table 2. 
 

 

3. EXPERIMENTAL PROGRAM 
 
The initial stage of the experimental program is to find 

the optimum asphalt content that satisfies most of the 
 

 

TABLE 1. Physical properties of aggregate 

Property Coarse Aggregate Fine Aggregate 

Apparent specific gravity 2.69 2.68 

Bulk specific gravity 2.62 2.63 

water absorption, % 0.49 0.61 

Los-Angeles abrasion, % 27.1 --- 

 

 

 
Figure 1. Gradation of aggregate in wearing layer III 

 
 

TABLE 2. Properties of the LDPE waste material 

Property Measure 

Chemical formation (-CH2-CH2-)n 

Tensile strength (N/mm2) 0.2 – 0.4 

Density (gm/cm3) 0.91 - 0.94 

Thermal expansion coefficient  100 – 220 × 10-6 

Softening point (°c)  100-120 °c 

Melting point (°C) 110 
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desirable characteristics of the asphalt concrete mixture. 

Triplicate samples were prepared in accordance with 

ASTMD 6926 [22] at varying asphalt content (4-6) % of 

mixture weight with 0.5% interval, and tested in 

accordance with ASTMD 6927 [23]. From test results, 

5% is found the optimum binder content the revealed 

higher stability and bulk density, lower flow, with 

accepted range of voids ratio. 

To study the effect of the recycled LDPE on 

durability and aging of HMA, three sets were prepared as 

illustrated in Figure 2. The HMA samples were prepared 

by heating aggregate and asphalt binder at (160, and150) 

°C, respectively. Then, it was mixed together for 

approximately two minutes to ensure wetting and 

covering of all aggregate particles. The first two sets were 

compacted by Marshall hammer for 75 blows for each 

side. While the third set was placed in the oven before the 

compaction stage to prepare the mixture for short-term 

aging.  

The work plan for this research is presented in Figure 

2.  
 

3. 1. Durability         in bituminous mixes can be assessed 

through water sensitivity. Index of retained strength 

(IRS), the loss of pavement serviceability due to the 

presence of moisture is usually used for durability 

estimation. IRS is the stability ratio of water-conditioned 

samples to the unconditioned ones. [24] 

IRS=
𝑺𝟐

𝑺𝟏
× 𝟏𝟎𝟎% (1) 

where, IRS: Index of Retained Strength, %, S1: Marshall 

stability of the standard specimens, (S wet, 60°C, and 30 

min.) KN, and S2: Marshall stability of the wet 

specimens, (S wet, 60°C, and 24 hrs.) KN. 

The higher IRS value is the more resistance to water 

damage mixture.  

A total of 8 sets of Marshall specimens of Hot Mix 

Asphalt stabilized with recycled LDPE additives (0, 3, 6, 

and 9) % by weight of asphalt, were prepared and divided 

into two groups (4 specimens each). The first group was 

immersed in a water bath at 60°C, for 24 hours 

(conditioned sample). The samples were then removed 

from the water bath to be tested for Marshall Stability at 

60°C. Another set of samples (unconditioned sample) are 

immersed in a water bath at 60°C for a half-hour, then 

tested at 60°C.  

 

3. 2. Aging           The short-term aging of the asphaltic 

paving mixture is used to simulate the effect of plant 

mixing and construction on the mechanical properties of 

the asphalt mixture. This test was conducted under 

AASHTO R30 [25] designation.  

The same procedure that has been adopted to prepare 

the control mixture was used except the oven- condition 

stage. The loose mixtures were spread in a pan to an even 

thickness of 20-50mm. The pans containing the loose 

mixtures were conditioned in the oven at 135℃ 

temperature for 4 hours. During the condition period, the 

loose mixtures were stirred every 60 minutes to ensure 

uniform conditioning. After the conditioning periods, the 

mixtures were removed from the oven and compacted by 

a Marshall hammer in the same procedure that has been 

adopted for the control mixture. 

 
 

4. RESULTS AND DISCUSSION 

 

4. 1. Analysis of Modified Bitumen         The properties 

of the standard and LDPE-modified asphalt binder were 

investigated through the traditional tests for the asphalt, 

like penetration [26], ductility [27], and softening point 

[28] tests. The blending dosage rate was limited to 9% as 

a partial replacement by the weight of the asphalt. 

Through visual observation, an extra amount requires 

more heating and energy during blending, which is not a 

cost-effective solution. Thereby, the mixes were prepared 

 

 

 
Figure 2. Flow-chart for the experimental program 
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and tested with a concentration of (0, 3, 6, and 9) % by 

weight of asphalt. The test results are summarized in 

Table 3. 

The chemical function of asphalt is similar to plastic 

which is a hydrocarbon. When the plastic polymers are 

induced to asphalt, it works as modifiers. This modifier 

does not chemically react with base asphalt, but it is 

dispersed and absorbed by the asphalt component. So, 

compatibility is the main requirement to ensure 

homogeneity in the asphalt medium without stratification 

or cohesion, or separation from each other [9].  
Table 3 summarized the penetration and ductility of 

modified binders substantially decrease with an increase 

of blending dosage rate. This resulted in losing 

workability, thus required more heating to reach the 

required viscosity that can cover all aggregate particles. 

This behavior is also noted by Nouali et al. [18]. 

However, adding plastic to the asphalt binder increase the 

plasticity and toughness of the mixture. It is also noticed 

an increase in penetrability index which indicates that the 

mixture would have higher temperature stability [29]. 

That means less affected by temperature variations. 
 

4. 2. Analysis of the Modified Mixture          All the 

essential tests were performed according to ASTM 

D6927 [23], ASTM D 2726 [30], and ASTM D [31] to 

highlight the physio-mechanical behavior of the LDPE-

modified mixture. The test results are illustrated in Figure 

3. Obviously, addition of recycled LDPE enhance the 

mixture properties by increasing stability and bulk 

density and reducing the flow value besides keeping 

other volumetric properties with the prescribed limits 

recommended by Iraqi`s specifications for roads and 

bridges [21].  

This enhancement may be attributed to the bonding 

ability of the recycled plastic polymer. Since recycled 

polyethylene works as a “glue” [16] to bond aggregate 

particles and strengthens the aggregate-binder matrix. 

 

 
TABLE 3. Physical properties of the standard and modified 

asphalt binders 

LDPE-dosage Penetration Ductility 
Softening 

point 

Penetration 

Index 

Test methods 

[units] 

25℃, 100g, 5 

s [0.1mm] 

25℃ [0.1 

cm] 
℃ [1℃]  

0% 43 125 56 -0.16 

3% 39 101 60 0.43 

6% 31 87 69 1.52 

9% 26 63 73 1.76 

Iraqi`s 

specification* 
40-50 >100 50-60 ---- 

* Iraqi specification of roads and bridges SCRB [21] 

Although, there is a reduction in pavement performance 

with a 9% of LDPE rate as compared to the previous rate. 

However, the laboratory test results are still within the 

required limit of the Iraqis specifications [21] and better 

when compared with the reference mixture. This 

reduction in performance of the 9% mixture could be 

attributed to the reduction in LDPE-modified asphalt 

characteristics as penetration and ductility values. This 

means that the binder is stiffer and having higher 

viscosity that could not cover all aggregate particles. 

These deficiencies in the aggregate covering cause 

improper compaction that can be inferred from other 

volumetric characteristics as lower density,  and higher 

air voids.  

 

 

 
A: Marshall Stability 

 
B: Marshall Flow 

 
C: Bulk density 
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D: Air voids 

 
E: Voids in mineral aggregate 

 
F: Voids filled with asphalt 

 
G: Marshall Quotient 

Figure 3. Effect of LDPE on Phsiomechanical properties of 

Asphalt Mixtures 

4. 3. Durability             is the ability of a material to 

sustain weather conditions [32]. For pavements, moisture 

is a fundamental parameter that causes pavement 

deterioration in a form of moisture damage (stripping) 

distress [33]. The moisture sensitivity of the control and 

the recycled LDPE-modified mixtures was evaluated 

following ASTM D 6927 [23] specification. This test 

assesses the loss in cohesion resulted from water 

ingression through the mixture. The Marshall stability of 

the conditioned and unconditioned samples with the 

selected LDPE dosage rates with the corresponding 

Index of retained strength IRS are presented  in Figure 4. 

The test results indicates that the IRS increase with 

increasing LDPE ratio, and the rate of increase in the 

index of retained strength is improving significantly with 

9% of recycled LDPE material. This behavior is also 

remarked by other researchers [16]. They attributed this 

behavior to the bonding ability of the polyethylene 

polymer with aggregates particles, acting as glue to bind 

the aggregate particles together and reduce waste ingress. 

Since the moisture damage depends not only on the 

aggregate mineralogy but also on asphalt-aggregate 

interaction as well as other volumetric properties and the 

layer film thickness [12]. Enhancing these characteristics 

would result in improving the moisture resistance of the 

paving mixture. Noticeably, the addition of any type of 

recycled plastic polymer enhances the pavement 

properties against moisture damage [12, 34], especially 

when using the wet method of mixing. 

 

4. 4. Short-term Aging            Volumetric properties of 

the mixture are essential in predicting the performance of 

the pavement service life since they affect durability. 

After the aging process, the asphalt binder loses the 

volatile materials through oxidation and volatilization, 

thereby reducing its volume, and increase its viscosity 

[35]. Subsequently, decreasing the mixture weight, and 

density. This behavior is clearly noticed in Figure 5. 

Figure 6 shows the effect of short-term aging on 

Marshall stability, flow, and quotient which is the ratio 
 

 

 
Figure 4. Marshall stability, and retained stability for control 

and conditioned samples 
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A: Density 

 
B: Voids filled with asphalt 

 
C: voids in the total mixture 

 
D: voids in mineral aggregate 

Figure 5. Effect of recycled LDPE and short-term aging on 

volumetric properties of asphalt mixture 

 
A: Stability 

 
B: Flow 

 
C: Quotient 

Figure 6. Effect of recycled LDPE and short-term aging on 

Marshall stability and flow of asphalt mixture 

 

 
of Marshall stability to flow [15]. The aging process 

causes loss of volatiles that makes the asphalt binder and 

mixture stiffer and can resist deformation. This behavior 

is inferred from increasing Marshall stability, and 

quotient values, and decreasing flow values. Moreover, 

the percent change in the modified mixture is less than 

that observed in the control mix. The LDPE, when mixed 

with asphalt binder, disperses and absorbed by its 

components [9] making the maltene phase stiffer and less 

susceptible to aging. This behavior has been also inferred 

from the penetrability index, presented in Table 3, which  
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shows an increase in this value with increasing dosage 

rate of LDPE. So, it can be concluded that the LDPE-

modified paving mixture is less susceptible to 

temperature. Especially, at high temperature that causes 

rutting, which is the common type of distress in Iraq [36]. 

 

4. 5. Economic Analysis        The important aspect of 

sustainable production is the economic assessment to 

show the cost-effectiveness of a specific intervention. 

Therefore, a quantity calculation and cost analysis were 

implemented and explained in Table 5. The assumptions 

were set as 1 km of a four-lane highway, with a surface 

thickness of 50 mm. The savings are presented in Table 

6 in terms of the quantity of materials per m3 of the 

mixture with their corresponding cost. 

A cheaper and eco-friendlier material could be 

achieved by incorporating recycled LDPE in the paving 

mixture as a surface layer. 

 

 
TABLE 5. Design parameters for the assumed road section 

Design Parameters Values 

Length of pavement section 1 km 

Number of lanes 4 

Width of lane 3.6 m 

Thickness of surface layer 5 cm 

Volume of pavement mixture 
length × width × thickness 

= 720 m3 

Approximate density of surface layer 2400 kg/m3 

Percentage of asphalt binder 5% 

Quantity of asphalt binder  

volume × mix density × 

binder percentage = 86400 

kg = 86.4 ton 

Quantity of asphalt binder for 1m3  86400 kg/720 m3 = 120 kg 

Bitumen cost 0.5$/kg 

 

 
TABLE 7. Description of saving in binder volume and cost 

LDPE 

rate 

The required 

quantity of 

bitumen (kg/ m3) 

Quantity of 

bitumen saving 

(kg/ m3) 

Saving cost 

($/m3) 

0 % 120 0 0 

3 % 116.4 3.6 1.8 

6 % 112.8 7.2 3.6 

9 % 109.2 10.8 5.4 

 

 
5. CONCLUSION 
 
The hot mix asphalt with different percentages of 

recycled low-density polyethylene had been prepared and 

tested for Marshall stability and flow and other 

volumetric properties. Another set was immersed in 

water to measure its durability, whereas the other set was 

conditioned in the oven before compaction to test the 

short-term aging. Based on test results, the main 

conclusions can be highlighted as: 

▪ The partial replacement of asphalt binder by 

recycled LDPE enhances Marshall properties and 

maintains other volumetric properties to the 

specified limits. Additionally, the resistance to 

moisture damage increases. 

▪ The addition of LDPE to asphalt mixture via the wet 

process improves the aging characteristics of the 

short-term aged mixture. 

To sum up, utilization of waste materials as 

plastic bags or sheets, made from low-density 

polyethylene, extends pavement service life by 

enhancing pavement properties in terms of mechanical, 

and physical properties, durability, aging, and provides 

an economical and eco-friendly paving material and 

maintain a sustainable environment.  
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Persian Abstract 

 چکیده 
مواد زائد جامد در ازای آن ارائه شده است. این مطالعه بازیافت بالقوه ورق های پلاستیکی زباله ، ساخته شده از پلی  با انقلاب صنعتی ، بسیاری از اختراعات با بسیاری از  

شد.  مخلوط آسفالت استفاده    اتیلن با چگالی کم ، به عنوان اصلاح کننده آسفالت را در مخلوط روسازی بررسی می کند. ورق پلاستیکی خرد شده از طریق فرآیند مرطوب در

ت مخلوط های از وزن چسب آسفالت تنظیم شد. این برنامه آزمایشی علاوه بر ارزیابی اقتصادی ، برای ارزیابی خصوصیات مکانیکی ، دوام و پیری کوتاه مد  9میزان دوز تا  

د زیرا استفاده از آن با افزایش پایداری ، شاخص مقاومت  آسفالت نیز طراحی شده است. نتایج آزمون کاربرد استفاده از این مواد زائد جامد در ساخت روسازی را نشان دا

پلی اتیلن با چگالی کم بازیافت شده ،    ٪6حفظ شده و خصوصیات حجمی قبل و بعد از پیری و همچنین صرفه جویی در هزینه ، عملکرد روسازی را افزایش می دهد. با  

 بهترین پیشرفت را می توان بدست آورد.
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A B S T R A C T  
 

The metal-organic frameworks (MOFs) due to their large specific surface area and high biocompatibility 

are suitable as carriers for drug delivery systems (DDSs).  In the present study, doxorubicin (DOX) as 
an anticancer drug was loaded into UiO-66-NH2 MOFs to decrease the adverse side effects of pristine 

DOX use and to increase its efficiency through the controlled release of DOX from MOFs. The MOFs 

were synthesized via microwave heating method and characterized using X-ray diffraction, scanning 
electron microscopy, and Brunauer-Emmett- Teller analysis. The drug loading efficiency, drug release 

profiles from synthesized MOFs and pharmacokinetic studies were investigated. The biocompatibility 

of drug-loaded-UiO-66-NH2 MOFs was also evaluated by their incubation in L929 normal fibroblast 
cells. The average particle sizes of UiO-66-NH2 MOFs and DOX loaded-MOFs were found to be 175 

nm, and 200 nm respectively. The Brunauer-Emmett- Teller surface area of UiO-66-NH2 MOFs and 

DOX (100 μg mL-1) loaded-UiO-66-NH2 MOFs were estimated to be 1052 m2g-1, and 121 m2g-1, 
respectively. The synthesized MOFs exhibited high capability for the controlled release of DOX from 

MOFs as a pH sensitive carrier. The DOX release data were best described using Korsmeyer-Peppas 

pharmacokinetic model (R2≥0.985).  The cell viability of synthesized MOFs against fibroblast normal 
cells was found to be higher than 90%. It could be concluded that the UiO-66-NH2 MOFs could be used 

as an effective pH sensitive carrier for loading anticancer drugs. 

doi: 10.5829/ije.2021.34.08b.08 

 
1.INTRODUCTION1 
 

The main challenges of traditional drug delivery systems 

are their poor controlled release and low dosage of 

anticancer agents in targeted tissue [1]. Furthermore, the 

use of pristine anticancer drugs due to their high toxicity 

and adverse effect on normal tissues is limited [2]. For 

example, although doxorubicin (DOX) as an anticancer 

agent has been applied for the various cancers treatment 

such as lung, brain, prostate, breast, and skin; its use is 

associated with many limitations such as toxic side 

effects and the low therapeutic efficiency due to its low 

half time of 1.8 h [3]. To reduce the adverse effects of 

DOX to patients and to increase the chemotherapy 

efficacy, various drug delivery systems such as hydrogels 

[3], liposomes [4], micelles [5], nanofibers [6], and 

 
*Corresponding Author Institutional Email: hasanzadeh@srbiau.ac.ir 
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inorganic materials [7] have been developed for 

controlled release of DOX. Among inorganic materials 

used in biomedical applications such as carbon based-

materials [8], metal oxides [9], zeolites [7], silver [10], 

and metal-organic frameworks (MOFs) [11-14], MOFs 

as a new class of crystalline porous materials due to their 

higher specific surface area, and large porosity in 

compare to other inorganic materials have been 

developed for biomedical applications. The nanosized-

MOFs (NMOFs) exhibited unique physicochemical 

properties such as the higher specific surface area in 

compare to the micrometer scale of MOFs which provide 

the high loading of drugs and high chemotherapeutic 

efficacy [14, 15]. Various NMOFs such as ZIF-8 [16], 

MIL 101 [17] and UiO-66 [18, 19] have been used for 

drug delivery systems. UiO-66 consisted of [Zr6O4(OH)4] 
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octahedral (11 Å) and tetrahedral (8 Å) cages in 1:2 ratio 

and 1,4-benzenedicarboxyle acid (H2bdc) ligands is 

synthesized by various methods such as hydrothermal, 

solvothermal, microwave and microreactor technology 

[20].  The heterogeneous reaction takes place under high 

pressure and high temperature conditions in the 

hydro/solvothermal methods which could be resulted in 

generation of large crystals with microsized particles 

[21]. The ultrasonic method provides the changes in the 

physicochemical properties of molecules under 

ultrasonic irradiation ranging from 20 kHz–10 MHz. 

However, the rate of sonochemical reduction completely 

depends on the ultrasonic frequency and thus, the heat-

sensitive materials cannot withstand the acoustic 

cavitation at higher ultrasonic frequency [22, 23]. The 

microwave heating method has advantages over other 

synthetic methods such as the use of lower temperature, 

shorter reaction time, control of morphology and phase 

as well as the synthesis of finer particles with higher 

specific surface area [24]. Furthermore, the uniform 

absorption of energy throughout the entire volume of 

MOFs compared to conventional oven heating methods 

leads to homogeneous nucleation and reduction in 

crystallization time followed by production of the 

microporous MOFs for loading of the high content of 

drug [25]. Whereas, the longer time of conventional 

methods for MOFs synthesis leads to the production of 

microsized-MOF particles with lower high specific 

surface area [26].  

UiO-66 as a zirconium-based MOF has unique 

properties such as high mechanical properties and water 

stability which facilitate its use for environmental and 

biomedical applications [27-29]. UiO-66 MOFs due to 

having high stability in aqueous solutions and 

bloodstream as well as high biocompatibility could be 

considered as an ideal candidate for drug delivery of 

anticancer drugs such as DOX, paclitaxel, etc. [29, 30]. 

Moreover, the presence of open cavities in the UiO-66 

MOF matrix led to incorporate the high content of drug 

molecules. Furthermore, UiO-66 MOF could be 

considered as a pH-sensitive carrier for the controlled 

release of anticancer agents into the cancer tissues [29]. 

The delivery of calcein as a hydrophilic drug into the 

UiO-66 MOF was studied by the Orellana-Tavra et al. 

[30].  Nasrabadi et al. [19] synthesized the UiO-66 metal-

organic framework nanoparticles via a solvothermal 

method for the controlled release of ciprofloxacin. In the 

present study, DOX anticancer drug was loaded into 

UiO-66-NH2 MOFs synthesized by the microwave 

heating method. The synthesized UiO-66-NH2 MOFs and 

DOX loaded-UiO-66-NH2 MOFs were characterized 

using XRD, SEM, and BET analysis. The drug loading 

efficiency, drug release, and kinetic studies were 

investigated.   

 

 

2. MATERIALS AND METHODS 
 
2. 1. Materials              2-Aminoterephthalic acid (BDC-

NH2, purity ≥ 99.9%), and zirconium chloride (ZrCl4, 

purity ≥ 99.9%) were supplied from Sigma–Aldrich 

(Germany). N,N Dimethylformamide (DMF, 

purity≥99.0%), and hydrochloric acid (HCl, 37%) were 

purchased from Fluka (Switzerland). Doxorubicin was 

provided by Sobhan Darou Co. (Iran).   
  

2. 2. Synthesis of UiO-66-NH2             The UiO-66-NH2 

MOF particles were synthesized by microwave method 

as described previously by Jamshidifard et al. [31]. 

Briefly, 125 mg ZrCl4, 134 mg BDC-NH2, 15 mL DMF 

and 1 mL HCl were mixed under sonication for 1 h. Then, 

the mixture was poured into the glass bottle. The 

microwave heating was proceeded into a microwave 

oven (CE1110 C, Samsung, Korea) with 900 W power 

and wavelength of 2.45 GHz at 130°C for 1 h. The 

temperature of the glass bottle was measured by a Teflon-

coated thermocouple (TC4Y, Autonics, Korea).  Then, 

the product was washed with DMF and methanol three 

times and dried at 60 °C for 6 h [32]. 
   

2. 3. Loading of DOX into the UiO-66-NH2          To 

load DOX molecules into the UiO-66-NH2 MOFs, 5 mg 

UiO-66-NH2 NMOFs were dispersed into 10 mL DOX 

solutions (10, 50, and 100 μg mL-1) for 24 h under 

stirring. Then, the prepared UiO-66-NH2/DOX NMOFs 

were washed with ethanol and distilled water three times. 

Then, the prepared products were centrifuged at 12000 

rpm for 20 min. The final DOX loading efficiency (%) in 

NMOFs samples was determined after centrifugation of 

NMOFs using UV-Vis spectrophotometer at the 

wavelength of 481 nm as follow:  

     

    
(%) 100

Final content of drugs in samples

Initial content of drugs doped samples
DEE

−
= 

 
(1) 

 

2. 4. Characterization Tests              To confirm the 

structure and crystallinity of NMOFs, the X-ray 

diffraction (XRD) patterns of MOF samples were 

recorded at 25 °C using Philips X’pert diffractometer 

ranging from 10–80° with Cu-Kα radiation. The 

functional groups of DOX, UiO-66-NH2, and UiO-66-

NH2/DOX were determined using Fourier-transform 

infrared  spectroscopy (FTIR) on an Equinox 55 FTIR 

spectrometer ranging from 4000-400 cm-1. The 

morphology of NMOFs was investigated using scanning 

electron microscopy (TESCAN, VEGA 3SB) and field 

emission scanning electron microscopy (FESEM, 

MIRA3TESCAN-XMU). The specific surface area of 

NMOFs was determined using Brunauer-Emmett- Teller 

(BET) method. The concentration of DOX was 
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determined using UV-Vis spectrophotometer (JAS.CO 

V-530, Japan) at wavelength of 481 nm. The 

hydrodynamic diameter and size distribution of the UiO-

66-NH2 MOFs and DOX loaded-MOFs were determined 

using dynamic light scattering (DLS) by a Malvern 

Zetasizer Nano (Malvern Instruments, Worcestershire).  
 

2. 5. Drug Release and Kinetic Studies             To 

achieve the DOX release from synthesized MOFs, 50 mg 

drug-loaded-MOFs were incubated at 37 °C in 2 mL 

Phosphate-buffered saline (PBS) and then sealed into a 

dialysis bag (molecular cut off 50 kD). Then, the samples 

were soaked in 20 mL of 0.1M PBS (pH values of 7.4 and 

5.5). The suspensions were transferred into a 

thermostated shaking water bath (Hidolff) at 37 °C and 

100 rpm for 3 days. At certain times (0.5 h, 1 h, 2h, 3h, 

6h, 9 h, 12 h, 24h, 30 h, 36 h, 42 h, 48 h, 60 h and, 72 h),  

2.0 mL of released solution was taken from the 

dissolution medium, while 2 mL of fresh buffer solution 

was added to the incubation medium. The final content 

of DOX was determined using UV-Vis spectroscopy. 

The DOX release percentage was calculated based on the 

actual drug content in the UiO-66-NH2 MOFs.The DOX 

release data were analyzed using zero-order, Higuchi and 

Korsmeyer-Peppas pharmacokinetic models [6]. The 

experiments were repeated five times and the average 

values were reported.  
 

2. 6. Cell Viability        To investigate the 

biocompatibility of MOFs samples, the synthesized 

nanoparticles were incubated in the L929 normal 

fibroblast cells (Institute Pasteur of Iran, IPI, Tehran, 

Iran) cultured in RPMI with 10% fetal calf serum and 1% 

penicillin-streptomycin at 37°C in a humidified 

atmosphere of 5% CO2. The experiments were repeated 

three times and the average values were reported.  
 

2. 7. Statistical Analysis             The statistical analysis 

was performed by one-way analysis of variance using 

SPSS version 18 to define the statistically significant 

values as P <0.05. 
 

 
3. RESULTS AND DISCUSSION 
 
3. 1. Characterization of UiO-66-NH2 and DOX 
Loaded- UiO-66-NH2          The XRD patterns of DOX, 

UiO-66-NH2, and DOX loaded- UiO-66-NH2 NMOFs 

are illustrated in Figure 1. The presence of sharp 

diffraction peaks at 2θ=7.5˚ and 8.5˚ corresponding to 

(111), and (002) planes indicated the formation of pure 

UiO-66-NH2 MOF nanoparticles [31]. It can be seen that 

there are sharp peaks in the XRD pattern of DOX, which 

demonstrated the crystalline form of pristine DOX. 

Incorporation of DOX into the MOF resulted in the 

weakening of diffraction peaks of UiO-66-NH2 MOF due  

 
Figure 1. XRD patterns of DOX, UiO-66-NH2 and DOX 

loaded- UiO-66-NH2 NMOFs 

 

 
to decreasing the X-ray contrast of MOF pore cages. 

Furthermore, no diffraction peaks were detected in the 

XRD pattern of UiO-66/DOX MOF nanoparticles, which 

indicated the amorphous status of DOX after loading 

DOX into the UiO-66-NH2 MOF particles in comparison 

with the crystalline form of pristine DOX, which is 

consistent with the pores’ size being small scale not 

supporting aggregation into a crystalline form [33]. A 

similar trend was reported by Farboudi et al. [32] for 

doxorubicin and folic acid/UiO-66-NH2 loaded-

nanofibers. 

The SEM images of UiO-66-NH2 NMOFs and DOX 

loaded- UiO-66-NH2 NMOFs are illustrated in Figure 2. 

As shown, the uniform nanoparticles ranging from 100-

300 nm were obtained for UiO-66-NH2 MOF particles. 

The average particle sizes of UiO-66-NH2 NMOFs and 

DOX loaded- UiO-66-NH2 NMOFs were found to be 175 

nm and 200 nm, respectively. The FESEM image of the 

synthesized UiO-66-NH2 MOF nanoparticles revealed 

the presence of various shapes including spherical and 

polyhedral shapes of UiO-66-NH2 MOF (Figure 1C). An 

increase in the particle sizes of DOX loaded- UiO-66-

NH2 NMOFs may be attributed to the aggregation of 

some UiO-66-NH2 particles during the incorporation of 

DOX into the UiO-66-NH2 matrix. An increase in 

particle sizes was further confirmed by the dynamic light 

scattering (DLS) measurement. As shown, the average 

hydrodynamic sizes of UiO-66-NH2 NMOFs and DOX 

loaded- UiO-66-NH2 NMOFs were found to be about 230 

nm and 275 nm, respectively. The average particle sizes 

of synthesized NMOFs reported by SEM were lower than 

that of DLS.  The hydrodynamic radius of MOFs was 

found to be higher than that of particle size of dried 

nanoparticles. Similar trends were reported by other 

researchers [34, 35]. 

http://www.pasteur.ac.ir/
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2. SEM images of (A) UiO-66-NH2 NMOFs, (B) 

DOX loaded-UiO-66-NH2 NMOFs, (C) FESEM image of 

UiO-66-NH2 NMOFs, and (D) DLS of synthesized UiO-66-

NH2 NMOFs and DOX loaded- UiO-66-NH2 

The FTIR spectra of UiO-66-NH2 and DOX loaded- 

UiO-66-NH2 are illustrated in Figure 3. For UiO-66-NH2 

MOFs, the observed peaks at 3450 cm-1 and 3360 cm-1 

were assigned to the stretching vibrations of OH and NH, 

respectively. The detected peaks at 1575 cm-1and 1390 

cm-1 were due to the carboxylate groups of BDC-NH2. 

The Zr(μ3) O bands of MOF were detected at 

wavenumbers of 730 cm-1, 665 cm-1, and 560 cm-1. After 

loading of DOX into the MOFs, the observed new peaks 

at 1710 cm-1 and 1610 cm-1 corresponding to the C=O 

and C=C groups of DOX demonstrated the successful 

doping of DOX into the MOFs. A similar trend was 

reported by Farboudi et al. [32] after loading DOX into 

the nanofibers. The BET surface area and pore volume of 

UiO-66-NH2 NMOFs vs. DOX loaded- UiO-66-NH2 

NMOFs were found to be 1052 m2g-1 and 0.58 cm2g-1 vs. 

121 m2g-1 and 0.12 cm2g-1, respectively. The obtained 

results demonstrated the high loading of DOX molecules 

into the MOF particle pores. The blockage of NMOFs 

pores by the DOX molecules resulted in significant 

decrease in specific BET surface area after loading of 

DOX into the NMOFs. Chowdhuri et al. [29] indicated 

that the surface area of UCNP@ UiO-66-NH2 /FA was 

decreased from 932 m2g-1 to 186 m2g-1 after loading of 

DOX into the MOFs.  

 

3. 2. Drug Encapsulation Efficiency, Drug Release 
and Kinetic Studies           The DOX encapsulation 

efficiency for NMOFs incubated at 10 μg mL-1, 50 μg 

mL-1 and 100 μg mL-1 DOX is presented in Table 1. As 

shown, the maximum drug encapsulation efficiency 

(DEE %) was found to be 53.5% from NMOFs 

containing 10 μg mL-1DOX.  By increasing DOX 

concentration, the DEE was gradually decreased. The 

 

 

 
Figure 3. FTIR spectra of UiO-66-NH2 and DOX loaded- 

UiO-66-NH2 NMOFs 
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TABLE 1. Drug encapsulation efficiency of synthesized UiO-

66-NH2/DOX (n=5) 

DOX concentration (μgm-1) Drug loading efficiency (%) 

10 53.5±1.5 

50 51.3±1.7 

100 50.2±1.8 

 

 

higher percentage of drug lost in the loading medium by 

increasing DOX concentration resulted in a decrease in 

DEE. A similar trend is reported by Kamba et al. [36] for 

controlled release of doxorubicin against bone cancer 

treatment. 

The DOX release profiles of NMOFs containing 10 

μg mL-1, 50 μg mL-1 and 100 μg mL-1 DOX under pH 

values of 5.5 and 7.4 are illustrated in Figure 4. As 

shown, the decrease in pH from physiological pH to 

acidic pH resulted in faster release of DOX from 

NMOFs. About 80% DOX release occurred from 

NMOFs containing 10 μg mL-1after 24 h, and 36 h at pH 

values of 5.5, and 7.4, respectively. After that, the 

cumulative release of DOX did not significantly change.  

Therefore, 24 h and 36 h could be considered as 

equilibrium times of the DOX release from NMOFs at 

pH values of 5.5, and 7.4, respectively under an initial 

concentration of 10 μg mL-1 DOX. Whereas, the increase 

in drug content in samples resulted in the gradual increase 

in the release rate of DOX due to the lower distance of 

DOX molecules. The loss of some interactions between 

Zr-O clusters and DOX molecules resulted in the faster 

release of DOX from NMOFs at pH of 5.5 in comparison 

to DOX release at pH of 7.4. Nasrabadi et al. [19] 

reported the higher release percentage of ciprofloxacin 

from UiO-66 at pH 5 (87%) in comparison with its 

release from UiO-66 at pH 7.4 after 3 days (80%).  

Chowdhuri et al. [29] indicated that the DOX release 

from UCNP@ UiO-66-NH2/FA MOF was increased 

from 30 and 40% to 65 and 72 % at pH 5.5 in compare to 

the DOX release at physiological pH after 12 h and 24 h, 

respectively. Due to the large specific surface area of 

UiO-66-NH2 MOFs, the majority of DOX molecules 

have been released from the surface of the MOFs which 

were adsorbed on the MOF surface during loading of 

DOX into the UiO-66-NH2 MOFs via electrostatic 

interaction. The drug release from NMOFs occurred 

during two stages including the faster release from 

surface and pores near the surface in the first stage and 

the second stage was the DOX molecules diffusion from 

inner pores and cages of NMOFs.  

The pharmacokinetic parameters and correlation 

coefficients of pharmacokinetic models are summarized 

in Table 2. Based on correlation coefficient values,  the 

DOX release data were best described using 

Korsemeyer-Peppas model (R2 > 0.98) in compare to 

zero order (R2 > 0.88) and Higuchi (R2 > 0.94) kinetic  

 
Figure 4. DOX release from UiO-66-NH2 NMOFs 

containing 10, 50 and 100 μg mL-1 DOX 
 

 

TABLE 2. Pharmacokinetic parameters of DOX release from 

UiO-66-NH2 NMOFs 

 

 

models (Table 2). The “n” values of Korsemeyer-Peppas 

equation indicated the non-Fickian diffusion of the DOX 

release from MOFs under both pH values of 5.5 and 7.4. 

 

3. 3. Biocompatibility of NMOFs            The 

biocompatibility of UiO-66-NH2 and DOX loaded-UiO-

66-NH2 was investigated by their incubation in normal 

fibroblast cells which results are illustrated in Figure 5.  
 
 

 
Figure 5. Cell viability of UiO-66-NH2, and DOX loaded-

UiO-66-NH2 against L929 normal fibroblast cells 

pH 
DOX 

(μg/mL) 

Zero-order Higuchi 
Korsmeyer-

Peppas 

K0 

(hr-1) 
R2 

KH 

(hr-0.5) 
R2 n KKP R2 

7.4 10 0.253 0.901 3.342 0.947 0.712 4.34 0.989 

7.4 50 0.260 0.910 3.677 0.934 0.752 4.56 0.991 

7.4 100 0.267 0.895 4.123 0.944 0.778 5.44 0.988 

5.5 25 0.274 0.907 4.811 0.945 0.801 5.55 0.985 

5.5 37 0.291 0.903 4.854 0.950 0.844 5.62 0.992 

5.5 25 0.305 0.888 4.944 0.949 0.865 5.68 0.990 
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The gradual decrease in the cell viability of pure UiO-66-

NH2 by time could be attributed to the Zr-O clusters 

release into the medium which increased the cytotoxicity 

of fibroblast cells treated with UiO-66-NH2 NMOFs. The 

cell viability higher than 90% for NMOF samples 

demonstrated the good biocompatibility of NMOFs for in 

vivo studies. Orellana-Tavra et al. [30] also indicated that 

the UiO-66 as a biocompatible and water-stable MOF 

could be considered as a good candidate for drug delivery 

applications. 

 

 

4. CONCLUSION 
 
The UiO-66-NH2/DOX NMOFs were successfully 

synthesized via microwave heating method for controlled 

release of DOX.  The BET surface area and average 

particle size of UiO-66-NH2 NMOFs and DOX loaded- 

UiO-66-NH2 NMOFs were found to be 1052 m2g-1, 175 

nm and, 121 m2g-1, 200 nm, respectively. The maximum 

DOX encapsulation efficiency was found to be 53.5% for 

NMOFs containing 10 μg mL-1 DOX. The cumulative 

release percentage of DOX from NMOF containing 10 

μg mL-1 was about 80% after 24 h, and 36 h at pH of 5.5, 

and 7.4, respectively. The non-Fickian diffusion 

mechanism was achieved by fitting DOX release data 

with the Korsmeyer-Peppas model. In addition, the high 

biocompatibility, controlled release manner and high 

content of DOX in the UiO-66-NH2 NMOFs 

demonstrated the high capability of the synthesized 

NMOFs for various cancer treatments. 
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Persian Abstract 

 چکیده 
آلیچهارچوب  عنوان  -های  به  بالایشان  سازگاری  زیست  و  بزرگ  ویژه  سطح  داشتن  علت  به  سیستمجاملفلزی  مناسب  مطالعه،   های  این  در  هستند.  دارو  رهایش  های 

آلی چهارچوب  داخل  سرطان  ضد  داروی  یک  عنوان  به  از    2NH-66-UiOفلزی  -دوکسوروبیسین  استفاده  منفی  اثرات  تا  شد  بارگذاری  مایکروویو  روش  به  شده  سنتز 

بدون دارو و همچنین با    دوکسوروبیسین خالص را کاهش داده و بازده آن از طریق رهایش کنترل شده دارو از  چهارچوب آلی فلزی افزایش یابد. سپس چهارچوب آلی فلزی

طیف سنجی مادون قرمز و اندازه گیری سطح ویژه به  وپ الکترونی روبشی، میکروسکوپ الکترونی روبشی نشر میدانی،  دارو بوسیله آزمون های پراش اشعه ایکس، میکروسک

های رهایش دوکسوروبیسین از های رهایش دارو و مطالعات فارماکوکینتیکی حاصل از دادهمورد ارزیابی قرار گرفت. بازده بارگذاری دارو، پروفایل  تلر-ایمیت-روش برنور

مورد ارزیابی قرار گرفت. اندازه    L929نانوذرات سنتز شده نسبت به سلول های فیبروبلاست   یبررسی شد. زیست سازگار  2NH-66-UiOفلزی  -نوذرات چهارچوب آلینا

مترمربع    121ر گرم و برای ذرات حاوی دارو  متر مربع ب  1052نانومتر اندازه گیری شد. سطح ویژه برای ذرات بدون دارو    200نانومتر و ذرات حاوی دارو    175ذرات بدون دارو  

فلزی سنتز شده توانایی بالایی را برای رهایش کنترل شده دوکسوروبیسین به عنوان یک حامل حساس -اندازه گیری شد. چهارچوب آلی  تلر-ایمیت-برنوربر گرم توسط آزمون  

از  -کورسمیر  نشان داد. داده های رهایش دوکسوروبیسین توسط مدل  فارکوکینتیکی  pHبه   بیشتر  (. همچنین زیست  0.985پپاس به خوبی تحلیل شد )ضریب همبستگی 

-UiOفلزی  -توان نتیجه گرفت که چهارچوب آلیدرصد حاصل شد. می  90های فیبروبلاست بالای  در سلول  آنها  از طریق غوطه وری  MTTسازگاری ذرات به وسیله آزمون  

2NH-66 اسخ حساس به تواند به عنوان یک حامل محرک پمیpH  .برای بارگذاری داروهای ضد سرطان استفاده شود 
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A B S T R A C T  
 

 

This study is concerned with the soaking and leaching of gypseous soil at both static and dynamic 
conditions.  The soil used was Natural gypseous soil with 50% gypsum.  Three parameters were studied 

(deformation ratio, dissolve gypsum salts, and hydraulic conductivity) in both static and dynamic 

conditions..20 tests were carried using laboratory model. A platform base connected to the loading frame 
was designed in a manner that allows free movement provided for dynamic test, as an earthquake. Results 

of experimental work revealed that the deformation ratio S/B (settlement /footing width) for the sample 

subjected to 10 seconds vibration was twice that of sample without vibration, while  the deformation 
ratio was 15 times that of the sample without vibration when subjected to 30 seconds. On the other hand, 

70% of hydraulic conductivity was achieved at the first 10 minutes of leaching for the model subjected 

to 30 seconds of vibration. That reflects the effect of earthquakes on structures constructed on such 
problematic soil. 

doi: 10.5829/ije.2021.34.08b.09 
 

 
1. INTRODUCTION1 
 

One of the biggest problems facing humanity is climate 

change and construction. 58% of the climate change 

indicators are critical and give evidence of the negative 

outlook that housing building organizations have in terms 

of sustainability. This can contribute to designing 

strategies to promote sustainable building by the local 

government, and thus achieve more sustainable 

organizations that contribute to reducing their impact on 

climate change [1]. 

The presence of problematic soil like gypseous soils 

cause structural problems for the buildings built on them 

especially when exposed to moisture from any water 

source. When such soil is subjected to sudden 

earthquakes it becomes more dangerous. Lack of 

information or studies on some variables such as 

permeability, rate of dissolved salts, and subsidence with 

time during exposure of such soil to an earthquake. This 

study was needed because of its practical and applied 

importance to study the behavior of these soils which are 

spread in large areas of the continent of Asia.  Structures 

constructed on gypseous soil including buildings, roads, 

 

*Corresponding Author Email: dr.safaalshamary@gmail.com (S. H. 
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bridges, harbors, and railways have always been 

associated with settlement problems [2].  

The problem appears when water table or rainfall 

fluctuates and/or infiltrates into the gypseous soil and 

dissolution of gypsum occurs, causes loss of cementation 

between soil particles [3]. Another problem appears for 

hydraulic structures and irrigation channels which are 

presented by the leaching problem for gypseous soil 

below these structures [4]. The presence of water in these 

structures and the difference in heads between the upper 

and lower stream of dam structures causes seepage of 

water, also it causes washing of the dissolved gypsum 

between soil particles [5]. This washing process led to 

what we call cavities, inside the soil mass below the 

heavy hydraulic structure which is filled with water and 

the dissolved gypsum. At this stage, sudden failure of 

hydraulic structure constructed on such soil may happen 

[6]. The problem appears at the first moment of soaking 

the soil with water [7]. While the other problem presented 

by leaching the dissolved gypsum inside soil structure, as 

in the hydraulic structures like dams and irrigation 

channels [8].  

This issue becomes more serious when the soil 
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subjects to earth quickly or any dynamic excitation like 

the offshore or retaining wall structure [9]. The dynamic 

effect of an earthquake depends on the amplitude and 

duration time of the wave the acceleration and the 

velocity of the locomotor system causing the vibration to 

simulate the earthquake presentation in the laboratory 

[10]. Shaking table, the rotor-mounted disk with 

eccentric gravity is one of the means of representing the 

dynamic effect on the soil model  . 

Till now there is no obvious evidence about the 

presentation of the behavior of such soil by a standard 

laboratory test, as other soils. The common method of 

measuring failure of gypseous soils is by using the 

oedometer test device by a single or double oedometer 

test [9]. This method is unrealistic to the natural behavior 

for this soil because of the disturbance of soil sample 

which may happen when placing the sample of soil inside 

the ring of the oedometer cell and the small size of the 

ring and using large scale model is more real . 

The strongest earthquake that struck the world is in 

the Chilean region, with a magnitude of 9.5 on the 

Richter scale, and it occurred in the city of Valdivia in 

southern Chile on May 22, 1960, and its duration was 10 

minutes2. The effect of earthquakes on the structures built 

on collapsing soils is shown in Figure 1. 

The aim of this study to simulate the effect of an 

earthquake on a big scale gypseous soil sample and study 

the variation of total dissolved salts, permeability and 

deformation with time in both static and dynamic cases 

using a big scale laboratory model. 

 

 

2. EXPERIMENTAL WORK 
 
2. 1. Soil Used              The soil used in the study was 

brought from Tikrit City (North of Iraq), with 50% 

gypsum. The testing program is shown in Figure 2. The 

engineering properties including chemical and physical 

properties of soil used are shown in Tables 1 and 2. All 

laboratory tests were carried out on such soil; also 

 

 

 
Figure 1. The earthquakes on the structures built on 

collapsing soils 

 
2 https://www.arabiaweather.com/content 

 
Figure 2. Experimental work program flow chart 
 
 

TABLE 1. Chemical test for soil used 

Soil composition Value (%) 

Dissolve salts  45.6 

Sulphate content  20.5 

Organic material 0.23 

Gypsum content 50 

Chloride content 0.08 

pH 6.9 

 

 

TABLE 2. Physical properties of gypseous soil used in the 

study brought from Salah-Alden governorate in Iraq 

Test type Property Value 

Grain size 

D10 mm 0.06 

D30 mm 0.07 

D60 mm 0.19 

Coefficient of Uniformity, Cu 3.02 

Coefficient of Curvature, Cc 0.4 

Passing sieve no. 200 38 

Soil Type SM 

Specific gravity  2.42 

Atterberg limits 

Liquid limit (L.L) % 24 

Plastic Limit (P.L) % none 

friction angle (Ø) (dry soil) 34 

Shear test cohesion (c) (kN/m²)  (dry soil ) 5 

 Friction angle (Ø) (soaked soil) 30 

 cohesion for soaked soil (kN/m²) 8 

Void ratio  0.63 

Water content  7.3 

Compaction test Dry unit weight (kN/m³) 17.1 

 Optimum moisture content% 14 

Field density kN/m3  15.1 
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relative density was carried according to (ASTM D4254), 

the temperature for the initial water content 

determination test is (40 - 50°C) to obviate losing crystal 

of gypseous soil. The gypseous soil is classified as 

moderate and moderately severe according to (ASTM D 

5533-2003). 

 

2. 2. Laboratory Model Preparation and Test 
Methodology            A steel model consists of a steel 

tank with dimensions 300*300*600mm and stiffened at 

sides and the entire face painted to reduce friction with 

the soil.  A graded fine aggregate was placed at the lower 

150mm of the steel model to allow for the leaching water 

infiltration out of the gypseous soil specimen in the 

leaching test. Natural gypseous soil with 50% gypsum 

was used in this study.  The density of soil was controlled 

using the raining technique. A steel footing with 100mm 

diameter was placed at the center of the soil specimen. 

Fix weights were fitted over the circular footing with the 

aid of a vertical shaft connected to the loading frame from 

its tip to prevent overturning. The soaking process was 

controlled by feeding water from a water tank as shown 

in Figure 3. 
The leaching process was controlled by making two 

openings at the bottom of the plastic container opened at 

the beginning of the leaching test. The head at both 

upstream and downstream sides was fixed all over the 

leaching process. 
 

  

  
(a) (b) 

  
(c) (d) 

Figure 3. (a) Loading frame and water control system (b) 

Set up of laboratory model and preparation of soaking (c) 

Vibration measuring device (d) Digital Tachometer 
 

 

The platform base of the loading frame was designed 

in a manner that allows free movement using slotting 

spindles and holes provided for dynamic excitation 

simulating the earthquake as shown in Figure 3.   
A mechanical Oscillator fixed to the platform base.  It 

is composed of steel weel with a small mass placed on its 

edge. A digital tachometer (DT-2234At) was used to 

control and fix the Oscillator speed at a frequency of 

10Hz which was obtained by rotating the weel 600 

revolution per minute with 2.63 mm/s velocities and 1.72 

m/s2 acceleration which kept constant during the 

dynamic test.   

To ensure the fixity of these values, a device called 

Piezoelectric Accelerometer connected to digital wave 

velocity model (HG-6360) use to measure velocity and 

acceleration and can connect to a computer. All 

accessories used in the study are shown in Figure 2.  The 

valves in the lower part of the models have opened the 

dissolved salt liquid collected after a limited period to 

measure the cumulative water and hydraulic conductivity 

k and dissolve salts. 
 

 

3. RESULTS AND DISCUSSION 
 
3. 1. Dynamic Response of Gypseous Soil 
 

3. 1. 1. Deformation of Gypseous Soil        The 

relationship between stress and strain was studied for 

models of gypsum soils subjected to a static dynamic 

vibration of 10 Hz and at different vibration times (10, 

15, 20, 25, 30 seconds) and they were compared with a 

static model as shown in Figure 4. It can be seen that the 

footing deformation for gypseous soil sample exposed to 

30-second vibration increased about 18 times compared 

with the static model. While the increase was twice for 

the model exposed to the same vibration frequency for 10 

seconds, especially after the immersion of gypsum from 

the soil model compared with the static model. This may 

be due to the effect of gypsum melting inside the soil and 

restructuring the grains, and this condition increases with 

an increase in the vibration time; which leads to large 

deformation of the foundation, while the deformation 

was less for the foundation based on the gypsum soil 

model subjected to less vibration. It can recognize that 

the problem of leaching is not less dangerous than the 

problem of soaking and it is more serious for models 

subjected to dynamic excitation. This behavior is more 

pronounced as with vibration time. With continuous 

feeding of water, the excitation of saturated gypseous soil 

model rearrange soil particles and increase footing 

settlement for soaking and leaching tests in addition that 

the pores between soil particles increase with continuous 

flooding of water because gypsum dissolution causes 

sudden collapse of gypseous soil. 
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3. 1. 2. Permeability and Solubility of Gypseous 
Soil                 Figure 5 shows the hydraulic conductivity 

(k) relation with leaching time for the gypseous soil 

model subjected to different vibration time amplitudes (5, 

10, 15, 20, 25, and 25 s). At the beginning of the leaching 

test, high values of coefficient of permeability were 

recorded this may be due to the pressure release of 

collected water from the previous soaking stage and not 

from chemical changes  .An increase in shaking time for 

the laboratory model subjected to a dynamic vibration 

reduces permeability due to an increase in the pore water 

pressure for saturated gypseous soil due to the 

disturbance movement of particles inside soil specimen 

so the permeability decreases. 

Figure 6 shows the relation between leaching time 

and coefficient of permeability k for laboratory model 

tested at different vibration amplitudes. The undissolved 

gypsum from the first stage (immersion stage) begins to 

dissolve during the washing process due to the low 

concentration of solvent water inside the model and to 

allow the dissolved gypsum to exit outside the model, so 

gaps are formed which filled with water and begins to 

form gaps between the soil grains of the laboratory model 

which made the soil becomes more permeable . 
 

 

 
Figure 4. Effect of soaking and leaching on the deformation 

of footing constructed on gypseous soil of big-scale 

laboratory model subjected to 10Hz vibration  with different 

vibration times (gypsum content=50%) 
 

 

 

Figure 5. Relation between hydraulic conductivity and 

vibration time amplitude for different leaching periods 
Figure 7 shows the dissolve salt-leaching time 

relation for gypseous soil models tested at different 

vibration periods. The dissolve salts vary with leaching 

time and fluctuate in a randomly descending order until 

reaching the steady-state condition after 10 days of 

leaching, this may attribute to the rearrangement of soil 

particles with vibration time which led to the reduction in 

pores between soil particles. It was also observed that 

after 12 days of continuous washing of the gypseous soil 

model with water after conducting a dynamic 

examination, the percentage of dissolved salts decreases 

with an increase in the shaking time. Therefore, the 

dissolved salts of the model subjected to 25 seconds of 

vibration reduced 16% from the static model. 

 

 

4. CONCLUSION AND SUMMARY 
 
In this study, a sample of gypseous soil was exposed to 

the same conditions and frequency as in the highest 

earthquake that struck the world in Valencia, southern 

Chile on 22 May 1960. different vibration periods  were 

investigated (0, 10, 15, 20, 25, 30 seconds). The longest 

time for earthquakes that hit the world was 10 seconds. 

The effect of earthquakes on the deformation of a 

foundation constructed on high contaminated gypseous 

 

 

 
Figure 6. Leaching time and permeability relationship 
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Figure 7. Effect of leaching time on the dissolve salts of 

gypseous soil mode tested at different vibration time, 10, 15, 

20, 25 s and sample without vibration 

soil, in addition, to change in the solubility of salts and 

permeability with time in cases of immersion and 

washing of gypsum, was also investigated. 
1. It is recommended to use large model tests rather than 

the conventional oedometer tests for both soaking and 

leaching on gypseous soil at dynamic tests. 
2. The danger caused by the exposure of saturated 

gypseous soil to dynamic vibration increases with an 

increase in time of the vibration. The deformation of 

foundation constructing on these soils increases to more 

than 200% if it is subjected to 10 minutes of vibration. 

compared to the static model . 
3. It may be dangerous to construct heavy structures with 

a high-stress level on such kind of problematic soil 

without suitable treatment. In addition to that, the 

problem of the collapse was more pronounced for the 

gypseous soil model subjected to 30 seconds excitation, 

the deformation ratio increased 25 times compared with 

that for the static model. 
4. An increase in shaking time reduces the permeability 

of the soil, which leads to the retention of water inside 

the soil as a result of the dynamic activity because of the 

earthquake, which leads to an increase in pore water 

pressure and thus has a significant impact on soil 

behavior . 
5   . From the results of the dynamic leaching test, 70% of 

the hydraulic conductivity was achieved at the first 10 

min leaching for the model subjected to 30 seconds 

vibration. On the other hand, the deformation ratio at the 

leaching process was continued especially for the model 

subjected to 30 seconds vibration. 
6. It can be recognized that the percentage of dissolved 

salts in leaching of the gypsum soil decreases with the 

increase in the time of vibration, which delays the 

dissolution of the gypsum salts inside the soil. The 

dissolve salts vary with time and fluctuate in a randomly 

descending order until reaching the steady-state 

condition after 12 days of continuous leaching. 
7.  It is recommended to take caution when constructing 

buildings beside any dynamic soars, especially in 

gypseous soil. 
8. It is recommended to study the possibility of using a 

laboratory model and its realistic representation and to 

identify the dynamic behavior of gypsum soils with 

different gypsum ratios and the possibility of treating 

them using chemical additives such as cement or lime or 

 

 

 

 

 

 

 

 

 

physical treatments such as aggregate columns or soil 

reinforcement to ward off construction hazards. 
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Persian Abstract 

 چکیده 
بود. سه پارامتر )نسبت    ٪ 50این مطالعه مربوط به خیساندن و شسته شدن خاک گچ در هر دو شرایط استاتیک و دینامیکی است. خاک مورد استفاده خاک گچی طبیعی با گچ  

آزمون با استفاده از مدل آزمایشگاهی انجام شد. یک  20تغییر شکل ، حل نمک های گچ و هدایت هیدرولیکی( در هر دو حالت استاتیک و دینامیکی مورد بررسی قرار گرفت. 

یش پویا فراهم می کند ، به عنوان یک زلزله. نتایج کار آزمایشی نشان داد که  پایه سکو متصل به قاب بارگیری به شکلی طراحی شده است که امکان حرکت آزاد را برای آزما

برابر نمونه بدون   15ثانیه لرزش دو برابر نمونه بدون لرزش بود ، در حالی که نسبت تغییر شکل    10ته نشینی / عرض پایه( برای نمونه مورد آزمایش   S / Bنسبت تغییر شکل )

ثانیه لرزش به دست آمد. این    30دقیقه اول شستشو برای مدل تحت    10درصد هدایت هیدرولیکی در    70ثانیه. از طرف دیگر ،    30رض بود  لرزش هنگام قرار گرفتن در مع 

 نتایج نشان دهنده تأثیر زلزله بر روی سازه های ساخته شده در چنین خاک مشکل دار است.

 

 



IJE TRANSACTIONS B: Applications  Vol. 34, No. 08, (August 2021)    1888-1897 
 

 
Please cite this article as: E. Darezereshki, A. B. Vakylabad, M. Yousefi, Chemical Synthesis of Zinc Oxide Nanoparticles with Nanorod and 
Spherical Morphologies, International Journal of Engineering, Transactions B: Applications, Vol. 34, No. 08, (2021)   1888-1897 

 
International Journal of Engineering 

 

J o u r n a l  H o m e p a g e :  w w w . i j e . i r  
 

 

Chemical Synthesis of Zinc Oxide Nanoparticles with Nanorod and Spherical 

Morphologies 
 

E. Darezereshkia, A. B. Vakylabadb, M. Yousefi*a 
 
a Department of Materials Engineering, Shahid Bahonar University of Kerman, Kerman, Iran 
b Department of Materials, Institute of Science and High Technology and Environmental Sciences ,Graduate University of Advanced Technology, 

Kerman, Iran   
 

 

P A P E R  I N F O   

 
 

Paper history: 
Received 26 April 2021 
Received in revised form 27 May 2021 
Accepted 21 June 2021 

 
 

Keywords:  
Thermal Decomposition 
Semiconductor  
Phase Transformation 
Zinc Oxide Nanoparticles 
Chemical Synthesis 
 
 

 
 
 

 

A B S T R A C T  
 

 

ZnO nanoparticles were prepared by direct thermal decomposition of the precursor [contain: 

Zn4(SO4)(OH)6.H2O and ZnO] in air for 1 h at 875°C. The pH of the precursor solution was set at 6 and 

11 by the controlled addition of the NH3·H2O solution. The as-prepared materials were characterized 
by X-ray diffraction (XRD), infrared spectrum (FTIR), scanning electron microscopy (SEM), and 

transmission electron microscopy (TEM). According to the analyses, the ZnO nanoparticles were pure 

with both rod-like and spherical shapes which were synthesized using chloride and sulfate solutions, 
respectively. Moreover, the average diameter of synthesized spherical ZnO at pH=6 was around 85±5 

nm; while, an average diameter of the nanorods was 980 nm and 2.2 μm in length. The average 

nanorods diameter at pH=11 was 760 nm and 3.3 μm in length; while the average particle size of 
spherical shape was around 112±5 nm. The TEM and SEM image showed the morphology of spherical 

and nanorods particles. The reaction temperature of all steps during the synthesis of ZnO nanopowders 

shifted to high temperature, as the pH of the starting solution increased from 6 to 11. Due to the 

simplicity, the present method could be proposed as a convenient approach to produce pure ZnO 

nanoparticles by means of ZnSO4 and ZnCl2 solutions without using any toxic and organic chemicals. 

doi: 10.5829/ije.2021.34.08b.10 
 

 
1. INTRODUCTION1 
 

Zinc oxide (ZnO) is an important material for 

applications in catalytic luminescent and electronic 

(e.g., varistors, semiconductors, and gas sensors) 

devices, pigments, rubber, ceramics, chemical and 

components for the pharmaceutical and cosmetic 

industries [1-4]. Additionally, ZnO nanostructures were 

used as nanoadsorbent to remove heavy metals that the 

removal efficiency depends on the shapes of ZnO 

nanoparticles [5, 6]. Different morphologies of ZnO 

including nanospheres, nanorods, nanoflowers, 

nanotubes, nanoplates and nanotripods have been 

reported [7]. The literature showed that microstructures 

and chemical properties of ZnO depend on the synthesis 

method, synthesis parameters, and also the used starting 
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precursor. Different synthesis methods were used to 

prepare ZnO particles of different size and morphology. 

Table 1 summarized a description of different 

morphologies obtained under various synthesis 

conditions and methods [8-21]. Among these methods, 

precipitation and thermal decomposition are low cost 

techniques which can provide large scale production 

without expensive raw materials and complicated 

equipment. Moreover, different zinc salts such as zinc 

acetate dehydrate (Zn(C2H3O2)2·2H2O)), zinc nitrate 

hexahydrate (Zn(NO3)2·6H2O) zinc sulfate 

(Zn(SO4)2·7H2O) and zinc chloride (ZnCl2) as precursor 

have been used. ZnO nanoparticles prepared using 

Zn(NO3)2·6H2O precursor was mixture of nano-prisms 

and nanorods shape with an average crystallite size of 

18.91 nm [22]. 

Synthesis of ZnO crystalline-structures from ZnSO4 

solution with carbonate solutions such as Na2CO3, 

NH4HCO3, etc. often leads to the occurrence of a  
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TABLE 1. Methods for preparing ZnO nano-structures with different size and morphologies 

Reaction Explanation Reference 

Zn4SO4)OH(6.xH2O→ZnSO4.3Zn)OH)2  xH2O 

2[ZnSO4.3Zn(OH)2→5ZnO+  Zn3O)SO4(2 + 6H2O 

Zn3O)SO4)2→3ZnO+  2SO2 + O2 

Chemical reaction at 70 °C to form the precursor of 

Zn4(SO4)(OH)6·0.5 H2O, then, thermal decomposition for the 

synthesis of ZnO nanoparticles in air for 1 h at 825 °C, with the 92 
nm nanoparticles. 

[8] 

Zn2B6O11+3H2O→Zn2B6O11 + 3H2O (at room temperature) 

Zn2B6O11→(900°C) 2ZnO + 3B2O3 
Decomposing zinc borate nanoplatelets at 900°C, average 

diameters of perfect spherical shape of nanoparticles was 50 nm. 
[9] 

Zn(NH3) 4
2+  + 2OH−→ZnO + 4NH3 + H2O 

Transformation of Zn(NH3)4
2+ complexes as a precursor in the 

presence of sodium oleate and hydrazine at 80 °C, ZnO 
nanoparticles with 30–60 nm 

[10] 

Zn(CH3COO)2 + 2NaOH→Zn(OH)2  +2CH3COONa 

Zn(OH)2→Hydrothermal ZnO + H2O 

Hydrothermal method at 100-200°C for different periods from 5 - 
10 h, nano-particles size of ZnO in the range of 55–110 nm 

[11] 

Zn2+  +2OH−→Zn)OH)2 

Zn(OH)2→ZnO+  H2O 

Zn)OH(2  +2OH−  +TEA→[Zn)OH(4]2—TEA 

 

Aqueous solution of zinc acetate dehydrate (Zn(CH3COO)2·2H2O, 

0.1 M) and 2.0 mL of triethanolamine (TEA) as a surfactant; 1 M 
ammonia (NH4OH) as a reduction agent.  Hydrothermal treatments 

at 95 °C for 2 h. ZnO microcrystals with length of 2.2 μm and 
diameter of 1.8 μm, a single crystal wurtzite structure. 

[12] 

NH3.H2O→NH4
++OH- 

Zn2++2OH-→Zn(OH)2 

Zn(OH)2+2OH-→Zn(OH)4
2- 

Zn(OH)2+4NH3.H2O→[Zn(NH3)4]
2++2OH-+4H2O 

[Zn(NH3)4]
2++4H2O→ZnO+3NH4

++2NH3.H2O 

Zn(OH)4
2-→ZnO+H2O+2OH- 

Hydrothermal process at 180°C for 20 h. uniform pencil-like 

crystals with the average diameter of 300 nm and length of about 

10 m 

[13] 

ZnSO4 +2NH4OH → Zn(OH)2 +(NH4)2SO4 → ZnO (s) 

+4NH3(aq) + 2H2O(l) 

Synthesized through a novel low-temperature aqueous solution 

route (90–95°C) and rapid thermal processing (300-850°C). One-
dimensional (1D) ZnO nanorod arrays and branched two-

dimensional (2D), three-dimensional (3D) – nanoarchitectures. 

[14] 

Zn(CH3COO)2+H2O→ZnO+2CH3COOH 

HOCH2CH2OH↔CH3CHO+H2O 

CH3CHO+2AgNO3+H2O→2Ag+2HNO3+CH3COOH 

Fabrication of the Ag/ZnO microspheres via a ‘‘one-pot’’ process 

in ethylene glycolmedium. heating the solution to 160 °C at the 
rate of 5 °C/min. 

[15] 

C6H12N4+6H2O→6CH2O+4NH3 

NH3+H2O→NH4+ +OH- 

Zn(CH3COO)2+2NH4+ +2OH-→2CH3COONH4+Zn(OH)2 

Zn2+ +2OH- +2H2O→Zn(OH)4
2- +2H+ 

Zn(OH)4 
2- +2H+→ZnOcluster+3H2O 

The chemical growth of ZnO nanorod arrays in the solution on the 

ITO substrates by a two- step chemical bath deposition (CBD) 

method with an average of 1.83 µm in length and 87 nm in 
diameter. The reaction temperature from 25 to 95 °C 

[16] 

Zn5(CO3)2(OH)6→5ZnO+3H2O↑  +2CO2 ↑ 

Precipitation of the precursor using ZnCl2 and Na2CO3 by heating; 
calcinations at 300-400°C. 

Mean sizes of nano-particles, ranging from 8 nm to 80 nm. 

[17] 

CO(NH2)2(s) + 3H2O(l) →CO2(g) + 2NH3.H2O(aq) 

2NH3-H2O(aq) + CO2(g) →2NH4
+(aq) + CO3

2-(aq) 

NH3.H2O(aq) → NH4
+ (aq) + OH-(aq) 

Zn2+(aq) + CO3
2-(aq) + 4OH- (aq) + 3H2O(l) 

→ZnCO3.2Zn(OH)2.H2O(s) 

ZnCO3.2Zn(OH)2.H2O(s) →3ZnO(s) + 3H2O(g) + CO2(g) 

The industrial preparation of ZnO nanoparticles using a stirring 

tank reactor containing the zinc nitrate solution under 95 °C 
conditions, direct precipitation method. 

[18] 

5ZnSO4)aq ( +10NH4HCO3)aq ( → Zn5(CO3)2)OH(6)s)( + 

 5)NH4(2SO4)aq (+  8CO2)g(+  2H2O)l( 

Zn5)CO3(2)OH(6)s(→5ZnO)s( + 2CO2)g( + 3H2O)g ( 

direct precipitation method at room temperature;  precursor dried 

at 100°C, and calcinations at 300, 350, 400, and 500° C. ZnO 
nano-particles with average crystal size of about 9.4 nm 

[19] 

)CH2(6N4 + 6H2O → 6HCHO  + 4NH3 

NH3 + H2O → NH4OH- 

Zn2+ + 2OH-→ZnO + H2O 

Totally 20 cycles for the deposition of ZnO nanorods at 95°C. The 

well-defined hexagonal facet, the side length of about 150 nm, the 
aspect ratio of 2:3. 

[20] 

Zn2+ +4NH3→ Zn(NH3)4
2+ 

Zn(NH3)4
2+ +2OH−→ ZnO + 4NH3 +H2O 

First, reaction of the Zn ions in Zn(NO3)2.6H2O solution with 

ammonia to form amine complexes (Zn(NH3)4
2+), second, reaction 

of the complex with OH- to produce ZnO crystals; hydrothermal 
growth of the ZnO nanorods in an oven at 90◦C for 1–3 h. 

[21] 
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carbonate compound of Zn as precursor 

[Zn5(CO3)(OH)6] [23]. Depending on the concentration 

of the precursor, the nanostructures prepared through 

breakdown and recombination of ionic bonds [24] may 

exhibit itself in composition of ZnO particles. For 

instance, ZnCl2 as precursor results in a mixture of ZnO 

and Zn5(OH)8Cl2.H2O phases [22]. The presence of 

these phases in the final product indicates that the 

conversion of reactants into the desired ZnO product is 

not complete. However, it is established that different 

zinc salts have little or no effects on the crystallite size 

of ZnO nanoparticles [5]. 

Precise control of the size and shape of nanocrystals 

results in desired chemical and physical properties [25]. 

In hydrothermal synthesis, the effect of pH is crucial 

because OH− is strongly related to the series of reactions 

that produced ZnO [26, 27]. The flower-like ZnO 

nanostructures are synthesized by decomposing 

Zn(OH)2 in which the zinc nitrate is used as a precursor. 

The size of the ZnO is altered with pH of the solution 

[7]. In addition, the reaction temperature and the 

concentration of salt precursors play a critical role in the 

crystallite size [28]. There is still considerable 

uncertainty regarding the factors affecting end-product 

properties and the mechanism by which the high purity 

ZnO nanoparticles form within a simple and cost-

effective method. 

Herein, we report an innovative and simple method 

to synthesize ZnO nano-structures through thermal 

decomposition of the precursor [contain: 

Zn4(SO4)(OH)6· H2O and ZnO] which prepared at the 

room temperature from ZnSO4, ZnCl2 and NH4OH. The 

preparation procedure is to be conducted without using 

any organic and toxic solvents. Among many 

parameters affecting the nanostructures' growth, the pH 

of the precursor preparation is to be investigated in 

relation to the morphological changes of the ZnO 

nanostructures. Moreover, changes in dimensions as the 

pH changes are also expected to be observed. 

 

 

2. MATERIALS AND METHOD  
 

All of the reagents used in these experiments including 

zinc sulfate heptahydrate (ZnSO4·7H2O), zinc chloride 

(ZnCl2), ammonium solution (NH4OH), hydrochloric 

acid (HCl) and ethanol (CH3CH2OH) were of analytical 

grade. All these starting chemicals were supplied by 

Merck Chemicals Company (Darmstadt, Germany). 

Distilled water was used as solvent. Precursor powders 

were synthesized using the following methods: 

First, ZnCl2 and ZnSO4·7H2O were dissolved in a 2 

M hydrochloric acid to form a solution with the 

concentration of 2 M for ZnCl2 and 1 M for 

ZnSO4·7H2O. After complete mixing by a magnetic 

stirrer, the NH3·H2O solution (1 M (final pH=6.12) and 

2 M (final pH=11.23)) dropwise added to the solution 

with vigorous mixing at room temperature for 2 h. The 

obtained precursor, the preparation pH of which was 

6.12 will be referred hereafter as “precursor #1”, and 

that was 11.23 will be named as “precursor #2”. The 

obtained ZnO powders after calcinations of them will be 

referred hereafter as “powder #1” (from precursor #1) 

and “powder #2” (from precursor #2). 

The white precipitate precursors (1 and 2) were 

collected by filtration. They were then rinsed four times 

with deionized water and absolute ethanol; then, dried at 

70 °C overnight. In the precipitation process, the ZnO 

powder was formed according to Equation (1): 

 
( ) 

OH

ClNHZnOOHOHSOZn

OHNHHClZnClOHZnSO

2

42644

4224

25.2

325.0.25.0

37.25.0

+

++

→+++

 (1) 

Finally, the precursors were calcinated in a muffle 

furnace at 875 °C for 1 h under atmospheric air 

pressure. The crystalline structure of the nanoparticles 

was characterized by X-Ray diffraction (XRD, 

PHILIPS, X’pert-MPD system) using Cu Kα (λ=1.54 

A°) radiation. The thermal behavior of the precursors 

was studied by thermogravimetry (TG), under air flow. 

35 mg of samples were heated with the heating rate of 

10 °C/min at temperature range of 35–900 °C. Infrared 

(IR) spectra were recorded on a Bruker tensor 27 

Fourier Transform infrared (FTIR) spectrometer with 

RTDLATGS detector, in the range of 400 to 4000 cm-1 

with a spectral resolution of 4 cm-1 in transmittance 

mode. The morphology and average particle size of 

ZnO nanoparticles were also determined with scanning 

electron microscopy (SEM, Tescan Vega-II) and a 

transmission electron microscopy (TEM, 

PHILIPSCM20). 
 

 

3. RESULTS AND DISCUSSIONS 
 

Figure 1 (a and b) shows the TG-DSC analysis for the 

prepared precursors at pH=6.12 and pH=11.23 in the air 

flow, respectively. Three endothermic peaks (75.5 °C 

and 85°C; 175.5°C and 230 °C; 810 °C and 825 °C) 

were found in the heating process. The peaks 

correspond to the crystal water decomposition reaction 

(Equation (2)), dehydroxylation of the basal hydroxide 

layer (Equation (3)), and the decomposition of sulfate 

groups (Equation (4)). Due to the large number of disk-

like Zn4SO4(OH)6 in the precursor at pH=11.23, 

temperature of dehydroxylation of the basal hydroxide 

layer (230 °C) was higher than the precursor at pH=6.12 

(175 °C).  

In the decomposition process, the white powder ZnO 

was formed from the following reactions [Equations 

(2)-(4)]: 
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The results confirmed the scheme of decomposition 

[8,14,19], including the three sequential stages, which 

led to the formation of ZnO as the final product. 

These reactions were governed by the pH of the 

solution. As observed by increasing the pH, the reaction 

temperature of all steps during the synthesis of ZnO 

nano-powders shifted to the higher temperature.  

Figure 2 shows X-ray diffraction patterns of the 

precursor #1 (a),  precursor #2 (b),  ZnO powder #1, (c), 

and the powder #2 (d). All the diffraction peaks in 

Figures 2a and 2b are consistent with the 

Zn4SO4(OH)6.H2O phase (JCPDS card no. 00-039-

0690) and hexagonal phase ZnO which was reported in 

JCPDS card (No. 00-036-1451). As summarized in 

Table 2, the ZnO nano-rods which was prepared from 

the precursor synthesized at pH=6.12, displayed the 

stronger diffraction peaks than pH=11.23. It revealed 

that the nano-rods pertaining to pH=6.12 possessed 

well-aligned growth and high crystal quality [29-32]. 

Moreover, the crystallinity of ZnO nanostructures was 

improved after annealing. 

 

 
Figure 1. TGA–DSC curves of the ZnO precursors prepared 

at (a) pH=6 and (b) pH=11 from 35 to 900 ˚C 
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Figure 2. X-ray patterns of the precursor #1 (a), precursor #2 

(b), ZnO powder #1 (c), and powder #2 (d) synthesized by 

direct thermal decomposition of the precursors at 875 °C for 1 

h 
 

 

 
TABLE 2. Representative X-ray of Zinc oxide powder diffraction data in the prepared precursor at pH=6.12 and pH=11.23 

h k l 
ZnO crystals in the synthesized precursor at pH= 6.12 ZnO crystals in the synthesized precursor at pH=11.23 

d cal. d meas. Peak height (cts) d cal. d meas. Peak height  (cts) 

1 1 0 2.811 2.814 431 2.810 2.814 261 

0 0 2 2.601 2.603 196 2.599 2.603 90 

1 0 1 2.474 2.476 518 2.472 2.475 292 

1 0 2 1.910 1.911 92 1.907 1.911 39 

1 1 0 1.624 1.625 310 1.624 1.624 194 

1 0 3 1.477 1.477 162 1.476 1.477 77 

2 0 0 1.406 1.407 52 1.406 1.407 29 

1 1 2 1.378 1.378 187 1.378 1.378 92 

2 0 1 1.358 1.358 110 1.358 1.358 66 

0 0 4 1.303 1.301 13 1.305 1.301 3 

2 0 2 1.238 1.238 26 1.239 1.238 22 

1 0 4 1.184 1.181 10 1.186 1.181 9.6 
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Disk and hexagonal shapes of Zn4SO4(OH)6.H2O 

and ZnO, respectively, were detected in the SEM 

images (Figure 3). The stability of zinc hydroxy-sulfate 

decreases in acidic conditions (pH<7) [33], which leads 

to more ZnO precipitating from the solution phase.  As 

shown in Figure 3 (a, b) and (c, d), the amount of 

hexagonal rod shapes of ZnO in the precursor #1 are 

more than the precursor #2, which agrees well with the 

XRD analysis. 

According to the FTIR spectra shown in Figure 

4(A), the absorption peaks at 441, 597.68, 961.74, and 

1125.93 cm-1 are attributed to SO4
2- and 417 cm-1 is 

assigned to ZnO [8,34]. The peak at 769.73 cm-1 is the 

stretching mode of Zn-OH vibrations. The results of IR 

analyses confirmed that the produced precursor was 

Zn4SO4(OH)6.H2O and ZnO, that is in agreement with 

the results of  XRD. When the precursors were heated at 

875 °C for 1 h, they decomposed into ZnO crystallite 

phase (JCPDS card no. 00-036-1451) (Figure 2 c and d). 

In this case, the ZnO nano-crystals were hexagonal with 

the lattice parameters: a = 3.24 Å, b = 3.24 Å, c = 5.20 

Å (space group= P63mc). Representative X-ray ZnO 

powder diffraction data are shown in Table 3. Sharp 

peaks indicated elevated crystallinity of ZnO. Figure 

4(B) shows the FTIR spectrum of the ZnO nano-

powders prepared through thermal decomposition at 

875°C. The absorption band at 430.06 and 507.45 cm-1 

(Figure 4B) are attributed to Zn–O, and the band at 

3428.27 cm-1 is attributed to –OH stretching [34]. The 

band at 1635.99 cm-1 is due to the OH bending of water. 

Finally, the tiny dip in the spectra at 2369.67 cm-1 is due 

to atmospheric CO2 [35-38]. In general, the IR peaks 

intensities at pH=6.12 are higher than those at 

pH=11.23. It could be postulated that the higher IR 

peaks intensity are due to the higher ZnO structures 

particles during the thermal decomposition [39]. The 

average diameter and the length of the nanorods in the 

powder #1 were 980 nm and 2.2 μm, respectively; 

while, in the powder #2, the diameter and length were 

760 nm and 3.3 μm, respectively. Generally, the aspect 

ratio of the ZnO nanorods increased with the enhanced 

concentration of OH-. It is worth noting that an increase 

in concentration of OH- ions could partially suppress the 

growth of as-deposited ZnO nanocrystallines [16]. Thus, 

the diameter of nanorods decreased when the 

concentration of OH- increased from pH 6.12 to 11.23 

(see Figure 5). 

Figures 6 and 7 show TEM images of powder #1 

and powder #2, respectively. Figures 8a and 9a show 

that the spherical ZnO nanoparticles have a wide size 

distribution with the average diameter of 85±5 nm and 

112±5 nm, respectively. The Rosin–Rammler (RR) 

distribution function (Equation (5)) is the most 

commonly used equation for describing the particle size 

distribution (PSD) [40]: 

( ) ( ) ndxxQ 0/exp1 −−=  (5) 

 

 

 

 
Figure 3. SEM images of the (a, b) precursor #1 (prepared at pH=6), and (c, d) precursor #2 (prepared at pH=11) at two different 

magnifications 
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Figure 4. (A) FT-infrared spectra of the precursor #1 (a), 

precursor #2 (b), (B) powder #1 (a), and powder #2 (b) of ZnO 

nanoparticles obtained at 875 °C for 1h 
 

 
TABLE 3. Representative X-ray Zinc oxide powder (#1 and #2) diffraction data 

h k l 
ZnO crystals in  powder #1 ZnO crystals  in powder #2 

d cal. d meas. Peak Height [cts] d cal. d meas. Peak Height [cts] 

1 1 0 2.812 2.814 1569 2.812 2.814 1204 

0 0 2 2.601 2.603 1193 2.600 2.603 2180 

1 0 1 2.474 2.475 2615 2.474 2.476 2096 

1 0 2 1.910 1.911 575 1.910 1.911 599 

1 1 0 1.623 1.624 1284 1.623 1.625 959 

1 0 3 1.476 1.477 956 1.476 1.477 1063 

2 0 0 1.406 1.407 202 1.406 1.407 151 

1 1 2 1.377 1.378 918 1.377 1.378 741 

2 0 1 1.357 1.358 502 1.357 1.358 396 

0 0 4 1.300 1.301 84 1.300 1.301 144 

2 0 2 1.237 1.238 151 1.237 1.238 135 

1 0 4 1.180 1.181 73 1.180 1.181 90 

 

 

 
Figure 5. SEM images of (a, b) powder #1 (prepared at pH=6), and (c, d) powder #2 (prepared at pH=11) at two different 

magnifications 
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Figure 6. TEM images of the ZnO nano-architectures (powder 

#1) 

 

 

 
Figure 7. TEM images of the ZnO nano-architectures (powder 

#2) 

 

 

where, x is the measured particle size, Q(x) is the 

cumulative fraction passing function, d0 is the size 

factor, and n is the spread factor. The size factor, d0, is a 

characteristic of the PSD. In the function, the size factor 

indicates the fineness of powder. So, the smaller d0, the 

finer is the powder. On the other hand, the spread factor, 

n, is a measure of the uniformity. It is larger for 

narrower distribution. That is, the higher the n value the 

more uniform is the distribution. 

The parameters of the PSD of the sphere-like ZnO 

by using the Rosin–Rammler model is illustrated in 

Table 4. The factor of d0 is 74.67 for the spheres of  

powder #1 while it is 106.50 for powder #2. It indicated 

that the average size of the sphere-like particles of the 

ZnO in powder #1 was lower than that of powder #2. It 

established a direct relationship between the reaction 

temperature and particle sizes. Increasing the reaction 

temperature leads to either an increase in the formation 

of nuclei, which would promote smaller particles in the 

end-product, or a faster rate of decomposition of zinc-

hydroxo- complexes to ZnO, which results in the 

growth and coarsening of the end-products [33]. In this 

case, however, the growth of particles seems to 

dominate as the temperature of the reaction is increased 

in this series of reactions by increasing pH value (Figure 

1). According to Figures 8, 9 and Table 4, the lower n 

values in both powders indicate the wider particle-size 

distributions [40]. 

 

 

 
Figure 8. (a) Particle size distribution and (b) fitting of the 

Rosin–Rammler equation into the ZnO nanospheres of  

powder #1 data by using TEM analysis 

 

 

 
Figure 9. (a) Particle size distribution and (b) fitting of the 

Rosin–Rammler equation into the ZnO nanospheres of powder 

#2 data by using TEM analysis 
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TABLE 4. Rosin–Rammler equation parameters for TEM 

data from spherical ZnO nanoparticles 

Powder 
Factor 

Powder #2 Powder #1 

106.50 74.67 d0 

1.329 1.239 n 

 

 

4. CONCLUSIONS 
 
Pure ZnO nanoparticles have been successfully 

produced with a simple thermal decomposition method 

without using organic solvents, expensive raw materials, 

and complicated equipment. Then, the SEM and TEM 

images showed that the ZnO nanoparticles were of rod 

and spherical shapes. The following major conclusions 

were made.  

• The sequential occurrence of ZnO nanoparticles was 

included nanorods and nanosphere. Nanorods were 

obtained in the earliest stage when ZnCl2 was used 

as a zinc ion source, which implied that the source of 

Zn ions affected the morphology of the synthesized 

ZnO nanoparticles. 

• The average particles size of ZnO nanoparticles 

increased with increasing pH of the reaction media. 

• As the pH of the starting solution increased from 6 

to 11, the reaction temperature of all steps during the 

synthesis of ZnO nanopowders including the water 

decomposition, dehydroxylation and decomposition 

of sulfate groups were shifted to the higher amounts. 

• A direct relationship was observed between the 

reaction temperature and particle sizes. As if, raising 

the reaction temperature increased the average 

particle size of ZnO. 

• The diffraction peaks decreased in intensity with the 

increasing pH value. 

Finally, the facile protocol can be proposed for 

synthesis of zinc oxide nano-materials with rod and 

spherical shapes. Again, future programs have been 

designed to control the operational parameters to obtain 

ZnO nano-structures with desired size, shape, and 

alignment.   
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Persian Abstract 

 چکیده 
  گراد یسانت  درجه  875  یدما  درو    ساعت  1  مدت   به  هوا  در   [ ZnOو    O 2.H6)(OH)4(SO4Zn]شامل:    ماده  ش یپ  میمستق   ی حرارت  هیتجز  از طریق فرایند اکسید روی نانوذرات 

  ف ی ط  ،(XRDپرتو ایکس )  پراش   با استفاده از آنالیز   هاهنمونتنظیم شد. مشخصه یابی    11و    6روی دو مقدار    O2.H3NHمحلول از طریق افزودن محلول    pHمقدار  .  ندشد  سنتز

با دو  ،  نانو ذرات خالص اکسید روی  نتایج نشان داد.  انجام شد (TEM) یعبور  ی الکترون  کروسکوپ یم   و   (SEM)یروبش  ی الکترون  کروسکوپ یم  ،  (FT-IR) قرمز  مادون  سنجی

 = pH در  ماده تهیه شده  شیپ   تجزیه حرارتی که از   ZnO یکرو  نانوذرات   قطر   نی انگیم  .سولفاتی تشکیل شدندهای کلریدی و  مورفولوژی کروی و میله ای، به ترتیب در محلول

 یدارا  هالهینانوم   pH = 11در شرایط  .بودند  کرومتر یم  2/2  طول  و  نانومتر   980  قطرمیانگین دارای    طور   به   ZnOیهالهینانوم  که  یحال  در  بود،  نانومتر  85  ±  5  حدود،  شد  سنتز 6

و    SEMتصاویر حاصل از  .  بود  نانومتر  112  ±  5  حدود  یکروبا مورفولوژی    ذرات نانو  متوسط   ذرات   اندازه  که   یحال  در  ،هبود  کرومتریم  3/3  طول  و  نانومتر  760  ن یانگیم  قطر

TEM  ای و کروی را نشان داد. با افزایش  حضور نانو ذرات میلهpH    راحل ساخت نانوذرات  دمای واکش مربوط به تمام م  11به    6محلول ازZnO  به نتایج    افزایش یافت. با توجه

 مواد   هرگونه  از  استفاده  بدونو   2ZnCl و 4ZnSO یهامحلول  از  استفاده  با  خالص   ZnO نانوذرات   دیتول  یبرا  مناسب  و  ارزان  یروش   عنوان  به  تواندیم  حاضر  روش  ،حاصل

 .شود اعمال یآل و یسم ییایمیش
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A B S T R A C T  
 

 

In this paper, the whale optimization algorithm is proposed for harmonics elimination in a cascaded 

multilevel inverter. In selective harmonic elimination pulse width modulation, the selected low-order 

harmonics are eliminated by solving nonlinear equations, while the fundamental of output waveform is 
adjusted to a desired value. In this paper, whale optimization algorithm is applied to a 7-level cascaded 

H-bridge inverter to solve the equations. Also, it was validated by experimental results, since this 

algorithm has an ability to search in entire solution space, the probability of catching a global best 
solution is very high. This method has higher accuracy and probability of convergence than the genetic 

algorithm. The optimization and comparison of whale optimization algorithm and genetic algorithm have 

been done in MATLAB software. A 1 kW prototype of this converter is built and the results are 
presented. The effectiveness and the theoretical analysis of this method are verified through both 

simulation and experimental results. 

doi: 10.5829/ije.2021.34.08b.11 
 

 
1. INTRODUCTION1 

 
Multilevel voltage source inverters (MVSIs) have been 

widely applied in medium voltage (MV) and high power 

industry applications such as AC power supply, motor 

drives, HVDC, interconnection of distributed generation 

(DG) units to a grid and wind energy systems [1-3]. 

MVSIs have several advantages compared to the 

traditional two-level inverter such as low harmonic 

contents, low switching stresses and losses, low 

electromagnetic interface (EMI), and high system 

efficiency. Owing to have low total harmonic distortion 

(THD), MVSIs can follow the target signal more 

accurately. Moreover, the smaller harmonic filters are 

required and the insulation requirements are reduced [4]. 

For improving MVSIs performance and quality of the 

output waveforms, different methods have been proposed 

such as sinusoidal pulse Width modulation (SPWM) [5], 

optimal minimization of THD [6, 7], space-vector 

modulation (SVM) [8], and selective harmonic 

elimination pulse width modulation (SHEPWM) [9, 10]. 

 
*Corresponding Author Institutional Email: alemi@ari.ac.ir (M. 

Alemi-Rostami) 

SHEPWM has been paid a great attention for its 

ability to eliminate the specific low-order harmonic 

contents, and to leave triple harmonics uncontrolled to 

facilitate the advantages of the three phase system. 

Several works have been done to solve the nonlinear 

equations related to SHEPWM with different 

optimization methods such as genetic algorithm [11, 12], 

particle swarm optimization (PSO) [13], ant colony 

systems [14]. In these works, the objective function is 

defined and minimized. GA is widely used which is 

simpler and more applicable . 

One of the best methods for solving optimization 

problems is whale optimization algorithm (WOA) which 

is proposed by several researchers [15-18]. Whale 

optimization algorithm is inspired by the bubble-net 

hunting strategy of the humpback whale. The trajectory 

path of the bubble-net attack mechanism of WOA is 

based on  the shrinking circling mechanism on the spiral 

track. As a result, the probability of catching the global 

best solution is very high as it covers total space. The 

motion of the whale in the WOA is divided in two parts: 
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A linear direction (in shrinking part) with 50% 

probability and circled spiral direction by other 50% 

probability. Selection between these two parts is done or 

decided by a random number. 

Some valuable reaserch works are published related 

to the presented work in the current. WOA is 

implemented to decide optimum switching angles for 

three-phase Voltage Source Inverter of eliminating some 

high order harmonics while providing the required 

voltage [19]. Moreover, authors show that WOA gives 

faster and more accurate results in terms of decreasing 

THD than PSO algorithm in SHE applications. 

Unfortunately, no experimental results is reported in this 

paper to approve the claim. The selective harmonic 

elimination of an eleven level inverter using WOA was 

investigated by Dash et al. [16] and the results are 

satisfying the proposed method. However, the obtained 

results are not compared with the results from using 

another optimization method. A modified WOA is 

presented for harmonic elimination of a 11-level three-

phase VSI [17]. The results showed a superior 

performance compared to the simple WOA results. An  

original asymmetrical half-cascaded multilevel inverter 

structure that its half-cascaded part has operated as zero-

positive step creator, and then, H-bridge part provides the 

perfect staircase quasi-sinusoidal voltage [18]. The novel 

VSI has been optimized using WOA. 

In this study, WOA is utilized to solve the nonlinear 

equations to eliminate the low-order harmonics while 

adjusting the fundamental harmonic to a desired value. 

The optimization results with WOA including the 

probability of catching a global minimum and optimum 

value of objective functions in three-phase and single-

phase Cascaded Half-Bridge (CHB) inverters are 

compared with the results of GA. The results show the 

superiority of WOA to GA. 

The features of the presented research work can be 

listed as: 

1) Investigating a 7-level VSI structure, 

2) Implementing selective harmonic elimination using 

WOA, 

3) Comparing the WOA results with the GA results using 

Cumulative Distribution Function (CDF), 

4) Investigating the WOA results for single-phase and 

three-phase MVSI structures, 

5) Obtaining satisfying results for harmonic elimination 

using WOA in the proposed structures, 

6) Implementing the optimum inverter to obtain the 

experimental results for evaluation purpose.  

The main goal of presenting all the aforementioned 

features in the current study is to find an appropriate 

approach to reduce the size of the output filter for the 

MVSI especially in ultrasonic converter application.  

The rest of this paper is organized as follows. The 

whale optimization algorithm is described at section II. 

section III contains the problem formulation for 

multilevel inverters, the optimization results, and 

comparison of WOA with GA. Section V reports the 

experimental results of WOA algorithm for single-phase 

and three-phase 7-level cascaded H-bridge inverters. 

 

 

2. METHOD 
 

2. 1. Whale Optimization Analysis           One of the 

nature-inspired meta-heuristic algorithm, which can be 

utilized in optimization problems, is whale optimization 

algorithm (WOA) that mimics the hunting behavior of 

humpback whales. The foraging behavior of these whales 

is called bubbled net feeding method. In this foraging 

method, the whale creates distinctive bubbles along a “9” 

shaped path around the prey and swims up toward the 

surface to capture it as illustrated in Figure 1. The process 

of hunting consists of three steps, 1) encircling, 2) 

bubble-net attacking, and 3) searching of a prey. In the 

following section, the mathematical model is briefly 

discussed. 

 
2. 1. 1. Encircling of a Prey            The humpback whale 

can recognize the location of a prey and encircle it. After 

defining the best search agent, the whale tries to move 

toward this best agent. The mathematical description of 

this step is as follows [18]: 

�⃗⃗� = |𝐶 . 𝑋∗⃗⃗ ⃗⃗  (𝑖) − 𝑋 (𝑖)| (1) 

𝑋 (𝑖 + 1) = |𝑋∗⃗⃗ ⃗⃗  (𝑖) − 𝐴 . �⃗⃗� |  (2) 

 

 

 
Figure 1. Flowchart of whale optimization algorithm for optimally 
selecting [20] 



1900              M. Alemi-Rostami and G. Rezazadeh / IJE TRANSACTIONS B: Applications  Vol. 34, No. 08, (August 2021)    1898-1904                  

where i is the iteration’s number, 𝐴 and 𝐶  are coefficient 

vectors, 𝑋  is the position vector, 𝑋∗⃗⃗ ⃗⃗   is the position of the 

best agent, | | is the absolute value of the vector, and . is 

an element by element multiplication. The vectors 𝐴  and 

𝐶  are obtained as follows [18]: 

𝐴 = 2𝑎 . 𝑟 − 𝑎  (3) 

𝐶 = 2𝑟  (4) 

where 𝑎  is linearly decreased from 2 to 0 over the 

iteration and 𝑟  is a random vector in [0, 1]. 

 

2. 1. 2. Bubble-net Attack Method (Exploitation 
Phase)          The whale swims around the prey within a 

shrinking circle and along a “9” shaped path 

simultaneously with 50% percent probability. The 

mathematical model for this attacking behavior is as 

follows [18]: 

𝑋 (𝑖 + 1) = {
𝑋∗⃗⃗ ⃗⃗  (𝑖) − 𝐴 . �⃗⃗�                        𝑖𝑓 𝑝 < 0.5

𝐷′⃗⃗⃗⃗ . 𝑒𝑏𝑙 . cos(2𝜋𝑙) + 𝑋∗⃗⃗ ⃗⃗  (𝑖)    𝑖𝑓 𝑝 > 0.5
  (5) 

where 𝐷′⃗⃗⃗⃗  indicates the distance between the whale to the 

prey (best agent obtained so far), b is a constant value, 

and l is a random number in  [-1, 1]. 

 

2. 1. 3. Search for Prey (Exploration Phase)        

According to the random coefficient vector  𝐴⃗⃗  ⃗ , WOA 

forces to search on a global level. When |𝐴⃗⃗  ⃗|  > 1, 

humpback whale starts foraging in the entire region. This 

step mathematically described as follows [18]: 

�⃗⃗� = |𝐶 . 𝑋𝑟𝑎𝑛𝑑
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑖) − 𝑋 (𝑖)| (6) 

𝑋 (𝑖 + 1) = 𝑋𝑟𝑎𝑛𝑑
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑖) − 𝐴 . �⃗⃗�  (7) 

where 𝑋𝑟𝑎𝑛𝑑
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗  is a random position vector (a random 

whale) chosen from the current population. The WOA 

starts with a set of random solution. In every iteration, the 

search agents update their positions based on a randomly 

chosen search agent or the best solution so far. 

 

2. 2.  Harmonic Elimination using a WOA 
 

2. 2. 1.  Problem Formulation            In this paper, 

without loss of generality, single-phase and three-phase 

7-level CHB inverters are chosen as a case study which 

consists of three series connected H-bridge cells (shown 

in Figure 2) in each phase. Three different voltage levels 

(−𝑉𝑑𝑐,0, and 𝑉𝑑𝑐) can be generated by each cell. In order to 

implement SHEPWM, three switching angles (α1, α2, and 

α3) are utilized as illustrated in Figure 3. The frequency 

of each cell is equal to the fundamental frequency (fs). By 

these definitions, the output phase voltage of the 7-level 

CHB inverter (Vo) can be expressed using Fourier 

Transform as follows [17]: 
 

 

  
Figure 2. CHB inverter (a) a 7-level CHB single-phase inverter 

structure (b) switching pattern of SHEPWM for a 7-level CH. 
 

 

  
Figure 3. Optimum value of the objective function versus 

modulation index m (a) FSP (b) FTP. 

 

 

𝑉𝑜 = ∑ (𝐴𝑛 cos(𝑛𝜔𝑡) + 𝐵𝑛sin (𝑛𝜔𝑡))∞
𝑛=1   (8) 

where ω is the output angular frequency, and An and Bn  

are the coefficients of Fourier series. As it is shown in 

Figure 3, it can be concluded that the even harmonics are 

absent owing to the symmetry of the waveforms. 

Consequently, the coefficient An is zero. Therefore, 

Equation (8) declines to [18]: 

𝑉𝑜 = ∑ 𝐵𝑛sin (𝑛𝜔𝑡)∞
𝑛=1   (9) 

The coefficient Bn can be calculated as Equation (9) [16]: 

𝐵𝑛 = (
4𝐸

𝑛𝜋
)∑ cos (𝑛𝛼𝑘)

3
𝑘=1  , 𝑛 = 𝑜𝑑𝑑  (10) 

where E is the DC bus voltage of each cell, and αk is 

the switching angle of kth  cell. The modulation index is 

defined to be a representative value of the fundamental 

harmonic V1 [17]: 

𝑚 =
𝜋𝑉1

12𝐸
         (0 ≤ 𝑚 ≤ 1) (11) 

In this study, the switching angles are found such that 

low-order harmonics are eliminated and the magnitude of 

the fundamental harmonic reaches to the desired value. 

In a single-phase CHB, the low-order harmonics are third 

and fifth harmonics. Therefore, a general objective 

function FSP (α) of the optimization problem is defined as 

follows: 

𝐹𝑆𝑃 = |100
𝐵1−𝑚

𝑚
|
4
+

1

3
|50

𝐵3 

𝐵1
|
2
+

1

5
|50

𝐵5

𝐵1
|
2
  (12) 
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In three-phase CHB, the triple harmonics are not 

existed in line voltages. In this case, the objective 

function can be written to eliminate the fifth and seventh 

harmonics as below: 

𝐹𝑇𝑃 = |100
𝐵1−𝑚

𝑚
|
4
+

1

5
|50

𝐵5 

𝐵1
|
2
+

1

7
|50

𝐵7

𝐵1
|
2
  (13) 

The objective function FSP and FTP are subjected to 

the following constraint: 

0 ≤ 𝛼𝑘 ≤
𝜋

2
   , 𝑘 = 1,2,3 (14) 

According to Equations (12) and (13), for any 

variation of fundamental component form desired value 

lower than %1, the first term gets a negligible value. 

Although, if its variation is more than %1, the first term 

of these equations fines it by a power of 4. Other terms 

neglect harmonics under 2 % of the fundamental. If any 

harmonic gets value more than this limit, the objective 

function fines it by power of 2. Finally, by weighting 

each harmonic by inverse of its order, elimination of low-

order harmonics gets higher importance. The more 

detailed mathematical model for harmonic elimination 

using WOA is presented in previous published research 

works [15-18].  
 

 

3. RESULTS 

 
3. 1. Solving SHEPWM Equations          As mentioned 

in the previous section, the whales search for the prey 

with random initial positions. Then they move toward the 

best or random search agent in the search area. The WOA 

is considered as a global optimizer because it has the 

exploring and exploiting abilities. In addition, this 

algorithm defines a search space in the nearby of the best 

solution which allows other search agents to exploit the 

current best solution inside this domain. To solve the 

optimization problem discussed in the previous section, 

WOA is written in MATLAB software. The size of 

population is 100. For each run the number of iteration is 

100. 
Figure 3 shows the optimum objective functions for 

different values of m by step of 0.01 applied in 7-level 

single-phase and three-phase CHB inverters. The 

objective functions are defined in a way that the variation 

of fundamental harmonic from desired value is lower 

than 1% and two low-order harmonics are lower than 2% 

of the fundamental. As a result, if the objective function 

has a low value, the result is satisfactory and acceptable. 

As it is illustrated in Figure 3, for a range of [0.3, 0.85], 

the optimum objective functions have small values. 

Therefore, WOA can successfully find the optimum 

switching angles. For other range of m, the SHEPWM 

does not have perfect results. 

Optimum switching angles are illustrated in Figure 4. 

As the desired fundamental harmonic increases (m 

increases), switching angles are shifted to the origin so 

that regulates the fundamental harmonic to desired value. 

For low value of modulation index, all switching angles 

have a value close to 90 degree. In addition, as it is 

illustrated in Figure 4, for all set of switching angles the 

constraint of optimization problem is satisfied. 

Therefore, it can be concluded that WOA is a reliable 

algorithm for solving SHE equations. 

Low-order harmonics and THD level are calculated 

by Equation (10) and the results are depicted in Figure 5. 

It is expected that fundamental harmonic regulates 

completely due to. using a penalty for first harmonic. 

Other harmonics and THD level have a negligible value 

when objective function is closed to zero. Although, 

WOA is not able to eliminate harmonics in a low value 

of m. 
 

3. 2. Comparison          As mentioned in the previous 

section, WOA is considered as a global optimizer. In 

order to show this ability, results of WOA algorithm are 

compared  with the results of GA for solving SHEPWM 

equations. Figure 6(a) shows the optimum values of FSP 

obtained by these algorithms. It can be noted that, in a 

range of [0.55, 0.7], WOA algorithm has suitable results. 

For three-phase applications, Figure 6(b) shows that 

WOA finds better solutions for a range of [0.4, 0.85]. As 

a matter of fact, it is pointed out that WOA can find the 

global minimum. In these cases, GA finds the local 

minimum. In order to compare the probability of finding 

global minimum using WOA and GA, the cumulative 

distribution function (CDF) is defined as follows [19]:  

𝐶𝐷𝐹(𝑥) = 𝑃(𝑋 < 𝑥)  (15) 

 
 

  
Figure 4. Switching angles versus modulation index m (a) for a 

single-phase structure (b) for a three-phase structure 
 

 

  
Figure 5. Fundamental, two low-order harmonics and THD versus 
m (a) single-phase CHB (b) three-phase CHB. 
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Figure 6. Comparison between the answers of WOA and GA versus 

m: (a) to minimize FSP, (b) to minimize FTP. 

 

 

For a given probability distribution, the probability of 

having a value less than or equal to x for a random 

variable X is called cumulative distribution function 

(CDF). The CDF curve shows the probability of reaching 

to a value lower or equal to a specified level of objective 

function. Figure 7 illustrates CDF curve of WOA and GA 

to solve Equations (12) and (13). It is clear that CDF of 

WOA is above of CDF of GA. Therefore, WOA is more 

likely to converge comparing to GA. As a case in point, 

CDF (10−7) of WOA is 14% and CDF (10−7) of GA is 

2% for a single-phase CHB, and CDF (10−7) of WOA is 

48% and CDF (10−7) of GA is 22% for a three-phase 

CHB. 
 

3. 3. Experimental Results         A 1kW 7-level CHB 

inverter is constructed in laboratory as illustrated in 

Figure 8. It consists of three H-bridge inverter that are 

connected in series. The main parameters of the systems 

are shown in Table 1. It is assumed that each cell has a  
 
 

  
Figure 7. Cumulative distribution function curves of WOA and GA 
to solve SHE-PWM equations: (a) for a single-phase CHB inverter 

(b) for a three-phase CHB inverter 
 

 

A

B

C

D

 
Figure 8. The constructed 7-level CHB inverter: A- CHB inverter 
B- FPGA processor and interface C- DC voltage sources D-auxiliary 

voltage sources 

TABLE 1. Parameters of the 7-level CHB inverter 

Parameters Sym. Value 

Number of cell per phase 𝑁  3  

DC voltage of cell 𝐸  25 [𝑉]  

Switching frequency 𝑓𝑠𝑤  50 𝑘𝐻𝑧  

IGBT switches 𝑆  IKW40N120H3 

 

 

constant DC voltage 25V. The output voltage frequency 

is 50Hz. Isolated-gate bipolar transistor (IGBT) switches 

have been employed as power switches in this structure. 

In this prototype, the SHEPWM modulation is 

implemented over a Spartan-3 field-programmable gate 

array (FPGA). The switching angles which are obtained 

offline by WOA, are loaded in a FPGA processor as a 

lookup table. Therefore, for each modulation index m, 

the processor finds the optimum switching angles from 

this lookup table. For isolation of the power circuit from 

the control board, optocoupler 6N137 have been used. At 

the end, the isolated signals are reached to the power 

switches by IGBT driver HCPL-3120 to provide the 

amount of charges required to turn on IGBT switches. 

In order to validate the results of WOA , two 

operation points are implemented in single-phase and 

three-phase CHB inverters when the modulation index 

are m=0.6 and m=0.8. The switching angles for each case 

are tabulated in Table 2. Figures 9 and 10 show the output 

phase voltage of CHB inverter and frequency spectrum 

in the single-phase and three-phase CHB inverters. It can 

be noted that, the third and fifth harmonics in single-

phase CHB, and fifth and seventh harmonics in three-

phase CHB, are completely eliminated that confirms the 

results of WOA. Figure 11 shows the phase voltage of 

single-phase CHB when a step change in the modulation 

index is applied. 
 

 
TABLE 2. Switching angles for 𝑚 = 0.8 

7-level CHB 𝜶𝟏  𝜶𝟐  𝜶𝟑  

Single phase 19.998297 20.183009 58.349913 

Three phase 11.504323 28.713562 57.104075 

 

 

  
Figure 9. Experimental results of SHE-PWM for a CHB inverter in 

m=0.8: (a) phase voltage, (b) harmonic spectrum in a single-phase 

structure 
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Figure 10. Experimental results of SHE-PWM for a CHB inverter 

in m=0.8: (a) phase voltage, (b) harmonic spectrum in a three-phase 
structure 

 

 

 
Figure 11. Experimental results of SHE-PWM for a single-phase 

CHB inverter: (a) when m increases form 0.6 to 0.8, (b) when 

modulation index decreases from 0.8 to 0.6 

 

 

5. CONCLUSION 
 

In this paper, the whale optimization algorithm has been 

used to solve nonlinear equations of SHEPWM for 

multilevel inverters. It is shown that WOA has an ability 

to find a global solution for two objective functions. 

Comparison of the optimization results of WOA and the 

results of GA proves that this method has higher accuracy 

and probability of convergence than GA and shows the 

superiority of WOA to GA. A 1 kW prototype of 7-level 

CHB inverter is built and the results are presented. The 

low-order harmonics are eliminated completely and the 

first harmonic is adjusted to the specific value.  
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Persian Abstract 

 چکیده 
ارمونیکی انتخابی ، هارمونیک در این مقاله ، الگوریتم بهینه سازی نهنگ برای حذف هارمونیک در یک اینورتر چند سطحی آبشار ارائه شده است. در مدولاسیون پالس حذف ه

واه تنظیم می شود. در این مقاله ، الگوریتم بهینه  های کم مرتبه انتخاب شده با حل معادلات غیر خطی حذف می شوند ، در حالی که بنیاد شکل موج خروجی به مقدار دلخ

سطح برای حل معادلات اعمال می شود. همچنین ، با نتایج تجربی تأیید گردید ، از آنجا که این الگوریتم توانایی جستجو در   7آبشاری  Hسازی نهنگ بر روی یک اینورتر پل 

انی بسیار زیاد است. این روش از دقت و احتمال همگرایی بالاتری نسبت به الگوریتم ژنتیک برخوردار است. بهینه  کل فضای محلول را دارد ، احتمال گرفتن بهترین راه حل جه

د.  مبادله از این مبدل ساخته شده و نتایج ارائه می شو  1انجام شده است. نمونه اولیه    MATLABسازی و مقایسه الگوریتم بهینه سازی نهنگ و الگوریتم ژنتیک در نرم افزار  

 اثربخشی و تجزیه و تحلیل نظری این روش از طریق نتایج شبیه سازی و تجربی تأیید می گردد.

 

https://doi.org/10.1002/2050-7038.12298
https://doi.org/10.1007/s00202-020-00983-y
https://doi.org/10.1109/ICEEE2.2018.8391290
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A B S T R A C T  
 

 

As a natural stone aggregate, resources are reducing at a high rate due to the large concrete use.  For 
the search of substitute material for natural aggregates, in recent years coconut shells are used in the 

concrete field. Reinforced cement concrete (RCC) portal frames are a very common structural element 

and used for resisting lateral loads. In this research single bay, RCC portal frames made with coconut 
shell concrete (CSC) are tested under lateral load and cyclic push-pull load.  The results are compared 

with frames made with conventional concrete (CC). Four prototype bare frames cast in that two frames 

made with CSC and two with CC. Behavior and characteristics like load capacity, deflection, crack 
formation, concrete strain, stiffness, and ductility are studied. It was found that under cyclic push-pull 

load CSC frames are comparable with CC frames rather than under lateral load. The amount of 

deflection and strains are observed in the CSC frame is comparatively more than in CC frames. 
Stiffness and ductility also observed more in CSC frames than CC frames. 

doi: 10.5829/ije.2021.34.08b.12 
 

 
1. INTRODUCTION1 
 
In recent times lightweight concrete has a great impact 

on the concrete production field and has been used in 

reinforced concrete. By using lightweight concrete 

(LWC) cost can save up to 15-20 % of that of normal 

weight concrete. As a result of the growing population 

and industrialization, the use of concrete is increasing at 

a high rate. This caused a drastic reduction in natural 

stone recourses, as aggregate plays a significant role in 

concrete production. In this situation search for a 

substitute material for crushed stone aggregate (CSA) is 

significant. Many agriculture wastes and by-products 

are already in use as aggregate in the concrete field. 

Recently in LWC production lightweight aggregates 

(LWA) used are pumice, perlite, expanded clay, coal 

slag, sintered fly ash, rice husk, straw, sawdust, cork 

granules, wheat husk, oil palm shell, and coconut shell 

(CS) [1-4]. With the help of these LWAs, LWC with the 

required strength can be produced [5]. Studies found 
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that the basic properties of coconut shell concrete 

(CSC), mechanical properties of CSC, bond properties 

of CSC [2] and long term performance of CSC are 

coming in the similar range as required for the structural 

applications of LWC [3]. In previous researches 

behaviors of reinforced CSC beam under flexure, shear, 

and torsion  had been already studied [6-8], hence this 

study investigated an experimental study of reinforced 

CSC portal frames under lateral and cyclic load, then 

compared with the conventional concrete (CC). 

Reinforced cement concrete (RCC) portal frames are a 

very commonly used structure in the construction field. 

RCC frames generally consist of two structural element 

beams and columns, in which beams are fixed to the 

columns, and columns are strongly made that they can 

give stability to the entire portal frame [9]. In the case of 

framed structures, lateral loads are having more effects 

than the gravity loadings like dead load and vertical 

imposed loadings [10]. 

It is found that in previous studies the use of many 

structural elements were analyzed using CSC but none 

of them have used CSC in portal frames. Therefore, the 

study on CSC used portal frame is found to be very 
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limited. In that case study, the analyzing the 

characteristics of single bay reinforced portal frame by 

using CSC under lateral loads is the need of the hour. 

This research is focusing on the use of CS as a suitable 

replacement material to substitute the natural stone as 

coarse aggregate in the case of concrete portal frames. 

This includes the comparisons of behavioral 

characteristics such as deflection, strain characteristics, 

stiffness, and ductility of CSC frame with CC frame 

under lateral and cyclic loads. This analysis can provide 

significant insight into the performance of bare portal 

frame structure. 

 

1. 1. Coconut Shell Aggregate       The making 

process of aggregate from CS, which is thrown as an 

environmental waste is already discussed and presented 

in earlier researches and studies [2-3]. Some of the 

important properties of CS aggregates have been found 

in previous studies. The CS having average moisture 

content and water absorption were 04.20% and 24.00%, 

respectively. The average specific gravity of CS found 

as 1.05-1.20 respectively, it is comparatively less than 

the normal aggregates. This justified that, if CS as 

aggregate is used in concrete it will fall in the LWC 

category. The average bulk densities of CS in loose and 

compacted conditions are 550 kg/m3 and 650 kg/m3, 

respectively. CS aggregates will produce concrete of 

less unit weight compared to normal weight aggregate 

concrete and that falls under the category of producing 

LWC [2-3]. 

 

1. 2. Coconut Shell Concrete       In the making of two 

types of concrete, ordinary Portland cement, river sand, 

water, and crushed granites are the ingredients for 

making CC. But for making CSC crushed granites are 

replaced by CS as coarse aggregates. The concrete grade 

is selected as M25 concrete, for both CC and CSC. CS 

are collected and crushed by the crushing machine 

available on the University premises. Figure 1 showing 

the process pictures of CSC from the collection of CS to cast 

specimen under curing. Trail mix proportions are 

collected from previous studies [6-8]. Table 1 showing 

the trail mixes and properties of the CC and CSC found 

in preliminary tests. 

 

 

2. EXPERIMENTAL TEST 
 

2. 1. Frame Size and Detailing          The overall 

portal frame size was decided with respect to the 

feasibility of accommodating the same into the loading 

from provision available to apply both static and push-

pull load in the structural testing laboratory of the 

university premises.  

Since the maximum size in height is 1650 mm and 

the provision to hold the base is 1500 mm and hence the 

maximum base width of 1400 mm and the column 

height of 1500 mm were fixed. The sectional detailing is 

provided based on the Indian Standard IS 456: 2000 

[11] (i.e) it recommended for column minimum 

diameter of reinforcement bar should be 12 mm and the  
 

 

 
(a) Collected 

 
(b) CS crusher 

 
(c) CS size segregation  

 
(d) Crushed CS 

 
(e) Material batching 

 
(f) Materials loading 

 
(g) CSC 

 
(h) Specimen before casting 

 
(i) Specimen after casting 

Figure 1. Process pictures of CSC 
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TABLE 1. Trail mixes and cocnrete proterties  

Description 
Conventional 

concrete (CC) 

Coconut shell 

concrete (CSC) 

Mix ratio 
1:2.22:3.66 (cement: 

sand: CSA) 

1:1.47:0.65 

(cement: sand: CS) 

Water/Cement 0.55 0.42 

Cement content 320 kg/m3 510 kg/m3 

Slump 11 mm 7 mm 

Compaction factor 0.89 0.93 

28 days dry density 2496 kg/m3 1982 kg/m3 

28 days compressive 

strength 
27.85 N/mm2 26.16 N/mm2 

 

 

CS minimum four number bars should be provided. In 

this aspect, it was adopted. Since most of the research 

studies on structural elements size, shape, and 

reinforcement detailing are fixed at first and tested for 

their capacity and behavior rather than designed for 

resisting particular applied load [12-15] which is 

normally adopted for field execution. Therefore, the size 

of the beam ((150 × 150 × 1000 mm), size of the 

column (150 × 150 × 1500 mm), and size of the base 

(200 × 300 × 1400 mm) is adopted for the prototype 

frames, in this study. 

Totally four frames were cast in that two for CC and 

two for CSC. Four numbers of steel bars having a 

diameter of 12 mm are provided for the beam, column, 

and base of the frames. The schematic diagram of the 

cross-section and reinforcement detailing are showing in 

Figure 2 and Figure 3, respectively.  

 

2. 2. Casting Process         For casting process the 

plywood moulds and the reinforcement are made as per 

the size and detailing. Before placing the reinforcements 

a thin coat of crude oil was coated inside of the frames. 

All materials are collected and mixed. Concretes are 

placed into the moulds very carefully and compacted 

using a needle vibrator. Right after the casting frames 

are covered with plastic sheets. Only after 24 h moulds 

are removed from the frames and the curing process is 

started for the next 28 days. 

 

2. 3. Loading Setup         The testing of the frames was 

carried out in a self-straining loading frame of a 

capacity of 200 kN. Only after 28 days of curing the 

frames are placed and rigidly fixed to the frame base 

with clamps and bolt nuts for avoiding any kind of 

displacement during testing. The setup is showing in 

Figure 4, where a hydraulic jack of 200 kN is fixed in 

such a way it can give the loading to the beam-column 

joint of the frame. A linear variable displacement 

transducer (LVDT) was placed to the opposite beam-

column connection for measuring deflection to the  
 

 
Figure 2. Cross section of frame 

 

 

 
Figure 3. Reinforcement detailing of frame 

 

 

 
(1) Hydraulic jack 200 kN capacity, (2) LVDT, (3) Deflection 

indicator, (4) Load indicator, (5) Multi-channel data logger, 

and (6) Strain gauges on the surface 

Figure 4. Loading set-up 
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corresponding load. Strain gauges were pasted to the 

frame surface and connected to the multi-channel data 

logger for concrete strain readings.  

 

2. 4. Loading Protocol          In the case of lateral 

static loading, a load applied on the increment of 2 kN. 

But in the case of cyclic loading because of the 

application of load in both push and pull to minimize 

the number of cycles it was applied in 4 kN increment. 

That is, it was applied to one direction positive (push) 4 

kN, then brought to neutral position and then applied to 

the opposite direction negative (pull) 4 kN for the first 

cycle. The same way was followed for cycle two for 8 

kN and then 12 kN for cycle three and so on till the 

ultimate. This is how the loading protocol was followed 

for both lateral and cyclic load application in this study.   

 

 

3. RESULTS AND DISCUSSIONS 

 

3. 1. Ultimate Loads        In lateral loading the 

ultimate failure load for the CC portal frame was found 

to be 62 kN and for the CSC frame, it was 40 kN. For 

cyclic push load the ultimate failure load for CC portal 

frame was found to be 40 kN and for the CSC frame, it 

was 38 kN. Similarly, for cyclic pull load, the ultimate 

failure load for the CC portal frame was found to be 40 

kN and for the CSC frame, it was 38 kN.  

The ultimate failure load in lateral loading is found 

less in CSC frame compared to CC frame. It’s 

approximately 34% lesser in CSC than the CC portal 

frame. But in the case of cyclic push-pull loading, the 

ultimate loads are much more same in both CC and CSC 

frames. It's only 5% lesser in CSC compared to the CC 

portal frame. It shows that CSC frames are having 

similar strength as CC frames under cyclic loads rather 

than lateral loading. 
 

3. 2. Load vs Deletion Behavior        The load-

deflection patterns are much more similar in both CC 

and CSC portal frames. In both cases, CC and CSC 

portal frames, the pattern of load-deflection the curve is 

similar parabolic type. But it was found that the CSC 

portal frames are showing more deflection than CC 

portal frames for a similar amount of aping load. This is 

happening because of the porous nature, low density of 

CS that results in lower elastic modulus of CSC as 

found in previous works CSC [10]. 

In both CC and CSC the deflection curve is initially 

linear than it’s followed by a parabolic curve. During 

lateral loading, there is no deflection up to 10 kN for 

both CC and CSC. But in the case of cyclic loading 

deflection was started from the initial load of 4 kN. But 

in both loading cases deflection was found more in the 

CSC frame compared to the CC portal frame on a 

similar amount of load. Figures 5, 6 and 7 are showing 

the load versus deflection curve for both CC and CSC 

frames of experimental investigations. Figures 8 and 9 

are showing hysteristic curve of cylic loads of CC and 

CSC frames, respectively. 

In case of lateral load CC frame has ultimate load 

capacity of 60 kN with 18.9 mm defection and CSC 

frame has ultimate load capacity of 40 kN with 50.1 mm 

defection. Under lateral load CC performance was better 

than CSC frame. For cyclic push load CC and CSC 

frame has ultimate load capacity of 40 kN and 38 kN 

and maximum deflection 53.72 mm and 52.59 mm, 

respectively. For cyclic push load CC and CSC frame 

 

 

 
Figure 5. Load-deflection curve under a lateral load 

 

 

 
Figure 6. Load-deflection curve under a cyclic push load 

 

 

 
Figure 7. Load-deflection curve under a cyclic pull load 
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Figure 8. Hysteretic curves of cyclic load (CC) 

 

 

 
Figure 9. Hysteretic curves of cyclic load (CSC) 

 

 
has ultimate load capacity of 40 kN and 38 kN and 

maximum deflection 60.18 mm and 50.72 mm, 

respectively. Cyclic loading ultimate load for CSC is 

5% lesser compared to CC portal frame. It shows that 

CSC frames are having similar behviour like CC frames 

under cyclic loads. But in both loading cases deflection 

was found more in CSC frame compared to the CC 

portal frame at the same amount of load. CSC frames 

are showing more deflection than CC frames and hence 

more ductility. There are some advantages and 

disadvantages of the coconut shell concrete mix 

compared to the traditional concrete mix. The advantage 

is coconut shell concrete density is less compared to 

conventional concrete density because of less coconut 

shell density (550-650 kg/m3) compared to the 

conventional stone aggregate density (1600-1800 

kg/m3). Also, due to the fibrous nature of coconut shell 

aggregate compared to conventional stone aggregate, 

naturally, the ductility of coconut shell concrete is more 

compared to conventional concrete and it is more 

advantageous especially in the case of seismic 

resistance. A disadvantage of using coconut shells in 

urban areas is transportation cost. Therefore, it is most 

advantageous the coconut shell is used in rural areas 

where it is dumped as waste. 

 
3. 3. Cracking Patterns      Cracks are formed in 

frames after certain application loads. Loads are noted 

when the corresponding cracks occur and marking was 

done during the start to the end of the test. The cracks 

usually form on the beam-column joint and column base 

junctions. Initial cracks are formed in the column joints 

than mostly cracks occur in the upper and lower portion 

of the columns of the frame. In the case of the lateral 

load, an initial crack occurs in CC portal frame at the 

load of 16 kN which is 26% of its ultimate failure load. 

In the CSC portal frame initial crack occurs at the load 

of 14 kN which is 35% of its ultimate failure load. 

Figure 10 shows of cracks occurred in the CC frame on 

both side of the columns and beam at the load of 14, 18, 

24, 26, 28, 34, 38, 42, 48, 54, 60, and 62 kN, and cracks 

occur in the CSC frame on both sides of the columns 

and beam at the load of 10,16,22,26,28,34,38, and 40 

kN. Similarly, like the CC frame, the ultimate cracks 

have occurred in the beam-column connection. 

Most of the cracks are formed in the horizontal and 

vertical directions both in CC and CSC frames in 

column and beam components, respectively. This shows 

that the bonding between the reinforcement and the 

coconut shell concrete is also similar to that of 

conventional concrete. Because if there is no bonding 

exist between the reinforcement and the concrete then 

along the length of the reinforcement crack will form. In 

this study, column reinforcement is normally placed 

vertical and beam reinforcement is placed horizontally 

which shows that the good compatibility exists between 

CSC and reinforcements is essential for any kind of 

structural element.  

In the case of the cyclic push-pull load, an initial 

crack occurs in the CC portal frame at the pull load of 

12 kN which is 30% of its ultimate failure load. 

Similarly for the CSC portal frame, the initial crack 

occurs at the load of 10 kN which is 26% of its ultimate 

failure load. Figure 11 shows of cracks are occurred in 

the CC frame on both side of the columns and beam at 

the load of 16 kN then 16 to 40 kN at the interval of 4 

kN. Figure 12 shows of cracks occur in the CSC frame 

on both side of the columns and beam at the load of 12 

kN and then 16 to 40 kN at the interval of 4 kN.  

 
3. 4. Strains        Strain values are measured for every 

increment of load. Figures 13, 14 and 15 are showing 

the tension and compression strain values for both CC 

and CSC frames for each load type. Concrete surface 

strains for CSC frames are found more than CC frames. 
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Figure 10. Cracks in CC and CSC frames after lateral load 

 

 

 
Figure 11. Cracks in CC frame after cyclic load 

 

 

 
Figure 12. Cracks in CSC frame after cyclic load 

 

 

 
Figure 13. Load - strain curve under lateral 

 
Figure 14. Load - strain curve under cyclic push load 

 

 

 
Figure 15. Load - strain curve under cyclic pull load 

 

 

It is because of the replacement of coarse aggregate as 

coconut shell, and coconut shells having less strength 

and stiffness as compared to crushed granite. Granite 

aggregates are having more characteristics and 

properties then coconut shells And hence there is more 

deflection in CSC frame compared to CC frame. These 

obtained strain values are similar to the previous work 

done on CSC [11]. From this study we can say CSC is 

efficient to attain its strain capacity.    

 

3. 5. Stiffness    Stiffness for both CC and CSC frames 

are calculated and compared with each other. The 

stiffness characteristics of both bare frames at the beam-

column joint level calculated as a ratio of the difference 

of yield point load, ultimate load and the difference of 

yield point deflection and ultimate load deflection [16].  

Figure 16 showing the stiffness for both CC and CSC 

frames. The stiffness at the beam-column joint of the 

frame under lateral loading for CC and CSC are 2.6 

kN/mm, 0.56 kN/mm, respectively. Stiffness under 

cyclic push load for CC and CSC are 0.51 kN/mm, 0.56 

kN/mm, respectively. Similarly, stiffness under cyclic 

push load for CC and CSC is 0.49 kN/mm, 0.54 

kN/mm, respectively. In the case of lateral load, CSC 

frames are showing less stiffness than CC frames. For 
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cyclic push-pull load, CSC frames are showing more 

stiffness than CC frames.  

 
3. 6. Ductility Factor         Ductility factors of both 

portal frames are calculated as the ratio between 

displacement at ultimate load and displacement at yield 

load and compared as recommended in the literature 

[16]. The ductility factor at the beam-column joint of 

CC and CSC frames under lateral loading are 23.63 and 

20.16, respectively. Ductility factors for CC and CSC 

frame under cyclic push-load are 6.03, 8.4, and under 

cyclic pull-load is 5.03, and 5.5, respectively. In the 

case of lateral load, CSC is a little less ductile than CSC 

frames. But it is found that under cyclic push-pull load 

CSC frames are a little bit more ductile compared to CC 

frames. In Figure 17 ductility factors for both CSC and 

CC frames are shown for both types of loading. 

 
 
4. CONCLUSIONS 
 

The ultimate failure load in lateral loading is found 

approximately 34% lesser in CSC than CC portal frame. 
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Figure 16. Stiffness in CC and CSC frames 
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Figure 17. Ductility factor of in CC and CSC frames 

Under lateral load, CC performance was better than 

CSC frame. Cyclic loading ultimate load for CSC is 5% 

lesser compared to the CC portal frame. It shows that 

CSC frames are having similar strength as CC frames 

under cyclic loads rather than lateral loading. But in 

both loading cases deflection was found more in the 

CSC frame compared to the CC portal frame on a 

similar amount of load. CSC frames are showing more 

deflection than CC frames. Concrete surface strains to 

the corresponding loads for CSC frames are found more 

than CC frames. It is because CS, and CS having less 

strength and stiffness as compared to CSA. Hence there 

is more deflection in the CSC frame compared to the 

CC frame. In the case of lateral load, CC frames are 

showing more stiffness than CSC frames. But for cyclic 

push-pull CSC frames are showing more stiffness than 

CC frames. In the case of lateral load, CSC is a little 

less ductile than CSC frames. But It is found that under 

cyclic push-pull load CSC frames are a little bit more 

ductile compared to CC frames. Overall it was observed 

that in the case of cyclic loads performance of CSC 

frames is preferable as a structural element and has a 

reliable comparison with CC frames. 

CSC frames are showing more deflection than CC 

frames and hence more ductility. coconut shell concrete 

density is less compared to conventional concrete 

density because of less coconut shell density (550-650 

kg/m3) compared to the conventional stone aggregate 

density (1600-1800 kg/m3). The use of coconut shells in 

urban areas would lead to higher transportation cost 

compared to conventional aggregate. Therefore, it is 

most advantageous the coconut shell is used in rural 

areas where it is dumped as waste. The crack pattern 

formed on CSC frames shows that the good 

compatibility of CSC exists with reinforcements like 

conventional concrete which is essential for any kind of 

structural element.  
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Persian Abstract 

 چکیده 
رای سنگدانه های طبیعی ، در سال های  به عنوان یک سنگ دانه سنگ طبیعی ، منابع به دلیل استفاده زیاد از بتن ، با سرعت بالایی کاهش می یابند. برای جستجوی مواد جایگزین ب

یک عنصر ساختاری بسیار رایج است و برای مقاومت در برابر بارهای   (RCC) سته های نارگیل در زمینه بتن استفاده می شود. قاب های پورتال بتن سیمان مسلحاخیر از پو

فشار فشار کششی چرخشی آزمایش می تحت بار جانبی و   (CSC) ساخته شده با بتن پوسته نارگیل RCC جانبی استفاده می شود. در این خلیج تحقیقاتی ، قابهای پورتال

ساخته شده است. رفتار و   CC و دو قاب با CSC مقایسه می شود. چهار قاب اولیه لخت در دو قاب ساخته شده با (CC) لیشوند. نتایج با فریم های ساخته شده با بتن معمو

 ری مورد مطالعه قرار می گیرد. مشخص شد که در زیر فشار فشار کششی چرخه هایخصوصیاتی مانند ظرفیت بار ، انحراف ، تشکیل ترک ، کرنش بتن ، سختی و شکل پذی 

CSC فریم های  اب CC  قابل مقایسه هستند تا زیر بار جانبی. میزان انحراف و فشارهای مشاهده شده در قاب CSC نسبتاً بیشتر از فریم های CC   است. سختی و شکل پذیری

 .مشاهده شده است CC ایبیشتر از فریم ه CSC نیز در فریم های
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A B S T R A C T  
 

 

For robot path planning the weld seam positions need to be known in advance as the industrial robots 
generally work in teach and playback mode. Since the welding of the pipe is not done completely on 

the straight line (the nature of the pipe) and the test tube under the machine is moving, the symmetry of 

the two probes in relation to the welding site is very important during the test and quick tracking is 
required to set the probes. The use of image processing and machine vision techniques is very efficient 

in optimizing seamless welding radia. In designing the algorithms used, an attempt has been made to 

reduce the environmental conditions and unstable industrial situation well in order to track the weld 
seam with an acceptable speed. New approach has been used to access the central line of the weld 

seam area. The algorithm is designed to be implemented in a real environment and has very good 

results. One of the advantages of this method is the reduction of measurement error and the elimination 
of mechanical and electrical sensors in non-destructive tests. 

doi: 10.5829/ije.2021.34.08b.13 
 

 
1. INTRODUCTION1 
 

In the area of connecting the welding parts, the edges of 

the pieces are tangled together and close together to 

form a weld joint [1-3]. Another notion of welding is 

the boiling area after the welding operation on the piece. 

For inspecting imperfections, welding seals are 

designed to accurately and precisely control the head of 

the system at the center of the gun, which can be used 

for welding purposes such as a welding torch and a 

welding inspection of the head, a test and inspection 

device probe assembly. Figures 1 and 2 present the weld 

seam before and welded area after weldings, 

respectively. 

Extensive research was carried out by Xizhang et al. 

[4], Yong et al. [5] and Xu et al. [6] on seamless 

welding detector system, which was based on the active 

method. The use of Laplacian Gaussian function, 

thresholding using the maximum squared difference 

method, use of the tagging technique, thin work and  
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Figure 1. Weld seam before 

welding 

Figure 2. Welded area 

after welding operation 

 

 

find skeletons, the extraction of feature regions in this 

study is first partitioned using the image Laplacian of 

Gaussian (LoG) filter and the laser profile is extracted, 

then, to remove the discontinuities, the average filter is 

used. Continuation of the algorithm is based on the 

tagging technique. By calculating the meters and 

considering that the largest meter (label) is the weld 

profile. The largest label is left with the calculation of 

the length of the labels, and the remaining labels are 

deleted. To gain access to the characteristics of the weld 

profile property, this should be done using a weld 

profile sketch, the feature points in this way are the 

corners of the laser profile, which calculates the spatial 

coordinates of those points, and the center of the profile 
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with one geometric relationship is obtained. Another 

algorithm for detection of edge techniques for image 

segmentation that was announced by Dhankhar and 

Sahu [7]. The algorithm also operates on an active basis 

[8], believes that interpolation and hack conversion and 

pattern recognition algorithms are very costly and 

reduce the speed of tracking operations, instead offering 

a new algorithm. They defined the concept as the 

second central disagreement, which is expressed as 

follows: 

2CD(x)=(f(x3)-f(x1))/2 (1) 

X1 pixel edge profile before the current pixel and X3 is 

the next pixel on the laser profile. An algorithm 

developed by Bender et al. [9] to detect the weld seam 

at the edges of the wound based on the active method. 

In this method, he defined the location of the 

intersection of the laser and the weld seam as this 

feature point. In fact, the laser beam was perpendicular 

to the weld seam and reflected in the segment. In the 

first step, for extracting the ROI region, the seam image 

(sum of intensities) calculated the weld in a vertical 

direction (column wise) and with respect to the 

difference in the intensity of the image on the edges of a 

region, [UC-dy UC + dy] is defined as a column that 

UC = Min (p (j) and p (j) is also the image of the j-th 

row. Therefore, extracting the laser profile also 

performed the above operation in a row; then sketching 

and interpolating the feature points. Figure 3 shows the 

steps of this algorithm on an image of welding. 

Noise reduction and smoothing conducted with 

middle filter, thresholding, skill and thin work, Huff 

conversion. 

 

 
Figure 3. a (initial image), b (ROI region), c (image B), d (f 

points of the feature), e (Noise reduction), f (f1 and f2 points) 

2. METHOD 
 
2. 1. Algorithm Expressed by Tavlin          Recently, 

an algorithm was developed by Bender [9] to detect the 

welding seam using arc-imaging, similar to the previous 

methods of its algorithm, including the steps of using 

the middle filter, manual thresholding, the removal of 

small areas, the edge detection. Using Robert's 

algorithm is an interpolation with a quadratic 

polynomial method, he unlike the previous methods 

considers seam edges to be two second-order curves. 
 

2. 1. 1. Uing Neural Networks and Fuzzy Logic          
The instability of industrial systems and turmoil in the 

industrial environment has led many research into the 

use of neural networks. In many cases, this has 

improved sustainability and increased reliability of these 

systems [10-12]. In some studies also, the combination 

of neural networks and fuzzy logic has been used [13]. 

But the problems with these methods are the strong 

dependence of these systems on the design environment, 

as these systems do not function in other environments, 

and depend on one special environment. 
 

2. 1. 2. Proposed Algorithm for Seam Welding 
Detection             Due to the problems of the existing 

vision systems of the existing machine and the use of 

the active method used in most of the research, our 

proposed algorithm is based on the method of inactivity, 

and the hardware and equipment required are also seen, 

the effects of using inactive method. The complexity of 

the algorithm is the extraction of the feature and the 

sensitivity to the removal of environmental conditions. 

Due to the use of the inactive hardware method in this 

article and the close relationship between hardware and 

the machine vision algorithm, the hardware platform of 

the system is also briefly examined. As shown in Figure 

4, the seamless sewage detection system structure 

consists of several basic components, including: cross-

axis, camera (sight sensing), system head (which  

 

 

 
Figure 4. The hardware structure of the seam welding detector 

to detect the welding seam 
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includes a tube test tube probe assembly) camera image 

conversion cards, central controller system, analog-to-

digital signal converter cards, head-turning servo motors 

and an industrial computer. 
The crossover axes are controlled by two servomotor 

1 controllers. Horizontally controlled motion by the 

servomotors, along with the control of the welding seam 

and the precise guidance of the system on the center line 

of the welding, is carried out by the gearbox to the 

horizontal axis coupling system, driving the axes in a 

horizontal direction. The amount of movement and 

speed of these servomotors depends on the amount of 

deviation of the system head from the central line, and 

the goal of the central controller is to minimize this 

difference so that it can maintain the system head with 

acceptable error along the center of the system. The 

mounted motors in the vertical direction also control the 

height to the pipe surface and vary according to the size 

of the pipe diameter, which does not need a controller 

and is manually controlled by the user. The camera 

sends per second 30 frames from the pipe surface into 

the computer [14]. In order to increase the reliability of 

the system for image segmentation and extraction of 

welder lines, the cutoff technique has been used in two 

steps, and the edge cutting technique has been used, as 

well as different edging methods have been evaluated 

and appropriate mask has been selected. With the 

characteristics and characteristics of boiling images, 

different thresholds have been applied to different 

images. A vertical histogram analysis has also been 

used for comparative thresholds, the proposed algorithm 

stages are shown in Figure 5. 

 

2. 1. 3. Sharp Seam Welding Image Smoothing         
The use of middle nonlinear filtering is very effective in 

eliminating random noise as well as pulsed noise, and 

has less negative effects on the removal of the edges of 

the weld than linear filters as well as gaseous filters. In 

order to smoothing and eliminating noise in the 

proposed algorithm, we used the middle filter, we used  

 

 

 
Figure 5. Image processing steps in the proposed algorithm 

three techniques to eliminate noise in practical studies, 

the aforementioned techniques are the mean, the mean, 

and the Gaussian filter. The size of the filter, the smaller 

the filter is, the less the weld edges disappear and the 

segmentation accuracy of the image increases. The 

results of the experiments on different images and the 

different conditions of welding inspection, the badge; it 

was mention that the use of the mid-filter is better than 

the Gaussian filter [15]. It can be said that the average 

strength of the middle filter is rather resistant to the 

Gaussian resistance to the momentary changes in 

intensity in pixels (the amount of pulse intensity is not 

displayed as a result) as well as the absence of the 

production of new edges when processing the edges. 

However, it should be noted that Gaussian filter has a 

stronger effect in Gaussian noise, unlike the middle 

filter [16]. 
 

2. 2. Detecting the Tube Movement in the Image       
In order to increase the speed of the control of the 

system head and to accurately detect the welding seam, 

it is necessary to reduce the additional processing and 

the use of the current image properties. In this way, in 

extracting successive frames, the current frame 

difference is used with a new frame, and if a change is 

made, the new image will be processed. Otherwise, the 

current system parameters will be changed unchanged 

to the system head controller as input to the control 

system. 

 
(2) 

where, f (t) is the image extracted at the moment t, also 

used to remove possible noise from the middle filter, as 

well as the second soft value of the resulting image 

difference with a constant threshold (empirically 

obtained) compared with the larger image. From a 

threshold, the new image is processed. 

 

(3) 
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A fixed threshold, and motion (t) is a function of image 

change detection, and the dimensions of the image are n 

* m; if the square matrix is a second, the second soft 

matrix is actually the largest singular point of the image 

matrix, in addition to using the soft two image matrices, 

we could Use the Accumulative Difference Image 

method to determine the change in image frames, the 

ADI matrix is created for a sequence of consecutive 

frames {f (x, y, t1), f (x, y, t2), ..., f (x, y, tn)}, by 

comparing each frame with a reference frame count for 
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each location. The pixel in the growing image, however, 

is added where the difference in the pixel location 

between the reference image and the video frame (of the 

sequence) occurs. Therefore, when the k frame is 

compared with the reference frame, the desired value of 

the ADI indicates the number of times the pixel 

changes, Equation (5) shows an ADI matrix, which is an 

absolute ADI type. 

 
(5) 

R (x, y) is a reference image, k is the image at time tk, 

the above relation can be considered as the reference 

image as the current image, and as long as the ADI 

layers are no more than a threshold value, this image is 

considered as a reference, one of the problems of this 

method The volume of its calculations is high, therefore, 

we use the first method (soft second of the image 

difference matrix) in this paper; in none of the previous 

algorithms of this method (determination of image 

changes) is not considered, and according to the 

percentage of low-dimensional changes in consecutive 

images in some industrial environments, the application 

of this method can lead to a reduction in the volume of 

computation in the next steps. 

 

2. 3. Separation of the Seam of the Weld        The 

use of segmentation techniques in the separation of the 

weld area from the tube body in real conditions can be 

very difficult. In ideal images, the intensity of the weld 

regions is greater than the areas around it, but in actual 

images, the intensity of the images in the two welding 

regions (starting and finishing areas). Therefore, the 

choice of a criterion (such as a threshold) is often 

difficult in the segmentation of welding images. The 

tests showed that district growth methods and the use of 

clustering cannot meet our needs, because they are both 

cost-effective methods and the similarity criterion well, 

we cannot define it, we discuss the methods in this 

article that we have used the edges and thresholds, the 

severe changes on the edges represent the welding 

seam, and this feature is used to extract the edges. 
 

2. 3. 1. Proposed Method for Weld Seam 
Segmentation           The results of practical 

experiments on a seamless weld image showed that the 

interval of the Sobel algorithm is wider than other 

algorithms, then the gradient calculations of the image 

are made to access a suitable seam welding extract 

using the matrices of Figure 6, given that the welding 

seam is parallel with the horizon axis, these matrices 

compute well the horizontal and vertical seams. 

Gradient image resulting from the application of a twist. 

1 Image of a welder is a gray scale image taken from the 

sum of the two horizontal and vertical components of 

Figure 7. The resulting image has negative pixels, which 

is due to a change in the intensity at the weld septum 

and the tube body. In these areas, where the intensity of 

the tube body is less than the intensity of the seam area, 

the result of applying the matrices is negative, since 

these areas must be extracted, in this algorithm, the total 

second power of the pixels is used to reduce the effect 

of the negative intensity pixels.  
 
2. 4. Segmentation with Cut off Threshold         The 

resulting gradient image may have noises due to the 

strengthening of weak edges or unintended edges, one 

of the problems with the edges obtained is the 

probability that these edges are real, in other words, the 

probability of the edges being real To check, the 

boundary between real and unreal edges should be 

estimated as a threshold. Several methods have been 

used for segmentation of images with thresholds. We 

used this threshold algorithm in two stages of 

segmentation of images using thresholds. Probability 

density functions can be used to detect the actual weld 

seams. In Equation (6), the likelihood of the edge is 

shown. 

 
(6) 

where PD is the probability of the realities of the edges, 

and P (G|edge) is a gradient conditional probability 

function, provided that the edges are real and t is the 

 

 

 
Figure 6. Matrix (mask) horizontal and vertical seam 

extraction im=dx2+dy2 

where, im gradient image, dx is the vertical component and dy 

is the vertical component. 

 

 

 
Figure 7. a: Input Image and b: Horizontal Component Image: 

c: Image of the vertical component; and d: The result of 

applying the  



1917                        Y. Pourasad and A. Afkar / IJE TRANSACTIONS B: Applications  Vol. 34, No. 08, (August 2021)    1913-1922                                

threshold, and the probability of the unrealized and 

unmerited edges extracted by Equation (7) can be 

displayed. 

 
(7) 

F is the probability of the unreality of the seams, and (P 

(G| no-edge) is the conditional probability of the 

unreality of the edges. Using the above relations, the 

probability of the error in the actual welding seam 

extraction can be written as Equation (8). 

 
(8) 

In fact, we can draw the density function as Figure 8 

and examine the threshold state. 

Selecting a suitable threshold t can be used to reduce 

the actual PE faces by reducing the actual edges. In fact, 

if the conditional probability ratio of the real edges is 

higher than the non-edges; one can hope that a good 

threshold has been chosen. In other words, if we can 

establish the relation 10, it can be concluded that the 

threshold is a useful and appropriate threshold. 

 
(9) 

The above relations show that the proper threshold 

selection statistic process requires having information 

about the probability density and probability functions 

of the conditional condition of the gradient function, 

which requires gradient image analysis, which will not 

be efficient in the real-time system of ours. The 

parameter shown in the above table is the signal-to-

noise ratio defined as follow:. 

 
(10) 

where, h is the height of the edges of the gradient image 

and  is the standard deviation of the image noise, the 

review of the above table shows that if the noise is low, 

the SNR of the optimum threshold decreases, as well as 

in the case of intense noise in the images and low signal 

 

 

 
Figure 8. Graph of gradient probability density function 

ratio to noise increases the optimum threshold. In 

addition, as a general rule in cases where PD = 1-PF, in 

this case the threshold can estimate the signal-to-noise 

ratio, for example, if SNR = 100, the optimal threshold 

can be approximately 10% of the maximum gradient 

(William K. Pratt). However, in cases where the signal-

to-noise ratio (SNR) is clear in optimum threshold 

estimates, the SNR parameter calculation is also not 

easy and costly in most cases, but it can be said that the 

average normalized gradient image is roughly estimated 

from SNR and the threshold properly can be an 

approximation of the root mean square, so you can write 

the optimal threshold as follows [6]. 

 
(11) 

By choosing this threshold, they are eliminated as an 

approximation of the optimal threshold for non-oblique 

edges. It is more successful in extracting real edges than 

other images, and very small changes (up to a 

thousandth) (in the choice of threshold eliminating the 

real edges or adding a wide range of unreal edges in the 

binary image. Although, the image obtained from 

applying an optimum threshold removes a significant 

portion of the non-edged edges, still has edges and 

unnecessary noise, which is due to the choice of a 

threshold instead of several thresholds and should be 

removed with further methods. 

 

 

3. RESULTS 
 
3. 1. Histogram Analysis           The choice of the 

appropriate threshold for separating the weld from the 

tube body is a key step in seamless tracking. After 

segmentation by cutting the edge, thresholding for the 

final seam cut is used, but as mentioned in some images 

still have many unobtrusive edges that should be 

removed, histogram analysis, and the use of variance. 

Atoso method has been used in many seam welding 

tracking methods [12]. In the practical test, the above 

methods did not succeed in weld images of all of the 

above methods, and practically eliminated a large part 

of the useful edges or created many unnecessary edges 

that, in the process of processing the extraction 

algorithm, faced the characteristics with a fundamental 

problem, one of the factors of the failure of the above 

methods is due to this feature that the difference in 

intensity between the seam and the bottom of the tube is 

not very high and the histogram of the images does not 

have distinct peaks and in spite of the uncertainty of the 

correctness of the operation of the above algorithms in 

the correct segmentation of all the image. The methods 

rely on repetition, which are very costly, for these 

reasons, we have to look for a new method for the 

proper placement of the seamless images. 
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3. 1. 1. The Proposed Threshold Method         Due 

to seamless welding images, which is almost parallel to 

the horizontal axis, this feature can be used to calculate 

the total intensity of the pixels along horizons 

(horizontal histogram) along the horizontal axis, so the 

histogram of each pixel. The row is computed, equation 

12 defines the definition of the horizontal histogram 

(histogram projection). By this definition, for each row, 

i represents the total number of pixels in that row, which 

is equal to one (binary image) to that row. 

 ==
==
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khisAPyixidihist
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A is a binary image of N*M dimension, N is the image 

length of the pixel unit, and M is the image width of the 

pixel unit. By checking the histogram obtained from 

equation 14 in different welding images, it was found 

that this histogram has two different peaks with suitable 

intervals. Observation, the accumulation of pixels in the 

weld seams will be higher, and these are the same pixels 

of seamless welding, so the pixels of our areas around 

the histogram peaks where the pixels are more focused. 

Therefore, if you can reconstruct the image by 

separating these pixels and eliminating the intensity of 

other pixels away from the peaks, then a successful 

segmentation has taken place. It is noteworthy to reach a 

number to estimate the margins of these peaks, by 

performing numerous experiments on practical images, 

we conclude that the use of peak (max) (histogram) and 

applying a coefficient can improve fractional 

percentages, so the desired threshold relationship that 

we define it as equation 13. 

T=a.Max(P(A)) (13) 

where, a is a coefficient and P(A) is a histogram of the 

binary image A, which is a coefficient of a to adapt to a 

very flexible environment. A sample image with 

histogram and segmental image is shown in Figure 9. 

 

3. 2. Investigating the Algorithm           In dealing 

with the type of welding, the surface of the pipes in 

practice there are two basic types of problems that must 

be considered as a solution for it. Distribution of pixels 

at two-edged points due to the accumulation of points in 

 

 

 
Figure 9. A: A binary image of the welding seam, a: a 

sectioned image with the proposed method, b: Histogram 

image 

the edges: ruggedness of the welded area. Investigation 

of welding images in practical tests shows that the 

disturbances due to the lack of proper welding and the 

fluctuations of the welding parameters cause the 

damaged and deformed areas of the weld at the pipe 

level. Therefore, the extraction of the characteristic in 

this type of pouring is encountered with difficulty and if 

there is no proper welding surface, many boundaries, 

whether real or unrealistic, are created and this creates 

sharp changes in the histogram of the image, which 

makes it difficult to detect the maximum points, so the 

algorithm must be able to correctly and in a user-

friendly environment to trace all of these poorly-formed 

welds. 

In Figure 10, the purple spot is the center of the 

system, calibrated at the beginning of the test, and the 

point is red in the center of the weld seams, and dr is the 

distance between these two points. 

 

3. 3. Automatic Ultrasonic Testing           This 

machine consists of three sections of pipe transfer, seam 

welding detection and monitoring system at the time of 

tube testing. The central controller includes the PLC of 

the Siemens S7 model, and the motor controllers and 

local sensors are connected to the profibus network to 

the CPU. The position of the pipe is connected to the 

plunger connected to the motor by the anchor and 

controlled by the speed and location of the pipe for the 

up and down of the ultrasonic levels. The advanced 

monitoring system provides real-time monitoring and 

monitoring of ultrasonic signals through profibus and 

opc communications, providing a data bank for data 

storage. The transfer of the pipe from the inlet to the 

outlet and follow the welding seam to detect the 

ultrasonic probes, as well as the automatic monitoring 

of the system. To simulate the positioning of two probes 

in relation to the welding site during the test of a 

seamless sewage detector system, which is based on 

image processing techniques and machine-design 

techniques used in this system. This test consists of two 

subsections: the tube transfer part and the computer-

based monitoring part as shown in Figures 11 and 12, 

respectively. 

 

3. 3. Evaluation of the Accuracy of the Algorithm 
(Implementation Method)            In evaluating the 

accuracy of the system, the amount of deviation from 

 
 

 
Figure 10. Position of the center of the seam and the head of 

the system 
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Figure 11. General diagram of pipe transfer 

 

 

 
Figure 12. Monitoring system 

 

 

 
Figure 13. General structure of the automation system of the 

proposed ultrasonic testing machine 
 

 

the center of the weld is considered from the center 

point of the device. The results of this test are presented 

in Table 1. In order to achieve these results, the system 

is implemented in a laboratory, and with the installation 

of hardware and software, the tracking operation. In 

order to calculate the amount of leakage deviation from 

the center of the system, a point-of-contact laser source 

was introduced into the coupler system, which is 

beamed to the welding seam at the output of the 

machine, along with the deviation of the seams. This 

luminous point also diverged, at the same time, from the 

surface of the films, the deviation from the centerline 

was calculated by measuring the amount of distortion in 

the obtained frames. Considering that the algorithm is 

designed to extract the two edges of the weld seam, in 

the two windows execute the seamless pixel thinning 

operations. Therefore, the final accuracy depends on the 

accuracy of the algorithm in welding seam welding on 

both sides. In order to access the criteria for comparing 

the accuracy of the system, several different images at 

different intervals from the pipe surface and in different 

environmental conditions. It was tested with different 

contrast and resolution, resulting in a seamless 

deviation. By the proposed algorithm, the actual seam is 

calculated. According to Equation (13), the system error 

can be written as Equation (14). 
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e: The mean error of the system is calculated from 

Equation (27), if the magnitude of the relation is 

neglected, the mean of the arithmetic is obtained. 
d r: The error rate of the center point of the weld seam is 

calculated from the actual center of the welding seam. 

d low: The low seam extraction error is due to the 

boiling point of the lower seam. 

d hi: The magnitude of the extracted extraction seams 

exceeds the actual boiling point of the seams. 

Of course, due to different sources of error, 

computational errors and rounding errors of numbers 

are ignored. 

 
3. 4. Calibration Operations           The precision and 

accuracy of the results of the algorithm in the industrial 

environment. In addition to the specific environmental 

conditions, depends on the visual distance of the 

machine as well as its viewing angle from the surface of 

the piece, the more the distance between the sensor 

(CCD) is less than the surface of the tube; the accuracy 

of the sampling operation increases in practice. Also, 

the angle of view of the sensor in the geometric 

coordinates of the image has a great impact. In the real 

world, the real coordinates of objects must conform to 

their coordinates in the image; in practice, there are 

usually angles between the Cartesian coordinates and in 

systems that are used for measurement. The 

relationships between the axes of the coordinates in the 

image and their actual axes in the environment must be 

calculated. In this, research we have set the angle 

between the axes of the coordinates in the image and the 

real coordinates of the system and set the sensor 

perpendicular to the direction of the tube movement. So 

that the axes are inconsistent and the only parameter to 

be calculated is the scale factor. 
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Figure 14. Connection between the camera and its distance 

from the pipe surface 
 

 

f

d

x
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 (15) 

where, f is the focal length of the sensor lens and d is 

the distance between the camera and the tube and x is 

the part of the image and x is the image of this section 

in the sensor x, f, d in length unit (mm), x picture size in 

the real world is the need to know the resolution of the 

pixel to calculate it. 

)(( pixelcounthx =  (16) 

where, h is the pixel factor. To calculate, h we use a 

standard ruler and, at a specified distance, by imaging a 

sample tube (pipe pipe), which is created in accordance 

with the standard pipe production, a pipe, and 

throughout the project that the calibration of different 

devices is used and the relationship (5) to determine the 

value of h. 

h
s

s
mmsforScountpixels =


== ,10;  (17) 

In Table 1, in the first column, the value of h is 

calculated for different images at different intervals, 

depending on equation 3. The image size in the visual 

sensor is related to the distance from the image of the 

image. Therefore, at different intervals, different 

numbers for h is obtained. In Tables 1 and 2, the result 

of the algorithm's execution on fifty different frames 

shows the test of a pipe after calibration, in this dr.dlow, 

dhi, h = 0.168mm / pixel test. The point in examining 

the results of the tables is that since the weld seam 

center error is computed, in most cases, the final error of 

the seam welding center has decreased, which increases 

the accuracy of the algorithm. 

Given that the direction of movement along the y-

axis is evaluated, only the spatial coordinates of this 

direction are evaluated; in Figure 16, on the number of 

frames of an analytical tube, the center of the welding 

seam in each frame is calculated by the proposed 

algorithm. The error rate is also measured from the 

actual boiling point. In section (a), this difference is in 

millimeters, and in (b) the difference is in pixels, since 

TABLE 1. Sampling from the result of the algorithm 

implementation on fifty frames of the test of a pipe (I) 

No. dhi (pixel) dlow (pixel) dr (pixel) dr (mm) 

P5 3 3 3 0.504 

P10 -1 2 1 0.168 

P15 1 -4 -2 -0.336 

P20 -3 1 -2 -0.336 

P25 -2 -6 -4 -0.672 

 

 

TABLE 2. The result of the algorithm implementation on fifty 

frames of the test of a pipe (Part II) 

No. dhi (pixel) dlow (pixel) dr (pixel) dr (mm) 

P5 -2 2 -4 -0.672 

P10 -3 2 -1 0.168 

P15 2 3 2 0.336 

P20 4 2 3 0.504 

P25 1 3 1 0.168 

 

 

 
Figure 15. Tolerance diagram (deviation) of weld seam center 

calculated by the proposed algorithm from the actual center of 

weld seam in pixels 
 

 

the deviation from the center is dependent on the value 

of h (h = 0.168mm / pixel) the accuracy of the algorithm 

is also based on the number of pixel deviation per 

millimeter. 

 

(18) 

 

 

4. CONCLUSION 
 

In the field of machine vision in nondestructive 

welding, there are many things that can be the basis for 

future research, these can be very effective in improving 

the efficiency of existing algorithms, such as the 

following. 
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• The use of multilayer neural networks for 

machine training in the estimation of the weld seam at 

the pipe inspection. It should be noted that neural 

network research in the welding section has been 

performed on the calculation of the welding arc, 

however, much research can be pursued in the area of 

welding inspection. 

• Using fuzzy controllers to design a seam 

welding detection controller using fuzzy logic ++ 

software and Siemens systematic software. 

• Development and design of integral and 

derivative controllers to improve the accuracy and speed 

of seam welding center detection. 

• Designing algorithms for detecting non-parallel 

welds with the axis of motion of the welding machine. 

• Development of techniques for eliminating all 

kinds of actual noise in industrial environments. 

• Designing algorithms to draw a three 

dimensional polygonal pattern (pool welding) for more 

accurate tracing of the weld seam. 

• Development of segmentation techniques for 

identifying the typical welds type of welds activated in 

weld inspection. 

• Designing algorithms for tracking asymmetric 

welds. 

• Using Kalman's algorithm (Kalman Filter) to 

detect and track the seam welding center. 

• Providing combined methods for improving the 

mineral method and Atos method in welding seam 

extraction. 

• Evaluating the effectiveness of methods such 

as active contour. 
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Persian Abstract 

 چکیده 
د. از آنجا که جوشکاری لوله به  برای برنامه ریزی مسیر ربات ، موقعیت درز جوش باید از قبل شناخته شود زیرا ربات های صنعتی معمولاً در حالت آموزش و پخش کار می کنن

)ماهیت لوله( انجام نمی شود و لوله آزمایش در زیر دستگاه در حال حرکت است ، تقارن دو پروب نسبت به محل جوشکاری در هنگام آزمایش  طور کامل بر روی خط مستقیم  

بدون درز بسیار کارآمد    جوشکاری  بسیار مهم است و برای تنظیم کاوشگرها ردیابی سریع لازم است. استفاده از تکنیک های پردازش تصویر و بینایی ماشین در بهینه سازی شعاع

قابل قبول ردیابی شود.   است. در طراحی الگوریتم های مورد استفاده ، سعی شده است شرایط محیطی و وضعیت ناپایدار صنعتی به خوبی کاهش یابد تا درز جوش با سرعت 

ست تا در یک محیط واقعی اجرا شود و نتایج بسیار خوبی دارد. یکی از  روش جدیدی برای دسترسی به خط مرکزی ناحیه درز جوش استفاده شده است. الگوریتم طراحی شده ا

 مزایای این روش کاهش خطای اندازه گیری و حذف حسگرهای مکانیکی و الکتریکی در آزمایش های غیرمخرب است.
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A B S T R A C T  
 

 

In this paper, strengthening of RC beams with self-consolodating concrete (SCC) jacket containing glass 

fiber (GF) and fiber-silica fume composite gel (FSCG) were investigated. FSCG can use as a substitute 
for a part of the cement that contains silica fume powder, polypropylene fibers, superplasticizer, concrete 

waterproof, and some other admixtures. In order to evaluate the performance of the proposed jacket, 
twelve beams were strengthened and a control beam was made. The variables included the amount of 

glass fibers consumed in the jacket (0, 0.25, 0.5, 0.75, 1 and 1.25% by volume) and the amount of FSCG 

gel (0 and 7%), respectively. Fresh and hardened concrete properties and flexural capacity of RC beams 
were investigated. The use of FSCG in RC jackets can compensate well for the deficiency in strength 

due to the GF entry into the concrete matrix. High affinity of these materials improve the cohesion 

between cement and GFs. RC jackets containing GF and FSCG increased the beams' energy absorption 
capacity by about 89 to 463%, depending on the percentages of GFs. RC jacket containing GF and FSCG 

delays the growth of the primary crack and it can significantly increase the maximum load. Also, Glass 

Fiber Reinforced Polymer (GFRP) sheets have poor performance compared to the proposed method due 

to separation from the surface of the strengthened beams, and their load-bearing capacity and energy 

absorption are lower. 

 

 
1. INTRODUCTION1 
 

In recent years, strengthening  of existing structures and 

repair of damaged buildings has increased widely. 

Changes in structure occupancy require strengthening  

with increasing bearing capacity of their members [1-3]. 

The strengthening  method's choice depends on strength, 

amount of damage, type of members and connections, 

access to materials, and economic aspects [4, 5]. These 

methods can include methods such as changing the 

lateral-resisting system (brace or shear wall), adding steel 

plates (steel jacket), using concrete jackets, using 

reinforced polymer fiber, using fiber concrete, shotcrete, 

and using near-surface mounted composite rebars, etc. 

[6-9]. Nowadays, strengthening  and rehabilitation of 

beams, which are essential members of structural frames, 

have been investigated. Increasing flexural or shear 
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capacity, control of deformation, and cracking are the 

main goals of strengthening  these members [10-12]. 

Monir et al. [13] analyzed RC beams using concrete 

jackets. The slip in the analysis was ignored and the 

jacket overall behavior was examined, which results in 

higher estimates of stiffness or capacity. Aldhafairi et al. 

[14] used steel jackets to retrofitting normal concrete 

beams, high strength and self-compacting. For this 

purpose, steel plates and angles were used and it was 

shown that steel angles have better performance 

compared to steel plates [14].  Tayeh et al. [15] 

investigated the flexural performance of RC beams 

retrofitted with self-compacting concrete jackets 

containing welded steel wire mesh. The results showed 

that the proposed method significantly increased the 

beams bearing capacity [15]. Yuan et al. [16] evaluated 

the strengthened beams using basalt sheets and a new 

epoxy was used. They showed that baslat fiber sheets 

 

 doi: 10.5829/ije.2021.34.08b.14



S. Mohsenzadeh et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 08, (August 2021)  1923-1939                                  1924 

with the proposed epoxy can improve the behaviour of 

the RC beams and delay the debonding of the fiber [16]. 

Shadmand et al. [10] showed that the combined use of 

steel plate and steel reinforced fiber can improve the 

flexural thoughtness of RC beams by about 89 to 119%. 

Rahmani et al.[11] conducted a laboratory study on 

strengtheneing of RC with RC jackets containg steel 

fibers. They showed that steel fiber can decrease the 

cracks and improve the performance of the RC jacket 

[11].  Faez et al. [12] examined the strengthened beams 

with RC jacket. They used aluminum oxide nanoparticles 

and silica fume in jacket. The proposed method enhanced 

the bearing load about 155 to 447% [12]. Maraq et al. 

[17] investigated the flexural behavior of reinforced 

concrete beams with steel wire mesh and self-compacting 

concrete jacket. The proposed method increased the 

bearing capacity of the beam by about 110 to 163% [17]. 

Ghalehnovi et al. [18] investigated the retrofitting of 

concrete beams made from recycled materials using 

reinforced concrete jackets made of steel fibers. The 

results showed that the use of 2% steel fibers can play an 

effective role in improving the bearing capacity of beams 

made with recycled materials [18]. According to studies, 

tensile, compressive, and flexural concrete strengths can 

be significantly increased using fiber [6, 19, 20]. In a 

number of mentioned studies, it has been observed that 

steel fibers have been used in concrete jackets. One of the 

problems with steel fibers is that they rust in the long run, 

which can affect its performance. To overcome this 

weakness, in the proposed method, glass fibers are used 

in jackets, which in addition to not having the problem of 

corrosion, its weight is less compared to steel fiber. The 

use of FSCG is also expected to improve the adhesion 

between the fibers and the cement. In this paper, 

strengthening of the beams was investigated using SCC 

jackets containing glass fiber (GF) and fiber-silica fume 

composite gel )FSCG(. FSCG and GF can compensate 

for tensile weakness of concrete. It should be noted that 

the concrete used in the concrete jacket is SCC, so that 

there will be no problem with vibration for obtaining the 

required compacting. In this method, RC beams' 

peripheral surface is first reinforced with longitudinal 

and transverse reinforcement rebars. The distance 

between steel reinforced rebars and the peripheral surface 

of beams is filled with SCC containing GF in which 

FSCG is used. Considering the use of GFRP plates is 

being developed as a conventional strengthening  

method, comparing the newly presented method with 

strengthening of RC beams using GFRP sheets in new 

aspects. Using a concrete jacket reinforced with GF and 

FSCG is more effective in strengthening  irregular outer 

beams that do not have suitable concrete covering than 

GFRP sheets. Morever, in many cases, tensile forces of 

concrete are not precisely known. Since reinforcement 

rebar forms a small part of the section, the concrete 

section's assumption is a homogenous and isotropic 

section is incorrect. Therefore, GF and FSCG in the 

concrete jacket can create isotropic conditions and reduce 

fragility weakness and concrete brittle. 

 

 

2. EXPERIMENTAL PROGRAM 
 
2. 1. The Variables         The studied variables are 

strengthening  method type (strengthening  by SCC 

jacket containing GF, strengthening  by SCC jacket 

containing GF and FSCG, strengthening  by GFRP 

sheets, without strengthening ), the content of the used 

GF in RC jacket (0, 0.25, 0.5, 0.75, 1, and 1.25 % by total 

volume of concrete), presence or absence of FSCG in RC 

jacket (0 and 7% by weight of cement) and the number 

of GFRP layers (1, 2 and 3 layers). Thus, according to the 

study variables, 16 RC beams were constructed in 

different modes and were evaluated using a four-point 

bending test. The considered beams were introduced in 

Table 1. 
 
 

TABLE 1. Introducing the investigated beams    

Number 

of GFRP 

layers 

FSCG 

AR-GF 

used in 

jacket (%) 

Strengthening 

method Name 

- - - 
Without 

strengthening 
CB 

- 0 0 RC Jacket F0 

- 0 0.25 RC Jacket F-0.25 

F-0.5 - 0 0.5 RC Jacket 

- 0 0.75 RC Jacket F-0.75 

F-1 - 0 1 RC Jacket 

- 0 1.25 RC Jacket F-1.25 

F0-FS 

F-0.25-FS 

- 7 0 RC Jacket 

- 7 0.25 RC Jacket 

- 7 0.5 RC Jacket F-0.5-FS 

- 7 0.75 RC Jacket F-0.75-FS 

- 7 1 RC Jacket F-1-FS 

- 7 1.25 RC Jacket F-1.25-FS 

1 Layer - - 
GFRP 

wrapping GFRP-1L 

GFRP-2L 
2 Layers - - 

GFRP 

wrapping 

3 Layers - - 
GFRP 

wrapping GFRP-3L   

CB: Control beam  F: Glass fiber,  FSCG: Fiber silica fume 

composite gel 

RC Jacket: Reinforced concrete jacket 

GFRP-1L: Glass-fiber reinforced polymer - 1 Layer 

GFRP-2L: Glass-fiber reinforced polymer - 2 Layers 

GFRP-3L : Glass-fiber reinforced polymer - 3 Layers 
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2. 2. Material               Mixture details of the original 

beams and RC Jacket are presented in Table 2. Materials 

for constructing the 13 beams were gravel, sand, cement, 

water, GF, FSCG, and reinforcement rebars (Figure 1).  

FSCG can be used as a substitute for a part of the 

cement that contains silica fume powder, polypropylene 

fibers, superplasticizer, concrete waterproof, and some 

other admixtures. According to the manufacturer's  

 

 
TABLE 2. Mixture details of the original beams and RC Jacket 

Member Mix code 
𝑾

𝑪
 C (kg/𝐦𝟑) G (kg/𝐦𝟑) S (kg/𝐦𝟑) GF (kg/𝐦𝟑) FSFGe (kg/𝐦𝟑) SP (%) 

Original Beam S-OB 0.625 320 900 850 - - - 

RC Jacket 

S-0-0 0.27 760 480 414 0 0 1.52 

S-0.25-0 0.27 760 478 412 6.75 0 1.52 

S-0.50-0 0.27 760 475 410 13.5 0 1.52 

S-0.75-0 0.27 760 474 408 20.25 0 1.52 

S-1.00-0 0.27 760 471 406 27 0 1.52 

S-1.25-0 0.27 760 480 414 33.75 0 1.52 

S-0-0 0.27 703 478 412 0 57 1.49 

S-0.25-7 0.27 703 475 410 6.75 57 1.50 

S-0.50-7 0.27 703 474 408 13.5 57 1.51 

S-0.75-7 0.27 703 471 406 20.25 57 1.51 

S-1.00-7 0.27 703 480 414 27 57 1.52 

S-1.25-7 0.27 703 478 412 33.75 57 1.53 

 

 

 
Figure 1. Used material a: Coarse aggregates b: Fine 

aggregates c: Cement d: GF e: Superplasticizer f: FSCG g: 

GFRP plates h: Paste 

information, this product is following ASTM C1240 

[21]. Properties of this gel are presented in Table 3. The 

consumption amount of this product in this study is 

considered 7% by the weight of cement.  This product 

should be thoroughly mixed with about 200 g of water, 

and after mixing, it should be added to all concrete 

components, and then the mixing process should be 

continued for 5 minutes. The density of FSCG is 1.6 

g/cm3. These materials are pasty and dissolve in water, 

and their color is gray. 

The size range of the aggregates and their comparison 

with the values of the ASTM-C33 [22] are presented in 

Figure 2. The used cement was produced following 

ASTM C150 [23] (Table 4). Drinking water was used 

following ASTM C190 [24]. The plasticizer was liquid, 

and the density was 1.1 g/cm3.  AR-GFs were used in this 

study (Length: 30 mm, Diameter: 5 to 20 mm). The 

reason for using this size is their better results in 

experiments conducted by other researchers. Although 

fibers whose size is smaller than optimum have better  
 

 

TABLE 3. The attributes of FSCG 

Density (gr/cm3) Colour Physical state 

1.6 Gray Elastic paste 

Tensile strength (MPa) Percent elongation PH 

3300 4.8 Neutral 
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Figure 2. The size range of the aggregates and their 

comparison with the values of the ASTM-C33 
 

 
TABLE 4. Chemical attributes of the used cement 

Cement type II% Components 

21.27 SiO2   

4.95 Al2O3   

4.03 Fe2O3   

62.95 CaO   

1.55 MgO 

2.26 SO3  

0.65 K2O   

0.49 Na2O   

 

 

composition ability, they reduce strength; Larger fibers 

also have composition ability [25]. The properties of GF 

are presented in Table 5. 

GFRP plates were cut into rectangles with 12 cm 

width and required length. And after smearing with the 

paste, the beams were carefully installed. Properties of 

the GFRP plates are presented in Table 6. The paste used 

for sticking GFRP plates on the beam is obtained from a 

mixture of resin and hardener in the ratio of 100 to 15 . 

The mix of these two materials was performed 

concurring to the method suggested by the FRP producer. 

All resin components were mixed at a sufficient 

temperature until the mixing and stirring of materials 

reached a uniform and complete mix. Resin composite 

materials usually have different colors and must be mixed 

enough to achieve a uniform color (Table 7) [26]. 

 

 
TABLE 5. The attributes of the used GF 

Density(  g/cm3) Length )mm) Type 

2.44 30 A-Glass 

Tensile strength (MPa) Percent elongation Fiber diameter (mm) 

3300 4.8 5-20 

TABLE 6. Properties of GFRP sheets 

Tensile strength 

(MPa) 
Thickness (mm) GFRP Type 

2200 0.16 E-Glass 

Density (kg/m3) 
Young,s Modulus 

(MPa) 
Tensile modulus 

(GPa) 

2550 72000 70 

 

 
TABLE 7. Properties of resin and hardener 

Unit Amount Properties 

- EPL1012 Type 

MPa 97.4 Compressive Strength 

MPa 96 Flexural Strength 

MPa 76.1 Tensile Strength 

kJ/m2 7.850 Impact resistance 

 

 

According to the mentioned proportion, the two resin 

and hardener materials were mixed in the laboratory 

when the GFRP sheet was being pasted to the beam. After 

a short time, GFRP plates were installed on the beam . 

 

2. 4. Preparation of the Beams before 
Strengthening          Geometric properties of the original 

beams are shown in Figure 3. Four reinforcement rebars 

are used in the beams (Diameter: 12 mm). Rebars with 

diameters and intervals of 10 and 100 mm were used as 

stirrups. Wooden molds were built acording to the beams' 

measurements. The beams samples were expelled from 

molds 24 hours after concrete pouring and put away in a 

water tank for 28 days. After curing, the beams were 

arranged for strengthening  by SCC jackets and GFRP 

sheets. The preparation steps of the original beams is 

shown in Figure 4. 

 

2. 4. Preparation of RC Jackets            Three types of 

RC jackets were constructed in the present study. GF and 

FSCG weren’t used in the first group. GF was used in the 

second group, and GF and FSCG were used in the third 

group. The beams' strengthening  was conducted on three 

sides of the beams (bottom and lateral sides of the beam 
up to 2/3 height of beam). The distances and diameters of 

the reinforcement rebars were 50 mm and 10 mm, 

respectively. The beam surface preparation process is one 
 
 

 
Figure 3. Geometric properties of original beams 
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Figure 4. Preparation of original beams 

 

 

of the important parts of the experiment. For occurring 

no debonding during the test, a full bond must be made 

between the surface of the prior concrete, concrete jacket, 

and GFRP.  The steps of preparing concrete jackets are 

shown in Figure 5. 

 

2. 5. Installation of GFRP Plates           Pollution, dust, 

oil, and anything else that may interfere with the FRP 

system's cohesion and concrete should be eliminated 

[27]. One of the significant failures of retrofitted RC 

beams with FRP plate is deboning from the beam surface, 

known as deboning. Much work has recently been done 

to prevent this phenomenon. Mostofinejad and Shameli 

[28] proposed a groove method to avoid this 

phenomenon. In this experiment, the beams considered 

for strengthening  were reinforced with GFRP after 

preparing the concrete surface and making longitudinal 

grooves. It should be noted that these grooves were filled 

with paste. The GFRP plate was cut into the desired size, 

 

 

 
(a) 

 
(b) 

Figure 5. Preparation of RC jackets a: Geometric properties 

and steel reinforcement arrangement b: Preparation 

and the resin was scattered evenly to the surface using a 

brush. Fibers were put on the surface using rolling 

brushes that rotate and move in the direction of the fibers, 

the fibers were pasted to the resin, and air bubbles which 

were a detrimental factor for bonding, were removed. 
The time required for setting and curing the resin at 

temperatures above 7 ° C is 72 hours. The steps of pasting 

the GFRP plate onto the beam surfaces are shown in 

Figure 6. 

 

2. 6. Experimental Tests          Table 8 provides a list 

of tests performed to determine the attributes of fresh 

concrete and hardened concrete. Compressive strength 

and splitting tensile strength tests were performed in 

accordance with ASTM-C39 [29] and ASTM-C496, 

respectively. Slump flow, T50, V-funnel and L-box tests 

were also performed in accordance with EFNARC 

Standards. The beams supports were simple and the loads 

were applied to the center of the beam. Since four beam 

points (two support points and two loading points) are 

subjected to load, this method is called four-point 

loading. In many studies [30-34] that have been done in 

the field of beam retrofitting, this method is used for 

loading and is similar to ASTM-C293 [35] except that it 

has more load points.  

The bending test machine used has an increasing 

bearing capacity of 200 tons. Loading was continued 

until the beam fails. The center distance to the support 

center is 140 cm, and the load span is 20 cm. Loading 

device and schematic image of loading is shown in Figure 

7. Mid-span deflection were measured using a 

displacement gauge located just below the load site. 
 
 

 
Figure 6. Installation of GFRP plates    

 
 
TABLE 8.  A list of tests performed to determine the attributes 

of fresh concrete and hardened concrete 

Test Standard 
Properties 

type 

Specimen 

dimension (cm) 

Slump flow 

EFNARC  
Fresh 

properties 
-- 

T50 

V-funnel 

L-box 

Compressive 

strength 

ASTM-C39 

[29] Hardened 

properties 

15×15×5 

Splitting tensile 

strength 

ASTM-

C496 [37] 
30×15 
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(a) 

 
(b) 

Figure 7. Details of loading a: Loading device b: Schematic 

image of loading 

 
 

4. RESULTS AND DISCUSSION 
 

4. 1. Fresh Concrete Results            Table 9 presents 

controlling fresh properties of SCC according to 

EFNARC Standards and ASTM C293 [35, 36]. The 

results show that all specimens meet SCC requirements 

and fall within the EFNARC standard range.  
 

 

TABLE 9. Fresh concrete properties 

Mix code 

Slump flow V-funnel 

flow time 

(s) 

L-box 

(H2/H1) D (mm) T50 (s) 

S-0-0 669 3.78 8.6 0.99 

S-0.25-0 668 4.24 10.2 0.99 

S-0.50-0 667 4.83 10.9 0.97 

S-0.75-0 653 4.91 11.5 0.95 

S-1.00-0 651 4.95 11.8 0.95 

S-1.25-0 650 4.98 11.9 0.92 

S-0-0 781 2.98 6.7 0.94 

S-0.25-7 773 3.15 7.9 0.93 

S-0.50-7 761 3.45 8.3 0.93 

S-0.75-7 751 3.65 9.1 0.92 

S-1.00-7 743 3.98 9.5 0.89 

S-1.25-7 738 4.21 10.1 0.89 

EFNARC recommended values 

Min. 650 2 6 0.8 

Max. 800 5 12 1 

The slump flow diameter decreases slightly by adding 

GF to concrete (Figure 8). The slump flow diameter of 

specimens containing 0, 0.25, 0.5, 0.75, 1 and% GF were 

decreased 0.14, 0.29, 2.4, and 2.7 %. Fibers prevent the 

flowability of cement paste [38, 39]. Güneyisi et al. [40] 

showed that using 1% GF reduces the slump flow 

diameter by about 6% [40]. Decreasing slum flow and 

T50 in fiber concrete was detailed in the study of Faraj et 

al. [41]. On the other hand, the slump flow diameter of 

specimens containing FSCG with GF was significantly 

higher than specimens containing GF. So, the slump flow 

diameter of specimens containing 0.25, 0.5, 0.75, 1 and 

1.25% GF and 7% FSCG were 16.7, 15.5, 13.8, 12.3, 

11.1 and 10.3% more than control specimen. The reason 

for this is that FSCG increases the viscosity and 

flowability of the concrete. In other words, the addition 

of FSCG increases the plastic viscosity of cement paste 

due to higher inter-particle friction. Studies by 

Hosseinpoor et al. [42] also showed that increasing the 

paste's plastic viscosity increases with increasing the 

volume ratio of the binder.  
As shown in Figure 8 and Table 9, the T50 range in 

specimens containing GF is between 4.24 to 4.98 

seconds, and the T50 range in specimens containing GF 

and FSCG is between 2.98 to 4.21 seconds. Accordingly, 

the T50 slump flow time in all mixtures is between 2 and 

5 seconds. In this range, the mixture viscosity is high 

enough to increase strength against segregation and limit 

excessive pressure to mold [43]. Figure 8 also shows that 

increasing GF can increase T50 slump flow time. 
Increasing T50 time in concrete specimens containing 

GF has also been reported in Güneyisi et al. [40] and 

Faraj et al. [41] studies. 

The effect of GF and FSCG on the V-funnel flow 

time and blocking ratio (L-box test) is shown in Figure 9 

and Table 8. The results show that fibers' presence in 

SCC increases the plastic viscosity of the concrete and 

the V-funnel flow time increases with increasing fiber 

percentage. Moreover, all obtained times from the V-

funnel test correspond to EFNARC considerations (6 to 

12 seconds). The V-funnel flow time for each specimen 

 

 

 
Figure 8. Slump flow and T50 results 
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Figure 9. Fresh concrete results (V-funnel and L-box tests) 

 

 
containing 0.25, 0.5, 0.75, 1, and 1.25% GF and 7% 

FSCG was 34, 27, 27, 22, 20, and 50% lower than 

corresponding specimens without FSCG, respectively.  

L-box test results indicate that all mixtures have a 

good filling ability. But observations suggest that an 

increase in GF percentage has decreased the H1/H2 ratio. 
In other words, fibers' presence reduces the passing 

ability between rebars, and the passing ability is more 

reduced by increasing fiber percentage. According to the 

results obtained by Liu et al. [43], Chen et al. [44], and 

Kina et al. [45] fibers decrease the flowability. Fiber had 

adverse effects on the rheological properties of SCC. The 

studies above can confirm the fresh concrete results of 

the present study.  

ACI has divided the viscosity of the SCC based on 

T50 and V-funnel flow time into two groups VS1/VF1 

and VS2/VF2. Acording to the Figure 10 most of the 

specimens in the present study are classified into 

VS2/VF2 group. A good relationship is estimated by 

Equations (1) and (2) between the V-funnel flow time 

(Vf) and the T50 slump flow time (T50) for concrete 

containing GF without FSCG and concrete containing 

GF and FSCG. 

(1) 𝑉𝑓 = 2.4878𝑇50 + 0.6644(Without fiber-silica gel) 

(2) 𝑉𝑓 = 2.5111𝑇50 + 0.3647(With fiber-silica gel) 

 

 

 
Figure 10. Variation of T50 versus V-funnel time for SCC 

with and without FSCG 

4. 2. Hardened Concrete Results        The effect of 

GF and FSCG at 28-day compressive strength is also 

presented in Figure 11 and Table 10. GF's use has no 

significant impact on increasing compressive strength. 

GFs in concrete increased the porosity and entrapped air 

in concrete, thereby reducing the compressive strength 

[46]. Changes in compressive strength of GFRC 

specimens are presented in Figure 12 by Swami et al. 

[47], Ghorpade [48] and, Hilles and Ziara [49]. The rate 

of change in compressive strength of specimens 

containing GFs is within the range of similar studies. 

The compressive strength of specimens containing 

7% of FSCG with 0, 0.25, 0.5, 0.75, 1, 1.25% GF 

increased by 13, 19, 17, 20, 24 and 20 %, respectively . 
FSCG increases compressive strength due to prevent 

cracks, reduction of cracks growth, the contact surface, 

and further fiber-mortar interaction. The compressive 

strength of specimens containing GF and FSCG is higher 

than specimens containing GF. Increasing GF percentage 

 

 

 
Figure 11. Compressive strength of the concrete specimens 

 

 

TABLE 10. The hardened concrete results  

Mix code 
Compressive 

strength (MPa) 

Splitting strength 

(Mpa) 

S-0-0 47.3 3.11 

S-0.25-0 46.1 3.26 

S-0.50-0 47.4 3.39 

S-0.75-0 48 3.46 

S-1.00-0 46.1 3.49 

S-1.25-0 46 3.53 

S-0-7 53.6 3.43 

S-0.25-7 56.3 3.95 

S-0.50-7 55.8 4.02 

S-0.75-7 57.2 4.13 

S-1.00-7 59.1 4.17 

S-1.25-7 56.9 4.21 
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(a) 

 
(b) 

Figure 12. SEM images (a) 1% GF (b) 1% GF and 7% 

FSCG 

 

 

in concrete increases the percentage of entrapped air in 

concrete. The higher the percentage of entrapped air is, 

the higher the porosity of the concrete will be, and 

consequently, the strength of concrete decreases. The 

SEM images shown in Figure 12 exhibit that the use of 

FSCG, which replaces a part of the cement, can greatly 

improve the strength reduction caused by GF entry into 

the concrete matrix. Due to their high affinity, these 

materials improve the cohesion between cement paste 

and GF. On the other hand, their fine particles and high 

filling ability caused them to penetrate through the pores 

created by an increase in the percentage of entrapped air 

in concrete and cover them.  

Adding 0.25, 0.5, 0.75 1, and 1.25% GF to the 

specimens without FSCG increased the splitting tensile 

strength by 4.8, 9, 11.3, 12.2, and 13.5%, respectively 

(Figure 13). Due to their high tensile resistance, the fibers 

prevent crack propogation by holding the cement matrix 

or forming a bridge between cracks. As a result, cracks 

do not grow in length, thickness (width). However, fibers 

will increase the volume of voids in concrete by forming 

defects at the microscale in the cement matrix. 

The splitting tensile strength of the specimens 

containing 7% FSCG with 0.25, 0.5, 0.75, 1, and 1.25 % 

GF was increased by 43.1, 51.8, 58.5, 64%, and 68.8%, 

respectively. The use of FSCG compensates for the 

disadvantages of using only GF, thereby increasing the 

growth of concrete to a great extent and causing more 

tensile strength against deformation. The lack of proper 

cohesion and interaction between fibers and coarse 

aggregate reduces the tensile strength of concrete 

containing GF over concrete containing GF and FSCG; 
so the interaction between fibers and coarse aggregate 

can be considered a hairline crack, which accelerates 

concrete failure. 

Lack of cohesion between cement paste, fibers, and 

coarse aggregates compared to cohesion between cement 

pastes, fibers, and fine aggregate causes this matrix not 

to work consistently against tensile load [50]. specimens 

containing FSCG increase the cohesion between fibers 

and coarse aggregates and increase bonding. Thus, the 

tensile strength of the concrete has more growth. The use 

of GF depending on the concrete grade in all the studies 

presented in Figure 14 resulted in increasing tensile 

strength of the concrete. As in the study of Ghorpad [48] 

and Swami et al. [47], the tensile strength of concrete 

containing 1% GF increased by 22% and 41%, 

respectively, compared to the control sample. 

 

 

 
Figure 13. Splitting tensile strength 

 

 

 
Figure 14. Comparison of 28-days tensile strength results 

with similar studies 
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Evaluating and determining the relationship predict 

concrete tensile strength based on its compressive 

strength has always been of interest to the concrete and 

construction industry researchers. The changes of 

cylindrical compressive strength versus tensile strength 

are shown in Figure 15. Based on this, Equations (3) and 

(4) for SCC containing GF and FSCG can be presented. 

Figure 16 shows the proposed relationship of CEB-FIP 

for high, low, and average tensile strength variations 

based on cylindrical compressive strength. As it can be 

seen, the results obtained in this study are within the 

range recommended by CEB-FIP. 

However, the CEB-FIP [51] average range 

relationship to investigate changes in cylindrical 

compressive strength versus tensile strength provides a 

higher estimate of tensile strength at a given compressive 

strength . 

(3) 𝑓𝑡 = 0.0015𝑓𝑐
2.0675 

(4) 𝑓𝑡 = 25.844𝑓𝑐
−0.562 

 
4. 3. Four-point Loading Results          Figure 16 

shows load-mid span deflection curves of retrofitted 

beams with RC jackets and GFRP plates. Parameters 

extracted from the load-displacement curve are presented 

in Table 11. These curves have three separate linear parts. 
The first part consists of the un-cracked section and the 

linear elastic behavior.  
Load and deflection corresponding to the first crack 

for the control beams were 19 kN and 2.1 mm, 

respectively. However, jackets containing GF and FSCG 

increased the crack load and decreased the crack 

deflection. The second part of curve is the interval 

between the first concrete crack and yield point.  

The yield deflection and yield load of the control 

beam were 53 kN and 13.1 mm, respectively. However,  
 

 

 
Figure 15. Comparison of the results of the relationship 

between compressive strength and tensile strength of SCC 

specimens at 28 days with the limits specified by CEB-FIP 

[51] 

 
(a) 

 
(b) 

 
(c) 

Figure 16. Load-deflection curves a: Strengthening  of the 

beam with concrete jackets containing GF b: Strengthening  

of the beam with concrete jackets containing GF and FSCG 

c: Strengthening  of the beam with GERP plates 

 

 

concrete jackets containing 1.25% GF and 7% FSCG 

increased the yield load by approximately 102%. The 

third part of the load-deflection curve is the interval 

between yield point and ultimate failure. In this part, the 

deflection of beams decreased rapidly due to the decrease 

in stiffness. The performance of the proposed concrete 

jackets caused cracks to grow at a slower speed and 

significantly increased the bearing capacity of beams 

compared to the control specimen. The three different 

phases mentioned in the load-deflection diagrams are 

illustrated in the hypothetical diagram in Figure 17. 
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TABLE 11. Parameters extracted from the load-displacement curve 
Energy 

absorbtion 

(J) 

Stiffness 

(kN/mm) 

Deflection 

Ductility 

Ultimate 

Deflection 

(mm) 

Yield 

deflection 

(mm) 

Crack 

deflection 

(mm) 

Ultimate 

Load (kN) 

Yield 

Load 

(kN) 

Crack 

Load 

(kN) 

Beam  

896 7.5 1.53 20.0 13.10 2.10 64.0 53.0 19.0 CB 

1636 10.6 1.69 34.0 20.10 2.25 81.0 69.0 25.0 F0 

1656 10.2 1.79 28.6 16.00 2.61 91.0 63.0 28.0 F-0.25 

2106 10.7 1.79 34.0 19.00 2.24 91.0 68.0 28.0 F-0.5 

2582 10.8 1.86 39.0 21.00 2.37 101.0 69.0 29.0 F-0.75 

2859 12.3 1.77 39.0 22.00 2.41 112.0 75.0 34.0 F-1 

2922 12.0 1.90 38.0 20.00 2.51 108.0 82.0 34.0 F-1.25 

1689 10.8 2.21 28.7 13.00 2.52 88.0 61.0 29.0 F-0-FS 

2370 13.9 1.94 33.0 17.00 2.58 117.0 71.0 40.0 F-0.25-FS 

2677 14.8 1.91 39.0 20.40 2.45 128.0 78.0 42.0 F-0.5-FS 

3400 16.0 1.90 40.0 21.00 2.60 144.0 85.0 45.0 F-0.75-FS 

4006 16.3 1.81 41.6 23.00 1.78 160.0 101.0 46.4 F-1-FS 

5036 16.6 1.96 48.6 24.80 2.00 157.0 107.0 47.0 F-1.25-FS 

2677 8.0 2.10 44.0 21.00 2.71 79.0 72.0 22.4 GFRP-1L 

2948 9.5 2.00 45.8 22.90 1.73 87.0 74.0 21.8 GFRP-2L 

3424 13.4 2.02 46.5 23.00 2.27 93.0 83.0 35.5 GFRP-3L 

 

 

 
Figure 17. Hypothetical diagram of load-deflection and 

representation of points of cracking, yield, and ultimate 

failure  
 

 

4. 3. 1. Crack Load           Crack propagation of the 

beams is shown in Figure 18. As can be seen, the use of 

FSCG in concrete jackets increases the adhesion between 

the fibers and the aggregates and increases the cohesion 

between them .In fact, the connection between the fibers 

and the coarse part can be considered as a hair crack that 

accelerates the failure of concrete. Lack of adhesion 

between cement paste and fibers and coarse aggregates 

compared to adhesion between cement paste and fibers 

and fine aggregates, has caused this matrix not to act 

continuously and coherently against tensile loads and 

stresses are evenly distributed in cement paste. This will 

reduce the tensile strength and create more cracks. 

However, the use of FSCG in reinforced concrete jackets 

improved the behavior of the beams and limited the 

distribution of cracks. 

Corresponding points to the crack loads that give rise 

to the formation of the first cracks in RC sections are 

those points where maximum tensile strength is reached 

at the furthest tensile axis of the section. The concrete 

loses its tensile strength and the section cracks. The load 

in which cross-section cracking occurs is called “crack 

load” (Pcr). 
The amounts and the increasing percentage of 

cracking load for all beams are shown in Figure 19. These 

amounts are derived from the diagram in Figure 16 and 

correspond to the first breakpoint in the load-deflection 

curves related to specimens. The corresponding crack 

load with retrofitted beams using jackets containing 0, 

0.25, 0.5, 0.75, 1, and 1.25% GFs increased by 32, 47, 

47, 53, 79 and 79%, respectively. 

Moreover, the corresponding crack load with 

retrofitted beams using jackets containing 0, 0.25, 0.5, 

0.75, 1 and 1.25% GF and 7% FSCG increased by 53, 

111, 121.1, 137, 144 and 147%, respectively. The 

corresponding crack load with retrofitted beams using 

one, two, and three layers of GFRP plates increased by  
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Figure 18. Crack propagation 

 

 

 
Figure 19. Cracking Load of beams 

 
 

48, 60, and 71%, respectively. The jackets containing FG 

and FSCG has more effect on increasing the cracking 

load of the beams compared to the other two methods, 

and the first cracking is more delayed. Adding FSCG to 

the concrete composition, the lime produced in the 

cement hydration process reacted to silica fume, 

produced calcium silicate hydrate, and increased 

concrete strength. In contrast, silica fume particles filled 

the space between aggregates, prevented them from 

interlocking, and increased the concrete workability. 

  

4. 3. 2. Yield Load          Figure 20 presents the amounts 

of yield load and the increasing percentage of yield load 

of the beams. In all cases, the proposed jackets increased 

yield load; the corresponding yield load of retrofitted 

beams with jackets containing 0, 0.25, 0.5, 0.75, 1, and 

1.25 % of GF increased by 30, 19, 28, 30, 42 and 55 %, 

respectively. Also, the corresponding yield load to 

retrofitted beams with jackets containing 0, 0.25, 0.5, 

0.75, 1 and 1.25% GF and 7% of FSCG increased by 15, 

34, 47, 60, 91 and 102%, respectively. The corresponding 

yield load to retrofitted beams using one, two, and three 

layers of GFRP sheets increased by 17, 14, and 86%, 

respectively. The combination of fiber and silica fume  
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Figure 20. Comparison of the yield load of beams 

 

 

made the rebars yield later and increased the yield 

strength of the beams. By creating more consistency, the 

superplasticizer used in FSCG caused the fine particles 

of silica fume powder to move into the concrete and 

move into the voids between the larger aggregates, which 

filled the void between them increased the concrete 

strength. 

 

4. 3. 3. Ultimate Bearing Capacity (Ultimate Load)          
Figure 21 shows the amounts of maximum bearing 

capacity. Concrete jackets containing GF increased the 

maximum load from 27% to 75%, depending on GF 

amount. Also, concrete jackets containing GF and FSCG 

enhanced the the maximum load from 82% to 150%, 

depending on the consumed amount of GF. On the other 

hand, using GFRP sheets also increased the final bearing 

capacity by 47 to 71 %, depending on the number of used 

layers. The reason for improving bearing capacity in 

reinforced specimens with GF and FSCG compared to 

specimens without fiber is that GF does not allow for 

further separation of the concrete by increasing the 

tensile strength and inhibition in crack generation and by 

creating a bridge between the two sides of the crack. 

FSCG improves the ultimate load by enhancing the  

 

 

 
Figure 21. Comparison of ultimate bearing capacity 

tensile strength. In both types of the studied jackets, 

increasing GF amount affects increasing flexural 

capacity, so the highest increase in bending capacity of 

beams was achieved using 1% of GF (Figure 22). 

 
4. 3. 4. Deflection Ductility           To calculate the 

deflection ductility, the ultimate deflection (Δu) and yield 

deflection (Δy) values need to be available [52-55]. These 

parameters are obtained from the load-displacement 

curve. Deflection ductility is calculated by Equation (5). 

(5) 𝜇 =
∆𝑢

∆𝑦
  

Concrete jackets containing GF and FSCG shows 

greater bending stiffness, greater flexural capacity 

compared to jackets containing GF and GFRP. They also 

have a much better performance in ductility. The ductility 

of strengthened beam with jackats comprising of GF, 

jackats comprising of FSCG, and GFRP increased by 

about 11 to 17%, 18 to 28% and 31 to 36%, respectively. 

The strengthened beams with RC jackets comprising of 

GF and FSCG have more strength. The GFRP debonded 

 

 

 
Figure 22. The effect of GFs on bending capacity of RC 

beams retrofitted with concrete jackets 

 

 

 
Figure 23. Comparison of flexural strength and deflection 

ductility of the beams 
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from the beams surfaces and this leaded to bear less 

forces. The RC jacket can have better performance in 

seismic zones in compared to the GFRP method. 

 
4. 3. 6. Energy Absorption Capacity (Flexural 
Toughness)          Energy absorption capacity is one of 

the parameters to be analyzed for the loading 

performance of RC members (Figure 24) . RC jackets 

containing GF and FSCG increased the beams' energy 

absorption capacity by about 89 to 463%, depending on 

the percentages of GFs. RC jacket containing GF and 

FSCG delays the growth of the primary crack and it can 

significantly increase the maximum load. Also, GFRP 

sheets have poorer performance compared to the 

proposed method due to separation from the surface of 

the strengthened beams, and their load-bearing capacity 

and energy absorption are lower. Also, the energy 

absorption capacity of retrofitted beams with RC jackets 

containing GFs increased from 83 to 226%, depending on 

GFs contents. On the other hand, the energy absorption 

capacity of retrofitted beams with GFRP plates increased 

from 47 to 71%, depending on the number of layers.  
Considering each of the parameters of bearing 

capacity, ductility, stiffness, energy absorption capacity 

and deformation, the use of 7% FSCG and 1.25% GF in 

the proposed self-compacting reinforced concrete jacket 

had a better performance compared to the other 

percentages.  

 
4. 3. 7. Comparison of the Proposed Strengthening  
Method with Similar Studies          Figure 25 compares 

the proposed strengthening  method with similar studies. 

The ultimate load (flexural capacity) of the retrofitted 

beams with concrete jackets to the flexural capacity of 

control beams and the (AcfcAsfy)jacketed/(AcfcAsfy)original are 

shown in Figure 25. In (AcfcAsfy)jacketed, Ac is the RC 

cross-sectional area, fc is the original beam compressive 

strength and the concrete compressive strength of the 

jacket, As is the area of the longitudinal bars used in the 

jacket, and the main beam and the fy is the yield stress of  

 
 

 
Figure 24. Comparison of energy absorption capacity of the 

examined beams 

 
Figure 25. Comparison of the proposed strengthening  

method with similar studies 

 

 
the longitudinal bars of the cross-section. Also, in 

(AcfcAsfy)original, Ac is the area of the original beam, fc is 

the concrete compressive strength of the control beam, As 

is the area of the longitudinal bars in the main beam, and 

fy is the yield stress of the longitudinal bars. The points 

from other related experimental studies presented in 

Figure 25 are a set of points obtained from the 

strengthening  of several beams and columns using 

concrete jackets. As it can be seen, the strengthening  

method had a good load carrying capacity, and using GF 

and FSCG increased the bending capacity of the beams 

considerably. 
 

 
5. CONCLUSIONS 

 

The performance of SCC jackets reinforced with GF and 

FSCG in strengthening  of RC beams was investigated. 

The attributes of fresh concrete were investigated, and 

then the mechanical attributes were investigated. The 

microstructure of the concrete samples specimens GF 

and the concrete specimens containing GF and FSCG 

were compared using SEM images. The behavior of the 

beams retrofitted with the proposed concrete jackets was 

evaluated. A summary of the results of the experiments 

is provided in this section. 

The combined use of GF and FSCG has a significant 

role in increasing the compressive strength of concrete. 

So, the compressive strength of specimens containing 7% 

of FSCG with 0, 0.25, 0.5, 0.75, 1, 1.25% GF increased 

by 13-24 depending on the percentages of GFs. FSCG 

increases compressive strength due to prevent cracks, 

reduction of cracks growth, the contact surface, and 

further fiber-mortar interaction. The compressive 

strength of specimens containing GF and FSCG is higher 

than specimens containing GF. Increasing GF percentage 

in concrete increases the percentage of entrap. 
- ped air in concrete. The higher the percentage of 

entrapped air is, the higher the porosity of the 
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concrete will be, and consequently, the strength of 

concrete decreases. 

- The SEM images showed that the use of FSCG, 

which replaces a part of the cement, can significantly 

improve the strength reduction caused by GF entry 

into the concrete matrix. Due to their high affinity, 

these materials improve the cohesion between cement 

paste and GF, and, on the other hand, their fine 

particles and high filling ability caused them to 

penetrate through the pores created by an increase in 

the percentage of entrapped air in concrete and cover 

them. This increases the strength and improves the 

mechanical properties of concrete containing GF. 

- The splitting tensile strength of the specimens 

containing 7% FSCG with 0.25, 0.5, 0.75, 1 and 1.25 

% GF were increased by 43.1, 51.8, 58.5, 64% and 

68.8%, respectively, compared to the control 

specimen. The lack of proper cohesion and 

interaction between fibers and coarse aggregate 

reduces the tensile strength of concrete containing GF 

over concrete containing GF and FSCG; so the 

interaction between fibers and coarse aggregate can 

be considered as a hairline crack, which accelerates 

concrete failure. Lack of cohesion between cement 

paste, fibers, and coarse aggregates compared to 

cohesion between cement pastes, fibers, and fine 

aggregate causes this matrix not to work consistently 

against tensile load.  

- GFs in the proposed RC jackets increased the crack, 

yield, and ultimate loads by 79, 55, and 75%. The 

combined use of GFs and FSCG increased the crack, 

yield, and maximum loads by 147, 102, and 150%, 

respectively. On the other hand, the use of GFRP 

sheets increased by 71%, 86%, and 71%, 

respectively, depending on the number of layers. 

- Using RC jackets containing FG and FSCG has more 

effect on increasing the cracking load of the beams 

compared to the other two methods, and the first 

cracking is more delayed. Adding FSCG to the 

concrete composition, the lime produced in the 

cement hydration process reacted to silica fume, 

produced calcium silicate hydrate, and increased 

concrete strength. In contrast, silica fume particles 

filled the space between aggregates, prevented them 

from interlocking, and increased the concrete 

workability. 

- The combined use of GF and FSCG has a more 

influential role in increasing the yield load of rebars. 

In other words, using the combination of fiber and 

silica fume made the rebars yield later and increased 

the yield strength of the beams. By creating more 

consistency, the superplasticizer used in FSCG 

caused the fine particles of silica fume powder to 

move into the concrete and move into the voids 

between the larger aggregates. This filled the void 

between them and thus increased the concrete 

strength. 

- In both types of the studied jackets, increasing GF 

amount affects increasing flexural capacity, so the 

highest increase in bending capacity of beams was 

achieved using 1% of GF. 

- The use of RC jackets containing GF and FSCG 

shows greater bending stiffness, greater flexural 

capacity compared to jackets containing GF and 

GFRP sheets.  

- RC jackets containing GF and FSCG increased the 

beams' energy absorption capacity by about 89 to 

463%, depending on the percentages of GFs. RC 

jacket containing GF and FSCG delays the growth of 

the primary crack and it can significantly increase the 

maximum load. Also, GFRP sheets have poorer 

performance compared to the proposed method due to 

separation from the surface of the strengthened 

beams, and their load-bearing capacity and energy 

absorption are lower. 

The combined use of FSCG and GF in reinforced 

concrete jackets can be effective in improving the 

flexural behavior of concrete beams. Examination of the 

use of this method in other members of reinforced 

concrete structures (slabs, columns and foundations) can 

be evaluated in future studies 
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Persian Abstract 

 چکیده 
 و (  FSCG)دار    الیاف  میکروسیلیس  ژل   و  شیشه  الیاف   حاوی  متراکم  خود  بتنی  ژاکت  از  استفاده  با  مسلح  بتن  تیرهای  سازیمقاومآزمایشگاهی    مطالعه حاضر به بررسیدر  

  پودر   دارای  که  است  سیمان   از  بخشی  ایگزینج  عنوان  به  الیافدار،  میکروسیلیس  ( پرداخته شده است. ژلGFRPهای پلیمری مسلح شده با الیاف شیشه )قور   با  آن  مقایسه

  مقطع   سطح  افزایش   ضمن ترتیب استفاده از ژاکت بتنی اشاره شده  بدین  .باشدمی   دیگر  هایافزودنی   برخی  و  بتن،  بندآب   انواع  روانساز،  فوق   پروپیلین،میکروسیلیس، الیاف پلی 

شود. مطالعات آزمایشگاهی در سه بخش بررسی   تیر  خمشی  تواند منجر به بهبود مقاومتمی  الیاف،  به  مسلح  هایبتن   بالای  نسبتاً  کششی  مقاومت  به  توجه  با  تیر،  اینرسی  ممان  و

،  0.75،  0.5، 0.25، 0به ترتیب برابر  بتنی  ژاکت در  استفاده مورد شیشه الیاف خواص بتن تازه، بررسی خواص بتن سخت شده و بررسی ظرفیت خمشی تیرها انجام شد. مقدار

 .لایه( در نظر گرفته شد 3و  1 ،2) GFRPهای ورق هایلایه تعداد وزنی سیمان و درصد 7.5و  0به ترتیب برابر  بتنی ژاکت در FSCGبتن،  مقدار  حجمی درصد 1.25و  1

.  جبران کند خوبی به  تواند می  ایجاد شده است را بتن  ماتریس به شیشه الیاف ورود علت به که را  مقاومتی ضعف  های بتنی،در ژاکت FSCG از  استفاده نتایج حاصل نشان داد

  دارند،   که  زیادی   پرکنندگی  قابلیت   و  آنها  ذرات   بودن  ریز   طرفی   از   و  شده  شیشه  الیاف  و  سیمان   خمیر   بین  چسبندگی  بهبود  باعث  دارند،  که  بالایی  ترکیبی   میل   علت   این مصالح به

  دیگر  بهبود  و  مقاومت  افزایش  باعث  امر  این  که  بپوشاند  را  آنها  و   کرده  نفوذ  شده،   ایجاد  بتن  در  محبوس  هوای  درصد   افزایش  علت  به  که  فرجی  و  خلل  در  تا  شود  می  باعث

  انرژی   جذب   ظرفیت  شیشه  الیاف  مقدار  به  بسته  FSCG  و  شیشه  الیاف  حاوی  بتنی  هایژاکت  افزودن  از سوی دیگر.  شود  می  شیشه  الیاف  حاوی  بتن  مکانیکی  خصوصیات 

  و   بتن  در  ترک  اولین  تشکیل  دار،الیاف  میکروسیلیس  ژل  و  شیشه  الیاف  حاوی  بتنی  ژاکت  که  است  آن  موضوع  این  دلیل.  است  یافته  افزایش  درصد  463  تا  89  حدود  در  تیرها

  سطح   از  جداشدن  دلیل  به  GFRP  هایهمچنین ورق  .یابد  افزایش   توجهی  قابل   طور  به  انرژی   جذب   ظرفیت  که  شودمی   سبب   و  اندازد  می   تاخیر  به   را  فولادی  میلگردهای  تسلیم

 دارند.  بررسی مورد هایروش  سایر با  مقایسه در کمتری  انرژی جذب  ظرفیت تیر
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A B S T R A C T  
 

 

Under-reamed piles with one or more bulbs have been widely used in almost all types of soil to support 

a range of structures. In some cases, in addition to vertical compressive or uplift loads,  piles must 

withstand a considerable lateral load. A 3-D finite element study using ABAQUS software was 
conducted to examine the behavior of under-reamed piles in clay soil under pure lateral, pure uplift, and 

combined uplift and lateral loads. In this study, pile  (L/D) ratios of 11.66, 15, 20, and 25 were considered 

by adjusting the pile length to simulate the behavior of rigid and flexible piles. The piles were modeled 
as a linear elastic material, and the soil behavior was simulated using the Drucker-Prager constitutive 

model. The findings show that the lateral resistance of piles with (L/D) ratios of 11.66 and 15 increased 

slightly when  under-reamed piles were used. However, no change in lateral resistance was observed for 
under-reamed piles with (L/D) ratios of 20 and 25 compared with straight piles. The uplift capacity of 

under-reamed piles was significantly greater than that of a straight pile. The lateral capacity was 

marginally influenced by the prior uplift loading, such that it decreased for a rigid under-reamed pile, 
and increased for a flexible under-reamed pile. 

doi: 10.5829/ije.2021.34.08b.15 
 

  

 
1. INTRODUCTION1 
 

Under-reamed piles are bored concrete cast-in situ piles 

with one or more bulbs created by widening the stem of 

the pile. These piles were first introduced in India for use 

in expansive soils. Under-reamed piles are commonly 

used to support a wide range of structures in almost all 

types of soil.  When used for towers, shed structures, 

bridge abutments, and other high-rise structures, the piles 

are subjected to a significant lateral load. However, the 

guidelines available for their design under lateral loads 

are highly empirical [1, 2]. With bulbs, it has been 

suggested that short under-reamed piles act more like 

rigid piles, and analysis may be conducted accordingly. 

For simplification purposes, as conservative assumption, 

the effect of the bulb can be ignored. 

Most previous studies have focused primarily on 

estimating the compression and tension capacities of 

under-reamed piles. However, few studies in the 

literature,  have  examined the behavior of under-reamed 

piles exposed to a lateral load. Shrivastava et al. [3] used 
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Hrennikoff’s approach [4] to examine the behavior of a 

single and a group of under-reamed piles with a single 

bulb. A pile was considered as a rigid pole and rotated 

about the underream (bulb) center, and the soil was 

idealized as a nonlinear deformation spring. The soil 

above the bulb was thought to be lifted up on one side 

and pushed down on the other side, forming a couple. 

Soneja and Garg [5] reported that, the first bulb 

significantly increased the resistance of the lateral load, 

based on several field tests on RC piles in sandy soils. 

However, addition of a second bulb,  did not result in any 

substantial increase in capacity over single under-reamed 

piles. 

Parakash and Ramakrishna [6] proposed an analytical 

method to predict the ultimate lateral load capacity of 

under-reamed piles in both ∅-soils and c-soils, including 

the effect of bulb size, bulb position, the number of bulbs, 

and pile (L/D) ratio. That study concluded that for c-soils, 

the bulb located closer to the ground surface provides 

greater resistance for single under-reamed piles. For ∅-

soils, a bulb located at a depth of 0.4–0.6 times the length 
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of the pile provides the highest resistance. The study also 

showed that the lateral capacity of under-reamed piles 

increases significantly with an increase in the number of 

bulbs. However, as the number of bulbs increases, the 

improvement in lateral capacity decreases, remaining 

almost constant beyond three bulbs. This was observed 

in both soils. It was also found that, with an increase in 

(L/D) to a certain value, the lateral resistance of under-

reamed piles also increased, but decreased beyond that. 

Prakash and Chandra [7] conducted field tests on single 

bulb piles in a sandy soil deposit and reported that a 

single bulb pile acts as a short, rigid pile. They also 

reported that the point of rotation was near the center of 

the bulb; the predicted ultimate capacities and deflection 

using different techniques were found to be in good 

agreement with the observed values. 

Several studies have been conducted to assess the 

efficiency of under-reamed piles, particularly with uplift 

loads [8-12]. Martin and De Stephen [8] reported that for 

overconsolidated stiff clay, a foundation of under-reamed 

piles with two bulbs is an acceptable option. It was 

further reported that the distance between the bulbs 

should be (1.5–2) times greater than the diameter of the 

bulb.  

Watanabe et al. [13] conducted studies on under-

reamed piles in clay subjected to compression and tensile 

loads, demonstrating that, under-reamed piles have 

sufficient resistance to tensile and compressive loads. 

Niroumand et al. [14] showed that the uplift resistance of 

under-reamed piles in sandy soil depends on the relative 

undrained/drained shear strength of the soil and the 

number of bulbs. George and Hari [15] performed an FE 

analysis to estimate the compression and uplift capacity 

of  under-reamed piles in homogeneous clay, reporting 

an improvement in uplift capacity of approximately 

119% for a single under-reamed pile and 204% for a 

double under-reamed pile with a bulb  diameter 2.6 times 

greater than the pile stem. 

Although bulbs in under-reamed piles provide a good 

benefit, the analysis is more complex. The problem 

becomes more complicated because these piles may be 

subjected to a combination of axial and lateral loads, as 

well as moments. For such a problem, a complete 

solution can be obtained through a 3-D continuum 

analysis. 

The idea of this study was deduced due to the lack of 

literature in studying the behavior of the under-reamed 

pile subjected to lateral loads.  In this study,  the behavior 

of under-reamed piles in clay was numerically examined 

under separate and combined uplift and lateral loads. Pile 

(L/D) ratios of 11.66, 15, 20, and 25 by adjusting the pile 

length were investigated. ABAQUS-3D software was 

used to model the interaction between the uplift and 

lateral loads on the piles. 

 

 

2. PROBLEM STATEMENT 
 
This study examined straight and under-reamed piles 

with single or double bulbs embedded in a clay layer. The 

piles were subjected to lateral loads, uplift loads, and 

combined lateral and uplift loads. The loads were applied 

at a pile head 1 m above the ground surface. The diameter 

of the pile stem (D) was chosen as 0.3 m; the bulb 

diameter (D𝑢) was taken as 2.5D (Du = 0.75 m), 

according to Indian standards [1]. The location of the 

lower bulb relative to the pile tip, and the distance 

between the bulbs also followed the standard 

requirements [1]. The diameter of the pile stem for 

straight and under-reamed piles with single or double 

bulbs was 0.3 m, and the pile length ranged from 3.5–7.5 

m to achieve an embedment pile ratio of 11.66, 15, 20, 

and 25.  

In this study, P, SURP, and DURP refer to the straight 

pile, the single under-reamed pile, and the double under-

reamed pile, respectively. The soil properties used for the 

FE analysis were taken from Helwany’s book [16] and 

considered as a thick homogeneous saturated clay layer 

under drained conditions, with the groundwater table 

level coinciding with the top surface of the soil. The 

properties of the soil and the piles are presented in Table 

1. The constitutive model used to simulate the behavior 

of the soil mass was the Drucker–Prager/cap failure 

criterion, and the pile was considered as an elastic 

material. 
 
 

3. NUMERICAL MODEL 
 

A full 3-D finite element model using ABAQUS software 

was used to assess the behavior of P, SURP, and DURP 

under pure lateral, pure uplift, and combined lateral and 

uplift loads. To prevent any significant boundary effects, 

the locations of the bottom and lateral sides of the domain 

were chosen sufficiently far from the pile. Karthikeyan et 

al. [17] suggested that the lateral sides should be located 

20D from the pile axis (the lateral domain for this study 

was calculated with respect to the diameter of the bulb  
 

 

TABLE 1. Properties of soil and piles 

Part Soil Pile 

Model Drucker-Prager Linear elastic 

E (kPa) 68900 30E6 

Density (kN/m3) 19 24 

Cohesion (kPa) 0 - 

Poisson’s ratio 0.3 0.2 

Angle of friction (°) 30 - 

Length (m) - 3.5, 4.5, 6, 7.5 
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Du), and the total thickness of the soil stratum was 

(Lpile + 20D). ). The boundary condition was set such 

that the bottom of the domain was restrained in three 

directions; at the lateral sides of the domain, movement 

was prevented horizontally but allowed vertically. 

Contact between the soil and pile surfaces was simulated 

using the basic Coulomb friction model, with penalty 

tangential contact and normal hard contact.  

Figure 1(a-d) shows the schematic 3-D finite element 

mesh discretization of the pile–soil continuum. 

 

 

4. MODEL VALIDATION 
 

To ensure reliable results from the numerical analysis, 

the model and software must be validated. Validation can 

be performed by comparing the numerical data with the 

experimental data or the prescribed computed data. In 

this analysis, the model was validated for two cases of 

loading, lateral and uplift loads. To verify the pile  model 

subjected to lateral load, the piles foundation for a high-

speed railway in Taiwan were employed. In this project, 

two pile groups and several single piles were subjected to 

full-scale load testing [18]. The tested piles were either 

driven or bored. The findings of a lateral loading test 

performed on a single pile symbolized as B7 are 

considered in this study. The details of loading test and 

the computations by LPILE program using constant EI 

were stated in details by Huang et al. [18]. Pile B7 was a 

34.9 m long bored reinforced concrete pile with a 

diameter of 1.5 m.The structural properties of the pile 

used in this analysis are shown in Table 2. According to 

the site exploration,  the soil within the first 80 m depth 

may be described as a silty sand with layers of sandy silt. 

As illustrated in Figure 2, the soil strata is subdivided into 

six layers. It is found that the groundwater was at a depth 

1m with buoyant unit weight of the soil  𝛾′ = 9 𝑘𝑁 𝑚3⁄  

[18]. Table 3 lists the other soil properties utilized in the 

study. 

 

 

 
Figure 1. FE mesh for; a. soil domain, b. straight pile, c. 

single bulb under-reamed pile, double- bulb under-reamed 

pile adopted for current analysis 

TABLE 2. Structural properties of the pile considered for 

simulating the pile model subjected to lateral load 

𝜸 (kN/m3) E (kPa) Poisson’s ratio Dia. (m) Length (m) 

25 30E6 0.2 1.5 34.9 

 

 

“To evaluate the initial field stress in the subsoil before 

the loading test, the coefficient of earth pressure at rest is 

estimated on the basis of the values of the stress index KD 

provided by the DMTs which were performed after pile 

installation, using an empirical relationship published in 

the literature [19], was found that a value of ko= 0.72 can 

be assumed for any soil layer” [20]. Due to the fact that 

the soil in front of the pile is freely to move, the dilation 

effect may be not important in the situation under 

consideration. Taking this into account, the angle of 

dilatancy is assumed zero [20] (nominally taken 0.1). 

Figure 3 displays the obtained findings compared with 

the measured results in terms of the (lateral deflection- 

lateral load) curve and also involving the computed 

results by LPILE. As can be seen, the simulation and 

observation findings are in good agreement. 

The pile model subjected to uplift load was validated 

using the model presented by George and Hari [15]. The 

soil and pile properties used in this validation are shown 

in Table 4. The uplift load–pile head deflection curve of 

the numerical model obtained by using ABAQUS 

compared with that presented by George and Hari 

indicates a good agreement, as shown in Figure 4. 
 

 

 
Figure 2. Subsoil layers as documented by Huang et al. [18] 

 

 

TABLE 3. Soil properties as reported by Conte et al. [20] 

Layer No. G (kPa) 𝒗′ 𝒄′ ∅′ (°) 𝝋′(°) 

1 30800 0.3 0 33 0 

2 57700 0.3 0 34 0 

3 57800 0.3 0 28 0 

4 87700 0.3 0 33 0 

5 87700 0.3 0 28 0 

6 87700 0.3 0 30 0 

 

a b c d 
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TABLE 4. Properties of soil and piles used for validation model 

pile subjected to uplift load [15] 

Part Soil Pile 

Model Mohr–Coulomb Linear elastic 

E (kPa) 15000 31E6 

Density (kN/m3) 16 27 

Cohesion, (kPa) 15 - 

Poisson’s ratio 0.35 0.15 

Angle of friction (°) 1 - 

Length (m) - 4.5 

 

 

 
Figure 4. Validation of proposed model with results 

documented by George and Hari [15] 

 

 

5. RESULTS AND DISCUSSIONS 
 

A series of 3-D FE models were used to study the 

behavior of under-reamed piles with single and double 

bulbs. Three cases of loading were considered in this 

analysis, pure lateral loads, pure uplift loads, and 

combined uplift and lateral loads. In this study, pile (L/D) 

ratios of 11.66, 15, 20, and 25 were investigated. The 

findings for different loading cases are summarized as 

follows: 

 

5. 1. Behavior of Piles Subjected to Lateral Load       
Figure 5(a-d) shows the computed lateral deflection 

along the pile depth for SURP and DURP compared with 

straight piles (P) for  pile ratios of 11.66, 15, 20, and 25. 

From Figure 5, it can be concluded that piles 4.5 m, 6 m, 

and 7.5 m in length behave as flexible piles according to 

the shape of pile deflection. At the initial depth, the pile 

deflection is large; at a depth of approximately 3 m, the  
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Figure 3. Comparison of measured and predicted findings 

involving the computations by LPILE program using 

constant EI 
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d. L/D = 25 

Figure 5. Lateral deflection along the piles 

 

 

deflection is nearly zero. In addition, the piles do not 

rotate around a point. 

For 3.5 m piles, there is rotation around a point at a 

depth of approximately 2.7 m, indicating rigid behavior. 

For shorter piles (L/D =11.66, 15)  under a certain lateral 

force, under-reamed piles noticeably reduced the pile 

deflection. For longer piles (L/D = 20, 25), no change in 

lateral pile resistance was observed using  under-reamed 

piles with single or double bulbs. 

Figures 6(a) and 6(b) show the lateral load-deflection 

curves for single and double under-reamed piles with 

different (L/D) pile ratios subjected to pure lateral loads. 

It is observed that the lateral resistance of under-reamed 

piles with single and double bulbs increases considerably 

as the (L/D) pile ratio increases to 15. Further increasing 

of (L/D) ratio decreases the lateral resistance. This may 

be because initially, as the pile length increases, the 

passive pressure also increases. Howevere, decreasing 

the lateral resistance with increasing pile length (L/D > 

15) may be because “the soil resistance mobilized along 

the effective pile length and the ultimate moment of pile 

material governed the capacity of the long flexible piles” 

[21]. Figures 7(a) and 7(b) show viewport clarify the 

lateral displacement for short and long DURP. 

 

 

 
 a. SURP  

 
b. DURP 

Figure 6. Distribution of lateral load vs. pile head deflection 

for different L/D ratios 

 

 

5. 2. Behavior of Piles Subjected to Uplift Load            
The behavior of P, SURP, and DURP subjected to pure 

uplift loads was examined. The variation of uplift load 

vs. pile head deflection for P, SURP, and DURP with 

different (L/D) pile ratios is shown in Figure 8 (a-d). As 

expected, the uplift pile capacity is greatly improved for  

SURP and DURP compared with a straight pile for all 

(L/D) pile ratios. 
 

 

 
a. L/D=11.66 

 
b. L/D=25 

Figure 7. lateral displacement for DURP. (This viewport 

was magnified five times) 
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a. L/D = 11.66 

 
b. L/D = 15 

  
c. L/D = 20 

  
d. L/D = 25 

Figure 8. Distribution of uplift load vs. pile head deflection 

for P, SURP, and DURP 

Table 5 presents the ultimate uplift capacity for P, 

SURP, and DURP for (L/D) pile ratios of 11.66, 15, 20, 

and 25. The double tangent method suggested by Shanker 

et al. [22] was used for interpreting the ultimate uplift pile 

capacity.The  ultimate uplift capacity for SURP increased 

by a factor of (3.8, 4.24, 4.33, and 4.38) from the ultimate 

uplift capacity of the corresponding P pile, for (L/D) pile 

ratios of (11.66, 15, 20, and 25), respectively. The 

ultimate uplift capacity for DURP increased by a factor 

of (5.8, 6.07, 6.25, and 6.43) for (L/D) pile ratios of 

(11.66, 15, 20, and 25), respectively.  

It is also observed from Table 5 that the ultimate uplift 

capacity increases significantly with increasing the (L/D) 

ratio. In addition, for a specific (L/D) pile ratio, there is 

an improvement in the ultimate uplift capacity of the 

DURP from that of the SURP. 

Figures 9(a) and 9(b) show the influence of the (L/D) 

pile ratio on the uplift pile capacity; the uplift pile 

capacity increases considerably with increasing (L/D) 

ratio for SURP and DURP. 

 

5. 3. Behavior of Piles Subjected to Combined 
Uplift and Lateral Loads         To investigate the effect 

of an uplift load on the lateral response of the SURP and 

DURP, the loading was applied in two steps. First, the 

pre-quantified uplift load was subjected to the pile head, 

which is represented in this study as the uplift load prior 

to lateral load (UPL). Second , the uplift load from the 

first step was maintained, and the lateral load was added. 

The lateral load was applied using displacement control; 

the displacement was specified as 0.5D. Uplift loads 

(here, UPLs) were chosen as a percentage of the 

previously evaluated ultimate uplift capacity  (Vult). The 
 

 

 
TABLE 5. Ultimate uplift pile capacity of P, SURP, and DURP 

for different (L/D) ratios 

L/D Pile type 
Ultimate uplift pile 

capacity 

Increase 

factor 

11.66 

P 25  

SURP 120 3.8 

DURP 170 5.8 

15 

P 41  

SURP 215 4.24 

DURP 290 6.07 

20 

P 60  

SURP 320 4.33 

DURP 435 6.25 

25 

P 78  

SURP 420 4.38 

DURP 580 6.43 
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a. SURP 

 
b. DURP. 

Figure 9. Influence of L/D ratio on the uplift pile capacity 

 

 

 

uplift load was chosen as (UPL =
0, 0.4 Vult, 0.6 Vult , and 0.8 Vult).  

The lateral load vs. pile head deflection for SURP and 

DURP subjected to combined uplift and lateral loads is 

shown in Figure 10 (a–d).  Due to the similarity in the 

response of SURP and DURP, only SURP is shown. 

When the lateral load is extremely low, the lateral load–

pile head deflection response is not significantly 

influenced by the pre-uplift load. It is clear from the 

figures that the load–deflection response is still 

nonlinear, even with UPL.  

It is also observed that the influence of (UPL =
 0.4, 0.6, and 0.8ult) on the lateral pile capacity depends 

on the embedment pile ratio. For an under-reamed pile 

with a (L/D) pile ratio of 11.66, the lateral pile capacity 

decreases with the UPL. For under-reamed piles with a 

(L/D) pile ratio of 15, uplift loading has no significant 

effect on the lateral pile capacity. However, for under-

reamed piles with embedment pile ratios of 20 and 25, 

the lateral capacity increases marginally with increasing 

UPL. It can be concluded that the UPL reduces the lateral 

capacity of rigid Under-reamed piles and increases the 

lateral capacity of flexible under-reamed piles. 

 
a. L/D = 11.66 

 
b. L/D = 15 

 
c. L/D = 20 

 
d. L/D = 25 

Figure 10. Distribution of lateral load vs. pile head 

deflection under pre-uplift load for SURP 
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6. CONCLUSIONS 
 

In this study, a numerical analysis for a straight pile (P) 

and under-reamed piles with a single bulb (SURP) or a 

double bulb (DURP) was conducted to investigate their 

response under lateral, uplift, and combined lateral and 

uplift loads. Based on the results, the following 

conclusions can be drawn.  

1. The lateral resistance was affected slightly by using  

under-reamed piles with single or double bulbs. P, 

SURP, and DURP with pile (L/D) ratios greater than 

20 had nearly the same lateral resistance. 

2. The ultimate uplift capacity for the under-reamed 

piles (SURP, DURP) was (3.8, 5.8), (4.24, 6.07), 

(4.33, 6.25), and (4.38, 6.43) times greater than the 

ultimate uplift capacity for the corresponding P pile, 

for pile (L/D) ratios of (11.66, 15, 20, and 25), 

respectively. 

3. The lateral load–deflection behavior was nonlinear 

under both pure and combined loading. 

4. For a specific (L/D) pile ratio, there was an 

improvement in the ultimate uplift capacity of the 

DURP compared with that of the SURP. 

5. The lateral resistance of under-reamed piles with 

single and double bulbs increased considerably as 

the (L/D) pile ratio increased up to a certain value, 

beyond which the lateral resistance decreased. 

6. The lateral capacity was marginally influenced by 

the uplift loading; it decreased for rigid under-

reamed piles and increased for flexible under-

reamed piles. 
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Persian Abstract 

 چکیده 
حباب تقریباً در همه انواع خاک برای پشتیبانی از طیف وسیعی از ساختارها به طور گسترده ای استفاده شده است. در بعضی موارد ، شمع  شمعهای زیر ریم شده با یک یا چند 

برای   ABAQUSافزار  عنصر محدود با استفاده از نرم    D-3ها علاوه بر بارهای فشاری عمودی یا صعودی ، باید در برابر بار جانبی قابل توجهی مقاومت کنند. یک مطالعه  

العه با تنظیم طول  بررسی رفتار شمعهای تحت اصلاح در خاک رس تحت بارهای جانبی خالص ، صعودی خالص ، و صعودی جانبی و جانبی خالص انجام گردید. در این مط

در نظر گرفته شد. شمع ها به عنوان ماده الاستیک  25و  11/66  ،15  ،20 (L / D)شمع برای شبیه سازی رفتار شمع های سفت و سخت و انعطاف پذیر ، نسبت های شمع  

و    11.66 (L / D)پراگر شبیه سازی شد. یافته ها نشان می دهد که مقاومت جانبی شمع هایی با نسبت -خطی مدل سازی شدند و رفتار خاک با استفاده از مدل سازنده دراکر

و   20 (L / D)زایش می یابد. با این حال ، هیچ تغییری در مقاومت جانبی برای شمعهای تحت ریام با نسبت  هنگامی که از شمع های تحت ریم استفاده می شود کمی اف  15

بی تحت تأثیر بارگذاری  در مقایسه با شمع های مستقیم مشاهده نشد. ظرفیت صعودی شمعهای زیر ریمینگ به طور قابل توجهی بیشتر از یک شمع مستقیم بود. ظرفیت جان  25

 یابد.  بردن تحت تأثیر قرار گرفت ، به طوری که برای یک شمع سفت و سخت تحت ریشه کاهش یافته و برای یک شمع قابل انعطاف تحت ریش افزایش میقبل از بالا
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A B S T R A C T  
 

 

In the present study, the effects of pin geometry and tool rotational speed on the microstructure and 

mechanical characteristics of the AA2024-O friction stir spot welding (FSSW) joint were investigated. 

Two different types of pin geometries, namely cylindrical and step pins, and three different rotational 
speeds of 900, 1400, and 1800 rpm were used in the friction stir spot welding joint. The microstructure 

observation, hardness measurements, and shear tests were conducted. Results showed that both pin 

geometry and rotational speed gave a remarkable effect on the microstructure and maximum shear load 
of the weld joints. For both pin geometries, the hook height and width of the fully bonded region (FBR) 

increased by increasing the rotational speed. The weld joint produced by a cylindrical pin exhibits higher 

values in the hook height and width of the FBR than using a step pin. Furthermore, the highest value in 
a maximum shear load was obtained at a rotation speed of 1400 rpm for both cylindrical and step pins. 

Another finding is that the maximum shear loads of FSSW joints produced with a cylindrical pin are 

higher than that made using a step pin. 

doi: 10.5829/ije.2021.34.08b.16 
 

 
1. INTRODUCTION1 
 
The application of aluminum alloys in automotive 

industries is mainly intended to produce lightweight 

vehicles which leads to fuel savings, high speed, and a 

reduction in exhaust emission. Today, aluminum and its 

alloys are produced in various series and treatments. One 

of the aluminum alloys that is widely used in engineering 

applications, especially for aircraft structures is AA2024 

aluminum alloy which is composed of copper (Cu) 

around 3.8-4.9 wt% as the main alloying element. This 

aluminum alloy has the potency to replace steel in the 

manufacture of the vehicle body. In general, AA2024 

aluminum alloy is used in the aircraft industry due to its 

beneficial properties, i.e. the alloy has high strength at 

room temperature to high temperature up to 150 °C and 

good toughness [1]. In addition, it has a very good 

damage tolerance and high fatigue crack resistance [2] 

which is suitable for aircraft materials.  

 
*Corresponding Author Institutional Email:  ilman_noer@ugm.ac.id 
(M. N. Ilman) 

Apart from its excellent properties, AA2024 

aluminum alloy together with its 2XXX series are, 

however, considered to be unweldable [3] so that 

AA2024 aluminum alloy is commonly fabricated by 

riveting. The invention of friction stir welding (FSW) at 

The Welding Institute (TWI), UK in 1991 followed by its 

variant, i.e. friction stir spot welding (FSSW) allows the 

unweldable materials such as AA2024 to be welded using 

these solid-state welding processes [4-6]. The FSSW 

process has similarities with FSW in which both of them 

use a rotating cylindrical tool equipped with a shoulder 

and a pin to produce weld joints but they are different in 

term of the tool movement that is the rotating tool in FSW 

moves along a weld line in the butt plane of the plates 

whilst the rotating tool in FSSW is operated in a 

stationary condition [7]. FSSW is performed by plunging 

the rotating tool into the sheets in the lap joint 

configuration. The heat generated by frictional forces 

leads to softening in the materials to be welded. As a 
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result, the softened materials of upper and lower sheets 

are mixed due to stirring action by the pin, and under such 

a condition, the weld joint is formed. 

Since the invention of FSSW by Mazda's car 

manufacturer in 2003 [8], research in FSSW has been 

conducted extensively to improve mechanical 

characteristics of FSSW joints by considering factors 

affecting the mechanical properties of FSSW joints 

including process parameters and tool geometry in 

various metals. The influence of shoulder and pin 

geometries of a tool on the microstructure and 

mechanical characteristics of the FSSW joint in AA2024-

T3 aluminum alloy has been studied by Paidar et al. [9]. 

According to the authors, at a low tool rotational speed, 

the grain size in the stirring zone is influenced by the pin 

geometry while at a high tool rotational speed, there is no 

significant difference in the grain size. Badarinarayan et 

al. [10] showed that the shape of the tool pin affects the 

hook, weld strength, and failure mode of the FSSW joint. 

Enami et al. [11] investigated the influences of welding 

parameters (plunge depth, dwell time, and tool rotational 

speed) and addition of alumina nanopowder on the FSSW 

joint strength and found that the normal plunge depth, 

dwell time, and tool rotational speed effectively affect the 

joint strength of AA2024 alloy. In addition, the optimum 

welding parameters are achieved at a speed of 1120 rpm, 

5s dwell time, and normal plunge depth of 2.75, and the 

joint strength increased by 23% by the addition of 

alumina nanopowder. Subsequently, Klobčar et al. [12] 

have investigated the effect of process parameters on the 

strength of AA5754 FSSW joint with the results showed 

that axial force and torque increased with increasing 

plunge rate but they decreased with increasing dwell time 

and tool rotation speed. Other FSSW process parameters 

such as plunge depth have been investigated by Baek et 

al. [13] and according to the authors, plunge depth affects 

the shear strength of the FSSW galvanized steel joint. 

The effects of both plunge rate and dwell time on the joint 

strength of AA1100 sheets under micro FSSW were 

studied by Baskoro et al. [14]. They found that the dwell 

time gives a remarkable effect on the tensile shear 

strength but the plunge rate has a minor effect. Other 

studies on the effect of FSSW process parameters on the 

shear strength of FSSW joint have been conducted to 

optimize FSSW process parameters to produce the high 

quality of the joints [15-18]. Recently, Tiwan et al. [19] 

studied the effects of pin geometry and rotational speed 

on the microstructure and mechanical characteristics of 

the AA5052-H112 FSSW joint. They found that both pin 

geometry and rotational speed have a significant effect 

on the hook height and width of FBR of the FSSW joints. 

Moreover, the strength of the weld joints produced by a 

cylindrical pin is higher than that of a step pin. The effect 

of tool rotating speed (700, 900, and 1100 rpm) on the 

microstructures and mechanical characteristics of the 

AA6061 FSSW joints welded in air and water was also 

demonstrated by Shekhawat et al. [20]. They found that 

the load-bearing capacity improved and also a slight 

increase in hardness when the rotational speed increases 

from 700 to 1100 rpm, irrespective of the welding 

medium. This increase is attributed to the grain size 

refinement in the weld nugget zone. In addition, the 

FSSW in water is obtained to be beneficial as compared 

to that in air. 

The quality characteristics of FSSW joints formed in 

the metal alloy are strongly influenced by design and 

welding parameters. One of the most important factors 

influencing the quality of the FSSW joints is the design 

of the tool used for producing the friction and stirring 

action [21]. It seems that research works related to the 

FSSW in AA2xxx series aluminum alloys have been 

studied extensively, but there have been limited 

published data on the influences of pin geometry and 

rotational speed on the microstructure and strength of the 

FSSW AA2024-O aluminum alloy joints. Therefore, it is 

the subject of the present work. Two different types of 

pin geometries, i.e., cylindrical and step pins, and three 

different rotational speeds of 900, 1400, and 1800 rpm 

were selected for the AA2024-O FSSW joint.  

 

 

2. MATERIAL AND EXPERIMENTAL  
 

The materials used in this work were AA2024-O 

aluminum alloy plates with the chemical composition is 

given in Table 1. In this investigation, the plates with the 

dimension of 3 x 30 x 120 mm were welded using the 

FSSW process in lap joint configuration. The plates to be 

welded were tightly clamped using a jig. The tools having 

two different tool pin geometries, namely cylindrical and 

step pins were made of H13 steel as shown in Figure 1. 

The FSSW joints were produced using various tool 

rotational speeds (RS) of 900 rpm, 1400 rpm, 1800 rpm 

whereas other FSSW parameters including plunge depth, 

plunge rate, and dwell time were maintained constant at 

0.1 mm, 4 mm/min and 5s, respectively. 

The temperatures during welding were measured 

using K-type thermocouples attached at various distances 

of 0, 4, 5, 6, 7, 8 mm from the center of the weld hole as 

shown in Figure 2. Microstructure examinations were 

performed on the cross-section of the FSSW joints using 

optical microscopy. The samples were prepared 

 

 
TABLE 1. Chemical compositions of AA2024-O aluminum 

alloy 

Chemical composition (wt.%) 

Cu Mg Si Fe Zn Ti Mn Cr Al 

4.4 1.11 0.12 0.14 0.08 0.01 0.40 0.01 Bal. 
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Figure 1. FSSW tools type:(a) Cylindrical pin (b)Step pin 

 

 

 
Figure 2. A schematic illustration of the FSSW process 

 

 

following standard metallographic procedures with 

etchant used was Keller's reagent. 

Furthermore, hardness distributions were assessed 

using Vickers microhardness along with the upper and 

lower plates around the FSSW joints as shown in Figure 

3 with the load of 100 g for 10 s. The strength of FSSW 

joints was assessed using shear tests with the dimensions 

of shear test specimens are presented in Figure 4 as 

suggested by Kim et al. [22]. Following these shear tests, 

fractographic studies were conducted. 

 

 

 
Figure 3. Position of hardness measurement 

 

 

 
Figure 4. Tensile-shear test specimens 

3. RESULT AND DISCUSSION  
 
3. 1. Weld Thermal Cycles            The thermal cycles 

taken at various distances of 0, 4, 5, 6, 7, and 8 mm from 

the center of the exit hole (designated as R0, R4, R5, R6, 

R7 and R8, respectively) during friction stir spot welding 

(FSSW) of AA2024-O aluminum alloy plates at two 

different tool pin geometries are demonstrated in Figures 

5 and 6. 

Referring to Figures 5 and 6, it can be seen that each 

thermal cycle under study shows similar behaviors 

marked by rapid heating as the shoulder surface 

penetrates the workpiece. Furthermore, the maximum 

temperature is achieved when the distance between the 

tool tip and the bottom surface of the lower plate is 

 

 

 
Figure 5. Thermal cycles of FSSW AA2024 using a 

cylindrical pin with variation in RS: (a) 900 rpm (b) 1400 

rpm (c) 1800 rpm 
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Figure 6. Thermal cycles of FSSW AA2024 using a step pin 

with variation in RS: (a) 900 rpm (b) 1400 rpm (c) 1800 rpm 

 

 

the closest, typically 0.1 mm. At this condition, the 

maximum temperature is maintained constant for 5s then 

followed by continuous cooling towards the ambient 

temperature as the tool is lifted. Referring to Figures 5 

and 6, it can be seen that increasing distance from the 

center of the keyhole decreases the peak temperature and 

the position of the peak temperature is shifted to a slightly 

longer time. Of note is that the peak temperatures resulted 

by cylindrical and step at the distance of R0 are slightly 

the same but as the distance, the significant differences 

are observed with the peak temperatures resulted from 

step pin is higher than that of cylindrical spin.  

This seems to suggest that FSSW having a step pin 

produces higher heat input than that of the cylindrical pin 

at the same tool rotational speed. 

The effects of tool rotational speed on the weld 

thermal cycles can be studied by comparing the welds 

made at the tool rotational speeds of 900, 1400, and 1800 

rpm for both cylindrical and step pins. As expected, an 

increase in tool rotational speed tends to increase the peak 

temperature and reduce the cooling rate. In comparison 

with the tool having cylindrical pin geometry, the peak 

temperatures for the FSSW joints produced using step pin 

are slightly higher at the same tool rotational speed. The 

possible explanation is summarized as follows. The heat 

generated, q by a conventional tool having a cylindrical 

pin is given by following expression [23, 24]:  

( )pinpinshoul HRRq 23 3
3

2
+=           (1) 

With τ is shear stress, ω is angular speed, Hpin is pin 

height whereas Rpin and Rshoul are the radius of pin and 

shoulder respectively. According to Equation (1), the use 

of a step pin will increase the shoulder area hence 

increasing the heat since the shoulder has more 

contribution to the total heat compared to other 

components such as pin side and pin tip. 

 

3. 2. Macro and Microstructures           Figure 7 shows 

typical macrostructural regions taken from a cross-

section of FSSW joint prepared using a tool having a 

cylindrical pin. The hole shown in Figure 7a is formed 

when the rotating tool was retracted from the weld joint. 

It can be seen that the FSSW profile is symmetrical 

concerning the hole-axis. There are three types of 

interface bonds, namely fully bonded region (FBR), 

partially bonded region (PBR), and unbonded region 

(UBR) [25]. The closest region to the exit hole is known 

as FBR which is marked by the presence of a perfect bond 

as the result of stirring of the upper and lower plate 

materials. Subsequently, PBR is formed starting from 

FBR to the distance where the bonding no longer exists. 

PBR has an imperfect bond which occurs caused by the 

lack of a diffusion process between the surface of the 

upper and lower plates. At the distance away from the 

hole exit, the upper and lower plates are separated with 

no bond formation, and this region is called UBR. 

 

 

 
Figure 7. (a) Cross-section of FSSW joint, (b), (c) magnified 

region marked by A in Figure 6a showing various weld 

microstructures 
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Figures 8 and 9 show cross-sections of FSSW weld 

joints produced using a cylindrical pin and a step pin at 

various rotational speeds of 900 rpm, 1400 rpm, and 1800 

rpm. It can be seen that all FSSW joints are characterized 

by the formation of hooks and microstructural regions 

with different dimensions. The hooks are formed when 

the interface is bent upward as the result of penetration 

and stirring of the tool which causes the bottom plate 

material to flow upward [26]. 

Details of the dimensions of FBR and the hooks under 

various tool rotational speeds at two different pin 

geometries are shown in Figures 10 and 11. In FSSW 

joints prepared using a cylindrical pin, the dimensions of 

the FBR increase with increasing rotational speed 

consistent with the previous report [25]. 

 

 

 
Figure 8. FSSW welded macrostructure by a cylindrical pin 

at RS: (a) 900 rpm, (b) 1400 rpm (c) 1800 rpm 

 

 

 
Figure 9. FSSW welded macrostructure by a step pin at RS: 

(a) 900 rpm, (b) 1400 rpm (c) 1800 rpm 

 
Figure 10. FBR dimension and height hook of FSSW by a 

cylindrical pin under different RS: (a) 900 rpm (b) 1400 rpm 

(c) 1800 rpm 

 

 

The use of a rotational speed of 900 rpm produces 

FBR with a length of 1.45 mm. Subsequently, the length 

of FBR increases to 1.52 mm as the tool rotational speed 

is increased to 1400 rpm. On further increase in the tool 

rotational speed up to 1800 rpm, the dimension of FBR 

length continues to increase with the length of 1.54 mm.  

Similar behavior is also observed in the hook height. The 

hook height continuously increases from 0.26 mm to 0.45 

mm and finally, 0.62 mm as the tool rotational speeds are 

increased to 900, 1400, and 1800 rpm, respectively. 

In the step pin, there is a slight increase in the 

dimensions of the FBR from 1.31 mm to 1.33 mm as the 

tool rotational speed is increased from 900 to 1400 rpm. 

Further increase in the rotational speed to 1800 rpm does 

not increase the dimensions of FBR. Similar trends are 

observed in the hook heights under increasing tool 

rotational speeds marked by the hook heights of 0.23 mm, 

0.25 mm, and 0.27 mm at increasing tool rotational 

speeds of 900, 1400, and 1800 rpm, respectively. 
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Figure 11. FBR dimension and height hook of FSSW by a 

step pin under different RS: (a) 900 rpm (b) 1400 rpm (c) 

1800 rpm 

 

 

Results of this investigation show that FBR 

dimensions (FBR length and hook height) of FSSW 

welds prepared using the step pin tool tend to be lower 

than the cylindrical pin which may be linked to material 

flow during welding. Based on the terminology used in 

FSSW [27, 28], microstructural regions in the FSSW can 

be classified into four regions, namely stir zone (SZ), 

thermomechanical affected zone (TMAZ), heat affected 

zone (HAZ), and base material (BM). Figures 12 and 13 

show typical microstructures taken from various regions 

of FSSW joint produced using the tools having 

cylindrical and step pins at the tool rotational speed of 

1400 rpm. The microstructure in SZ prepared using both 

cylindrical and step pins is characterized by the presence 

of fine equiaxed grains due to dynamic recrystallization 

of the material around the pins [29]. The microstructure 

of TMAZ has fine bent and deformed grains resulted 

from the combined effect of heat and plastic deformation 

[30].  

 
Figure 12. Microstructure of FSSW welded used a 

cylindrical pin at the RS of 1400 rpm: (a) SZ (b) TMAZ (c) 

HAZ 
 

 

In HAZ regions, the microstructures are influenced 

by heat only and they are characterized by coarser 

polygonal grains [31]. In general, various microstructure 

present in both the welds prepared using the tools having 

cylindrical and step pins are the same but they are 

different in term of grain size with the tool equipped with 

step pin produces coarser microstructure. 

Stir zone (SZ) microstructures of the FSSW 

joints produced using the cylindrical pin and step pin at 

various tool rotational speeds are presented in Figures 14  
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Figure 13. Microstructure of FSSW welded used a step pin 

at the RS of 1400 rpm: (a) SZ (b) TMAZ (c) HAZ 

 

 

and 15. It can be seen that increasing tool rotational speed 

tends to grains coarsening the microstructures [32]. 

Referring to Figures 14 and 15, it can be seen the 

microstructures produced using the step pin are coarser 

than those produced using the cylindrical pin. 

 

3. 3. Hardness Distributions         Results of 

microhardness measurements for all FSSW joints under 

study are shown in Figures 16 and 17.   

It can be seen that the hardness profiles of all FSSW 

joints have the same behaviors, i.e. the maximum 

hardness occurs at the keyhole side for both upper and 

lower sheets which is likely to be associated with re- 

 
Figure 14. SZ microstructure of FSSW welded used a 

cylindrical pin in different  RS: (a) 900 rpm (b) 1400 rpm (c) 

1800 rpm 

 

 

precipitation in SZ followed by continuous decrease 

along TMAZ and HAZ and the hardness values tend to 

constant at the BM as reported previously [9, 33]. 

However, they are different in terms of the magnitude of 

hardness, especially in the bottom of the exit hole due to 

variations in pin geometry and rotational speed. 

In the FSSW joint produced using a cylindrical pin, 

the hardness curve in the upper sheet is higher than that 

measured in the lower sheet especially along the HAZ 

region but such a significant difference is not observed in 
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Figure 15. SZ microstructure of FSSW welded used a step 

pin in different  RS: (a) 900 rpm (b) 1400 rpm (c) 1800 rpm 

 

 

the FSSW joints produced using step pin. It is interesting 

to note that at the bottom of the keyhole, a continuous 

decrease in the hardness is observed with increasing tool 

rotational speed, especially in FSSW prepared using step 

pin. It may be argued that the use of step pin produced 

more heat which results in coarsening the precipitates 

hence softening [21, 34, 35]. 

 

3. 4. Strengths         The maximum shear loads of the 

FSSW AA2024-O joints welded using different pin 

geometry and rotational speeds are shown in Figure 18. 

The maximum shear loads of FSSW joints that use  
 

 
Figure 16. Microhardness distribution in a cross-section of 

FSSW welds used a cylindrical pin in different RS: (a) 900 

rpm (b) 1400 rpm (c) 1800 rpm 

 

 

cylindrical pin increase with increasing rotational speed 

until the highest value of the maximum shear load is 

achieved at 1400 rpm. On further increase in the 

rotational speed to 1800 rpm, the shear load decrease. 

Similar behaviors are observed in the FSSW joints 

produced using a step pin but with the lower magnitudes 

over a wide range of tool rotational speed, typically 

between 900-1800 rpm. 

The strengths of the FSSW joints are determined by 

the structure of the welds, i.e. the FBR length and grain 

size in the SZ area [36]. 

The formation of FBR and grain size in SZ are 

influenced by the heat input which in turn tool rotational 

speed and pin geometry. The higher rotational speeds 

produce the higher strain and heat input making a wider 

FBR. Subsequently, the wider FBR results in a higher 

maximum fracture load. On the other hand, the strength 

of metallic materials including aluminum welded joints 

is controlled by grain size according to Hall-Petch as 

given by Mathers [37]. 
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Figure 17. Microhardness distribution in a cross-section of 

FSSW welds used a step pin in different RS: (a) 900 rpm 

(b) 1400 rpm (c) 1800 rpm 

 

 

 
Figure 18. Maximum shear load in pin geometry and 

rotational speed tool variation 

 

 

𝜎𝑦 = 𝜎𝐼 + 𝑘𝑦𝑑
−
1

2         (2) 

where d is the average diameter of the grains while 𝜎𝐼 and 

ky are constants. It seems that increasing heat input due to 

increased tool rotational has two conflicting effects. On 

one hand, high heat input increases the FBR length hence 

increasing the strength but it also causes coarsening of 

the microstructure resulting in reduced strengths. 

Therefore, the optimum tool rotational speed for both 

cylindrical and step pins seems to be achieved at the 

rotational speed of 1400 rpm owing to the balanced 

between these two factors. 

Figures19 and 20 show fractured surfaces of the 

FSSW joints under applied shear loads. It can be seen that  

 

 

 
Figure 19. Fracture surfaces of FSSW joints under shear 

load using a cylindrical pin at different RS 

 

 
Figure 20. Fracture surfaces of FSSW joints under shear 

load using a step pin at different RS 
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at low tool rotational speed, typically of 900 rpm, the 

weld joints prepared using both cylindrical and step pins 

reveal failures correspond to shear mode. The failures are 

initiated by the formation of cracks at the hook tips which 

have high-stress concentrations. The cracks then 

propagate circumferentially along the stir zone (SZ) 

leading to final failure. At higher tool rotational speed, 

typically 1400 rpm or above, the failure mode change 

from shear to pullout in the nugget zone. The plausible 

explanation can be seen in Figure 21. As previously 

discussed, increasing tool rotational speed increases heat 

input and makes FBR wider. As a result, the working 

shear stress at the SZ under applied shear loads becomes 

lower so that the weakest part of the FSSW joints moves 

to the circumferential plane at the hook tip parallel to the 

exit hole. This condition combined with the moment of a 

couple due to eccentricity (misalignment) of the applied 

loads in the lap joints can cause nugget pullout. 

 
 

 
Figure 21. Schematic illustration of shear and tensile 

stresses around the SZ under applied shear stress 

 
 
 
4. CONCLUSIONS  
 
In this study, the effects of pin geometry and tool 

rotational speed on temperature profiles, microstructure, 

and mechanical properties of the FSSW joints aluminum 

alloy AA2024-O have been investigated and the 

following conclusions are drawn :  

• Heat generated by the FSSW process is determined by 

the pin geometry and tool rotational speed. The tool has 

a step pin that produces more heat compared to the 

cylindrical pin due to the more frictional area in the 

step pin. 

• The SZ region has the highest hardness probably due 

to re-precipitation then the hardness continuously 

decreases across TMAZ/HAZ and finally becomes 

constant along with BM.  

• For the FSSW joints prepared using both cylindrical 

and step pins, the highest value of the maximum shear 

load is achieved at the tool rotational speed of1400 

rpm. It seems that this optimum tool rotational speed 

produces a proper combination of FBR length and 

grain size with the failure mode showing pullout 

nuggets. 
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Persian Abstract 

 چکیده 
متفاوت ، یعنی   از دو نوع هندسه پین .بررسی شد AA2024-O FSSWدر مطالعه حاضر ، اثر هندسه پین و سرعت چرخش ابزار بر ریزساختار و مشخصات مکانیکی اتصال  

مشاهده ریزساختار ،   .ده شده استدور در دقیقه در اتصال جوشکاری نقطه اصطکاک استفا1800و 1400، 900پایه های استوانه ای و پله ای و سه سرعت چرخش متفاوت  

نتایج نشان می دهد که هندسه پین و سرعت چرخش تأثیر قابل توجهی بر ریزساختار و حداکثر بار برشی اتصالات جوش  .اندازه گیری سختی و آزمایش برشی انجام شد

اتصال جوش توسط یک پین استوانه ای   .افزایش می یابد   (FBR) باند شده  برای هر دو هندسه پین ، با افزایش سرعت چرخش ، ارتفاع و عرض قلاب منطقه کاملاً .دارند

بعلاوه ، بالاترین مقدار در حداکثر بار برشی با سرعت چرخش   .نسبت به استفاده از پایه پله ای نشان می دهد   FBRتولید می شود که مقادیر بیشتری از ارتفاع و عرض قلاب  

تولید شده با یک پین استوانه ای   FSSWیافته دیگر این است که حداکثر بارهای برشی اتصالات   .استوانه ای و پله ای بدست می آید  دور در دقیقه برای هر دو پایه 1400

  .بیشتر از آن است که با استفاده از پین استپ ساخته شده است
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A B S T R A C T  
 

 

Openings of reinforced concrete (RC) deep beams can be used to pass electrical, mechanical, and 

architectural equipment. A comparative experimental study of fiber reinforced polymer (FRP) type on 

the performance of deep RC beams with the circular opening was the most important purpose of this 
study. The variables were FRP type (carbon, glass, and aramid) and the number of layers (1, 2, and 3). 

The geometric and rebar characteristics of the beams were considered constant in all cases. Deep RC 

beams were constructed, and their response to four-point loading was evaluated. Depending on the 
layers (1, 2 and, 3), aramid, carbon and glass fiber reinforced polymers (AFRP, CFRP, and GFRP) 

sheets increased the maximum load by about 65 to 94%, 87 to 130%, and 133 to 196%, respectively. In 

RC deep beams retrofitted with GFRP sheets, the sheet separation from the beam surface decreased 
with expanding the number of layers. The CFRP sheets debonded from the beam surface at the 

supports along the center of the circular opening. CFRP showed much better performance in energy 

absorption capacity and load capacity than AFRP and GFRP. The CFRP were debonded from the beam 
surface at the moment of rupture. However, no significant separation was observed in RC deep beams 

retrofitted with AFRP and GFRP sheets. SEM images of the cores specimens showed that the fracture 

surface of the specimens extracted from the beam retrofitted with GFRP and CFRP sheets was much 
rougher than the control specimen, which indicates a stronger bond between the concrete components. 

doi: 10.5829/ije.2021.34.08b.17
 

 
1. INTRODUCTION 1 

One of the topics that construction industry experts have 

considered in recent years is repairing existing 

structures that are still in operation after their lifetime. 

Errors in construction and execution, the weakness of 

old regulations, increasing the number of storys, and the 

impact of destructive environmental factors are among 

the reasons for the need for retrofitting computational 

errors [1-3]. 

On the other hand, many RC structures are damaged 

by cracking or excessive rising, caused by various 

factors such as earthquakes, excessive vibrations, 

corrosion of rebars, etc. One of the materials used in 

Europe since 1960 to strengthen or repair RC structures 

 

*Corresponding Author Email: Jalali.abdolrahim@kyrenia.edu.tr (A. 
Jalali) 

is fiber reinforced polymer (FRP) installed on the 

concrete from the outside [4-6]. 

Extensive research has been conducted on 

retrofitting RC beams using FRP in the past decades [7-

10]; most of which have been to achieve the maximum 

capacity of FRP and thus maximize the bearing capacity 

of existing beams. 

In RC structures, deep beams are used as load-

bearing beams and coupling shear walls of tall 

buildings. Openings must be designed in deep RC 

beams for electrical and computer network cables, 

mechanical installations, or commuting from room to 

room [11-14]. These openings interrupt the transfer of 

compressive forces from the place of application of the 

load to the abutment and cause it to collapse, and many 

cases requiring retrofitting [15-21]. Zhang et al. [22] 

investigated RC deep beams. Half of the beams were 

tested with an effective shear-depth ratio of 1.875 and 
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the other half with 1.25. The beams were retrofitted 

with FRP sheets with different arrangements by the 

EBR method. Retrofitting with the FRP sheet increases 

the bearing capacity of the deep beam. The shear 

contribution of FRP sheets increases horizontally at a 

45-degree angle [22]. Di Ludovico et al. [23] examined 

the effect of retrofitting prestressed beams by CFRP 

sheets. Retrofitting using CFRP sheets is structurally 

adequate and can play a significant role in recovering 

the capacity of damaged specimens [23]. Hussain and 

Pimanmas [24] investigated RC deep beams retrofitted 

using GFRP. With increasing the thickness of the 

GFRP, the shear strength would increase [24]. Chin et 

al. [25] studied various methods and issues related to 

retrofitting RC beams with the opening. It was stated 

that studies on retrofitting of beams around the opening 

are necessary [25]. Rahim et al. [26] examined the 

behavior of RC deep beams with CFRP. Their behavior 

was assessed using load-displacement curves. CFRP 

increases the capacity of the beams by about 10 to 40% 

[26]. Al-Bdari et al. [27] examined the performance of 

deep beams retrofitted with CFRP sheets. The CFRP 

sheets with vertical arrangement could increase the 

ultimate strength of the beam by about 20 to 32.6% 

[27].  Kumari and Nayak [28] evaluated the crack and 

maximum loads of the retrofitted deep beams using 

GFRP. The relationships were presented and compared 

with the relationships introduced in the regulations [28]. 

In our literature review, it has been pointed out that 

the openings diminish RC deep beams' bearing capacity 

[29-31]. Openings of RC deep beams can be used to 

pass electrical, mechanical, and architectural equipment. 

These openings can reduce the bearing capacity. 

Previous studies showed that carbon fiber reinforced 

polymer (CFRP) sheets could influence RC deep beams' 

ductility and bearing capacity. In this laboratory 

research, the impact of aramid and glass fiber reinforced 

polymer (AFRP and GFRP) sheets on the retrofitting of 

RC deep beams with the circular opening was 

investigated. Their response was compared with CFRP 

sheets. Another distinguishing feature of this study 

compared to other studies is that a comparative study of 

three different types of polymer sheets in retrofitting of 

RC deep beams with circular openings was conducted in 

this study. The results of this study can be used as 

validation of numerical analysis. 

 

 

2. LABORATORY PROGRAM 
 
2. 1. Variables        The RC deep beams with circular 

openings retrofitted with three types of FRP sheets were 

investigated. Aramid, glass, and carbon fiber reinforced 

polymers (AFRP, GFRP, and CFRP) sheets were used. 

The number of layers was considered 1, 2, and 3, 

respectively. Two beams with and without openings 

were constructed as control beams to evaluate the 

variables' parameters. Table 1 summarized the 

investigated beams. An abbreviation was given to each 

of the beams. According to the variables, eleven RC 

deep beams were built. 
 

2. 2. Geometric Characteristics of Beams           
Iranian national building code (part 9) [32] and the 

American concrete institute (ACI) [33] introduced deep 

beams as high-bending members. According to these 

regulations, the rules of flexural members with high 

height can be applied for beams that have the following 

conditions: 
• Span to length ratio is less than four (l ≤ 4h). 

• It is possible to create pressure handles from the load 

side to the support. Deep beams are used as load-

bearing beams that load from the top columns and 

transfer them to the supporting columns. These beams 

are placed in areas where removing several columns is 

necessary, such as parking entrances. 

• In RC deep beams, openings are sometimes made to 

perform essential services such as air ducts, access to 

electrical and computer network cables, mechanical 

installations, or commuting from room to room. These 

openings interrupt the transfer of compressive forces 

from the place of application of the load to the abutment 

and cause it to become distorted, causing a severe 

reduction in the resistance of the beams. 

The effective length was considered 320 mm. The 

beams' ratio of effective length to width is 2.13, and this 

value is less than 4. Therefore, beams are considered a 

deep type. The cover on the rebars was considered 40 

mm. Steel plates were utilized to avoid the 

concentrating stress on top of the beams. The geometric 

characteristics of the beams and the arrangement of the 

steel reinforcement are shown in Figure 1. 
 
 

TABLE 1. Introduction of variables  

Number of FRP layers FRP type Beam name No. 

- 
Control beam 

without opening 
CB 1 

- 
Control beam 

with opening 
CB-O 2 

1 Aramid 1AFRP 3 

2 Aramid 2AFRP 4 

3 Aramid 3AFRP 5 

1 Glass 1GFRP 6 

2 Glass 2GFRP 7 

3 Glass 3GFRP 8 

1 Carbon 1CFRP 9 

2 Carbon 2CFRP 10 

3 Carbon 3CFRP 11 
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Figure 1. Geometric characteristics 

 

 

The design of deep beams was done according to the 

ninth topic of the national building regulations of Iran. 

For this purpose, a six-story concrete building was first 

modeled and designed in Etabs software, and the details 

of the rebar and its geometric dimensions were 

extracted. Due to laboratory limitations, the beam was 

made on a 1:6 scale and subjected to four-point loading. 

The geometric properties of the beam and the 

characteristics of the rebars used in all cases were 

considered constant. The effect of FRP sheet type and 

number of layers on the response of deep beams with 

opening was considered as the most important objective 

of the research. 

Four rebars with a diameter of 12 mm were used. 

Also, stirrups with a diameter of 10 mm were used with 

intervals of about 105 mm. There are two circular 

openings in the center of the beams. The distances 

between the two openings and their diameter were 150 

mm and 60 mm, respectively. 

 
2. 3. Materials          The materials used to make the 

main RC deep beams (without reinforcement) were 

sand, gravel, cement, water, and superplasticizer. 

Cement specifications are presented in Table 2. The 

aggregates used were fine river sand as filler and 

crushed gravel. The grading curve according to ASTM 

C33-87 [34]. The saturation density with the dry surface  

 

 
TABLE 2. Cement Specifications  

Cement type II Components 

21.27 SiO2 % 

4.95 Al2O3 % 

4.03 Fe2O3 % 

62.95 CaO % 

1.55 MgO% 

2.26 SO3%  

0.65 K2O % 

0.49 Na2O % 

of the gravel and sand is 2.62 and 2.54 g/cm3, 

respectively. The superplasticizer was obtained in each 

mixing design based on achieving acceptable 

performance and preventing the phenomenon of 

aggregate separation. A carboxylate-based 

superplasticizer (brand name WRM-TPP) was used.  

The slump, compressive and tensile strength were 

determined [35-37]. 

The amount of materials used to make the beams 

and the test results are presented in Table 2. RC deep 

beams and cylindrical and cubic specimens were poured 

together. Three samples were made for compressive and 

tensile strength tests, and their mean at 28 days of age 

was obtained. The beams vibrated adequately. Samples 

were cured in a water tank for 28 days. 

Two rebars with diameters of 12 and 10 mm were 

used to make the RC beams (Table 4). 

FRP sheets, with high resistance to corrosion (It can 

be easily used as a layer to protect reinforced concrete 

structures), have attracted many researchers' attention in 

recent years. Acceptable modulus of elasticity,  high 

tensile strength, and corrosion resistance are among the 

characteristics of the FRP [38-40]. FRP is made using 

 

 

 
Figure 2. Coarse and fine aggregates grading curves 

 

 

TABLE 3. Mixture design and the test results 
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TABLE 4. Specifications of steel rebars 

Ultimate stress (MPa) Yield stress (MPa) Rebar diameter (mm) 

340 381 10 

524 577 12 
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various fibers, the most famous of which are carbon, 

glass, and aramid fibers, together with a special epoxy 

resin adhesive. In this study, three types of sheets, 

AFRP, GFRP, and CFRP, were used to strengthen the 

beams (Table 5). The thicknesses of AFRP, GFRP, and 

CFRP sheets were considered 0.193, 1.3, and 11 mm, 

respectively. 

The adhesive utilized to bond the FRP sheets was a 

two-part adhesive consisting of hardener and resin.  

According to the manufacturer's catalog, this adhesive's 

density and tensile strength are equal to 1.11 g/cm3 and 

76.1 MPa, respectively. 

 

2. 4. Construction of the Beams          Wooden molds 

were used to make the beam. The lower part of the 

molds was connected to the ground  to prevent the molds 

from moving during vibration. The thickness of the 

wooden molds was considered 70 mm, and in addition 

to glue, special screws were used to connect the woods 

to each other. PVC pipes were used to create the 

circular opening of the beams. Figure 2 shows the steps 

for formatting and processing specimens. A mixing 

machine was used to mix the materials. The specimens 

were moisture treated at 20°C from molding to the 

moment of testing and kept in a water tank and a non-

vibration environment. Figure 3 shows the steps of 

fabrication and curing of samples. 
 

 

 
TABLE 5. Specifications of FRP sheets  

Density 

(kg/m3) 

Tensile strength 

(MPa) 

Ultimate strain 

(MPa) FRP type 

1250 1800 0.026 AFRP 

2000 1800 0.020 GFRP 

1900 2250 0.015 CFRP 
 

 

 

 
Figure 3. Construction and curing of the beams a: Formwork 

and reinforcement b: Concreting c: Curing 

2. 5. Installation of FRP Sheets        First, the 

concrete surface of the RC deep beams was sanded to 

remove the weak surface with a Grinding Stone, and 

then a wire brush was pulled to clean the surfaces. 

Before applying the adhesive on the concrete surface, 

the concrete surface at the installation site and the 

surface of the FRP sheet were cleaned with a special 

solution. Then the two-component adhesive was mixed 

and spread by the spatula in the desired places, and then 

FRP sheets were placed on the adhesive and installed 

under a certain pressure. FRP sheets were cut to the 

desired size with scissors with fine teeth. FRPs were 

impregnated with an adhesive to install and execute the 

next layers, and the layering operation was started. FRP 

contains coatings that are removed after bonding to the 

surfaces, and the fibers attached to the surface are again 

impregnated with epoxy resin by a roller. The 

installation operation should be started from the middle 

part and continue to both ends to prevent bubbles. After 

smoothing the fiber surface by hand, a small hand roller 

should be pressed firmly onto the FRP surface. In all 

cases, the surfaces of the beams were painted, and the 

crack distribution could be observed. Figure 4 shows 

images of RC deep beams with circular openings before 

painting. 

 
2. 6. Loading           The beams were tested with simple 

two-end support conditions. The forces were applied to 

the specimens in four points by the hydraulic jack in 

specific locations (Figure 1). This method is one of the 

most common methods used in many studies [41-43] 

related to the study of bending and shear behavior of 

beams. In the studies that have used this method, no 

specific standard has been announced. It has been stated 

that this method is similar to the three-point load test 

(according to ASTM-C293) in some references. The 

only difference is the number of supports and the type 

of placement. Applying a load to more points causes the 

wider points of the beam to be stressed, and this method 

is usually used for more brittle materials such as 

concrete. The load-displacement values are extracted in 

this method. The loading continued at a constant speed 

with specific steps until the failure stage. 

 

 

3. LABORATORY RESULTS  
 

In this section, the results obtained from the 

experiments are presented, and the behavior of the 

beams is discussed.  

 

3. 1. Laboratory Observations and Load-
displacement Curves          The load-deflection values 

of the control beams and the beams retrofitted with 

AFRP sheets are presented in Figure 6. The first crack 

of the control beam with openings (CB-O) was recorded 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 4. The investigated RC deep beams with circular 

openings a:CB b:CB-O c:AFRP d:GFRP e:CFRP 
 

 

 
Figure 5. Loading device used 

 
Figure 6. The results of four-point loading for the control 

beams and the beams retrofitted with AFRP 
 

 

at 48 kN. These cracks were primarily observed in the 

loading area. With increasing load, shear-flexure cracks 

were watched within the lower regions of the beam. The 

yield load and yield deflection of the CB-O were 67 kN 

and 4.6 mm, respectively. As the load expanded, the 

cracks on the beam expanded and inevitably failed at a 

load equivalent to 74 kN. Figure 9 shows the 

deformable shape of the control beam after loading.  

Adding a layer of AFRP sheet increases the 

maximum bearing capacity of the RC deep beam. The 

maximum load corresponding to 1AFRP, 2AFRP, and 

3AFRP beams is 122, 143.1, and 143.2 kN, 

respectively. In retrofitted beams with AFRP sheets, 

many diagonal shear cracks occurred before flexural 

cracks. After hardening, the cracking patterns were 

similar, but the number and width of cracks by visual 

inspection were smaller. At the boundary of the AFRP 

material, no signs of debonding were observed at the 

boundary of the adhesive reinforced material in the 

attached AFRP sheet. For 1AFRP, 2AFRP, and 3AFRP 

beams, initial cracks of about 84, 124, and 126 kN were 

observed. Figure 9 shows the failure of beams 

retrofitted with AFRP sheets. 

The load-deflection values of the controls and the 

beams retrofitted with GFRP sheets are presented in 

Figure 7. In beams using one, two, and three layers of 

GFRP, the primary flexural cracks were recorded at 

loads of about 98.3, 98.4, and 99.1 kN. In a beam using 

a layer of GFRP sheet, the cracks developed in shear. 

As the layers of GFRP increased, the width of the 

cracks decreased.  

The maximum bearing capacity of RC deep beam 

with one, two, and three layers of GFRP sheets was 138, 

164, and 170.5 kN, respectively. Images of 1GFRP, 

2GFRP, and 3GFRP beams after failure are shown in 

Figure 9. Most of the cracks are flexural and were 

associated with rupture of GFRP sheets that adhered to 

deep beams in a U-shape. GFRP sheets as a reinforcing 

element in RC deep beams delayed the compression 

crushing, which increased the beam capacity and 

increased the beams' ductility. 
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Figure 7. The results of four-point loading for the control 

beams and the beams retrofitted with GFRP 

 

 

The load-deflection values of the control beam and 

the beams retrofitted with CFRP sheets are presented in 

Figure 8. In the 1CFRP beam, the first flexural crack 

occurred under a load of 98.3 kN, then the number of 

flexural cracks increased with continued loading. With 

increasing load, the number of cracks and the height of 

flexural and shear cracks increased until 172.5 kN load. 

The beam failed by separating the CFRP sheet from the 

concrete and crushing the concrete in the compressive 

zone between the two loads. After the formation of 

diagonal shear cracks, these cracks were restrained by 

CFRP sheets that are perpendicular to the crack and 

prevent the expansion of diagonal cracks and their 

increase in width. This prevented the premature shear 

failure of the beam and increased the bearing capacity of 

the RC deep with the opening.  

After the start of the nonlinear part of the load-

deflection curve, the RC deep Beams retrofitted with 

CFRP sheets showed more stiffness than beams 

retrofitted with GFRP and AFRP sheets. But with the 

sudden rupture of CFRP sheets, the ductility of these 

beams has been significantly reduced compared to the 

other two groups. 

 

 

 
Figure 8. The results of four-point loading for the control 

beams and the beams retrofitted with CFRP 
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Figure 9. Crack distribution and deformable shapes  
  

The load-deflection curves of the beams retrofitted 

with CFRP sheets have a relatively sharp drop 

compared to the beams retrofitted with AFRP and 

GFRP sheets. The reason is the separation of the FRP 

sheet; before the maximum bearing capacity of FRP is 

used, the sheet is separated from the beam surface. The 

glue used was the same in all cases; AFRP and GFRP 

sheets have much better adhesion to the concrete 

surface. 

Figure 9 shows the images of RC deep beams 

retrofitted after loading. In 2CFRP and 3CFRP RC deep 

beams, in which 2 and 3 layers of CFRP sheet were 

used for retrofitting, respectively, the first flexural 

cracks occurred under loads of 98.4 and 99.1 kN, then 

the number of flexural cracks increased with continued 

loading. As the load increased, the number of cracks 

and the height of the flexural and shear cracks increased 

until 188.2 and 219 kN loads, 2CFRP and 3CFRP 

beams failed when the concrete was crushed in the 

compressive zone between the two loads. The cracking 

loads of RC deep beams with 2 and 3 layers were 

significantly increased than the reference beam. As the 

number of layers increases, separation does not occur 

due to the greater involvement of the CFRP sheet with 

the concrete. 

According to the load-deflection curves, CFRP 

sheets showed much better energy absorption capacity 

and flexural capacity than AFRP and GFRP sheets. But 

the important point here is that the CFRP sheets were 

detached from the beam surface at the moment of 

rupture. However, no significant separation was 

observed in deep beams reinforced with AFRP sheets. 

In RC deep beams retrofitted with GFRP sheets, the 

sheet separation from the beam surface decreased with 

increasing layers. CFRP sheets detached from the beam 

surface at the lateral abutment and along the circular 

openings. The crack path expanded from the lateral 

abutment to the points of concentrated load application. 

Table 5 summarizes the results of the four-point 

loading test. This table presents crack load, yield load, 

maximum load, crack displacement, yield displacement, 

ultimate displacement, ductility, and energy absorption 

capacity. In the following, each of these parameters is 

examined using various comparative diagrams. 

 

3. 2. The Bearing Capacity of RC Deep Beams with 
Openings            The maximum load that each RC deep 

beam can withstand is called the bearing capacity of the 

beams. The comparative diagram of Figure 10 compares 

the bearing capacity of RC deep beams with openings. 

In this figure, the increased percentage in bearing 

capacity compared to the control beam is also presented. 

As can be seen in all cases, the addition of FRP sheets 

has increased the bearing capacity of RC deep beam 

beams compared to the control sample. The circular 

cavities created on the reinforced concrete deep beams 

have reduced the bearing capacity of the beam by about 

24%.  
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TABLE 5. The test results 

Energy absorption 

(N.mm) 
Ductility ∆𝑼 (mm) 𝐏𝒎𝒂𝒙 (kN) 

Yield point Crack point 

Name 
𝐏𝒚 (kN) ∆𝒚 (mm) 𝐏𝐜𝐫 (kN) ∆𝒄𝒓 (mm) 

333 1.32 6.5 98 85 4.93 67 3.97 CB 

234 1.2 5.52 74 67 4.60 48 3.3 CB-O 

894 2.45 11.3 122 107 4.61 84 3.95 1AFRP 

1223 2.31 13.20 143.1 139 5.76 124 5.1 2AFRP 

1836 2.23 12.97 143.2 139 5.81 126 5.3 3AFRP 

1141 2.13 12.4 138 125 5.82 97.1 4.49 1GFRP 

1887 2.47 14.43 164 150 5.84 124 5.20 2GFRP 

1769 2.22 13.03 170.5 151 5.86 125 5.22 3GFRP 

971 2.10 12.43 172.5 165 5.93 98.3 4.5 1CFRP 

1609 2.18 14.59 188.2 172 6.67 98.4 4.51 2CFRP 

1989 2.27 14.90 219 198 6.56 99.1 4.58 3CFRP 
∆𝑐𝑟: Crack deflection, ∆𝑦:Yield deflection, ∆𝑢: Ultimate deflection 

𝑃𝑐𝑟: Crack load, 𝑃𝑦: Yield load, 𝑃𝑚𝑎𝑥: Maximum load 

 

 

 
Figure 10. Comparison of bearing capacity and percentage 

increase 

 
 

 

However, addition of AFRP, GFRP, and CFRP 

sheets to the deep beam with openings has increased the 

bearing capacity in most cases by 94, 130, and 196 

percent, respectively, compared to the control beam 

with openings. 

The addition of one, two, and three layers of AFRP 

sheet has improved the bearing capacity by 65%, 93%, 

and 94%, respectively. One, two, and three layers of the 

GFRP sheet have increased the bearing capacity by 87, 

121, and 130%, respectively. One, two, and three layers 

of the CFRP sheet have increased the bearing capacity 

by 133, 154, and 196%, respectively. According to the 

changes, CFRP sheets in deep reinforced concrete 

beams in load-bearing capacity have a much better 

performance than AFRP and GFRP sheets. 

3. 3. The Energy Absorption        Energy absorption 

capacity is one of the parameters that can be used to 

evaluate the efficiency of the desired retrofitting 

method. This parameter is obtained using the area under 

the load-deflection curve [1-3, 44, 45]. Figure 11 

compares the energy absorption of RC deep beams 

made in eleven different modes. As expected, FRP in 

RC deep beams with openings played an influential 

role. They increased the energy absorption capacity 

depending on the type and number of layers by 3.8 to 

8.5 times. The highest energy absorption capacity was 

obtained in RC deep beams in which three layers of 

CFRP sheet were used. Although the beams retrofitted 

with one and two layers of  GFRP sheets had less load-

bearing capacity, their energy absorption capacity has 

increased compared to beams retrofitted with one and 

two layers of CFRP sheets. This is because GFRP sheets  

 

 

 
Figure 11. Comparison of energy absorption 
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had more adhesion than CFRP sheets and increased 

their energy absorption capacity. However, by 

increasing the number of sheets to three layers, the 

retrofitted beams with CFRP sheets performed better 

and showed more energy absorption capacity. The use 

of more layers in all cases has led to an increase in the 

energy absorption of RC deep beams with the opening.  

For example, the energy absorption of three-layer 

retrofitted beams with CFRP, GFRP and AFRP is 17, 

24, and 27% higher than single-layer retrofitted beams 

with CFRP, GFRP, and AFRP, respectively. 

 

3. 4.  Comparison of Deflection Ductility          One 

of the most important considerations in addition to 

strength and serviceability in concrete beams is the issue 

of ductility. The important point is that the structure 

exhibits malleable behavior in a sudden damage close to 

the failure load. This means that the structure will not be 

damaged by a sudden brittle failure but will withstand 

large deformations near its maximum bearing capacity. 

Making large displacements near the maximum load 

will cause the residents to be informed before it breaks 

down, and as a result, the necessary safety will be 

achieved. The members' ductile behavior also provides 

the basis for the redistribution of bending moment and 

the design. In cases where design is required to load an 

earthquake, ductility is one of the most important 

parameters. The structure has sufficient ductility to 

absorb and dissipate seismic energy because the 

structure's performance against earthquake load is 

beneficial [46]. The ductility coefficient is obtained by 

dividing the ultimate deflection by the yield deflection 

of the beams. The ductility of the made beams is 

presented in Figure 12. This diagram also shows the 

bearing capacity (Maximum load).  

The ductility of the retrofitted RC beams is about 

1.75 to 2 times higher than the control sample, 

depending on the FRP type and layer numbers. AFRP 

sheets are much more ductile than CFRP and GFRP 

sheets. The ductilities of retrofitted beams with one, 

two, and three layers of AFRP sheet are 2.45, 2.31, and  

 

 

 
Figure 12. Comparison of deflection ductility  

2.23, respectively. Meanwhile, the ductilities of RC 

deep beams retrofitted with one, two, and three layers of 

CFRP sheet are 2.1, 2.10, and 2.18, respectively. In the 

RC deep beams retrofitted with AFRP sheets, increasing 

the number of layers has reduced the ductility. 

However, in the RC deep beams retrofitted with CFRP 

sheets, increasing the number of layers has increased 

ductility. Also, in RC deep beams retrofitted with GFRP 

sheets, increasing the number of sheets first reduced the 

ductility and then increased it. Therefore, according to 

the changes made, it can be concluded that the type of 

FRP sheet has an impact on the ductility of RC deep 

beams with openings.  

 

3. 5. Investigation of the Scanning Electron 
Microscope (SEM)          The microstructure of several 

specimens was evaluated using SEM images. This was 

done to investigate the specimens' general failure after 

four points loading and compare them with the state 

without retrofitting. For this purpose, cores were taken 

from the lower part of the loading area and within the 

openings of the control beam and retrofitted beams with 

three layers of AFRP, GFRP, and CFRP, and their SEM 

images were prepared. Figure 13 shows the SEM 

images of the mentioned specimens. After cracking, 

there was no factor to control and prevent crack growth  
 

 

 
(a) 

 
(b) 
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(c) 

 
(d) 

Figure 13. SEM images of core specimens of a number of 

investigated RC deep beams 

 

 

in the control beam specimen. The crack in this 

specimen grew easily, and its width increased rapidly. 

Figure 13a shows that the concrete specimen has 

cracked and broken after withstanding the stress. The 

crack created in the sample is fully developed, and the 

width of the crack is considerable. 

The core specimen of the 3AFRP beam cracked after 

withstanding its ultimate stress. The cracks due to stress 

in this specimen have a very small width and have not 

grown much. This sample has cracked after enduring its 

maximum stress. However, the crack created in this 

specimen has a much smaller width even than the 

control specimen, and its growth and development have 

been very low. More closely in these images, it can be 

seen that the fracture surface of the specimens extracted 

from the beam retrofitted with GFRP sheets is much 

rougher than the control sample, which indicates a 

stronger bond between the concrete components in the 

retrofitted beams with GFRP sheets. In the core 

specimen of the 3GFRP beam, after crack formation, the 

cracks did not grow much, and their width is much less 

than the control specimens. The use of CFRP sheets in 

concrete beams significantly increases flexural strength 

and energy absorption. The CFRP sheets lead to the 

enclosure of the perimeter surfaces of the beam, which 

makes the internal structure of the concrete more 

compact and can have a higher load-bearing capacity. 

 

 

4. CONCLUSION  
 

In the present experimental study, retrofitting of deep 

beams with the opening was investigated using three 

types of sheets: AFRP, GFRP, and CFRP. For this 

purpose, the behavior of ten RC deep beams with 

openings against four-point loading was evaluated. A 

summary of the most important results is provided in 

this section. 

- In retrofitted beams with AFRP sheets, many 

diagonal shear cracks occurred before flexural 

cracks. After hardening, the cracking patterns were 

similar, but the number and width of cracks by eye 

inspection were smaller.  

- In retrofitted beams with CFRP sheets, diagonal 

shear cracks were restrained by CFRP sheets that are 

perpendicular to the crack, and the expansion of 

diagonal cracks and their increase in width was 

prevented.  

- Beams retrofitted with CFRP sheets after the start of 

the nonlinear part of the load-deflection curve 

showed more stiffness than beams retrofitted with 

GFRP and AFRP sheets. But with the sudden 

rupture of CFRP sheets, the ductility of these beams 

has been significantly reduced compared to the other 

two groups. 

- The crack loads of RC deep beams with 2 and 3 

layers were significantly increased compared to the 

reference beam. As the number of layers increased, 

separation did not occur due to the greater 

involvement of the CFRP sheet with the concrete. 

- According to the load-deflection curves, CFRP 

sheets showed much better load capacity than AFRP 

and GFRP sheets. But the important point here is 

that the CFRP sheets were detached from the beam 

surface at the moment of rupture. However, no 

significant separation was observed in deep 

retrofitted beams with AFRP sheets. 

- The corresponding curves with four-point loading of 

CFRP retrofitted beams have a relatively sharp drop 

compared to beams retrofitted with AFRP and GFRP 

sheets. The reason is the separation of the FRP 

sheet; Before the maximum bearing capacity of FRP 

is used, the sheet is separated from the beam surface. 

The glue used was the same in all cases; AFRP and 

GFRP have much better efficiency in adhesion to the 

concrete surface. 

- FRP sheets in RC deep beams with opening had an 

influential role and increased the bearing capacity by 
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3.8 to 8.5 times depending on the type and number 

of layers. The highest energy absorption capacity 

was obtained in deep reinforced concrete beams in 

which three layers of CFRP sheet were used. Beams 

retrofitted with one and two layers of GFRP sheet. 

Although they had more load-bearing capacity, their 

energy absorption capacity has increased compared 

to beams retrofitted with one and two layers of 

CFRP sheet. This is because GFRP sheets had more 

adhesion than CFRP sheets and increased their 

energy absorption. 

- In RC deep beams retrofitted with GFRP sheets, the 

separation from the beam surface decreased with 

increasing the layers number. The CFRP sheets 

debonded from the beam surface at the lateral 

support and along with the circular opening. The 

crack path expanded from the lateral supports to the 

concentrated load points. 

- By increasing the layers number, the retrofitted 

beams with CFRP sheets performed better and 

showed more energy absorption capacity. The 

bearing capacity of three-layer retrofitted beams 

with CFRP, GFRP and AFRP are 17, 24, and 27% 

higher than single-layer retrofitted beams with 

CFRP, GFRP, and AFRP, respectively. 

- Adding all three types of FRP sheets used has 

increased the ductility of the beams. This increase is 

about 1.75 to 2 times higher than the control sample, 

depending on the FRP type and layer number. 

-  In the beams retrofitted with AFRP sheets, 

increasing the number of layers has reduced the 

ductility. However, in RC deep beams retrofitted 

with CFRP sheets, increasing the number of layers 

has increased ductility. Also, in RC deep beams 

retrofitted with GFRP sheets, increasing the number 

of sheets first reduced the ductility and then 

increased it. Therefore, according to the changes 

made, it can be concluded that the type of FRP sheet 

has an impact on the ductility of deep beams. 
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Persian Abstract 

 چکیده 

توانند ظرفیت باربری تیرها را کاهش  و نیازهای معماری مورد استفاده قرار گیرد. این حفرات می  کییمکان   ،برقی  زات یعبور تجه  یبرا  دتوانی م   ی عمیقرهایشده در ت  جادیحفرات ا

راه  از  یکی  از ورق های  دهند.  استفاده  تیرهایی  که ورق می   FRPهای  تقویت چنین  است  گزارش شده  مطالعات گذشته  در  )باشد.  کربنی  پلیمری  می CFRPهای  نقش  (  تواند 

های پلمیری ( و ورقAFRPهای پلیمری آرامیدی )آزمایشگاهی حاضر تاثیر ورق   تاثیرگذاری بر شکل پذیری و ظرفیت باربری تیرهای عمیق بتن مسلح داشته باشد. در مطالعه

،  FRP  1  یهاهیتعداد لامقایسه شده است.    CFRPهای  ( در مقاوم سازی تیرهای عمیق بتن مسلح با بازشو مورد بررسی قرار گرفته و پاسخ آنها با کارایی ورق GFRPای )شیشه

  GFRPو    AFRP  ،CFRPهای  ورق افزودن  .  حالت ها ثابت فرض شد  ی در تمامهندسی، مشخصات فولادگذاری و مقاومت فشاری بتن  . ابعاد  لایه در نظر گرفته شد  3و    2

شده    یسازمقاوم    یرهایت  جابجایی  –بار    یها یمنحندرصد افزایش داد.    133تا    96درصد و    130تا    87درصد،    94تا    65ها، ظرفیت باربری تیرها را به ترتیب  بسته به تعداد ورق

قبل از آن که از حداکثر    کهی. بطوربودند  GFRPو    AFRP  یهاشده با ورق   یمقاوم ساز  یرهایبا ت  سه یدر مقا  بیشتریافت    یدارابه دلیل جداشدگی زودتر،    CFRP  یهابا ورق 

با سطح بتن    یاز جنبه چسبندگ  GFRPو    AFRP  یهاگرفت که ورق   جهینت   توانیم  نیبنابرا  .جدا شد  قیبتن مسلح عم  ریت  حاستفاده شود، ورق از سط  FRP  یباربر  تیظرف

های استخراج شده از تیر مقاوم سازی شده با  که سطح شکست حاصل از نمونههای تهیه شده از تیرها نشان داد که  از مغزه  SEM. همچنین تصاویر  دارند  یعملکرد بمراتب بهتر

 GFRPهای برتر و خشنتر است که این امر نشان از پیوند قوی تر میان اجزای بتن در تیرهای مقاوم سازی شده با ورقنسبت به نمونه شاهد بسیار ز CFRPو  GFRPهای  ورق 

. پس از تشکیل ترك، ترکها زیاد رشد نکرده و عرض آنها نسبت به نمونه شاهد بسیار کمتر است  GFRPهای  باشد. در بتن تهیه شده از تیرهای مقاوم سازی شده با ورق می

می   CFRPهای  فزودن ورقا تیر  پیرامونی  به محصور شدگی سطوح  منجر  بازشو  دارای  بتن مسلح  عمیق  تیرهای  می به  این موضوع سبب  و  بتن  شود  داخلی  که ساختار  شود 

  تر شود و بتواند ظرفیت باربری بیشتری داشته باشد.متراکم

 



IJE TRANSACTIONS B: Applications  Vol. 34, No. 08, (August 2021)    1974-1981 
 

  
Please cite this article as: S. Motahar, A Neural Network Approach to Estimate Non-Newtonian Behavior of Nanofluid Phase Change Material 
Containing Mesoporous Silica Particles, International Journal of Engineering, Transactions B: Applications  Vol. 34, No. 08, (2021)   1974-1981 

 
International Journal of Engineering 

 

J o u r n a l  H o m e p a g e :  w w w . i j e . i r  
 

 

A Neural Network Approach to Estimate Non-Newtonian Behavior of Nanofluid Phase 

Change Material Containing Mesoporous Silica Particles  
 

S. Motahar* 
 
Department of Mechanical Engineering, Shahreza Campus, University of Isfahan, Iran 

 
 

P A P E R  I N F O   

 
 

Paper history: 
Received 29 April 2021 
Received in revised form 07 July 2021 
Accepted 09 July 2021 

 
 

Keywords:  
Nanofluid 
Non-Newtonian 
Dynamic Viscosity  
Rheological Properties 
Artificial Neural Network  

 
 

 
 

 

A B S T R A C T  
 

 

Neural networks are powerful tools for evaluating the thermophysical characteristics of nanofluids to 
reduce the cost and time of experiments. Dynamic viscosity is an important property in nanofluids that 

usually needs to be accurately computed in heat transfer and nanofluid flow problems. In this paper, the 

rheological properties of nanofluid phase change material containing mesoporous silica nanoparticles 
are predicted by the artificial neural networks (ANNs) method based on the experimental database 

reported in literature. Experimental inputs include nanoparticle mass fractions (0-5 wt.%), temperatures 

(35-55℃), shear rates (10-200 s-1), targets include dynamic viscosities and shear stresses. A multilayer 
perceptron feedforward neural network with Levenberg-Marquardt back-propagation training algorithm 

is utilized to predict rheological properties.  The optimal network architecture consists of 22 neurons in 

the hidden layer based on the minimum mean square error (MSE). The results showed that the developed 
ANN has an MSE of 6.67×10-4 and 6.55×10-3 for the training and test dataset, respectively. The predicted 

dynamic viscosity and shear stress also have the maximum relative error of 6.26 and 0.418%, 

respectively.  

doi: 10.5829/ije.2021.34.08b.18 

 
1. INTRODUCTION1 
 
Heat transfer enhancement techniques are widely used in 

many heating and cooling processes to improve the 

thermal performance of energy systems. With the 

development of nanotechnology, dispersing high 

conductive nanostructured materials in a transport 

medium such as conventional fluids has been considered 

as a promising method to enhance heat transfer [1]. The 

fabricated materials are usually called nanofluids which 

exhibit unique features especially in thermal conductivity 

and viscosity. Due to the unusual behavior of nanofluids, 

investigation of nanofluid flow and heat transfer [2] has 

always been challenging. Nanofluids can be used in 

many engineering applications including solar collectors 

[3], automotive [4], heat exchangers [5], and so on.  

The rheological properties of nanofluids play an 

important role in the flow pressure drop inside the ducts, 

increasing the pumping power and the convective heat 

transfer [6]. To determine the rheological properties, the 

relationship between shear stress, shear rate and apparent 
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viscosity is investigated, the result of which determines 

the Newtonian or non-Newtonian behavior of the 

nanofluid. Various parameters such as temperature, 

nanoparticle concentration, nanoparticle size, type of 

base fluid, surfactant addition, shear stress and shear rate 

affect the rheological behavior of nanofluids. The 

viscosity of nanofluids and the effect of various 

parameters have been measured by many researchers and 

various models have been proposed for it, some of which 

are mentioned here. Experimental analysis of more than 

30 nanofluids based on water, engine oil and ethylene 

glycol with the dispersion of Al2O3, TiO2, ZrO2, CuO, 

Fe2O3, Fe3O4, and nanodiamond nanoparticles was 

performed by Minakov et al. [7]. They investigated the 

effect of temperature, nanoparticle concentration, 

nanoparticle size and surfactant addition. The results 

indicated that the higher the viscosity of the base fluid, 

the higher the viscosity of the nanofluid. Adding more 

nanoparticles can also make the nanofluid behavior non-

Newtonian. Garoosi [8] presented an experimental model 

based on a large number of laboratory data. In this model, 
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the viscosity of the nanofluids was investigated in terms 

of volume fraction, type and diameter of nanoparticles, 

temperature and thermophysical properties of the base 

fluid. This model gives more accurate output than 

conventional models such as Brinkman and Maxwell-

Garnett models. Bardool et al. [9] developed a model for 

predicting the viscosity of nanofluids using friction 

theory and available equations of states. 711 

experimental data were used in this study and the error of 

the developed model was less than 8.1%.  

One of the most accurate methods for estimating the 

thermophysical characteristics of nanofluids is the use of 

artificial neural networks (ANNs). This method is a 

machine learning algorithm that has been utilized in 

thermal applications [10]. Ramezanizadeh et al. [11] 

have been recently reviewed machine learning methods 

used in modeling the viscosity of nanofluids. Toghraei et 

al. [12] experimentally studied the dynamic viscosity of 

Ag-EG nanofluid. The experiments were performed at 

the temperature of 25-55℃ and a volume fraction of 0.2-

2% which 42 experimental data were obtained. These 

data were used to estimate the dynamic viscosity of the 

nanofluid by ANN and correlation method. The accuracy 

of the ANN method compared to correlation was high 

and its MSE was equal to 0.0012 and the maximum error 

was 0.0858. Ahmadi et al. [13] evaluated the dynamic 

viscosity of SiO2/EG-water nanofluid using the ANN 

intelligent method. In their study, 160 experimental data 

extracted from the literature were used. The developed 

ANN used Multilayer Perceptron (MLP) and Radial 

Basis Function (RBF) algorithms. Their results 

demonstrated that the MLP-RNB neural network 

accurately predicted the dynamic viscosity of the 

nanofluid and that the MSE and the correlation 

coefficient were obtained 5.5 and 0.998, respectively. Ali 

et al. [14] reported the viscosity of EG-water nanofluid 

and TiO2 nanotubes in the temperature range of 25-65℃, 

mass fraction of 0-1% and shear stress of 150-500 s-1. 

ANN and multivariable correlation methods were used to 

predict viscosity based on experimental data. The results 

showed that the ANN method has an accuracy of 0.1981 

AAD% and 0.999 R2 which is very accurate in 

comparison with the correlation method. Chen et al. [15] 

utilized 145 measured experimental data to evaluate the 

viscosity of MWCNTs-TiO2/SAE50 hybrid nanofluids at 

different volume fractions, temperatures and shear rates 

using ANN. In their study, non-Newtonian nanofluid was 

considered, which follows the power-law model. They 

used another ANN to predict consistency index and 

power-law index using temperature and volume fraction. 

The neural networks used had a hidden layer and a tansig 

activation function whose number of neurons was 

obtained by trial and error. Hemmat-Esfe et al. [16] 

proposed an ANN model to compute the viscosity of 

MWCNT-Al2O3/5W50 hybrid nanofluid as a nano 

lubricant. 174 experimental data in the temperature range 

of 5℃ to 55℃ and volume fraction of 0.05 to 1% were 

used as network inputs. The ANN network was MLP 

which its accuracy was measured by R2 and MSE criteria. 

The results showed that temperature has a greater effect 

on nanofluid viscosity than other parameters. Ansari et 

al. [17] proposed a model for predicting the relative 

viscosity of nanofluids using a feedforward 

backpropagation network and using various algorithms 

including Levenberg-Marquardt (LM), Scaled Conjugate 

Gradient (SCG), Bayesian Regulation backpropagation 

(BR), and Resilient backpropagation ( RP). They used 

1620 laboratory data for network training. Shear rate, 

temperature, nanoparticle density, nanoparticle size, and 

volume fraction were considered as neural network 

inputs. The optimized ANN has a hidden layer consisting 

of 23 neurons and a tansig activation function that uses 

the LM algorithm. MSE and R2 of this network were 

0.00901 and 0.9954, respectively. The viscosity of 

Tungsten Oxide ‑ MWCNTs/Engine Oil was measured at 

various temperatures, volume fraction and shear rates by 

Toghraie et al. [18]. They used an ANN model to predict 

the dynamic viscosity. The best accuracy was obtained 

by selecting 39 neurons in their proposed structure. For 

all data, MSE was 2.409 and MAE was 9.349. 

A review of recent researches showed that many 

researchers have studied the rheological properties of 

different nanofluids using the ANN predictive method. In 

this study, the ANN method is used to predict the 

rheological properties of n-octadecan containing 

mesoporous SiO2 nanofluid using 193 experimental 

measured data. This nanofluid can be considered as a 

nano-enhanced phase change material (nano-PCM) that 

can be used for thermal energy storage applications. To 

the best of our knowledge, no such study has been 

conducted so far for this material. Moreover, the power-

law behavior of this phase change nanofluid is precisely 

estimated by ANN. An MLP neural network trained by 

the LM algorithm is used to predict the viscosity and 

shear stress. Temperature, mass fraction and shear rate 

are input parameters of the ANN. The ANN structure, i.e. 

the number of hidden layers and the neurons of each 

network layer, are optimized based on the minimum 

MSE and the maximum R. Due to the non-Newtonian 

behavior of nanofluids in some mass fractions, 

consistency index and power-law index at various 

temperatures and mass fractions are obtained according 

to the network results. 

 

 

2. EXPERIMENTAL DATABASE 
 
In the present paper, liquid n-octadecane (C8H38) with 

melting point of 27.5℃ was utilized as the base fluid. 

Mesoporous SiO2 particles with the average diameter of 

280nm were dispered into the n-octadecane to fabricate 

nanofluid samples. The nanoparticle mass fractions were. 
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1%, 3% and 5%. The rheological properties of nanofluids 

were measured in the temperatures range of 35-55℃ and 

shear rates from 10 s-1 to 200 s-1. This includes 193 

experimental data were previously reported by Motahar 

et al. [19]. In this study, these experimental data are used 

for designing an ANN. Figure 1 shows the viscosity of 

nanofluids at various mass fractions, temperatures and 

shear rates.  

A fluid is Newtonian if the shear stress is proportional 

to shear rate, where the viscosity (µ) is the constant of 

proportionality: 

𝜏 = 𝜇�̇�                                                                                                                             (1) 

It was reported a non-Newtonian behavior for 

nanofluid samples with mass fractions of mesoporous 

SiO2 greater than 3% [19], the liquid nanofluid can be 

considered as power-law liquid which is expressed as 

follows [19]:  

𝜏 = 𝐾�̇�𝑛                                                                                                                          (2) 

where K is the consistency index (in Pa·sn), and the 

exponent n, is the power-law index.  For n=1 and K=μ, 

Equation (2) corresponds to Equation (1), and the fluid 

behaves Newtonian.  

Figure 2 displays shear stress variations with shear 

rates at different temperatures and nanoparticle mass 

fractions. It is reported 193 experimental data in Figure 

2. 

 

 

3. ARTIFICIAL NEURAL NETWORKS APPROACH 
 
Artificial neural networks (ANNs) are mathematical 

tools made by imitating the biological nervous system. 

The fundamental units of a nervous system are neurons. 

In solving engineering problems with several inputs, 

using one neuron is not enough and several neurons 

should be used.  Several parallel neurons form a layer that 

 

 

 
Figure 1. Experimental viscosity data  

includes the weight matrix, the bias vector, the transfer 

function, and the output vector. An ANN consist of 

several layers. The layer whose output is the network 

output is called the output layer and the rest of the layers 

are called hidden layers. If the computing units are 

interconnected forward, the network is feedforward [20].  

In this paper, a multilayer perceptron (MLP) is used, 

which is a common type of feedforward ANN. In general, 

MLP consists of a hidden layer and an output layer. This 

network operates very powerfully in regression 

applications [21]. 

The transfer function used for the hidden layer is  the 

hyperbolic tangent function (tansig) (𝑓(𝑚) =
 (𝑒𝑚 − 𝑒−𝑚) (𝑒𝑚 + 𝑒−𝑚)⁄ ) and the transfer function 

applied to the output layer is linear (purline) (𝑓(𝑚) =
𝑚)[20]. 

The LM backpropagation algorithm is utilized for 

solving non-linear least squares problems [22]. In 

multilayer neural networks, the back-propagation LM 

algorithm is used for network training. This algorithm 

has high accuracy and convergence speed in regression 

problems [23].  

To design the structure of the ANN, the number of 

layers and the number of neurons in each layer are 

selected by trial and error. The amount of weights and 

biases is adjusted using the learning algorithm so that the 

MSE is minimal.  

The value of MSE, the correlation coefficient (R) and 

mean relative error (MRE)  used to evaluate the network 

performance are obtained from the following equations 

[24, 25]:  

𝑀𝑆𝐸 =
1

𝑁
∑ (𝜇𝑗

𝐸𝑥𝑝
− 𝜇𝑗

𝐴𝑁𝑁)
2𝑁

𝑗=1                                                                                                  (3) 
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where N is the number of experimental data, and the 

superscript Exp and ANN refer to the experimental 

measured data and the output predicted by ANN, 

respectively.  

 

 

4. RESULTS AND DISCUSSIONS 
 
In this work, 193 experimental measured data reported 

previously [19] are used to predict the rheological 

properties of n-octadecane/mesoporous SiO2 nanofluid. 

These data include nanofluid temperature, mass fraction 

of nanoparticles and shear rate, which are considered as 

input parameters of the ANN. The output parameters of 

the network are viscosity and shear stress, which are used 

to obtain power-law indices. This data is randomly split  
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Figure 2. Experimental shear stress-shear rate diagrams (a) 35℃ (b) 45℃ (c) 55℃  

 

 

into three categories: training, test, and validation. In the 

present study, 70% of the data (135 data) are used for 

training, 15% (29 data) for testing and 15% (29 data) for 

validation. The trial and error method is used to specify 

the optimal network structure.  

A neural network with a hidden layer whose transfer 

function is a hyperbolic tangent (tansig) is considered. 

The number of hidden layer neurons varies from 2 to 30 . 

The backpropagation LM algorithm is used to train the 

network. To increase network reliability and 

reproducibility, the training cycle is repeated 10 times for 

each neuron. Network error analysis is performed using 

MSE and R criteria.  In an optimally structured network, 

the number of neurons in the hidden layer results in the 

lowest MSE and the highest R. Table 1 lists the MSE and 

R valuesof ANNs with various numbers of neurons in the 

hidden layer. As can be seen, when the number of 

neurons is equal to 22, the least MSE occurs which is 

bold in Table 1. For the optimal structure, the MSE of 

training, validation and test data are 6.67×10-4, 4.90×10-3 

, and 6.55×10-3, respectively. The correlation coefficient 

for all data is R=0.99999.  

Figure 3 shows the optimal network structure. This 

optimal structure has 3 input parameters (temperature, 

mass fraction and shear rate). In the hidden layer, there 

are 22 neurons are delivered to the output layer by 

multiplying the weights and adding the biases with the 

input parameters and applying the tansig transfer 

function. There are two neurons in output layer that 

calculate the targets (dynamic viscosity and shear stress) 

by applying the purline function to its input signal. 

Figure 4 shows the measured viscosity and the 

viscosity calculated by ANN in terms of data number. As 

can be seen, there is a great compromise between neural 

network results and experimental measurements. The 

maximum relative error value between the measured 

viscosity of n-octadecane/mesoporous SiO2 nanofluid 

and the viscosity predicted by the proposed ANN is 

6.26%. 
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Figure 5 compares the amount of laboratory shear 

stress with the shear stress calculated from the developed 

neural network. According to Figure 5, it is noted that a 

very small difference between the experimental values 

and the values predicted by the ANN can be found, so 

that the maximum relative error of 0.418% is obtained. 
 

 

TABLE 1. MSE and R for various neurons numbers 

No. of neurons MSE R 

 Train Test Train Test 

2 31.21446 50.86929 0.999599 0.999373 

4 28.81507 47.33163 0.999622 0.999286 

6 20.3478 43.0721 0.99974 0.999246 

8 1.87313 8.29652 0.999974 0.999914 

10 1.57532 2.66298 0.999979 0.999964 

12 1.27434 1.82589 0.999982 0.999972 

14 1.48E-02 2.14E-02 0.999735 0.999962 

16 4.61E-03 1.10E-02 0.999987 0.999973 

18 1.17E-02 6.26E-02 0.999992 0.999996 

20 2.64E-03 4.10E-02 0.999999 0.999999 

22 6.67E-04 6.55E-03 0.999999 0.999999 

24 3.61E-03 2.45E-02 0.999998 0.999989 

26 2.06E-02 2.27E-01 0.999999 0.999999 

28 1.68E-02 1.51E-01 0.999894 0.999889 

30 1.38E-01 1.50E+01 0.999998 0.999986 

 

 

 
Figure 3. Optimal neural network structure 

 

 

 
Figure 4. Comparison between experimental viscosity data 

and ANN results 

 
Figure 5. Experimental and ANN results of shear stress vs. 

number of data 
 
 

Figure 6 depicts the measured viscosity values of n-

octadecane/mesoporous SiO2 nanofluids in terms of 

viscosity calculated by the neural network proposed in 

this study in a parity plot. This diagram compares the 

distribution of experimental values and modeling results. 

The line y = x is plotted as a reference. Given the short 

distance between these points and the reference line, it 

can be concluded that ANN has made a satisfactory 

prediction. For all data, the MRE was 0.695 and 

R=0.99999. 

Figure 7 shows the parity plot for comparing 

experimental shear stress and predicted shear stress by 

ANN. As evidenced, the points are completely on or near 

the reference line. The MRE of 0.0177 and R = 0.99999 

are obtained for all shear stress data. 

As can be seen from the results, the ANN method 

predicts the viscosity of nanofluid with high accuracy. A 

comparison between the results of nanofluid viscosity 

estimated by the ANN and other prediction methods is 

given in Table 2. 

The rheological properties of n-

octadecane/mesoporous SiO2 nanofluids at different 

temperatures and mass fractions using shear stress 

calculated with ANN compared to experimental values 

are given in Table 3. According to the results, there is a 
 

 

 
Figure 6. Experimental viscosity in comparison with ANN 

predicted viscosity 
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Figure 7. Experimental values shear stress in comparison 

with ANN shear stress 

 

 

TABLE 2. Comparison between the ANN and other prediction 

methods for nanofluid viscosity  

Ref. Nanofluid T (°C) 
Particle 

loading 
Method Error 

[12] Ag/EG 25-55 
0.2- 2 

vol% 

ANN 0.0314 

Correlation 0.0858 

[15] 

MWCNTs-

TiO2/ 

SAE50 

25-50 
0.125-1 

vol% 

ANN 0 

Curve fitting 12.25% 

[26] 
MWCNT/ 

paraffin 
5- 65 

0.005-5 

wt.% 

ANN 0.998 (R2) 

RSM 0.988 (R2) 

 

 

TABLE 3. Rheological parameters predicted by ANN vs. 

experimental results 

  Experimental [19] Predicted by ANN 

T (°C) ϕm (%) K (mPa.sn) n K (mPa.sn) n 

35 

0 3.536 1.000 3.636 1.000 

1 3.987 1.000 3.987 1.000 

3 7.91 0.879 7.937 0.878 

5 11.021 0.822 11.049 0.821 

45 

0 2.833 1.000 2.949 1.000 

1 3.325 1.000 3.325 1.000 

3 6.689 0.890 6.697 0.889 

5 9.897 0.851 9.882 0.851 

55 

0 2.323 1.000 2.446 1.000 

1 2.685 1.000 2.685 1.000 

3 4.854 0.912 4.854 0.910 

5 7.480 0.878 7.479 0.878 

 

 

very good agreement between power-law index (n) and 

consistency index (K) coming from ANN method results 

and experimental results. It is clear, the maximum 

relative error of consistency index (K) (or apparent 

viscosity) is 5.29%, which occurs at 55℃ for the base 

fluid.  For non-Newtonian nanofluids, the maximum 

relative error is 0.341%, which occurs for ϕm = 3% and 

T=35℃. Also, the maximum relative error for power-law 

index (n) is related to non-Newton nanofluid of ϕm = 3% 

and T=55℃ which is equal to 0.219%. 

 

 

5. CONCLUSIONS  
 

In this study, the rheological properties of n-

octadecane/mesoporous SiO2 nanofluids were predicted 

using experimental data and the ANN method. The 

proposed neural network is a feedforward MLP that uses 

the Levenberg-Marquardt backpropagation algorithm to 

predict targets. Network input parameters include 

temperature, mass fraction and shear rate, and network 

outputs are dynamic viscosity and shear stress. The 

optimal network architecture was obtained concerning 

the minimum MSE, which included one hidden layer, 22 

neurons in the hidden layer, and a hyperbolic tangent 

transfer function. The MSE of training, validation and 

test data were 6.67×10-4, 4.90×10-3, and 6.55×10-3, 

respectively. The correlation coefficient for all data was 

obtained as R=0.9999. The proposed ANN predicted 

dynamic viscosity and shear stress with the maximum 

relative error equal to 6.26% and 0.418%, respectively. 

Using the predicted shear stress, power-law index and 

consistency index were computed for non-Newtonian 

nanofluids, with a maximum relative error of 0.341% and 

0.219%, respectively.  
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Persian Abstract 

 چکیده 
نامیکی یک خاصیت مهم شبکه های عصبی مصنوعی، ابزاری قدرتمند برای پیش بینی خواص ترموفیزیکی نانوسیالات و کاهش هزینه و زمان انجام آزمایش هستند. لزجت دی

نیاز به پیش بینی دقیق آن در مسائل انتقال حرارت و   نانوسیالات است. دراین مقاله، خواص رئولوژیکی نانوسیال اندرنانوسیالات است که معمولاً  اکتادکان حاوی  -جریان 

بر اساس داده های آزمایشگاهی موجود در مراجع، توسط یک شبکه عصبی پیش بینی شده است. داده های آزمایشگاهی    به عنوان ماده تغییر فاز دهنده  نانوذرات مزوپروس سیلیکا 

بر ثانیه و خروجی شامل لزجت دینامیکی و تنش    196تا    13  از  و نرخ کرنش برشی  55℃تا    35℃  دماهای مختلف در بازه،  %5ر بازه صفر تا  ورودی شبکه شامل کسر جرمی د

 مارکوات-لونبرگموزش آتم یرفتار نانوسیال با افزایش کسر جرمی به غیرنیوتنی میل می کند. یک شبکه عصبی پرسپرترون چندلایه با الگور که برشی است. گزارش شده است

نورون در لایه پنهان بدست می آید. نتایج  22تار بهینه شبکه شامل خسا میانگین مربعات،بکار رفته است. بر اساس کمترین خطای  نانوسیال واص رئولوژیکیخبرای پیش بینی 

پیش بینی شده    و تنش برشی  است. همپنین، لزجت دینامیکی   مایشآزبرای داده های آموزش و    00655/0و  000667/0نشان داد شبکه عصبی توسعه داده شده دارای خطای  

   است. %418/0و  %26/6به ترتیب برابر دارای بیشترین خطای نسبی 
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A B S T R A C T  
 

 

In this paper, two leader-follower supply chains consisting of one manufacturer and one retailer are 

considered. In-chain competition is addressed besides the chain-to-chain competition in which the 

retailer is the leader and the manufacturer is the follower. The competition elements are price and service, 
which are investigated in three different scenarios: decentralized leader-decentralized follower, 

integrated leader-decentralized follower, and decentralized leader-integrated follower. Using the 

backward induction, we start the solving process from the follower supply chain and derive the follower’s 
best response function. Then the leader strategies are examined after the substitution of the follower’s 

best response function in leader profit function. Finally, we analyzed the effects of the price competition 

intensity and service investment coefficient of both chains on the equilibrium values in all three 
scenarios.  The results show that increasing the price competition intensity will decrease the profit of the 

leading supply chain. In contrast, small values of price competition intensity are beneficial for the 

follower supply chain. Moreover, the service investment coefficient of both supply chains has a direct 
impact on follower optimal values and an inverse impact on the leader ones.  

doi: 10.5829/ije.2021.34.08b.19 
 

 
NOMENCLATURE 

mc  the unit production cost, which is assumed equal for both 

manufacturers ps  ,  
The intensity of competition between two retailers 

to the retailer’s service and price, 0, ps   

i  the potential market demand for supply chain i is  the service level of retailer i 

ip  the retail price of supply chain i ri  The profit function of retailer i 

iw  the wholesale price of supply chain i mi  The profit function of manufacturer i 

i  the coefficient of service investment efficiency for retailer i. Ti  Total profit of supply chain i 

ps  ,  
the sensitivity of retailer’s market demand to the retailer’s 
service and retailer’s price, 0, ps     

 
 
1. INTRODUCTION 
 

Pricing is one of the critical components of the success of 

an organization and one of the most significant parts of 

business behaviors. Therefore, competing companies are 

involved in price competition to attract more customers 

and earn a fair market share. Along with the price, the 
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service level is also considered a crucial factor affecting 

customer purchasing decisions. In recent years, 

competition between supply chains has been considered 

not only on price but also on the service level. This is 

because services provided to the customers play an 

important role in attracting customers and the acquired 

share of the market.  
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In a competitive market, there are supply chains with 

different power structures. In most businesses, there is a 

chain that has more leadership power in the market 

because of its superior brand, position, or higher quality 

of products which has a competitive advantage to reach 

more customers. Such structures are modeled as a 

Stackelberg game, in which the chain with more power 

acts as a leader and the others as followers. In addition, 

unlike chain-to-chain competition in which two or more 

distinct supply chains compete with each other. There is 

the in-chain competition which is among the members of 

a supply chain. 

There are some novelty and contributions which make 

this article different from other research. First, we 

examine an industry composed of two competing supply 

chains in which the retailers play a leading role in each 

chain. A case that has received less attention while being 

used in many retail industries. This paper is the first to 

examine both chain-to-chain and in-chain competitions 

over service and price between two leader-follower 

retailer-led supply chains. In addition to the leading 

retailers in both chains, a supply chain has more power in 

the market, and the competition is discussed from two 

perspectives of price and service level. Furthermore, the 

effect of integration or decentralization of each supply 

chain is investigated through different scenarios.  

The remainder of the paper is organized as follows. In 

section 2, a brief description of the relevant literature is 

presented. Next, the model along with the assumptions 

and notations are provided in section 3. Section 4 is 

devoted to analyzing the model in which three different 

scenarios are addressed to examine the various structures 

of the model. Section 5 investigates the effect the main 

parameters on the equilibrium solutions in all three 

scenarios through numerical analysis. Eventually, in 

section 6, the study is concluded, and the main findings 

and some future research direction are described.  
 

 

2. LITERATURE REVIEW 
 

Price and service competition have attracted many 

researchers in recent decades. Most studies considered 

the price as the only factor of competition [1-4]. For 

example, Mahmoudi and Tofigh [5] considered five 

competitive firms using the game-theoretic approach in a 

dynamic competitive market. Amin-Naser and Azari-

Khojasteh [6] examined two supply chains with risk-

averse retailers and uncertain demand (one leader and one 

follower) competing on price. Mahmoodi [7] addressed 

the simultaneous pricing and replenishment policy in a 

duopoly environment with a unique Nash equilibrium. 

Sadjadi and Alirezaee [8] examined how different pricing 

strategies and cooperative advertising have influenced a 

two-echelon supply chain. Khanlarzade, Zegordi and 

Nakhai Kamalabadi [9] considered the price contest of 

two multi-echelon supply chains under two different 

scenarios. In the first scenario, there was a Nash game 

between both supply chains, and in the second one, there 

was an imbalance power structure between supply chains. 

Lou et al. [10] assessed a supply chain consisting of two 

levels, including a manufacturer and a retailer. Finally, 

Widodo and Januardi [11] considered a dual-channel 

supply chain and obtained the Nash equilibrium solution. 

The above studies and the references therein show that 

price competition attracts much attention in the literature. 

However, none of the above papers considered the 

service as a factor of competition. 

Another stream of relevant literature is one focused 

on service competition [12-16]. Jamshidi et al. [17] 

studied the impact of manufacturers and retailers’ service 

level on customers’ demand. They applied a game-

theoretic approach in a supply chain consist of one 

manufacturer and a common retailer. Wu et al. [18] 

investigated optimal service decisions of two supply 

chains with a leading manufacturer under horizontal 

Stackelberg structure. In another study, Wu et al. [19] 

addressed the impact of competition on optimal decisions 

in a network of two supply chains. They applied the game 

theory deciding on green or non-green production under 

different competitive situations. 

Several studies considered the competition from the 

perspective of both price and service level [20-23]. Xiao 

and Yang [24] studied an uncertain market that includes 

two supply chains competing on both the price and 

service level. At the same time, the manufacturer is risk-

neutral, and the retailer is risk-averse. They found that 

when the retailers are more sensitive to risk, the optimal 

values equivalent to price and service level would be less. 

Chen et al. [25] investigated the problem of optimal 

price, service level, and quality decisions in a supply 

chain under different structures. Using the backward 

induction and a two-stage optimization game, they 

formulated the integrated and decentralized models. 

Based on literature review, price and service 

competitions exist among researchers. In supply chain 

literature, vertical and horizontal competition between 

the industry members and the competition between 

supply chains is one of the growing areas in supply chain 

management. However, the leader-follower structure has 

received less attention from previous studies. Meanwhile, 

there has always been a supply chain with more 

leadership power in the actual competitive market that 

influences the decision of other supply chains.  

Furthermore, in most studies, a manufacturer-

Stackelberg structure is assumed, and none of the 

previous studies has addressed price and service 

competition for two leader-follower supply chains with 

the retailer-Stackelberg system. However, the retailer-

Stackelberg system is widely used in retail industries like 

Walmart and Kmart. In this supply chains, retailer plays 

the leading role in determining the wholesale price of the 

manufacturer. Therefore, considering two competing 
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leader-follower supply chains, we examine the 

interaction between manufacturer and retailer in each 

chain and the competition between the supply chains. 

This paper covers the shortcomings in this area and 

extends the literature by formulating the leader-follower 

supply chains under the retailer-Stackelberg structure. 

Moreover, both price and service competition exists 

between market members.  

The most related papers to our study are Amin-Naser 

and Azari-Khojasteh [6] and Xiao and Yang [24]. Amin-

Naser and Azari-Khojasteh [6] investigated the price 

competition between two leader-follower supply chains. 

However, they did not consider the service competition, 

and they did not investigate the various centralization 

scenarios for the supply chains in their study. In contrast, 

we considered price and service competition in this paper 

and analyzed different centralization scenarios for the 

supply chains. On the other hand, Xiao and Yang [24] 

examined price and service competition. However, they 

did consider neither the leader-follower supply chains nor 

the retailer-led structure for the supply chains. However, 

we addressed price and service competition for two 

leader-follower supply chains with a retailer-led 

structure. 
 
 

3. MODEL DESCRIPTION 
 

We consider a market of two rival chains, where each of 

them contains a manufacturer (she) and a retailer (he) 

selling substitutable products to a common market. There 

is no cross-selling between the members of the supply 

chains, which means that each manufacturer offers her 

product only to the retailer in her supply chain, and at the 

same way, the retailer offers it to the end customers. The 

leader-follower relationship is considered not only 

among the supply chains but also between the members 

of a supply chain. We assume that Supply chain 1 has the 

role of leader and Supply chain 2 has the role of follower. 

In addition, the retailer is known as the leader and the 

manufacturer as the follower inside each supply chain. 

The decision variables of each retailer are the service 

level and the retail price, while the decision variable of 

each manufacturer is her wholesale price. Each agent 

aims to set his/her decision variable(s) to maximize 

his/her profit considering the strategy of the other agents. 

It is presumed that both chains have similar conditions in 

production cost and demand sensitivity to their price and 

service level. However, one of them has a bigger potential 

market size. These assumptions are rational because an 

incumbent may have a higher market share in a business 

environment compared to a new entrant. 

The demand function of retailer i is a linear function 

of retail price and service level of both retailers as 

follows:  

( ) ( )i i p i p j i s i s j id p p p s s s    = − + − + − −  (1) 

Using '
s s s

  = +  and '
p p p

  = + , the demand 

function is better to be expressed as follows:  

' 'i i p i p j s i s jd p p s s    = − + + −  (2) 

This demand function is common in the literature; for 

example, Xiao and Yang [24] , Tsay and Agrawal [20], 

and many other researchers have employed similar 

demand functions in their papers. Furthermore, as 

mentioned in the model of Xiao and Yang [24], the 

retailers in both chains will provide customers’ services. 

Moreover, retailer i’s cost of providing service level si is

21

2
i i

s  . 

Therefore, the profit functions of the retailers and 

manufacturers could be written as follows: 

( )( )

ijis

ssppwp

ii

jsisjpipiii

ri

−==−

−++−−=

3;2,1;
2

1 2

''




 

(3) 

( )( )
iji

ssppcw jsisjpipimi

mi

−==

−++−−=

3;2,1

''   
(4) 

The total profit of a supply chain will be 

; 1,2;Ti mi ri i  = + =               (5) 

The assumption that the retail price is bigger than the 

wholesale price in both chains can be defined by

i i i
p w v= + . Therefore, after determining the wholesale 

price, the retailer could decide on his retail price by 

setting i
v .  

In this study, the following three scenarios are 

analyzed.  

Scenario 1: Both leader and follower supply chains 

are decentralized. Thus, each agent aims to maximize 

his/her profit, setting his/her decision variable(s) 

independently without any cooperation. 

Scenario 2: The leading supply chain is integrated, 

and the follower is decentralized. The manufacturer and 

retailer of the leader chain cooperate and set their 

decision variables to maximize the total profit. However, 

the members of the follower supply chain do not 

cooperate and make their decisions independently. 

Scenario 3: The follower supply chain is integrated 

while the leader is decentralized.  

 
 
4. MODEL ANALYSIS 
 
In this section, the equilibrium solution is provided for 

the scenarios mentioned above. Due to the leader-
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follower relation of supply chains, each scenario is 

analyzed employing the concepts of the Stackelberg 

game in which the leader chooses his/her strategy, and 

then the follower determines his/her strategy given the 

leader’s decision. Thus, the leader can predict the 

follower’s next move. Effectively, the backward 

induction technique is employed to obtain the optimal 

values.  

 

4. 1. Decentralized Leader-decentralized Follower         
In the first scenario, the members of both leader and 

follower supply chains make their price and service level 

decisions independently. We use the backward induction 

technique based on which the solving process would be: 
Stage 1: Considering the leader supply chain’s decision 

variables as constant, we determine the decision variables 

of the follower supply chain in terms of the leader’s 

variables. Furthermore, concerning the leader-follower 

relationship inside of the follower supply chain, the 

following sub-stages are used to determine its decision 

variables. 

Sub Stage 1.1: The wholesale price of the follower 

chain’s manufacturer is determined as a subordinate of 

the leader chain’s decision variables and the follower 

chain’s retailer decision variables. 

Sub Stage 1.2: Considering the wholesale price of the 

follower chain’s manufacturer, the retail price and service 

level of the follower chain’s retailer are obtained as 

functions of the leader chain’s decision variables. 

Stage 2: Considering the equations obtained for the 

follower supply chain’s decision variables as the response 

function, we determine the leader supply chain’s decision 

variables. The following sub-stages are used to determine 

its decision variables regarding the leader-follower 

relationship within the leader supply chain. 

Stage 2.1: The wholesale price of the leader chain’s 

manufacturer is defined as a function of the leader chain’s 

retailer decision variables. 

Stage 2.2: Regarding the equations obtained as the best 

responses, the decision variables of the leader chain’s 

retailer are determined; 

Stage 3: Eventually, in a back-substitution process, all of 

the variables are determined. 

Therefore, the solving process starts from the 

manufacturer of the follower chain whose profit function 

is  

( ) ( )( )2

2 2 2 2 1 2 1' 'm

m p p s sw c w v p s s     = − − + + + −  (6) 

Since 2

2 0m w   , the best response of Manufacturer 

2 could be obtained from the first-order condition. 

Accordingly, we have  

( )
( )2 1 2 1

2 2

'1

2 2 '

p s s

m

p

p s s
w c v

   



+ + −
= − +    (7) 

The profit function of Retailer 2 is:  

( )( )2 ' ' 2

2 2 2 2 1 2 1 2 2

1

2

r

p p s sp w p p s s s      = − − + + − −  (8) 

Retailer 2 anticipates the best response of Manufacturer 

2; therefore, his profit function is obtained by substitution 

of Equation (7) in Equation (8) as below. 

( )' '

2 1 2 1 22 2

2 2 2

1

2 2

p s s m pr
p s s c v

v s
    

 
 + + − − +

= −  
 

 
(9) 

LEMMA 1.   In the first scenario, for given values of 

Chain 1’s decision variables, the profit function of 

Retailer 2 is concave, if and only if, ' 2

20 1 4. 'p s    .  

All proofs are presented in Appendix A. 

We assume that the condition of Lemma 1 holds; 

therefore, the first-order condition of Equation (9) gives 

the equivalent values of 
2v  and 2s . 

( ) ( )2

2 2 2 1 1 22 ' 4 ' 'p s p m p sv p s c       = + − − − (10) 

( ) ( )2

2 2 1 1 2' ' 4 ' 's p s m p p ss p s c       = + − − − (11) 

Based on leader-follower relation, Manufacturer 2 can 

anticipate the best response of Manufacturer 1 and 

Retailer 1. Therefore, the profit function of Manufacturer 

1 is obtained by substitution of Equations (7), (10), and 

(11) in Equation (4). 
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(12) 

where for simplification, we define the following 

notations; 
2 ' '

' '2

2 '

2'2

2' '

4 , , ,
2

, , '
2 2

p s p s s s
p s

p

s p ps
p

p p

D A B E
D D

C R H A B R
D

     
  



  
 

 

= − = = =

= − = + = − + −

 

It is easy to show that 2 1 2

1 0m w   , therefore, the best 

response of Manufacturer 1 is calculated by the first-order 

condition. 

( )
1

1 1 1

1

1
0 ' 2

'2

m

m s s

s

RB
w c v C E s H G

w


 



 
=  = − + + + − + 

  

 
(13) 

where  

( )
' '

1 2 / 2
2

p p p p p

m

p p

BA
G R E R c H

D D

    
 

 

     
 = + + − + − + +         

     

 

Next, considering the best responses of Retailer 2 and 

Manufacturers 1 and 2, the profit function of Retailer 1 

can be expressed as follows. 
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(14) 

where 
' 2

'
s s

s

RB
K C E H 



 
= + − + 
 

. 

LEMMA 2.   In the first scenario, the profit function of 

Retailer1 is concave, if and only if, 
2

2 2

1

1
0 4 ' '

p p

p s s

R R
B A C E

D D

 
  



   
  + − − + + −      

   

 

and   
2

2

3 4 '1

' ' '

p p

s s p s

 

    
 

+

 

Regarding the conditions of Lemma 2 is correct, 1v  and 

1s  could be obtained from the first-order conditions. 

1 1

1 1

0 0
r r

and
v s

  
= = 

 
 

* 2

1 1 1
2
mc

v G K H 
 

= − − 
 

 
(15) 

* 2

1 1 1

1
2
mKH c

s G K H 


  
= − −  

  

 
(16) 

Now, all of the other decision variables could be obtained 

using the back-substitution process, which their equations 

are presented as follows.  

( )
2

*

1

1

1

2
m

HK
w c O O G


= − + +  

(17) 

* 2
2

2 X
v

D


=  (18) 

*

2

's X
s

D


=  (19) 

2
* 2

2

1 '

2 ' 2 '

s
m

p p

w c X
D D

 

 

 
= + + −  

 

 
(20) 

where in addition to the previous notations, we define the 

following notations to simplify the equations. 
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1 2
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4. 2. Integrated Leader-decentralized Follower       
As stated in previous sections, the leader chain is 

integrated in the second scenario, which means that the 

manufacturer and retailer decide together on pricing and 

determine the service level based on profit maximization. 

However, the manufacturer and retailer act as two distinct 

agents in the follower chain to maximize their profit 

independently. Therefore, the decision variables in the 

leader supply chain are retail price and service level, 

while in the follower supply chain, they are wholesale 

price, retail price, and service level. 
The solving sequence is the same as that of the first 

scenario, however, in stage 2, there are no sub-stages, and 

the leader chain decision variables are obtained in one 

step. Furthermore, the profit functions of the 

manufacturers and the retailers are similar to the 

functions expressed in the first scenario. Moreover, the 

total profit of the integrated chain is represented as below. 

( ) ( )

( ) ( ) ( )( )

1 2

1 1 1 2 1 2 1 1

2

1 1 1 1 1 2 2 1 2 1 1

1
' '

2

1
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w v c w v w v s s s

      

     

= − − + + − − =

+ − − + + + + − −

  
(21) 

The follower chain’s profit function is similar to the 

previous case; therefore, the best response of the follower 

chain is the same as the first scenario. As was discussed 

in the first scenario, the retail price and service level are 

as follows: 
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(23) 
 

(24) 

 

(25) 

Consequently, with substitution of the above best 

responses, the leader chain profit will be 
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(26) 
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LEMMA 3. In the second scenario, the total profit 

function of the integrated chain is concave, if and only if, 
22

1

1
0 2 ' '
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p
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R BR
B A C E

D


  



   
  + − − + + −    

  

 and 

2

2

3 4 '1

' ' '

p p

s s p s

 

    
 

+

  

Assuming the conditions of Lemma 3 are held, the 

equilibrium equations for 1w , 1v  and 1s  are obtained 

from the first-order conditions of Eq. (26). Then, the 

variables of Chain 2 are obtained using the back-

substitution process. After all, the equilibrium equations 

in the second scenario are obtained as follows: 

*

1s M=   (27) 
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1
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mc
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where  
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4. 3. Decentralized Leader- Integrated Follower          
In the third scenario, in contrast to the second scenario, 

the leader chain is decentralized, and the follower is 

integrated, which means that the retailer and 

manufacturer make their maximization decisions on price 

and service level cooperatively.  
The solving sequence is similar to that of the first 

scenario; however, in stage 1, there are no sub-stages, and 

the follower chain decision variables are obtained in one 

step. Furthermore, the profit functions of the 

manufacturers and the retailers are similar to the 

functions expressed in the first scenario. Moreover, the 

total profit of the integrated follower chain is stated as: 

( )( )

( ) ( )( )
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(33) 

 

LEMMA 4.   In the third scenario, for given values of 

Chain 1’s decision variables, the total profit function of 

chain 2 is concave, if and only if 
2
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2 '1
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  . 

It is assumed that the condition of Lemma 4 is held; 

therefore, the best response of Chain 2 is obtained from 

the first-order condition: 
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Manufacturer 2 could anticipate the above best responses; 

consequently, her profit function converts to  
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Since 
2 1

2

1

0
m

w






, the best response of Manufacturer 1 is 

obtained from the first-order condition. 
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In which the following notations are used to simplify the 

presentation.  
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Furthermore, by substitution of the above best responses, 

the profit function of Retailer 1 would be:  
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where 
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LEMMA 5.   In the third scenario, the profit function of 

Retailer 1 is concave, if and only if, 
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Suppose that the conditions of Lemma 5 are held; the 

equilibrium equations are obtained by setting the gradient 

to zero.  

1 1

1 10 0r rs and v   =   =    

( )2

1 1* ' ' ' ' 's N H M N H= −   (39) 

where to simplify the writing, we define the following 

abbreviation.  
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Eventually, using the back-substitution process, the 

equilibrium equation of other previous decision variables 

would be as follows.     

( )* 2

1 1 1' ' 'v M N H = −  (40) 
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5. NUMERICAL ANALYSIS 
 
This section is devoted to numerically investigate the 

impact of main parameters on the equilibrium points and 

the profit of players. The base example is considered as 

follows. 

1 2 1 20.1, 0.1, 0.1, 0.1, 12, 10, 10, 0.3p p s s mc       = = = = = = = = =  

We are interested in assessing the influence of price 

competition intensity and service investment efficiency 

on the optimal values. Therefore, we vary their related 

parameters in each scenario to explore their impacts and 

find some managerial insights.  
 
5. 1. Effects of Price Competition Intensity        Since 

p  represents price competition intensity, the base 

example is analyzed for a various amount of 
p , the 

results of which are reported in Table 1 for the first 

scenario. The analysis is done for second and third 

scenarios as well; however, their results are not reported 

due to the similarity. In all three scenarios, the market 

with more considerable price competition intensity has a 

smaller wholesale price, retail price, and service level in 

both supply chains. By increasing the intensity of 

competition, the retailers in all three scenarios try to 

decrease the retail price to attract more customers and 

gain more market share. In addition, the leader supply 

chain always has higher retail and wholesale prices than 

the follower supply chain.  

Thus, for small values of 
p , a part of market demand 

is attracted to the follower supply chain because of the 

lower retail price. Figure 1 shows the behavior of the 

supply chains and the industry’s profits in terms of the 

price competition intensity. The profit functions of the 

follower chain’s manufacturer and retailer are first 

increasing and then decreasing to the price competition 

intensity. Therefore, the total profit of the follower supply 

chain has similar behavior. Consequently, the existence 

of a low degree of price competition is better for the 

follower chain compared to having no competition. 

Furthermore, the increase of price competition intensity 

results in the decrease of leader chain’s manufacturer and 

retailer profits and the total profit of the supply chain. 

Amin-Naser and Azari-Khojasteh [6] observed that 

when the competition intensity increases, the total profit 

of the leading supply chain decreases, while the total 

profit of the follower supply chain increases. Their result 

is partially consistent with our result. That is, for the small 

values of competition intensity, the results are the same. 

However, for a higher value of competition intensity, we 

observe that the total profit of both supply chains is 

decreasing with competition intensity. The difference is 

due to the difference between the considered demand 

functions. Amin-Naser and Azari-Khojasteh [6] assumed  



S. Valizadeh et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 08, (August 2021)   1982-1993                                            1989 

the classical version of the linear demand function. At the 

same time, we considered a modified version of the linear 

demand function, which draws the competition behavior 

better than the classical model. 
 

5. 2. Effects of Service Investment Coefficient            
To investigate the relationship between equilibrium 

solutions and the service investment coefficient of the 

leading supply chain, we change its quantity in the base 

example and report the results for the first scenario in 

Table 2 (the second and third scenarios are similar). As 

can be seen, increasing the service investment coefficient 

(decreasing the service investment efficiency) will 

decrease the leader chain’s service level. 
Decreasing the service investment efficiency means 

that investing in the service levels does not positively 

influence the profit of the supply chain as it should. Thus, 

the leader supply chain decreases the service level, and 

therefore, the retail price will be decreased. On the other 

hand, the follower supply chain increases its service level 

results in gaining more customers. As a result, the retail 

price of the follower supply chain will be enhanced, 

which directly impacts the chain’s whole profit. In 

addition, the profit functions of the follower chain’s 

manufacturer and retailer are increasing, and those of the 

leader chain are decreasing. Also, the industry’s total 

profit is decreasing because of the higher effect of the 

leading supply chain. The lower the service investment 

coefficient of one retailer, the lower the service level and 

retail price of his rival will be. This result is consistent 

with the result of Xiao and Yang [24], in which the 

authors considered two competing supply chains with 

manufacturer-Stackelberg structure. 
 

5. 3. Comparison of Three Scenarios and 
Managerial Implications    In all three scenarios, 

decentralization for both supply chains leads to having 

more retail prices in the leader and the follower supply 

chains. In the first scenario in which both chains are 

decentralized, the manufacturers and retailers try to 

increase their profit independently by increasing the retail 

price and wholesale price in both supply chains. In other 

words, centralization will decrease the retail price either 

in the follower or in the leading supply chain. 
 

 

TABLE 1. Effect of varying 
p  in Scenario 1 

p
  

*

1
p  

*

1
s  

*

2
p  

*

2
s  

*

1
w  

*

2
w  

1m
  

1r
  

1t
  

2m
  

2r
  

2t
  

1 2t t
 +  

0.1 84.57 13.67 77.90 15.09 34.85 32.63 101.95 175.86 277.81 102.46 170.78 273.25 551.06 

0.2 74.13 10.68 68.38 12.97 31.37 29.46 91.41 165.68 257.10 113.62 201.99 315.61 572.72 

0.3 66.88 9.04 61.46 11.43 28.96 27.15 82.52 152.76 235.28 117.70 215.79 333.50 568.79 

0.4 61.24 7.93 56.13 10.25 27.08 25.37 75.02 140.61 215.63 118.22 220.69 338.92 554.55 

0.5 56.66 7.09 51.85 9.30 25.55 23.95 68.68 129.82 198.51 116.80 220.62 337.42 535.93 

0.6 52.86 6.42 48.33 8.51 24.28 22.77 63.29 120.38 183.67 114.30 217.72 332.03 515.71 

0.7 49.64 5.88 45.37 7.86 23.31 21.79 58.65 112.11 170.77 111.25 213.23 324.48 495.25 

0.8 46.88 5.43 42.85 7.30 22.29 20.95 54.64 104.85 159.50 107.92 207.85 315.77 475.28 

0.9 44.48 5.05 40.66 6.81 21.49 20.22 51.13 98.44 149.57 104.50 201.04 306.55 456.13 

1 42.37 4.72 38.76 6.39 20.79 19.58 48.04 92.74 140.79 101.10 196.07 297.17 437.96 

 

 

   

Scenario 1 Scenario 2 Scenario 3 
Figure 1. Profit versus the price competition intensity 
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TABLE 2. Effect of varying 
1  in Scenario 1 

1  
2  

*

1
p  

*

1
s  

*

2
p  

*

2
s  

*

1
w  

*

2
w  

1m
  

1r
  

1t
  

2m
  

2r
  

2t
  

1 2t t
 +  

0.1 0.3 119.47 60.22 72.66 13.92 46.49 30.88 219.73 258.18 477.91 87.27 145.46 232.73 710.65 

0.2 0.3 91.03 22.28 76.93 14.87 37.01 32.31 120.37 191.09 311.47 99.56 165.94 265.50 576.98 

0.3 0.3 84.57 13.67 77.90 15.09 34.85 32.63 101.95 175.86 277.81 102.46 170.78 273.25 551.06 

0.4 0.3 81.71 9.86 78.33 15.18 33.90 32.77 94.28 169.12 263.41 103.76 172.94 276.71 540.12 

0.5 0.3 80.10 7.71 78.57 15.23 33.36 32.85 90.09 165.32 255.41 104.50 174.17 278.67 534.09 

0.6 0.3 79.06 6.33 78.73 15.27 33.02 32.91 87.45 162.88 250.33 104.97 174.96 279.93 530.27 

0.7 0.3 78.34 5.37 78.83 15.29 32.78 32.94 85.63 161.18 246.81 105.30 175.51 280.11 527.63 

0.8 0.3 77.81 4.66 78.91 15.31 32.60 32.97 84.31 159.93 244.24 105.55 175.91 281.46 525.71 

0.9 0.3 77.40 4.11 78.97 15.32 32.46 32.99 83.30 158.96 242.27 105.73 176.22 281.96 524.24 

1 0.3 77.08 3.68 79.02 15.33 32.36 33.00 82.50 158.20 240.71 105.86 176.47 282.36 523.08 

 

 

On the contrary, centralization raises the service level. In 

the second scenario (integrated leader), the service level 

of the leading supply chain is more than the other two 

scenarios. Besides, in the third scenario (integrated 

follower), the service level of the follower supply chain 

is higher. Clearly, in the integrated structure, both the 

manufacturer and the retailer tend to maximize the total 

profit of the supply chain cooperatively. Subsequently, 

by decreasing the retail price and increasing the service 

level, more market share will be gain. 

Comparing the results obtained from increasing the 

price competition intensity indicates that only for the 

small amount of price competition intensity, the 

centralization is the most sensible choice for the follower 

supply chain in the third scenario. In other words, for 

3.0p  , the total profit of the follower supply chain in 

the first scenario (decentralized leader and follower 

supply chains) has a higher total profit. Accordingly, the 

industry’s total profit is the most in the first scenario, and 

only for 0.1,p =  the industry’s total profit is the most 

in the second scenario. At the same time, changing the 

service investment coefficient of both the leader and 

follower supply chains, the integrated supply chain has 

the most profit among the three scenarios. It means that 

in the second scenario, the total profit of the leading 

supply chain is the most of the three scenarios, and in the 

third scenario, the follower supply chain has the same 

situation. Since the leader supply chain has a higher 

market share and more power, it has a more impressive 

impact on the market than the follower supply chain. 

Hence, the total profit of the industry is the most in the 

second scenario, and obviously, the centralization of the 

leading supply chain is the best choice for the total profit 

of the industry. 

Some managerial implications of our findings could 

be elaborated on as follows. In a market with high price 

competition intensity, when the leader supply chain is 

decentralized, the follower supply chain should choose 

the decentralized structure to maximize its profit. In 

contrast, centralization is more profitable for the follower 

supply chain in a market with low price competition 

intensity. Furthermore, when the leader supply chain is 

integrated, the best situation occurred for the entire 

industry when a low price competition intensity is 

introduced. Moreover, it is better for the entire industry 

in a market with a decentralized leader that the follower 

chain also has a decentralized structure. In addition, a 

market with an integrated follower is preferred from the 

costumers’ point of view since both wholesale and retail 

prices have the least amount. In this case, customers who 

buy the product from the follower supply chain also have 

the advantage of receiving a higher service level.  

 
 
6. CONCLUSION 
 
This study considered the competition of two leader-

follower supply chains where they compete on retail 

price and service level. Each supply chain consisted of a 

leading retailer and a follower manufacturer. Three 

scenarios with different structures were investigated to 

examine the impact of the competition intensity and the 

investment efficiency coefficient, on the optimal values 

of retail and wholesale prices, service levels, and profit 

functions of supply chain members. 

The numerical analysis showed that if the price 

competition intensity increases, the retail price, the 

wholesale price, and the service level of both chains 

would decrease in all three scenarios. Furthermore, the 

profits of the leader chain and its members generally 

decrease by increasing the competition intensity. 

Moreover, in the follower supply chain, the manufacturer 

profits, the retailer profits, and the total profit in the first 

and second scenarios are first increasing and then 

decreasing as the price competition intensity increases. 
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However, this is not the case for the follower supply 

chain when a small competition intensity is introduced. 

In this scenario, the follower’s retailer and manufacturer 

act the same as the leader ones, and by increasing the 

price competition intensity, the profit functions of the 

manufacturers and the retailers in both supply chains 

decrease. More specifically, the existence of limited price 

competition is beneficial for the follower supply chain. 

By increasing the investment efficiency coefficient of 

both chains, a rise happened in the follower chain’s retail 

price, wholesale price, and service level, and a drop 

happened in leader’s ones in all three scenarios. 

Therefore, having more investment efficiency coefficient 

both in the leader and follower supply chains is not 

profitable for the leading supply chain and will decrease 

its total profit while it leads to an increase in the 

follower’s total profit.  

Some directions less noted by researchers can be 

applied as a basis for future research. For example, one 

may consider a stochastic demand model that is more 

realistic. However, it is more complex than the current 

model. Another direction is to consider inventory 

decisions along with the price and service decisions. 
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Appendix A: Proof of all lemmas 
 
Proof of lemma 1. 
The Hessian matrix of the follower chain’s retailer is 
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2r  is concave on retail price and service level if and 

only if  
2H  is negative semi-definite. Therefore, the 

following two conditions must be held: 
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The first condition is correct by model assumptions, and 

the second condition is satisfied for the domain Lemma: 

2

2

4 '1
0

'

p

s



 
   □ 

 
Proof of lemma 2. 
From the first condition of the leader’s Hessian matrix, 

we know that: 
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Simplifying the equations above leads to: 
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According to the second condition of the follower’s 

retailer hessian matrix: 
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Also, from the first condition of the leader’s Hessian 

matrix: 

2 2

31 1 1

3 ' ' ' '

p

p s s p s s p



        
  

+ +
 A-2 

Therefore, according to A-1 and A-2, we can define an 

interval for the follower’s investment efficiency at 

service level: 
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We can change the second condition of the leader’s 

retailer hessian matrix as follows: 
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Proof of lemma 3. 
The leader’s Hessian matrix is: 
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If the Hessian matrix of the leader’s chain is negative 

definite, the total profit function of the leader’s chain will 

be concave with respect to price and service level. The 

determinant of the matrix is: 
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The first condition of the leader’s chain in the second 

scenario is the first condition of the leader’s chain in the 

first scenario. In other words, the follower’s investment 

efficiency at the service level must be: 
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The second condition of optimality can be identified as: 
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Proof of lemma 4. 
The follower’s hessian matrix of profit function is: 
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The two conditions of the Hessian matrix are: 
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p'  is positive; therefore, the first condition is satisfied. 

The second condition is satisfied if and only if the 

follower’s retailer investment efficiency at service level 

will be
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Proof of lemma 5. 
The hessian matrix of leader’s retailer profit function is: 
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Moreover, the two conditions of the Hessian matrix are: 
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The first condition of the Hessian matrix of leader’s 

retailer is satisfied if and only if the follower’s retailer 

investment efficiency at service level will be: 
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Persian Abstract 

 چکیده 
موارد یک زنجیره دارای قدرت ر  رقابت یکی از فاکتورهای اساسی در تعیین استراتژی زنجیره های تامین است. به علاوه، با توجه به وجود عدم تعادل در سهم بازار، در اکث

پیرو متشکل از یک تولیدکننده و یک خرده فروش مورد بررسی  -کنترل بیشتر در بازار بوده و نقش رهبر را در بازار رقابتی بازی می کند. در این تحقیق، دو زنجیره تامین رهبر

کند. ورد مطالعه قرار می گیرد که در آن خرده فروش نقش رهبر و تولیدکننده نقش پیرو را بازی می قرار می گیرند. علاوه بر رقابت بین زنجیره ای، رقابت درون زنجیره ای نیز م

- پیرو غیرمتمرکز و رهبر غیرمتمرکز-پیرو غیرمتمرکز، رهبر متمرکز-دو عامل رقابتی قیمت و سطح سرویس در سه سناریوی مختلف مورد بررسی قرار می گیرند: رهبر غیرمتمرکز

زنجیره رهبر    سپس استراتژی  آیند.با استفاده از رویکرد استنتاج بازگشتی، روند حل مسئله از زنجیره پیرو آغاز شده و توابع بهترین پاسخ زنجیره پیرو بدست می پیرو متمرکز.  

گذاری در سطح سرویس  قابت در قیمت و ضریب سرمایه گردند. در نهایت، تاثیر شدت رپس از جایگذاری توابع بهترین پاسخ زنجیره پیرو در توابع سود زنجیره رهبر، تعیین می 

گیرد. نتایج بدست آمده نشان می دهد که افزایش شدت رقابت در قیمت موجب  هر دو زنجیره تامین را بر روی مقادیر بهینه در هر سه سناریو مورد تجزیه و تحلیل قرار می

گذاری در در قیمت سودآوری بیشتری برای زنجیره پیرو در پی خواهد داشت. به علاوه، ضریب سرمایه  شود. در مقابل، مقادیر کم شدت رقابتکاهش سود زنجیره رهبر می

داشت. همچنین، سناریوی اول  سطح سرویس در هر دو زنجیره رهبر و پیرو، تاثیری مستقیم بر روی مقادیر بهینه زنجیره پیرو و تاثیری معکوس بر روی زنجیره رهبر خواهد  

ن مقدار سطح  پیرو غیرمتمرکز( بیشترین مقدار قیمت عمده فروشی و خرده فروشی را در بین هر سه سناریو دارد، در حالی که زنجیره متمرکز دارای بیشتری-)رهبر غیرمتمرکز

 سرویس در بین دو زنجیره خواهد بود. 
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A B S T R A C T  
 

 

In this paper, fabrication of a pin-shaped bipolar plate for a proton exchange membrane fuel cell, the 

deformation behavior of a thin 8111 aluminum alloy sheet by the hot metal gas forming (HMGF) process 

was investigated. The effect of gas pressure, forming time, pin diameter, pin height, and die fillet radius 
on the specimen profiles, as well as the thickness distribution were analyzed by finite element method 

using ABAQUS 6.10 software. In addition, experimental tests were performed to validate numerical 

outputs. The results indicated that the sheet-thinning rate sharply grew by the gas pressure exceeding 4 
MPa. The specimens were cracked following decreasing the die fillet radius to 0.1 mm. Furthermore, the 

die filling rate was high at the beginning of forming time and then diminished gradually after 1000 s. 

Moreover, the thickness reduced sharply by augmenting the ratio of pin height to diameter to over 0.4. 
Finally, perfect specimens were produced in experiments, which verified the feasibility of fabricating a 

pin-shaped bipolar plate out of a thin AA8111 sheet by the HMGF process. 

doi: 10.5829/ije.2021.34.08b.20 
 

 
1. INTRODUCTION1 
 
Nowadays, environmental issues and air pollution 

resulting from fossil fuels have led to a global attempt to 

replace traditional energy resources with clean ones. Fuel 

cells, which convert chemical potential energy to 

electrical power, can be considered among the best 

candidates. Bipolar plates play a remarkable role in the 

weight and price of the proton exchange membrane 

(PEM) fuel cell stacks [1, 2]. In this regard, metallic 

bipolar plates are widely used due to their low fabrication 

cost and desirable mechanical properties, [3]. Various 

methods, such as hydroforming, stamping, and rubber 

pad forming have already been investigated for forming 

metallic bipolar plates [4]. Koc and Mahabunphachai [5] 

used a two-stage hybrid process including hydroforming 

process and mechanical bonding to fabricate a multi-

array micro-channel bipolar plate from the SS304 steel. 

These researchers showed that die filling increased with 

elevating internal pressure. Peng et al. [6] investigated 
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the shape of the flow channel by hydroforming the 

metallic bipolar plate. They showed that geometric 

parameters, such as the fillet radius, as well as the depth 

and width of the flow channel, were important in the 

performance of bipolar plates. Liu et al. [7, 8] studied the 

feasibility of the rubber pad forming process to make the 

SS304 steel bipolar plate containing multi-array micro-

flow channels. Hung et al. [9] studied micro-channel 

forming using high-pressure hydroforming. They 

indicated that the height to width ratio of a flow channel 

has an essential impact on the performance of a fuel cell. 

Belali-Owsia et al. [10] fabricated a pin-shaped bipolar 

plate from the SS304 steel sheet using three different 

methods of hydroforming, stamping, and hybrid 

hydroforming-stamping. Mohammadtabar et al. [11] 

examined the feasibility of a double-step hydroforming 

process to make a bipolar plate with a serpentine channel 

flow field. Ghadikolaee et al. [12] constructed metallic 

bipolar plates out of the SS316 steel utilizing the rubber 

pad forming process. They investigated the contribution 
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of pressure, hardness, and thickness of a rubber pad in the 

maximum channel depth before fracture . 

The applications of lightweight materials, such as 

aluminum alloys are being widely expanded in various 

industries, including the aerospace and transportation 

industries [13-17]. Aluminum alloys can be suitable as 

bipolar plates because of their desirable mechanical 

properties, corrosion resistance, thermal conductivity, 

and low electrical resistance. Lim et al. [18] studied the 

formability of AA1050 aluminum alloy to make a bipolar 

plate by the rubber pad forming process. They studied the 

influence of channel cross-sections on the velocity field 

of the bipolar plate. However, the formability of 

aluminum alloys at room temperature is limited, which 

can be resolved using high temperature forming 

processes [19, 20]. Therefore, Kwon et al. [21] used a 

warm progressive forming process to manufacture the 

micro-channel bipolar plates of AA5052 aluminum 

sheets. The latter researchers studied the effect of various 

parameters, namely forming speed and die temperature. 

In addition, Palumbo et al. [22] focused on the 

manufacturing of a bipolar plate from an AA6061 

aluminum sheet using a warm hydroforming process. 

They analyzed both the channel profile and bipolar plate 

geometry by applying the finite element method (FEM). 

Taking advantage of the hot metal gas forming (HMGF) 

process, Esmaeili and Hosseinipour [23] experimentally 

studied the feasibility of forming a micro-channel bipolar 

plate out of AA8111 aluminum sheets with a serpentine 

channel flow field. Similarly, Kargar-Pishbijari et al. [24] 

experimentally investigated the fabrication of a micro-

channel bipolar plate from an AA1070 aluminum alloy 

sheet with a thickness of 100 µm by the HMGF process. 

As mentioned earlier, most research around the 

metallic bipolar plates has been performed on forming 

channel-shaped patterns through hydroforming, 

stamping, and rubber pad forming. The flow pattern of 

the bipolar plate has a significant impact on the fuel cell 

performance. The investigations showed that the 

performance of bipolar plates with a pin-shaped pattern 

did not decrease at high temperatures and the pressure 

drop was lower than with the channel-shaped flow field 

[6]. In this regard, little research has been conducted on 

the forming of pin-shaped bipolar plates. The fabrication 

of pin-shaped patterns from aluminum alloys is a 

considerable issue. Consequently, in this study, finite 

element simulations and experiments were carried out to 

evaluate the effects of various parameters on the 

deformation behavior of a thin AA8111 aluminum alloy 

sheet by the HMGF process to fabricate a pin-shaped 

bipolar plate. 
 
 

2. MATERIALS AND METHODS 
 

2. 1. Process description       An AA8111 aluminum 

alloy sheet with 0.2 mm thickness was used for 

experimental tests. Figure 1 shows the HMGF 

equipment, which consists of an argon gas container, a 

temperature sensor, a temperature controller, a heating 

element, a gas pressure valve, as well as upper and lower 

dies. First, a circular blank was fixed between the upper 

and lower dies, and then at a specified temperature, 

constant gas pressure was applied for a specified duration 

to form the sheet on the die. Figure 2 indicates the pin-

type pattern die used in the experimental tests, in addition 

to the geometric parameters, including pin diameter (S), 

pin height (H), flow path width (W), and die fillet radius 

(R). Table 1 presents the values of parameters analyzed 

in the present study. 

Figure 3 demonstrates diverse conditions of the 

formed bipolar plates, including partially formed, 

cracked, and perfect specimens. The specimens were cut 

and mounted with resin to measure the profile and 

thickness of specimens as illustrated in Figure 4. Next, 

images were taken from the cut sections of specimens 

with a Dewinter optical microscope (Figure 5). Dewinter 

material plus software was also used to analyze the 

images. 

Free bulging tests were performed to obtain the 

mechanical properties of the material at a specific 

temperature. For this purpose, two distinct pressures 

were applied and the dome height changes were 

measured at various time points [25]. Figure 6 depicts the 

free bulged sample and its parameters. 

The work hardening is negligible at high 

temperatures. As a result, the material behavior can be 

expressed by Equation (1) [26]; 
 

 

 

 
Figure 1. Experimental equipment 
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Figure 2. Pin-type pattern die and the parameters 

 

 

TABLE 1. Range of investigated parameters and the material 

property at 500 oC 

Forming Parameters Range 

Temperature (oC) 500 

Pressure (MPa) 1-5 

Forming Time (s) 100, 1000, 2000 

Pin diameter, S (mm) 2-4 

Flow path width, W (mm) 2 

Fillet radius, R (mm) 0.1, 0.2, 0.3 

Pine height, H (mm) 0.8, 1 

H/S 0.2-0.5 

Strain rate sensitivity exponent, m 0.08 

Coefficient of strength, C (MPa) 14 

 

 

σ = 𝐶𝜀̇𝑚 (1) 

where σ is the effective flow stress, 𝜀̇ denotes the 

effective strain rate, m refers to the strain rate sensitivity 

exponent, and C represents the coefficient of strength. 

The strain rate sensitivity exponent, m, can be determined 

by Equation (2); 

 

 
Figure 3. a) partially formed specimen, b) cracked 

specimen, and c) perfect specimen 
 

 

 

 
Figure 4. Preparation sequence to measure the profile and 

thickness of specimens 
 

 

 
Figure 5. Cut a section of specimens 

 

 

𝑚 =
ln(

𝑃1
𝑃2
)

ln(
𝑡1
𝑡2
)
  (2) 

where t1 and t2 are the forming times to reach the same 

dome height at the constant pressures of P1 and P2, 

respectively. The stress state at the dome is equal to the 

biaxial tension. Therefore, the stress σ is calculated using 

Equation (3); 
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Figure 6. A free bulged specimen 

 

 

σ =
𝑃𝑟

2𝑡ℎ𝑓
  (3) 

where thf denotes the thickness of sheet at the dome and 

r represents the dome radius calculated by Equation (4); 

𝑅 =
𝐻2+(

𝐷

2
)2

2𝐻
  (4) 

where D refers to the die diameter, and H is the dome 

height. The strain 𝜀 and strain rate 𝜀̇ can be calculated 

using Equations (5) and (6), respectively. 

ε = 𝑙𝑛
𝑡ℎ𝑓

𝑡ℎ𝑜
  (5) 

𝜀̇ =
𝑑𝜀

𝑑𝑡
  (6) 

Table 1 represents the calculated values of C and m for 

the AA8111 at 500oC. 

 

2. 2. Numerical Simulation        The finite element 

software ABAQUS 6.10 was used to simulate the 

process. Both the die and sheet were geometrically 

symmetric. Consequently, a quarter of the whole process 

was modeled (Figure 7). The die was defined as a discrete 

rigid body and the blank was modeled as a deformable 

shell element. An isotropic behavior was assumed for the 

material flow because deformation was performed at  

high temperature. 

 

 

 
Figure 7. Die model in the finite element simulation 

To enter the mechanical properties of the material 

into the software, a time-dependent deformation was 

described. Values of C and m at 500°C were also applied 

according to Table 1. Contact conditions were defined 

between the sheet and die surface [27, 28]. The die was 

fixed, and a constant uniform pressure was applied to the 

sheet during the forming process. The S4R element was 

used for meshing the blank model with the size of 0.02 

mm based on the mesh convergence analysis depicted in 

Figure 8. Error! Reference source not 

found.According to the experimental results, the samples 

were cracked at the sheet thinning rate of 50% or more. 

Therefore, this level was considered as a failure limit in 

our finite element simulations. Figure 9 shows sheet 

deformation according to the geometry of the die in the 

simulation. 
 

 

3. RESULTS AND DISCUSSION 
 
3. 1. FEM Model Validation       The simulation results 

were compared with the experimental tests to verify the 

accuracy of the FEM. To this aim, both the die filling 

profile and thickness distribution were examined. 

According to Figure 10, the die filling profile of the 

experimental method was highly matched with that of the 

simulation. Moreover, as could be seen in Figure 11, the 

thickness distributions of the formed plates were in 

agreement with each other in both experimental and 

simulation methods. 

 

 

 
Figure 8. Mesh convergence diagram 

 

 

 
Figure 9. Deformed blank in the finite element simulation 
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Figure 10 Die filling profile of a specimen (S=3mm, 

H=1mm, R=0.2mm, P=2MPa, t=1000s) 
 

 

 
Figure 11. Thickness distribution of a specimen (S=3mm, 

H=0.8mm, R=0.2mm, P=1.6MPa, t=1000s) 
 

 

3. 2. Effect of Forming Time       Figure 12 shows the 

rate of die filling as a percentage at various time points 

during the forming process. It was observed that at 

constant pressure, the filling rate increased with time, 

however, this behavior was not always uniform. At the 

initial time points, a considerable amount of the filling 

occurred with the rest of the deformation occurring 

gradually. When the pressure was 2 MPa, the filling rate 

100 and 2000 s after the beginning of the experiment was 

73 and 82%, respectively. The filling rate declined due to 

the contact of sheet with die surface, and as a result of 

high friction between the hot die and the sheet, it took 

more time to be filled. 

Figure 13 demonstrates the sheet thinning rate during 

the forming period. A high thinning rate was observed at 

the beginning of the process, whereas it continued at a  

 
Figure 12. Effect of time on the filling rate (S=4mm, 

H=0.8mm, R=0.1mm) 

 

 

 
Figure 13. Effect of time on the thinning rate (R=0.2mm, 

P=2MPa) 
 

 

slower rate during the rest of the experiment. Although 

the thinning rate was depicted for two different H/S 

values, it resulted in a similar thinning trend. 

 

3. 3. Effect of Gas Pressure         Figure 14 indicates 

that the filling rate of the die cavity rises by elevating gas 

pressure. In order to obtain a perfect specimen, the sheet 

thinning rate should also be taken into consideration. 

According to Figure 15, the thinning rate grows by 

augmenting gas pressure. Moreover, the obtained results 

are shown for different H/S values. At lower pressures, 

the gas pushed the sheet to be drawn into the die cavity, 

and as a result, the thinning rate was not at critical values. 

By increasing the pressure, the sheet was forced to fill the 

corners of the die, and the thinning rate raised sharply. 

When H/S = 0.33 and P = 4 MPa, the thinning rate was 

38%, which was below the threshold and acceptable. By 

increasing the pressure up to 5 MPa, the thinning rate 

reached 54%, which was beyond the failure limit. 
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Figure 14. Impact of pressure on die filling rate (S=3mm, 

H=0.8mm, R=0.1) 
 

 

 
Figure 15. Effect of pressure on sheet thinning rate (R=0.1, 

t=2000s) 
 

 

3. 4. Influence of Pin Height to Diameter Ratio 
(H/S)        Figure 16 shows the effect of different H/S 

values on sheet thinning rate, at three different time 

points. It should be noted that an increase in the H/S value 

led to increase in the thinning rate. The latter trend was 

consistent throughout the whole study period. Moreover, 

by augmenting the H/S value, the sheet needed to stretch 

more to fill the die cavity. This phenomenon raised the 

extension ratio of the sheet and resulted in a higher 

thinning rate. When H/S varied as 0.2-0.4, the thinning 

rate raised from 25 to 44%, which was still within an 

acceptable range. However, by increasing the H/S to 0.5, 

the thinning rate reached 54% or higher, at which a crack 

was likely to appear in the specimen. Overall, the H/S 

value was revealed to be an essential parameter in the 

forming process.  

Therefore, the H/S value of 0.5 was observed to be a 

critical value, at which the thinning rate elevated 

significantly and the sheet cracked during the forming  

 
Figure 16. Effect of pressure on the thinning rate (R=0.1, 

t=2000s) 
 

 

process in a considerable number of experimental tests. 

This phenomenon can be explained by the contact area of 

the sheet and die during the forming process. As shown 

in Figure 17, at the same forming time, the first contact 

happened at the bottom of the die cavity for low H/S 

values. On the other hand, for high H/S values, it 

occurred on the vertical walls of the die before being 

drawn into the die cavity. Consequently, a considerable 

amount of the material was locked due to the friction in 

the contact area. Therefore, by continuing the forming 

process, the sheet was significantly prone to the 

experience of a high thinning rate. 

 

3. 5. Effect of Fillet Radius (R)       Figure 18 

demonstrates the die filling rate at various R values. As 

R increased from 0.1 mm to 0.2 mm, the filing rate at all 

applied pressures sharply augmented. However, by 

elevating the amount of R from 0.2 mm to 0.3 mm, the 

filling rate did not change considerably implying that 

higher R could facilitate the drawing of the sheet material 

into the die cavity. Consequently, a higher rate of die 

cavity will be filled by the sheet. Furthermore, R has a 

crucial impact on the thinning of the formed specimens. 

According to the experimental observations, cracks in all 

cracked specimens occurred in areas where the sheets 

were in contact with the die fillet of the pin (as could be 

observed in Figure 3). Figure 19 indicates that by rising 

the value of R, the thinning rate declined. When R = 0.1 
 

 

 
Figure 17. First contact area of sheet with die at a) low H/S 

value, and b) high H/S value 
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Figure 18. Influence of R on the filling rate (S=4mm, 

H=1mm, t=1000s) 
 

 

 
Figure 19. Effect of R on the thinning rate (S=2mm, 

H=1mm, P=3MPa) 
 

 

mm, which was considered as a sharp fillet during all the 

forming periods, the thinning rate was higher than the 

critical limit (50%) and the samples were considered as 

cracked specimens. Finally, by selecting higher R values, 

such as 0.2 and 0.3 mm, the thinning rate diminished 

remarkably. However, this trend was not linear. 
 

 

4. CONCLUSION 
 
The current research studied the deformation behavior of 

a thin AA8111 alloy sheet by the HMGF process to 

fabricate a pin-shaped bipolar plate for PEM fuel cells. 

The effects of essential parameters, including forming 

time, gas pressure, die fillet radius, pin diameter, and pin 

height on die filling and sheet thinning rates were 

investigated. 

It was found that gas pressure was an important 

parameter in the HMGF process. While the filling rate 

increased by applying high pressure, the thickness 

reduced. Altogether, when P > 4 MPa, not only the filling 

rate did not change considerably but also the thickness 

sharply decreased. 

Furthermore, reducing the die fillet radius led to 

decreased sheet material flow to the die cavity and 

significantly increased sheet thinning. Noteworthy, the 

specimen was cracked in a die fillet radius of 0.1 mm, 

while the fillet radius of about 0.2 mm was acceptable. 

The sheet thickness extremely reduced with the 

growth of the pin height to diameter ratio, which was due 

to an elevation in the extension ratio. Based on the 

obtained results, the pin height to diameter ratio of 0.33 

and 0.4 generated the most desirable outcomes.  

The deformation mechanism by the HMGF process is 

time-dependent. As a result, augmenting the forming 

time could increase the die filling rate. It is observed that 

the forming time of 1000-2000 s could be suitable for 

forming AA8111 bipolar plates.  
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Persian Abstract 

 چکیده 
دهی با الگوی پین شکل با استفاده از فرایند شکل   PEMبرای ساخت صفحه دو قطبی برای پیل سوختی    AA  8111در این مقاله تغییر شکل یک ورق نازک از آلیاژ آلومینیوم  

  اجزای ها با استفاده از روش  توزیع ضخامت نمونه  دهی، قطر پین، ارتفاع پین و شعاع فیلت، بر پروفیل و( بررسی شد. اثرات فشار گاز، زمان شکل HMGFداغ فلز با گاز )

با افزایش دهد که  نتایج نشان می  سازی اجزای محدود با آزمایشات تجربی تایید گردید.درستی شبیه   مورد مطالعه قرار گرفت.  ABAQUS 6.10محدود با استفاده از نرم افزار  

دهی به بیش میلی متر، نمونه شکسته شد. با افزایش زمان شکل  2/0ش یافت. با کاهش شعاع فیلت به کمتر از مگاپاسکال، سرعت نازک شدن به شدت افزای 4فشار گاز بیش از 

های به شدت افزایش یافت. سرانجام ، نمونه 4/0شود. علاوه بر این، کاهش ضخامت با افزایش نسبت ارتفاع به قطر پین به بیش از ثانیه، نرخ افزایش پرشدگی کم می 1000از 

 کند. تأیید می  HMGFرا با فرآیند  AA 8111لی در آزمایشات تولید شد که امکان ساخت صفحات دو قطبی نازک پین شکل از آلیاژ آلومینیوم کام
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A B S T R A C T  
 

 

The permanent magnet machine has attracted much attention due to its high torque density at low speed 
and simple configuration. This feature is due to many magnetic pole pairs that flux in the air gap can be 

significantly changed with the smallest motion of the moving. In this paper, a linear dual stator flux 

reversal permanent magnet machine (LDSFRPMM) with toroidal winding is presented, which magnets 
embedded with Halbach and simple array on the translator and stator, respectively. The innovation of 

this structure over a conventional machine is the addition of a magnet between the stator teeth with the 

appropriate magnetic orientation,and finding the best width of permanent magnet on the stator and a 
change of the type of winding from the concentrated to the toroidal. By implementing these changes on 

a conventional machine, the main parameters of the machine such as back electromotive force (EMF), 
thrust force, power factor and permanent magnetic (PM) flux are increased which improves the 

performance of the proposed machine. 

doi: 10.5829/ije.2021.34.08b.21
 

 
1. INTRODUCTION1    

 In recent years, linear flux reversal permanent magnet 

machine (LFRPMM) has received considerable research 

attention. Vernier machine is flag-bearer of this category 

due to generating high thrust force at the low speed [1, 

2]. This feature exists because of numerous magnetic 

poles which are known as magnetic gearing effect [3, 4]. 

Generating a high thrust force at the low speed is very 

efficient in direct drive applications such as wave energy 

conversion and linear transportation [5, 6]. However, the 

first linear permanent magnet Vernier machine suffered 

from poor power factor due to high leakage flux [7]. 

During the years, scientists have reduced the weakness of 

the permanent magnetic Vernier machine with a different 

design. Dual stator spoke array permanent magnet (PM) 

is one of the most popular designs which is very effective 

to achieve high power factor, high thrust force and low 

leakage flux [8]. Recently, engineers by using special 

material such as superconductor and soft magnetic 

composite (SMC) improve performance of proposed 

LDSFRPMM. High-temperature superconductor (HTS) 

material has been used in electric machines because of 
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high-current tolerance and property of the shield leakage 

flux [9-12]. Also, SMC material has been used in the 

structures of PM machine to improve performance of 

proposed LDSFRPMM in terms of losses and 

temperature [13, 14]. Copper loss is an important 

parameter in electrical machine and is significantly 

related to the type of winding. Based on literature[15, 

16], because of the particular type of winding, copper 

losses in the proposed LDSFRPMM remarkably reduced 

and thrust force increased. An increase in the volume of 

the PM and correct selection of the shape of magnet and 

magnetic direction can improve the performance of the 

proposed machine [17]. In the various types of structures, 

magnets are used in the form of simple [18], spoke array 

[19], skew [20], hybrid [21, 22] and Halbach array [23] 

to improve the main parameter of the proposed machine. 

A permanent magnet Vernier machine has been proposed 

shi et al. [24] and Fan et al. [25]. So that, with an increase 

in the volume of the PM, air-gap magnetic field, back-

EMF and power factor are increased in the proposed 

machine.  Liu et al. [26] by integrating Halbach array 

leakage flux and the efficiency of the proposed machine 

have reduced and increased, respectively. Zhao et al. [27] 
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by dividing the PM into the very small segment as 

Halbach array in various magnetic orientation back EMF, 

thrust force and flux density raised. Nematsaberi and Faiz 

[28] by changing the simple array to the spoke array PM 

and applying non-magnetic material the thrust force and 

PF have increased. The target of this paper is proposing 

a new LDSFRPMM with toroidal winding and a special 

arrangement of PM to improve the weaknesses of 

conventional LDSFRPMM. In the proposed 

LDSFRPMM magnet with Halbach array is mounted on 

the translator and simple magnet with correct width and 

effective orientation is embedded on the stator and 

winding has changed from concentrated to toroidal.  So 

that, the magnetic orientation of the PM mounted on the 

stator is the same as the magnetic orientation of the 

middle part of the magnet with the Halbach array on the 

translator. In this structure PM flux, air gap flux density, 

thrust force, power factor and back-EMF are increased 

which causes the increase of the performance of the 

proposed LDSFRPMM.  

2.   MACHINE CONFIGURATION AND OPERATION 
     Ndfe35 PM with Halbach array is a specific 

arrangement that compound with several directions like 

vertical and horizontal. The conclusion of the 

combination of these two different magnetic directions, 

is that the intensity of the magnetic field on one side is 

highly stronger than the other side. All possible magnetic 

structures such as vertically, horizontally and Halbach 

are shown in Figure 1. As can be seen, the magnetic field 

vectors produced by the magnets are symmetric in 

structures (a) and (b), but in structure (c), they are 

asymmetric and the magnetic field is stronger on one side 

than on the other which using this feature properly can 

improve machine performance By simultaneous use of 

magnets on stator and translator and proper combination 

of their magnetic orientation, the proposed LDSFRPMM 

can reach the ideal sinusoidal magnetic flux, which 

increases thrust force, PM flux and back-EMF. The 

proposed LDSFRPMM is designed based upon the 

conventional LDSFRPMM, which is shown in Figure 2. 

As can be seen, the main difference between 

conventional LDSFRPMM and the proposed 

LDSFRPMM is that there is no magnet on the stator of 

conventional LDSFRPMM and winding in the proposed 

LDSFRPMM turns into toroidal from concentrated. So 

that, in the toroidal winding, each phase consists of one 

coil, and in the concentrated winding, each phase 

comprises four coils. Translator is divided into three 

equal parts, which make the phases separated from each 

other, and each part consists of four major teeth which 

each of them are divided into three splits for modulation 

of the flux. The surface of the translator has been covered 

by a Halbach array composed of the same three magnets 

with different directions, the central one is vertically 

magnetized, and the two other sides are horizontally 

magnetized. PM applied between slots of the stator is 

magnetized in perpendicular upward and downward 

directions. The main operation of both machines is based 

on the effect of the magnetic gear. Because of this effect, 

with a small displacement of the translator, the flux in the 

air gap changes rapidly and causes at the low speed to be 

able to generate high thrust force. The teeth of the stator 

modulate the PM field to provide an effective magnetic 

field so that a higher velocity of the field than that of the 

translator, improves the thrust force. The relation is 

illustrated by Arish et al. [11] and Yao et al. [29]: 

 

p N p

pm s

=                                                                         
(1) 

where Ppm, P and Ns are the number of pole pairs on the 

translator, the number of winding pole pairs and the  
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Figure 1. Magnet Structure. (a) Horizontal array, (b) 

Vertical array, (c) Halbach array 
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Figure 2. Machine structure. (a) Proposed LDSFRPMM, (b) 

Conventional LDSFRPMM 
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number of stator flux modulation teeth respectively in the 

proposed LDSFRPMM. Magnetic gear ratio is an 

important design index for the select of slot and pole 

combinations during the early stages of the machine 

design. Increasing gear ratio enhances thrust force and 

back-EMF capability. High thrust force can be achieved 

with the high number of poles, this typically causes 

higher leakage flux.  
 

 

3. PERFORMANCE EVALUATION  
 

In FEM for two machines, the permeability of the iron 

core is based on practical data, so iron core is laminated 

and the iron saturation is considered. Adding a magnet on 

the stator may cause the machine to saturate, which is 

why it is important to choose the correct magnet width 

added to the machine. Figure 3 shows the back-EMF and 

detent force variations based on the millimeter changes 

of the magnet's width. With magnet's width increases, the 

trend of detent force is increased too. The magnet width 

is chosen so that the proposed LDSFRPMM has the low 

detent force and the highest back-EMF. It should also be 

noted that the width of the selected magnet does not cause 

the saturation of the proposed LDSFRPMM. According 

to the description given, the best selection width is 7 mm. 

So that for high performance, the magnet width of the 

Halbach array should satisfy the following relation [3]: 

2w wv sh + 
 

(2) 

w wvh   (3) 

where wv , wh and τs are the width of the bigger part of 

Halbach PM, width of the smaller part of Halbach PM 

and pole pitch, respectively. To generate a sinusoidal 

magnetic field in the air-gap, the width of  horizontally 

magnetized PM should be smaller than  vertically 

magnetiz–ed PM. The corresponding mesh of the 

proposed LDSFRPMM is shown in Figure 4. In order to 

obtain precise accuracy, more than 10000 meshes in 

several layers were created and calculated. All the design 

parameters of the proposed LDSFRPMM and the 

conventional LDSFRPMM are the same, including 

current density, translator pole pairs, magnetic gear ratio, 

the material of the core and air gap length. Design 

parameter of the proposed LDSFRPMM is shown in 

Figure 5 and listed in Table 1. 

 

3. 1. Magnetic Field and Air Gap Flux Distribution       
The air gap magnetic flux density is directly 

commensurate to the PM pole pairs in the Vernier 

machine and generate at the no load state. It is the 

interaction of the magnetic field generation with the teeth 

of stator and translator. Figure 6 depicts the waveforms 

of the air gap magnetic flux, the maximum of magnetic 

 
(a) 

 
(b) 

Figure 3. Variation of the back-EMF and detent force 

respect to width of PM. (a) Back-EMF. (b) Detent force 
 

 

 
Figure 4. The corresponding mesh of the proposed 

LDSFRPMM 
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Figure 5. Design parameters of proposed LDSFRPMM 

 

 
TABLE 1. The design parameter of the proposed LDSFRPMM 

Items Unit LDSFRPMM 

Speed m/s 1.5 

wh mm 3 

wv mm 6 

g mm 2 

wy mm 10 

wm mm 26 

wst mm 6 

hst mm 6 

hr mm 10 

ht mm 32 

ws mm 9 

wcoil mm 14 

hcoil mm 17 

whalbach mm 12 

τs mm 15 

0 mm

3 mm

4 mm

5 mm

6 mm

7 mm
8 mm

9 mm

0

100 Back- EMF (V)

0 mm

3 mm

4 mm

5 mm
6 mm

7 mm 8 mm

9 mm

0

200 Detent force (N)
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Figure 6. Comparison of the arigap magnetic flux 

 

 

flux in the air gap for the proposed LDSFRPMM and 

conventional LDSFRPMM is 1.26 T and 0.81 T, 

respectively. Hence, the air gap magnetic flux in the 

proposed LDSFRPMM is 55% higher than the 

conventional LDSFRPMM. This increase is due to the 

increased volume of magnets used in the proposed 

LDSFRPMM. The air gap flux density waveform shows 

that there is 360 mm effective length, so it contains 24 

numbers of the active teeth of the stator. Flux line 

distribution at the no-load is generated only by PM, and 

it is shown in Figures 7(a) and 7(b) for two models. It 

expresses that the flux lines of the three modules in the 

two models are autonomous. Thus, the field distributions 

in one phase do not affect relatively on the other phase, 

therefore the LDSFRPMM possess the excellent fault-

tolerant capability. Density of the flux line due to adding 

the magnet on the stator and changing the type of winding 

in the proposed LDSFRPMM is higher magnetic flux 

distribution at full load for the two models generated by 

PM and armature current simultaneously. Figures 7(c) 

and 7(d) show magnetic flux distribution at full load for 

two models. It is evident that the magnetic flux 

distribution in the proposed LDSFRPMM is higher than 

conventional LDSFRPMM and maximum magnetic flux 

density for both models is less than 2. Figure 8 shows the 

PM flux of two models. PM flux in the proposed 

LDSFRPMM is generated by PM at the no-load. It is 

clear that the peak of the PM flux in the proposed 

LDSFRPMM is higher than the conventional 

LDSFRPMM, so RMS of the PM flux in the proposed 

LDSFRPMM and conventional LDSFRPMM are 0.057 

Wb and 0.014 Wb, respectively. With an increase in PM 

flux, the back-EMF also increases accordingly and this 

improves the power factor and output power of the 

proposed LDSFRPMM. 

 

3. 2. Back-EMF        The relative motion between the 

translator and stator is caused by the external vibration 

and magnetic flux through in the air gap will change. 

Base on the Faraday’s law of the electromagnetic 

induction, the back-EMF will be generated in the coil. 

The phase’s back-EMF can be defined as:  

d d
EMF v

dt dx

 
= =  (4) 

where, ψ and x are PM flux and displacement, 
respectively. It is obvious that back-EMF is derivation of 

PM flux relative to time or derivation of PM flux relative 

to displacement multiply to velocity. Thus, the back-

EMF is only affiliated to the change of PM flux. Figure 9 

shows no load back-EMF waveforms for two models. It 

is obvious which waveform of the back-EMF is purely 

sinusoidal and acceptable. Because back-EMF is 

derivation of PM flux, DC part of the PM flux is entirely 

omitted in the waveforms of back-EMF. The maximum 
 
 

 
 

(a) 

 
(b) 

 
 

(c) 

 
(d) 

Figure 7. Comparison of the flux density distribution. (a) 

Flux line distribution in the conventional LDSFRPMM at no 

load, (b) Flux line distribution in the proposed LDSFRPMM 

at no load, (c) Magnetic flux distribution in the conventional 

LDSFRPMM at full load, (d) Magnetic flux distribution in 

the proposed LDSFRPMM at full load 

 

 

 
Figure 8. Comparison of the PM flux 
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Figure 9. Comparison of the back-EMF 

 

 

of the back-EMF at no load for the proposed 

LDSFRPMM and conventional LDSFRPMM is 61 V and 

17 V, respectively. 

In other words, maximum of the back-EMF for the 

proposed LDSFRPMM is significantly higher than the 

conventional LDSFRPMM, since the PM volume 

increases. 

 
3. 3. Self-inductance and Mutual-inductance        
Self inductance and mutual inductance of the proposed 

LDSFRPMM and conventional LDSFRPMM are shown 

in Figure 10. It is obvious that the self-inductance 

depends on the translator's position and type of winding. 

The average of three phases self inductance in the 

proposed LDSFRPMM and conventional is 35 mH and 8 

mH, respectively. As can be seen, the average of three 

phases self inductance in conventional LDSFRPMM is 

much less than the proposed LDSFRPMM. Mutual 

inductance in the proposed LDSFRPMM and 

conventional LDSFRPMM is approximately equal to 

zero and mutual inductance between phase a and phase c 

is lower than two other phases. This is due to the distance 

between phase a and phase c is longer than two other 

phases. Because, three phases in both machines are 

separated and they do not have much impact on each 

others. 

3. 4. Power Factor       The classical approach of 

computing power factor is using phasor diagram which is 

employed in this paper with irrespective of the stator 

resistance. Power factor (PF) in LPMVM is given by with 

assuming that the current id is zero [8]: 

0.5(1 )
LsI

PF


−= + (5) 

where 𝐼 is the RMS of the phase current and 𝐿s is the 

synchronous inductance. As can be seen, the major 

reason for low power factor according to the Equation (5) 

is high synchronous inductance and low PM flux. The 

proposed LDSFRPMM can reach high PM flux, because 

of the increase of volume of the PM and correct magnetic 

direction of PM. It is true that by converting the winding 

from the concentrated to the toroidal, the inductance  
 

 
(a) 

 
(b) 

Figure 10. Comparison of inductance. (a) Self inductance. 

(b) Mutual inductance 

 
 
increases and this reduces the power factor. But, an 

increase in the PM flux is much greater than the 

inductance increase, which according to Equation (5), 

since the flux is in the denominator of the fraction; 

generally the power factor is improved. 
 
3. 5. Thrust Force and Detent Force        The 

electromagnetic force for all phases can be defined as 

follows [3]: 

1 12 2
( )

2 2

d dL d
F i i i L

dx dx dxele


= + +  (6) 

The first term in Equation (6) is the force generation by 

PM field and other terms are the forces arising from the 

position dependent inductances. Hence, the inductance 

variations with translator position in the proposed 

LDSFRPMM  may give increase to fluctuating force.  For 

both models, the thrust force can be given by Botha et al. 

[31]:  

thrust ele detent

F F F= +   (7) 

Detent force is a drawback for the linear machine which 

leads to mechanical vibration and noise for the machine. 

Then, minimizing detent force is an important 

requirement for linear machine design. Detent force in 

linear permanent magnet machine is appeared by two 

main reasons: 1- slot effect 2- end effect. Slot effect in 

the linear machine is caused by the interaction of PMs 

and the iron teeth. Also, the end effect is caused by the 

finite stator core length and has an impact on phase a and 
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phase c. Therefore, the electromagnetic parameters of 

phase b are higher than other phases. Figures 11(a) and 

11(b) depict the detent force and thrust force for both 

models at the no-load and full load, respectively.  As can 

be seen, the value of the detent force in the proposed 

LDSFRPMM is higher than conventional LDSFRPMM, 

but the average of thrust force in the proposed 

LDSFRPMM is higher than conventional LDSFRPMM 

and average of the thrust force for the proposed 

LDSFRPMM and conventional LDSFRPMM is 415 N 

and 50 N, respectively. High thrust force density of the 

proposed LDSFRPMM is due to the increase of volume 

of the PM and type of winding which causes flux density 

in yoke of the proposed LDSFRPMM be higher than 

yoke of conventional LDSFRPMM. High ripple force 

reduces machine performance, when the d-axis current is 

zero, the ripple of thrust force is obtained [32]: 

-

max min
100%

F F

F
Fthrust
avg

=              (8) 

where, Fmax is maximum thrust force, Fmin is minimum 

thrust force, and Favg is average thrust force. The ripple 

of thrust force in the proposed LDSFRPMM is a little 

higher than conventional LDSFRPMM which it is non-

important at the low speed. It should be noted that with 

the increase of the PM volume, PM flux, back-EMF, 

thrust force, power factor and air gap flux density 

increase too. For a better comparison, the 

electromagnetic parameters of the proposed 

LDSFRPMM and conventional LDSFRPMM are 

presented in Table 2. 

 

 

 
(a) 

 
(b) 

Figure 11. Comparison of force. (a) Detent force, (b) Thrust 

force 

TABLE 2. Electromagnetic performance comparison 

Item 
Proposed 

LDSFRPMM 
Conventional 

LDSFRPMM 

Air gap flux density (T) 1.26 0.81 

PM flux linkage (Wb) 0.057 0.014 

Back-EMF (V) 61 17 

Self-inductance (mH) 35 8 

Thrust force (N) 415 50 

 

 

4. CONCLUSION 
 

This paper proposes a new LDSFRPMM topology with 

toroidal winding which simple PM with correct 

orientation and width is mounted on the stator and 

Halbach array PM is mounted on the translator. This 

paper shows the importance of width of magnet and 

winding arrangement. Electromagnetic performance of 

the proposed LDSFRPMM was compared to 

conventional LDSFRPMM by FEM in terms of back-

EMF, thrust force, detent force, inductance, power factor, 

air gap flux density and PM flux. According to the 

obtained results of FEM, the novelty improved the 

performance of the proposed LDSFRPMM compared to 

conventional LDSFRPMM. So that, airgap flux density 

in the proposed LDSFRPMM and conventional 

LDSFRPMM is 1.26 T and 0.81 T, respectively. PM flux 

in the proposed LDSFRPMM and conventional 

LDSFRPMM is 0.057 Wb and 0.014 Wb, respectively. 

Back-EMF in the proposed LDSFRPMM and 

conventional LDSFRPMM is 61 V and 17 V, 

respectively. Inductance in the proposed LDSFRPMM 

and conventional LDSFRPMM is 35 mH and 8 mH, 

respectively. Thrust force, in the proposed LDSFRPMM 

and conventional LDSFRPMM, is 415 N and 50 N, 

respectively. In addition, the thrust force of the proposed 

LDSFRPMM has a significant increase compared to the 

conventional LDSFRPMM.  
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A B S T R A C T  
 

 

Due to widespread usage of induction motor (IM) in various industries, the requirement for its condition 

monitoring have been considerably raised. It is essential to detect faults that happened in IMs in a short 

time with high accuracy because they may cause considerable financial losses. Bearing faults contribute 
to a large percentage of IM failures. In this paper, vibration signal is analyzed for getting reliable 

indicator for faulty modes of the bearings of the IMs. The proper direction for measuring the vibration 

signal is analyzed first. This analysis showed that the fault-related vibration frequency components along 
the Z-axis, i.e. the axis perpendicular to the motor's installing surface, usually have the largest magnitude. 

Thus, it is recommended to measure the vibration signal in the Z-axis. Then, the bearing fault diagnosis 

using the vibration signal is investigated in various scenarios. The results confirm that the vibration 
indicators are not sensitive to environmental parameters like temperature and also load variation of the 

IM but the severity of the fault has a considerable influence on them. 

doi: 10.5829/ije.2021.34.08b.22  

 

NOMENCLATURE   

fIR The vibration characteristic frequencies for the defect in the inner race φ Ball contact angle 

fOR The vibration characteristic frequencies for the defect in the outer race Dc Mean diameter of the bearing 

fCF The vibration characteristic frequencies for the defect in the cage D1 Inner diameter of the outer race 

fBF The vibration characteristic frequencies for the defect in the balls D2 Outer diameter of the inner race 

fr shaft rotational speed Db  Diameter of the balls 

Nb number of balls   

 
1. INTRODUCTION1 
 

Today, the trend towards induction machines (IMs), 

especially in the industry, is growing due to its simple 

configuration and high reliability. Although induction 

machines are very reliable, but they may encounter a 

variety of mechanical or electrical defects. The defects 

may either stem from the operation or exist inherently 

and they cause financial losses [1]. Therefore, condition 

monitoring and fault detection of IMs is a major issue and 

hence recently, a lot of researches are conducted in this 

regard . Some research showed that about 41 percent of 

total failures of induction motors are due to their bearing 

faults [2]. The bearing fault may occur in the 

manufacturing process or operation of the IM and it is 
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2vital to detect quickly and accurately. The bearing faults 

may be detected by acoustic measurements, vibration 

measurements, temperature measurements, wear debris 

analysis, etc. [3-4].  

Vibration measurment and analysis is the oldest 

method which can detect not only mechanical but also 

electrical faults with high accuracy. Different faults 

usually cause vibration with different frequencies in the 

IM. Therefore, the faults are detected by determining 

major frequencies of the vibration signal using spectrum 

analysis. However, while the vibration analysis brings 

numerous advantages, it requires installation measuring 

transducers on the motor body. Moreover, some resonant 

frequencies may affect the main vibration signal [5]. 
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Spectral analysis is used in order to analyze the 

vibration through its characteristic frequencies [6]. The 

vibration is a complex motion and it is analyzed by 

spectral modulation to detect the bearing failures [7]. In 

other words, IM failures like bearing fault can be 

investigated by analyzing special characteristic 

frequencies in its vibration signal [8]. Thus, this method 

can be considered as an accurate and fast approach for the 

fault detection. The vibration analysis is examined as an 

efficient method for diagnosing electromagnetic 

problems in induction motors [9, 10]. Also, in order to 

perfectly predict mechanical faults, it was confirmed  by 

Gangsar and Tiwari [11] that the analysis of the vibration 

signal is an efficient method and there is no need to 

analyze the electrical current signal. 
Many studies have confirmed the role of vibration 

analysis in fault detection of induction motor. A vibration 

detection system is designed by Kuspijani et al. [12] that 

can be used for online monitoring of an induction motor. 

Induction motor vibration data is read from two vibration 

sensors and the results are analyzed by using artificial 

intelligence-based analysis. The partially damaged rotor 

bar under load changes using wavelet transform analysis 

is investigated by Rangel-Magdaleno et al. [13] and the 

required features are extracted from the vibration signals 

at different levels of failure. A squirrel cage induction 

motor is selected to predict its sound based on the results 

obtained through FFT analysis [14]. In this paper, the 

FFT results are compared with ISO standard vibration 

charts in order to consider preventative condition. Two 

diagnosis techniques are presented which are based on 

the stator current and the vibration using FFT [15]. The 

result of vibration analysis was as accurate as that of 

current analysis.  A novel method entitled EMD-FFT was 

proposed by Moiz et al. [16] for vibration analysis of an 

IM. According to this method, the signal is decomposed 

into its intrinsic mode functions (IMFs) and then each 

IMF is analyzed by FFT. In addition, a comparison 

between the current and vibration based techniques is 

performed for the bearing fault detection and analysis 

[17] . 
Induction motor fault detection is investigated on the 

basis of the acoustic sound and vibration signals by 

Delgado-Arredondo et al. [18]. On that work, a method 

that is called the Complete Ensemble Empirical Mode 

Decomposition is used for decomposing the signal. 

Spectral analysis was proposed by Novoa et al. [19] for 

various frequencies in the motor vibration by using of 

Compact RIO equipment, LabVIEW, triaxle 

accelerometers, and low-pass filters. Moreover, a 

simulation system for unbalanced loading condition of a 

three-phase induction motor was proposed by Salah et al. 

[20]. An experimental study has been presented by 

Marignetti et al. [21] that focused on the vibration as well 

as acoustic noise emitted by the inverter-fed induction 

motor. In this paper, a control technique based on the 
 

SVPWM is performed for using vibration and acoustic 

noise experimental analysis in order to control the phase 

voltages of a three-phase induction motor. Despite 

previous methods that were based on the detection of 

bearing fault occurrence, the time and frequency features 

of construct regression models were extracted for 

predicting the bearing faults [22] . 

In this paper, the aim is to investigate vibration 

domain for the bearing fault detection in the IMs through 

comprehensive laboratory test results. As shown in 

Figure 1, the vibration signal may be measured along 

with three perpendicular axes that are the X-, Y- and Z-

axes. The vibration signals experimentally sampled in the 

three axes are first evaluated using frequency spectrum 

analysis to identify the most reliable direction for the 

vibration measurement aiming the bearing fault 

detection. The evaluation showed that the Z-axis, i.e. the 

axis perpendicular to the motor's installing surface, is the 

most reliable direction for this purpose. Then, the 

vibration signals measured in the Z-axis are used for 

analyzing the bearing fault-related frequency 

components to determine their sensitivity to the different 

bearing faults intensities as well as the load torque change 

and the temperature rise. According to the investigation 

results, the vibration frequency components are sensitive 

enough to detect and discriminate different bearing 

faults, while they are almost insensitive to the 

temperature rise and load torque change. Therefore, the 

main contribution and advantages achieved by this paper 

are as follows: 

- Collecting and analyzing comprehensive 

experimental vibration test results in the three axes 

under different bearing fault types and severities, 

load torques and temperatures. 

- Using the test results to determine the most reliable 

direction for measuring the vibration signal aiming 

the bearing fault detection.  

- Using the test results to determine the sensitivity of 

the vibration frequency components to detect 

different bearing fault types. 

- Using the test results to determine the most 

insensitive vibration frequency components to the 

load torque and temperature rise.  
 

 

 

 
Figure 1. Three different directions on IM 
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The paper organization is as follows: Section 2 is 

dedicated to introduce various bearing fault types and 

their related vibration characteristic frequencies. The 

process of experimental test and its scenarios are 

explained in section 3. The examination and analysis of 

the experimental test results are presented in sections 4 

and the conclusion is presented in section 5.  
 

 

2. VIBRATION CHARACTERISTIC FREQUENCIES OF 
the BEARING FAULTS 
 
Rolling-element bearings, which have radial loads, 

generate vibration even if they do not have any special 

defect geometrically. In fact, rolling motions in the 

bearing cause vibrational excitation in some frequencies 

[23]. However, geometrical defects, depending on their 

location, cause characteristic frequency components in 

the IM vibration. The values of the characteristic 

frequencies depend on the rotational frequency of the 

shaft as well as the geometrical parameters of the bearing, 

itself [2, 3]: 

𝑓𝐼𝑅 =
𝑓𝑟

2
𝑁𝑏(1 +

𝐷𝑏

𝐷𝑐
cos 𝜑)  (1) 

𝑓𝑂𝑅 =
𝑓𝑟

2
𝑁𝑏(1 −

𝐷𝑏

𝐷𝑐
cos𝜑)  (2) 

𝑓𝐶𝐹 =
𝑓𝑟

2
(1 −

𝐷𝑏

𝐷𝑐
cos 𝜑)  (3) 

𝑓𝐵𝐹 =
𝐷𝑐

2𝐷𝑏
𝑓𝑟(1 − (

𝐷𝑏

𝐷𝑐
cos 𝜑)2)  (4) 

𝐷𝑐 =
𝐷1+𝐷2

2
  (5) 

φ is considered zero for deep groove ball bearings. 

 

 

3. EXPERIMENTAL TEST SETUP AND PROCEDURE 
 
In this section, the essential equipment for experimental 

tests is introduced and then the proposed research 

scenarios are explained. For getting laboratory test 

results, a 1-hp induction motor made by Motogen Co. 

(Tabriz, Iran) is used. Table 1 gives technical data of the 

IM. This IM incorporates two deep groove ball bearings 

with the code of 6204. In order to test with defective 

bearings, holes with different diameters are made on the 

inner race and outer race of similar bearings, and then 

these bearings are replaced, in turn, with the motor 

bearing at the drive end. Figure 2 shows two samples of 

such bearings. Besides, for investigation about the ball 

defect, a hole is created on one of the balls of another 

bearing as shown in Figure 3. Finally, to examine the 

faulty chain, the motor bearing at the drive end is 

replaced with a bearing in which a rupture is created on 

the chain as shown in Figure 4. 

TABLE 1. Technical data of the induction motor 

Parameter Value Unit 

Motor Type 80-4B --- 

Rated Power 1.0 Hp 

Rated Voltage 220∆/380Y Volts 

Rated Current 3.7∆/2.15Y A 

Rated Speed 1385 Rpm 

Rated Torque 5.17 Nm 

Power Factor 0.76 --- 

Efficiency 70 % 

 

 

 
Figure 2. Defective bearings with created holes of 2-mm 

diameter on the inner race and outer race 

 

 

 
Figure 3. Defective bearing with a created hole of 2-mm 

diameter on a ball 

 

 

 
Figure 4. Defective bearing with a rupture in the chain  

 

 

In the first step, it is determined which axis gives a 

more reliable vibration signal to detect the proposed 

bearing defect. For this step, the vibration signal is 

measured on three different axes which are the X-axis, 

Y-axis, and Z-axis for various fault degrees. Then, in the 

second step, four scenarios are considered for analyzing 

the effectiveness of the vibration signal on the fault 

detection including the inner race fault with different 

intensities (hole diameters), the outer race fault with 
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different intensities, the chain fault, and the ball fault. 

There are three different sub-scenarios for every scenario 

which are focused on changes in the load level, 

temperature, and hole diameter size. For a 

comprehensive analysis, the desired IM is tested with a 

healthy bearing, too. 

As the first sub-scenario, each state is performed at a 

constant temperature and a constant hole size for various 

loading including no-load condition, 1.5 Nm, 3 Nm, and 

4.5 Nm load torques. In the second sub-scenario, each 

fault is tested and analyzed at a constant load as well as a 

constant hole size but various temperatures from 30°C to 

75°C in order to evaluate the temperature effect on 

vibration indicators. In the final stage, the influence of 

the fault intensity on the vibration is evaluated by 

 

 

 
Figure 5. Fault positions on the outer race of the bearing  

 

 

 
Figure 6. The accelerometer module installed on the motor 

terminal box 

 

 

 
Figure 7. The whole experimental test setup  

increasing the hole diameter from 2 mm to 5 mm at a 

constant temperature and a consent load. 

The efficient direction for measuring vibration is 

considered by evaluating three different axes in the first 

step. Vibration signals recorded at constant temperature, 

constant load torque and constant hole size for various 

fault positions are used in this stage. The considered 

positions of the fault for the outer race include 0 degrees, 

60 degrees, 120 degrees, and 180 degrees as shown in 

Figure 5. In the second step, the analysis is conducted to 

investigate the advantage of the vibration signal to be 

used for the bearing faults detection. 

In the experimental tests, the temperature is measured 

by an infrared thermometer type GM320 of Benetech 

Company, and the vibration is recorded by a tri-axial 

accelerometer type MMA7260Q. In addition, an 

intermediate circuit is built to connect the mentioned 

sensor output to the data acquisition card PCI-1716/L of 

Advantech Company. The sensor module is installed 

horizontally on the motor terminal box with two fixing 

screws. The accelerometer sensor module is shown in 

Figure 6. For the motor variable loading, its shaft is 

coupled to a magnetic powder brake system. Figure 7 

indicates the whole experimental test setup. 

To be used in the following section, using the bearing 

dimensions as well as the rotor speed at different loading, 

the characteristic frequencies of the motor vibration is 

calculated according to Equations (1)-(4) and presented 

in Table 2 for different bearing faults. 

 

 

4. TEST RESULTS ANALYSIS 
 
In this section, the results attained through experimental 

tests related to different scenarios are presented and 

analyzed in comparison with the corresponding results 

attained for the healthy condition. Fot this purpose, the 

frequency spectrum analysis is performed using the Fast 

Fourier Transform (FFT) and the MATLAB software on 

the recorded vibration signals.  

 

4. 1. Most Efficient Direction for Measuring  the 
Vibration Signal         As mentioned previously, in the 

first step, the most efficient direction for the vibration 

measurement is determined. The experimental tests for 

this step are performed at constant temperature of 50°C, 
 

 

TABLE 2. The characteristic frequencies of the bearing defects 

under different loading 

Load Torque fIR (Hz) fOR (Hz) fBF (Hz) fCF (Hz) 

No load 122.2 77.8 49.3 9.8 

1.5 Nm 120.2 76.4 48.7 9.7 

3.0 Nm 118.2 74.8 47.9 9.5 

4.5 Nm 115.4 73.2 47.2 9.4 
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constant load of 4.5 Nm, and fixed hole diameter of 5 mm 

for the inner and the outer race faults as well as the 

healthy condition. Vibration measurements are 

performed in three different directions corresponding to 

the X-axis, Y-axis, and Z-axis (Figure 1). The sample 

results related to this scenario in comparison to 

corresponding results in the healthy condition are 

presented in Figures 8 to 9. 

In each figure, in comparison to the spectrum related 

to the healthy condition, the presence of the vibration 

characteristic frequencies (Table 2) and their integer 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 8. Motor vibration spectra under the: (a) healthy 

condition in Z-axis, and inner race fault condition in the: (b) 

X-axis, (c) Y-axis, (d) Z-axis 

multiples are evident in all the three axes of the vibration. 

Table 3 gives exact amplitudes of the vibration 

frequencies produced by the inner race fault in different 

directions that are presenting in Figure 8. Simlarly, Table 

4 presents exact amplitudes of the vibration frequencies 

produced by the outer race fault in different directions as 

shown in Figure 9. 

In addition, Table 4 includes the amplitudes of the 

same vibration frequencies for different positions of the 

defect on the outer race as indicated in Figure 5. By 

examining Tables 3 and 4, it is observed that among the 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 9. Motor vibration spectra under the: (a) healthy 

condition in Z-axis, and the outer race fault at 0 degree 

position in the: (b) X-axis, (c) Y-axis, (d) Z-axis 
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TABLE 3. Amplitudes of the vibration frequencies produced 

by the inner race fault (dB) 

Direction fi 2fi 3fi 4fi 5fi 6fi 7fi 

X-axis -50 -43 -44 -40 -33 -53 -43 

Y-axis -54 -50 -36 -43 -30 -37 -55 

Z-axis -47 -44 -36 -42 -22 -31 -40 

 

 

TABLE 4. Amplitudes of the vibration frequencies produced 

by the outer race fault in different position angles (dB) 

Fault 

position 
Direction fo 2fo 3fo 4fo 5fo 6fo 7fo 

Zero 

Degree 

X axis -58 
-

50 

-

50 

-

56 

-

49 

-

61 

-

47 

Y axis -48 
-

38 

-

43 

-

41 

-

42 

-

60 

-

50 

Z axis -43 
-

40 

-

35 

-

45 

-

30 

-

42 

-

40 

60 

Degrees 

X axis -50 
-

45 

-

48 

-

42 

-

35 

-

52 

-

48 

Y axis -47 
-

46 

-

50 

-

37 

-

35 

-

45 

-

53 

Z axis -43 
-

41 

-

35 

-

33 

-

30 

-

34 

-

38 

120 

Degrees 

X axis -49 
-

43 

-

51 

-

54 

-

49 

-

52 

-

54 

Y axis -33 
-

43 

-

41 

-

37 

-

45 

-

48 

-

64 

Z axis -38 
-

47 

-

45 

-

39 

-

30 

-

38 

-

45 

180 

Degrees 

X axis -56 
-

53 

-

55 

-

53 

-

48 

-

55 

-

47 

Y axis -48 
-

46 

-

37 

-

40 

-

25 

-

46 

-

54 

Z axis -40 
-

36 

-

28 

-

45 

-

23 

-

45 

-

41 

 
 

three axes, the fault characteristic frequency components 

in the Z-axis often have the highest amplitudes, and the 

position angle of the outer race failure has little effect on 

this fact. 

Hence, when only the monitoring of the bearing status 

matters, usage of vibration sensor across all directions is 

not necessary and by monitoring the vibration of 

equipment along the Z-axis, the health or damage of the 

bearing can be reliably ensured. According to this result, 

it should be noted that all results in next subsections are 

measured on the Z-axis. In addition, it is observed that 

the fifth multiples of the characteristic frequencies (5fo 

and 5fi) have the maximum amplitude. Therefore, 5fo and 

5fi frequencies can be harnessed for detecting the faults 

when the magnitudes of other related frequencies are 

rather low. 

4. 2. Inner Race Fault       In this subsection, the 

experimental results related to the inner race fault are 

investigated. Figure 10 demonstrates the frequency 

spectrum of the motor vibration under the healthy 

condition as well as the bearing inner race fault condition 

at the constant temperature of 50°C, hole diameter of 2-

mm and no load. The related characteristic frequency of 

the vibration along with its integer multiples are marked 

with red arrows. Each of these frequencies can be used 

for the inner race fault detection, so they are called the 

fault indicator frequencies. 

The amplitudes of the frequencies in the healthy 

condition as well as the inner race fault of the induction 

motor for different loading is presented in Table 5. 

According to this table, apart from the 7fIR frequency, 

other frequencies in the defective bearing showed a 

significant increase compared to their corresponding 

value in the healthy condition. This fact confirms their 

high sensitivity to the bearing defect. Table 5 also 

indicates that the amplitudes of the frequencies vary 

slightly with changing the load level; however, the 

loading has the lowest effect on the 5fIR and 6fIR 

frequencies. 

In the second stage, the influence of temperature on 

the frequency amplitudes produced by the inner race fault 

is examined. Thus, vibration sampling is performed at of 

30°C, 50°C and 75°C temperatures with constant load 

(1.5 Nm) and hole diameter (2 mm). The vibration 

frequency amplitudes attained in this stage are presented 

in Table 6. What stands out from this table is that the 

temperature changes have minimal impact on the 

amplitudes of the frequencies. 
 

 

 
(a) 

 
(b) 

Figure 10. The vibration frequency spectra of induction 

motor at no load: (a) healthy condition, (b) inner race fault 

condition at 50°C and a hole diameter of 2-mm  
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In the third stage, the effect of the bearing fault severity 

is studied. To this end, the vibration frequencies are 

analyzed in the inner race fault condition with various hole 

diameters of 2 mm, 3 mm, 4 mm, and 5 mm at a constant 

load of 1.5 Nm and a constant temperature of 50°C. The 

results obtained for the vibration frequency amplitudes are 

demonstrated in Table 7. It can be seen that there is not any 

stable increase or decrease in amplitudes and hence they 

showed fluctuation. Consequently, while the frequency 

amplitudes represent the bearing failure, the level of failure 

cannot be exactly estimated using them. 
 

4. 3. Outer Race Fault           In this subsection, the study 

results are presented for the outer race fault. Figure 11 

illustrates the frequency spectra of the motor vibration 

under the outer race fault with 2 mm hole diameter, 50°C 

 

 

TABLE 5. The vibration frequency amplitudes for inner race fault at the constant temperature of 50°C, fixed hole diameter of 2 mm 

and different load levels (dB) 

4.5 N.m 3 N.m 1.5 N.m No-load Frequency 

component Faulty Normal Faulty Normal Faulty Normal Faulty Normal 

-49 -74 -55 -73 -50 -62 -50 -64 fIR 
-47 -72 -49 -75 -46 -77 -48 -77 2fIR 

-33 -72 -39 -70 -37 -82 -38 -82 3fIR 

-38 -75 -30 -73 -40 -70 -37 -84 4fIR 

-50 -70 -56 -81 -56 -74 -53 -81 5fIR 

-62 -71 -63 -72 -62 -79 -64 -76 6fIR 

-70 -74 -70 -75 -70 -87 -71 -82 7fIR 

 

 
TABLE 6. The vibration frequency amplitudes for inner race 

fault at a constant load of 1.5 N.m, fixed hole diameter of 2mm 

and various temperatures (dB) 

Frequency 

component 
30O  C 50O  C 75O  C 

fIR -50 -50 -48 

2fIR -47 -46 -47 

3fIR -37 -37 -36 

4fIR -36 -40 -37 

5fIR -55 -56 -55 

6fIR -61 -62 -61 

7fIR -70 -70 -69 

 

 

TABLE 7. The vibration frequency amplitudes of inner race 

fault at the constant temperature of 50°C, a constant load of 1.5 

N.m and different hole diameters (dB) 

Frequency 

component 
2 mm 3 mm 4 mm 5 mm 

fIR -50 -34 -40 -32 

2fIR -46 -46 -37 -39 

3fIR -37 -35 -29 -30 

4fIR -40 -60 -40 -35 

5fIR -56 -76 -57 -56 

6fIR -62 -65 -60 -52 

7fIR -70 -55 -57 -57 

 
(a) 

 
(b) 

Figure 11. The vibration frequency spectra of induction 

motor under 1.5 Nm load torque: (a) healthy condition, (b) 

outer race fault condition at 50°C with 2 mm hole diameter  

 

 

temperature of and 1.5 Nm load torque. The 

characteristic frequency fOR and its integer multiples are 

distinguished by red arrows. 

Table 8 demonstrates the frequencies amplitudes in 

the healthy condition as well as the outer race fault 
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condition under various loading. It is clear that the 

amplitudes of various frequencies in the outer race fault 

condition significantly increased in compare to the 

healthy condition. Moreover, the amplitudes of these 

frequencies are more stable than the inner race fault 

condition against the changes of load level especially for 

2fOR and 3fOR. 

Similar to the previous subsection, the temperature 

influence on the amplitudes of the frequency indicators is 

considered. The motor vibration is sampled at a 2 mm 

hole diameter, a constant load of 1.5 Nm and a variety of 

temperatures including 30°C, 50°C and 75°C. The results 

attained for the frequency amplitudes are demonstrated 

in Table 9. According to this table, the temperature 

variation has minor effect on the amplitudes. 

In the last stage, the impact of the fault severity is 

investigated, so the experimental tests are performed at 

1.5 Nm load torque, 50°C and different hole diameters 

of2 mm, 3 mm, 4 mm, and 5 mm. The frequency 

amplitudes attained in this stage are presented in Table  
 

 

TABLE 8. The vibration frequency amplitudes for outer race fault at the constant temperature of 50°C, fixed hole diameter of 2mm 

and different loads (dB) 

4.5 N.m 3 N.m 1.5 N.m No-load Frequency 

component Faulty Normal Faulty Normal Faulty Normal Faulty Normal 

-30 -54 -34 -57 -28 -57 -29 -81 fOR 
-50 -62 -51 -64 -50 -65 -49 -75 2fOR 

-62 -72 -60 -74 -60 -73 -60 -78 3fOR 

-56 -71 -55 -60 -57 -84 -52 -81 4fOR 

-48 -71 -44 -71 -45 -70 -47 -70 5fOR 

-44 -70 -45 -71 -45 -65 -47 -73 6fOR 

-47 -69 -50 -76 -50 -73 -54 -67 7fOR 

 

 
TABLE 9. The vibration frequency amplitudes of outer race 

fault at a constant load of 1.5 Nm, fixed hole diameter of 2-mm 

and various temperatures (dB) 

 30O  C 50O  C 75O  C 

fOR -30 -28 -31 

2fOR -50 -50 -51 

3fOR -59 -60 -60 

4fOR -54 -57 -55 

5fOR -45 -45 -45 

6fOR -46 -45 -45 

7fOR -51 -50 -50 

 

 
TABLE 10. The vibration frequency amplitudes of outer race 

fault at the constant temperature of 50°C, a constant load of 1.5 

Nm and different hole diameters (dB) 

 2 mm 3 mm 4 mm 5 mm 

fOR -28 -25 -27 -10 

2fOR -50 -35 -38 -28 

3fOR -60 -47 -49 -45 

4fOR -57 -40 -45 -55 

5fOR -45 -33 -42 -37 

6fOR -45 -37 -38 -31 

7fOR -50 -42 -45 -41 

10. It can be found that the amplitudes of the frequency 

indicators fluctuate with increasing the the fault intensity 

and hence there is not any uniform increase or decrease.  

 

 

 
(a) 

 
(b) 

Figure 12. The vibration frequency spectra of induction 

motor under 3 Nm load torque: (a) healthy condition, (b) ball 

fault condition at 50°C with 2 mm hole diameter 
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Therefore, frequency indicator amplitudes may guide 

fault detection but the level of failure cannot be analyzed 

using them. 
 
4. 4. Ball Fault       In this subsection, the experimental 

study results for the ball fault in the bearing of the 

induction motor is presented. Figure 12 shows the 

frequency spectra of the motor vibration for the ball fault 

at a 2 mm hole diameter, 50°C and 3 Nm load torque. The 

red arrows are used to indicate the characteristic 

frequency fBF and its integer multiples. Table 11 

represents the vibration frequency amplitudes of the ball 

fault under various loads. According to Table 11, the 

amplitudes of the frequency indicators rapidly raised in 

compare to the healthy condition. Therefore, the 

indicators are useful for detecting the fault. The load 

variation shows a small effect on the amplitudes and it 

can be seen the influence is about ±1 dB for  fBF and 4fBF, 

so, these frequencies are more stable against the load 

variations. 

Similar to the frequency indicators of the inner race 

and outer race faults, the study showed that the ball fault 

related frequncy amplitudes have little sensitivity to the  

temperature variations. It should be noted that the 

creation of a bigger hole on the ball is so difficult due to 

its small size. Therefore, the experimental results 

regarding variation of the ball fault sesverity are not 

presented.  

 

4. 5. Chain Fault         The results related to the chain 

fault are presented in this subsection. Figure 13 shows the 

frequency spectra of motor vibration under the chain 

rupture condition at 50°C for different loads. The 

characteristic frequency of the chain fault along with its 

some integer multiples are distinguished by red arrows. 

However, some of the frequencies have rather small 

amplitudes. Table 12 gives exact amplitudes of the three 

strong frequencies at the healthy state and the chain fault 

condition. As seen, the amplitudes are increased in 

comparison to the healthy condition, so these frequencies 

can be used for the fault detection. The load changes have 

some impact on the frequency amplitudes but not the 

temperature changes. 

 

 
TABLE 11. The vibration frequency amplitudes for ball fault at the constant temperature of 50°C, fixed hole diameter of 2 mm and 

different loads (dB) 

4.5 N.m 3 N.m 1.5 N.m No-load Frequency 

component Faulty Normal Faulty Normal Faulty Normal Faulty Normal 

-57 -64 -55 -59 -54 -70 -55 -70 fBF 
-47 -54 -46 -53 -51 -64 -40 -62 2fBF 

-42 -56 -47 -74 -43 -76 -44 -58 3fBF 

-58 -66 -56 -76 -58 -66 -58 -79 4fBF 

-64 -72 -62 -70 -59 -76 -61 -78 5fBF 

-51 -70 -55 -73 -53 -85 -55 -77 6fBF 

-56 -67 -53 -76 -56 -75 -57 -85 7fBF 

 

 

 
(a) 

 
(b) 

Figure 13. The vibration frequency spectra of induction 

motor under 4.5 Nm load torque: a) healthy condition, (b) 

chain fault condition at 50°C 
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TABLE 12. The vibration frequency amplitude for the chain fault at the constant temperature of 50°C and different loads (dB) 

4.5 N.m 3 N.m 1.5 N.m No-load Frequency 

component Faulty Normal Faulty Normal Faulty Normal Faulty Normal 

-48 -70 -49 -65 -51 -81 -58 -81 fCF 
-52 -64 -50 -59 -44 -73 -46 -70 5fCF 

-51 -67 -41 -65 -31 -75 -45 -65 7fCF 

 
 
5. CONCLUSION  
 
The results attained through comprehensive experimental 

tests for healthy bearing as well as faulty ones 

demonstrate that for every bearing fault types, including 

the inner race fault, the outer race fault, the ball fault, and 

the chain fault, some specific frequencies appear in the 

motor vibration spectrum. These frequency indicators  

can be used for the fault detection. Further analysis 

confirms that for saving time as well as cost, vibrations 

amplitude can be measured only along the axis 

perpendicular to the motor installing surface, i.e. the Z-

axis. This is because, regardless of the type and position 

of the fault, the related frequency amplitudes of the 

vibration usually have higher amplitudes along the Z-

axis. In general, the temperature and load changes have 

minimal influence on the magnitudes of the frequency 

indicators. However, the amplitude of these frequencies 

vary with changing the fault severity. 
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Persian Abstract 

 چکیده 
در    ییموتور القا  یوب ع  یصاست. تشخ  افتهیشیافزا  یتوجهطور قابلآن به  یتمختلف، الزامات نظارت بر وضع   یعدر صنا (IM) ییاستفاده گسترده از موتور القابا توجه به  

  یاتاقان  یاز خطاها ی ناش ییموتور القا یهایاز خراب یی. درصد بالاشودی م یهنگفت  یامر باعث خسارات مال  ینعدم توجه به ا یرااست ز یزمان کوتاه و با دقت بالا ضرورمدت 

. ابتدا جهت مناسب  رودی به کار م   ی القاییهاینگ موتوربلبر  یوب مع   یهااعتماد در نظارت بر حالت قابل  یهاشاخص به دست آوردن    یارتعاش برا  سیگنال   مقاله،  ین ا  در   .است

محور عمود بر سطح   یعنی،  Zمحور    دادفرکانس ارتعاش مربوط به خطا در امت  یهاکه معمولاً مؤلفه  دهدی نشان م  لیوتحلهیتجز  ین. اشودی م  یلارتعاش تحل  یریگاندازه  یبرا

 یوهای ارتعاش در سنار یگنالبا س  یاتاقان یخطا یتورینگ شود. سپس، مان ی ریگاندازه Zارتعاش در محور   یگنالس شودی م یهتوص ین،اندازه را دارند. بنابرا یشتریننصب موتور، ب

بر  قابل توجه  یر بار موتور حساس نبوده اما شدت خطا تأث ییرتغ  ین مانند دما و همچن یطیمح امترهایارتعاش به پار یهاکه شاخص  دهدی نشان م یج. نتاشودی م ی مختلف بررس

 دارد. هاآن یرو
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A B S T R A C T  
 

 

Aluminium-copper alloys have a wide range of industrial applications especially in military vehicles, 
rocket fins and aerospace. Solidification plays a vital role in controlling the mechanical and tribological 

properties, and influencing the microstructure of metallic alloys in general and aluminium alloys in 

particular. Therefore, the researchers have made many efforts to figure out the solidification behaviour 
of Al-Cu alloys. Despite all these endeavors, however, the behavior is not yet fully understood. This 

research aims to investigate the effect of cooling rate on the microstructure, mechanical and tribological 

properties of aluminium-copper cast alloys (Al-Cu alloys) under dry sliding conditions. Four cooling 
rates were achieved by using four various steel moulds made of different thicknesses and one of them 

was surrounded with green sand, to get a lower cooling rate, with the same respective mould hole 

geometries. The microstructure results showed that the grain size increases with decreasing the cooling 
rate. While the hardness increased largely due to the refinement of the microstructure. Finally, it was 

concluded that the wear rate increases with decreasing the cooling rate, and that is due to the reduction 

in hardness.    

doi: 10.5829/ije.2021.34.08b.23

 

NOMENCLATURE 

𝑉  Linear sliding speed (m/min) 𝑡  Running time (min) 

𝑟  Distance between the center of sample to the centre of the disc (m) 𝑊𝑟  Wear rate 

𝑛  Disc rotational speed (RPM) Greek Symbols 

𝑆  Total Sliding distance (cm) 𝜌  Density (g/cm3) 

 
1. INTRODUCTION 
1 
Aluminium and copper alloys are characterized by high 

strength, lightweight, resistance to high temperature, and 

high ductility which made them very important alloys in 

many industries such as military and aircraft industries as 

well as in transport applications and lightweight 

construction. Where high strength and ductility are 

highly needed in such kinds of applications [1]. 

Therefore, the mechanism of precipitation hardening in 

wrought and cast binary Al-Cu alloys is well understood 

and extensively recorded in the literature. Copper 

 
*Corresponding Author Institutional Email: 

dlair.o.ramadan@epu.edu.iq (D. O. Ramadan) 

element is considered as a great deposition-strengthening 

in aluminium. Adding copper improves machinability, 

toughness, tensile strength, and creep [2, 3]. Where, 

additions of about 0.05 wt.%. of copper to aluminium 

results in good toughness and high strength alloys after 

subjected to different aging including at elevated 

temperature (artificial aging) or at room temperature 

(natural aging) [4, 5]. Aryshenskii et al. [6] studied the 

recrystallisation process in aluminium alloys.    

It is well known that the microstructure of the 

material has a significant effect on the mechanical 

properties, where decreasing the grain size leads to 
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improve mechanical properties, such as ductility and 

hardness [7] and resistance to corrosion [8]. In addition, 

decreasing in the size of the grains results in reducing the 

interface between the matrix and the phases and gives rise 

to a uniform distribution of solute components as well [9, 

10]. The distribution of solute elements, supersaturated 

solid solution degree, morphologies of the secondary 

phases and the grain size are all affected by the rate of 

cooling [11]. The influence of cooling rate on the 

microstructure and properties of various alloys has been 

investigated previously using different experimental 

techniques for the design of high-efficiency materials 

[12]. Padmanabhan and Prabhub [13], studied the effect 

of cryogenic treatment on the mechanical and 

microstructure of different grades of aluminium. They 

found that the hardness increased with cryogenic coolant. 

Moulds of iron with different thicknesses, (5-50 mm), 

were made to get various cooling rates namely (2.3, 3.4, 

9.8, and 24.1 Kelvin per second) [2]. The solidification 

rate has the greatest impact on the strength and the 

internal quality of the materials. Furthermore, it has an 

inverse relationship with the microstructure where 

increasing the solidification rate produces a refined 

microstructure [14,15]. Enhancing the mechanical 

properties of aluminium alloys that are susceptible to heat 

treatment is another advantage of refining the 

microstructure since the particles are smaller and need 

less time to dissolve during the heat-treating process [2, 

5, 16]. Therefore, the aim of this study is to investigate 

the influence of cooling rate on the mechanical, 

microstructure, and the tribological properties of 

aluminium-copper cast alloys (Al-Cu alloys) under dry 

sliding conditions.    

2. EXPERIMENTAL WORK 
 
In this study, aluminium with a weight ratio of 95.5% was 

cast with copper with a weight ratio of 4.5 %. The purity 

of both materials was 99.9%. A digital scale was used for 

determining the weight of the materilas. Tables 1 and 2 

summarized the chemical compositions of pure 

aluminium and pure copper, respectively. 

Aluminium without additives was put in a preheated 

crucible by using an electrical furnace of maximum 

temperature 1200oC. The aluminium was heated to 750oC 

and kept at this temperature for half an hour to ensure the 

homogeneity. Then, the copper was poured on the 

molting aluminium with fast continuous stirring by using 

a graphite rod, then  poured into the four different 

permanent steel moulds with three different thickness  

range as shown in Figure 1.  

The temperatures of inside the moulds were recorded 

using a thermocouple (K- type) with a range of (20-

1400oC). The four cast specimens have the same 

dimensions which is 10 mm in diameter and length of 110 

mm. The samples were prepared according to the required 

test including hardness, wear and micrsotructure. The 

following sections describe in detail how the samples 

prepared for each of the tests. Figure 2 shows the pouring 

process of the Al-Cu alloy inside the four different 

moulds. 

 

2. 1. Hardness Test          The preparation procedure 

included cutting each specimen into three parts using a 

handsaw, each with dimension (10 mm diameter and 10 

mm length), for hardness and microstructure test. The 

 

 
TABLE 1. Chemical composition of pure aluminum [17] 

Elements Fe Si Mn Cu Mg Zn Ti Zn Na Al 

Weight % 0.09 0.05 0.001 0.005 0.004 0.008 0.004 0.008 0.005 balance 

 

 
TABLE 2. Chemical composition of pure copper [18] 

Elements Sn P Mg Zn Pb Se Cu 

Weight % 0.001 0.02 0.002 0.002 0.001 0.001 balance 

 

 

 
(a) A schematic of the moulds 

 
(b) The first three moulds    
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(c) The fourth mould which surrounded with green sand 

Figure 1. A schematic and photographs of the utilized 

different moulds 
 

 

 
Figure 2. Pouring the alloy inside the moulds 

 

 

hardness tests were carried out according to ASTM E10-

18 standard. The cast alloys were tested using a Brinell 

hardness tester. 
 

2. 2. Microstructure Test          The microstructural 

features of Al - Cu cast alloys were investigated using an 

optical microscope. To reduce the influence of the 

externalities on the specimens, the microstructure 

samples were taken between the mould wall and the 

centre of the mould. The microstructure samples were 

applied to a mechanical grind using wet emery papers 

with different grades of grit including 600, 800, and 1200 

grits. For further surface finishing the grinded specimens 

were polished with a light cloth. To reveal the boundary 

conditions, the samples were etched, using a solution 

which prepared according to the ASTM E407 standard 

with (3 ml of Hydrochloric acid (HCl) + 5 ml of Nitric 

acid (HNO3) + 2 ml of Hydrofluoric acid (HF) + 190 ml 

of distilled water] for 10 seconds [19]. 
 
2. 3. Wear Test           In this study, a pin-on-disc 

tribometer was used to evaluate the wear behavior of Al 

– Cu alloys at dry conditions. The casting specimens 

were prepared, for wear test, according to the ASTM 

G99-05 standard. The specimens' weight were measured 

before conducting the wear test using a digital scale 

having the least count of 0.1 mg. The wear tests were 

conducted at dry conditions under the dead weights of 10 

N and a constant time of 5 min, and linear velocity of 

626.74 m/min on the counter-face. The wear losses were 

calculated by measuring the difference between the 

weight of the specimens before and after the wear tests. 

An emery paper with a grit size of 1200 was used before 

the test to polish the contact surfaces of the test 

specimens. 
The linear sliding speed (V) was calculated using 

Equation (1): 

𝑉 = 2𝜋𝑟𝑛 (1) 

where r is the distance between the centre of the sample 

to centre of the disc which is equal to 0.07 m, and n is the 

rotational speed which is equal to 1425 RPM.  

Equation (2) shows how the total sliding distance is 

calculated.    

𝑆 = 𝑉 × 𝑡 (2) 

where S is the total sliding distance in cm, and t is running 

time in minute. The wear rate was calculated using 

Equation (3). 

𝑊𝑟 = ∆ 𝑊 ⁄ 𝜌 × 𝑆 × 1000 (3) 

where 𝜌 is the aluminium density (𝜌𝐴𝑙 = 2.7 𝑔 𝑐𝑚3⁄ ), 

∆ 𝑊 is difference in weight of the sample before and after 

testing (See Equation (4)).     

  ∆𝑊 = 𝑊° − 𝑊1 (4) 

 
 

3. RESULTS AND DISCUSSION   
 
3. 1. Cooling Rates for Mould Castings         Figure  

shows the relation between the temperature and time for 

the various moulds utilized in this study. The rapid drop 

in the temperature of the castings from (750-400)°C with 

an approximate duration of (60 seconds) is due to the 

very low temperature of the moulds inner wall surfaces, 

which were equal to room temperature. Hence the heat 

transfer from the poured Al-Cu castings toward the wall 

of the moulds will be with the rapid manner and because 

the moulds were made of steel, therefore, the heat transfer 

from the wall of the mould outward to the surrounding 

environment will also become rapidly, by continuity of 

the heat transfer process the moulds wall temperature will 

increases while the temperature of the castings will 

decreases, accordingly the differences between the two 

temperatures will be lower. From this point of view, the 

cooling rate will become slower with time. This action 

will affect the relation between temperature drop and 

required time. Thereafter in order to reach the moulds 

wall temperature to room or near room temperature, this 
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Figure 3. The relation between casting temperature and time 

for different wall thicknesses 
 

 

will actually take place after prolonged time as explained 

at the lower portion of the cooling curves shown in Figure 

2; particularly when the temperatures of moulds wall 

become less than 400°C. A digital camera and a 

thermocouple (K-type) were used to record the data of 

temperature changes during the solidification of the 

castings. It was then noticed that after (400°C), the 

temperature drop became gradually and data of the 

temperature detection and record can be performed by 

naked eye until it reaches room temperature. and the 

cause of rapid drop in temperature degree is due to using 

a mould casting material carbon steel in the experiment, 

and this what was proved by the researcher [20].  

Figure 4 presents the cooling rates for Al-Cu castings 

poured in different used moulds at different temperature 

ranges including (640 to 200)°C, (640 to 150)°C, (640 to 

100)°C and (640 to 50)°C. It is clearly shown that the 

cooling rates of the thinnest steel mould were greater at 

all temperature ranges listed above. While the cooling 

rates of the composite mould were the lowest at all 

temperature ranges listed above as shown in Figure 3. 

The cooling rates of the other steel moulds were 

decreased continually with an increase in the moulds wall 

thickness. It is important to note that the trend of the 

cooling rate decrease occurred with the highest manner 

 

 

 
Figure 4. The relation between cooling rate and moulds type 

for all used moulds at the temperature range (640 to 

200)°C when compared with the three other temperature 

ranges. This result indicates that two cooling rate 

temperature ranges  (640 to 200)°C and (640 to 150)°C 

have the most important effect on the microstructure, 

hardness, and wear resistance of the Al –Cu alloy because 

of their minimum temperatures (200 and 150) °C are near 

to the recrystallization temperature of the alloy which is 

approximately 122°C.   

 
3. 2. Metallographic Examinations           The 

nucleation rate and the growth rate are the two most 

significant parameters that affect grain size. The rate of 

nucleation relies on the melting undercooling below the 

liquids and on the amount of energy required for the 

creation of a new phase structure. In this study, four 

moulds, made of steel with different wall thicknesses, 

were used to get different cooling rates. The results reveal 

that the cooling rate increases with decreasing the wall 

thicknesses of the steel moulds, as shown in Error! 

Reference source not found.. This phenomenon is due 

to refining the grain size α- phase of ( Al) and dark grains 

of (Cu Al2) [10], and also can observe the grain size 

increase with decreasing the cooling rate as shown in 

Figure -8. This finding was also reported by the other 

researcher [19]. 

 
3. 3. Hardnees Results                Figure 9 shows the 

variation of hardness with the steel mould types. The 

results showed that the hardness decreased as cooling 

rates decreased. It is likely that this is attributed to the 

grains size which is significantly affected by the cooling 

rate, where the size of the grains increases, thus 

decreasing the hardness, with decreasing the cooling rate. 

These results are in agreement with data reported in 
 
 

 
Figure 5. Microstructure of aluminium-copper alloys casted 

in steel moulds with wall thicknesses (10 mm) 
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Figure 1: Microstructure of aluminium-copper alloys cast in 

steel mould with wall thicknesses (15mm) 

 

 

 
Figure 7. Microstructure of aluminium-copper alloys cast in 

steel mould with wall thicknesses (35mm) 

 

 

 
Figure 8. Microstructure of aluminium-copper alloys casted 

in steel mould with wall thicknesses (35mm).  surrounded 

with green sand grains 
 

 

literature [8, 10, 12]. The amount of heat dissipated from 

the first mould (Mould No. 1) is more than that dissipated 

from the other moulds (i.e. Moulds No. 2, 3 and 4). The 

grains size in the moulds which are relatively fast heat 

dissipated are more smaller than the other moulds and 

this caused increasing in hardness as shown in Figure 9. 

The results also reveal that the hardness of the first 

mould, which is the thinner, is about (83 Brinell hardness 

(BHN)) and that it relatively decreases with cooling rate. 

While the hardness in the thicker mould (Mould No. 4), 

which was surrounded with green sand grains, is about 

(73 BHN), and this what was proved by the other 

researcher [8], all these hardness numbers are in the range 

as reported in the literature [21].  

 
3. 4. Wear Results          The wear results reveal that the 

cooling rates are reversible in proportion with the wear 

rates, where the wear rate of the specimen number (1) 

(see Figure 10) was minimum (about 2.36*10-8 cm3*cm-

1) while the wear rate of the specimen number (2) which 

cast in the medium mould increased (about 3.5*10-8 

cm3*cm-1) and specimens (3 and 4) have the maximum 
 

 

 
Figure 9. Brinell hardness (BHN) of the different specimens 

in different steel moulds.(1: Wall thickness=10 mm, 2: Wall 

thickness=15 mm, 3: Wall thickness=35 mm and 4: Wall 

thickness=35 mm surrounded with green sand grains) 

 

 

 
Figure 10. The relation between Wear rate with the cast 

specimens in different moulds (1: Wall thickness=10 mm, 2: 

Wall thickness=15 mm, 3: Wall thickness=35 mm and 4: 

Wall thickness=35 mm surrounded with green sand grains) 
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wear rate ( about 4.6*10-8 cm3*cm-1) and (7*10-8 cm3*cm-

1), respectively. These results are due to the using low 

cooling rates, and the weight loss is due to mechanical 

wear at linear speeds of 626.74 m/min. The wear 

resistance increase for specimen cast in thin thickness 

wall mould (10 mm) this is the expected trend as it is 

supposed to increase wear resistance of specimen cast in 

steel mould with increasing of hardness, as shown in 

Figure 9. The wear resistance of cast alloys decreased 

gradually with increasing the wall thickness of the steel 

mould (2 and 3), especially steel mould which 

surrounded with sand grains (4) which means decreasing 

of the cooling rate due to increasing the wear, and these 

results are in agreement with the other researchers 

findings [21, 22]. 

 

 

4. CONCLUSION 
 
The aim of the present research was to examine the effect 

of cooling rates on the tribological behaviour of Al-Cu 

alloys, namely the wear resistance. In addition, its effect 

on the hardness and microstructure have been examined 

as well. Four moulds of steel with the same length and 

diameter but varying thicknesses were made to attain four 

different cooling rates. The following conclusions can be 

drawn from the present study: 

1. The cooling rate of the mould, particularly the 

composite mould, reduced as the wall thickness of 

the mould increased. 

2. The grain size increased with decreasing the cooling 

rate.  

3. The wear rate increased with an increase in the wall 

thickness of the mould, while the hardness 

decreased. 
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Persian Abstract 

 چکیده 
و    ی کیبولوژیو تر ی کیدر کنترل، خواص مکان  یو هوافضا دارند. انجماد نقش مهم یباله موشک ،ینظام  هینقل  ل یدر وسا ژهیدر صنعت به و ع یمس کاربرد وس - ومینیآلوم یاژهایآل

صورت  Al-Cu یاژهایجهت کشف رفتار انجماد آل  یاریبس  قات یرو، تحق  نی)به طور خاص( دارد. از ا  ومینیآلوم  یاژهای( و آلی)به طور کل یفلز  یاژهایآل  زساختاری بر ر  ریتأث

  ی کیبولوژیو تر  یکیخواص مکان  زساختار،یبر ر  یخنک ساز  زانیم  ریتأث  یمقاله، بررس  نیرفتار همچنان درک نشده است. هدف از ا نیتلاش ها، ا  نیگرفته است. با وجود همه ا

متفاوت به دست   های¬مختلف با ضخامت یبا استفاده از چهار قالب فولاد یخنک ساز زانیاست. چهار م ریخشک متغ  طیدر شرا  (Al-Cuیاژهایآل) مس ومینیآلوم یاژهایآل

 ، ینشان داد که با کاهش سرعت خنک ساز  زساختاریر  جیداشته باشد. نتا  کسانیبا سوراخ    تری¬نییپا  یاز آنها با ماسه سبز احاطه شده بود تا سرعت خنک ساز  یکیآمد و  

  افته ی  شیافزا  شیسا  زانیشد که با کاهش سرعت خنک کننده، م  یریگ  جهی. در آخر نتشودیم  ادیز  زساختاریر  هیتصف  لیبه دل  شتریب  یکه سخت  یدر حال  ابد؛ی  یم  شیافزااندازه ذره  

 .است یکه علت آن، کاهش سخت
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A B S T R A C T  
 

 

Due to the cursive-ness and high variability of Persian script, the segmentation of handwritten words 

into sub-words is still a challenging task. These issues could be addressed in a holistic approach by 

sidestepping segmentation at the character level. In this paper, an end-to-end holistic method based on 
deep convolutional neural network is proposed to recognize off-line Persian handwritten words. The 

proposed model uses only five convolutional layers and two fully connected layers for classifying word 

images effectively, which can lead to a substantial reduction in the required parameters. The effect of 
various pooling strategies is also investigated in this paper. The primary goal of this article is to ignore 

handcrafted feature extraction and to attain a generalized and stable word recognition system. The 

presented model is assessed using two famous handwritten Persian word databases called Sadri and 
IRANSHAHR. The recognition accuracies were obtained at 98.6% and 94.6%, on Sadri and 

IRANSHAHR datasets respectively, and outperformed the state-of-the-art methods. 

doi: 10.5829/ije.2021.34.08b.24 
 

 
1. INTRODUCTION1 
 
Handwriting recognition refers to the process of 

converting handwritten images into their corresponding 

editable files [1, 2]. Unlike printed texts, due to 

significant changes in writing style and shape, the skew 

or slant automatic handwritten text recognition is still a 

debatable subject in the pattern recognition and computer 

vision community  [1].  Handwriting recognition has 

several applications such as bank cheque processing [3], 

the recognition of notes [4, 5], postal address recognition 

[6] and historical documents [7, 8] in various scripts 

including Indian, Chinese, Latin, Arabic, and Persian. 

Compared to Latin/Roman, Chinese and Japanese scripts 

in which texts are written separately, in Persian script, the 

texts are usually written cursively, which further 

complicates the recognition process [9].  

Handwritten recognition methods are divided into 

two major groups: on-line and off-line methods [10]. 

While on-line recognition depends on pen movement 

coordinates and the pen trajectory of the letter,  off-line 

recognition is based on the analysis of the text image [1].  

Also, there are two methods for word recognition: 

 

*Corresponding Author Institutional Email: a.zohrevand@kub.ac.ir  

(A. Zohrevand) 

segmentation-based and holistic methods [11]. In the 

segmentation-based, an input image is segmented into 

different sets of sub-words, and the word is recognized 

by its constituent units. In the holistic approach, however, 

an input image is recognized by its shape as a whole. 

Recently, Convolutional Neural Network (CNN) models 

have been widely used in various computer vision 

applications such as image segmentation, image 

classification, object detection and recognition due to 

their capability to directly extract high-level features 

from images [12]. In this article, attempts have been 

made to design a CNN model for holistic Persian off-line 

handwritten word recognition.   

To the best of our knowledge, despite the excellent 

performance of CNN in a variety of computer vision 

applications, the use of CNN models for the holistic-

based Persian off-line handwritten word recognition has 

received scant scholarly attention. Therefore, this study 

uses a novel CNN model to recognize Persian 

handwritten words. The main contributions of this article 

are as follows:  

• Inspiring by  [1],  this paper proposed  an end-to-end 

learning architecture that eliminates the need for 
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handcrafted feature extraction in holistic Persian 

off-line handwritten word recognition. 

• Presenting a new Transfer Learning (TL) approach 

for holistic Persian off-line handwritten word 

recognition.  

• Analysing the proposed method on two popular 

Persian handwritten word datasets called 

IRANSHAHR [13] and Sadri [14]. 

• Analysing errors on Sadri dataset for the first time.  

The rest of this paper is formed as follows. Section 2 

reviews the related works about Persian handwritten 

word recognition. The proposed methodology is 

explained in Section 3. Sections 4 presents details of the 

experimental results. Error analysis is described in 

Section 5. Discussion and comparison are presented in 

Section 6. Finally, conclusions and future works are 

explained in Section 7. 

 

 

2. LITERATURE REVIEW 
 

Several important studies have explored the handwritten 

word recognition in Persian script, which are reviewed in 

this section. Dehghan et al. [15] proposed a vector 

quantization method based on Self-Organizing Feature 

Map (SOFM) in order to recognize Persian handwritten 

words. In this work, the contour image of each word is 

scanned from right to left to extract features. SOFM was 

utilized to prepare a codebook and smoothen the 

distribution of observation probabilities. Then, a distinct 

Hidden Markov Model (HMM) was trained on each 

word. The same authors [16] proposed a similar approach 

based on fuzzy C-means. The database used in both 

studies was 198 classes from IRANSHAHR dataset. For 

the first and second methods, the recognition accuracies 

were 65% and 67.2%, respectively. Mozaffari et al. [17] 

proposed a lexicon reduction method based on single, 

double and triple dots. In their approach, the words with 

different dot patterns are discarded prior to the 

classification. This strategy not only enhances accuracy 

but also the accelerate recognition process. As an 

experimental result, a recognition accuracy of 73.61% 

was obtained for 200 classes of IRANSHAHR dataset.  

Broumandnia et al. [18] proposed rotation and scale 

invariant features for the recognition of holistic 

Arabic/Persian handwritten words. In their approach, M-

band wavelet transform was used for features extraction 

and the Mahalanobis distance for classification. The 

experimental results showed a 12% improvement in the 

recognition accuracy on the database provided by 

themselves. Arani et al. [10]  combine the output of Left-

to-Right (LtR) and Right-to-Left (RtL) HMMs to 

recognize Persian handwritten words. In their approach, 

the LtR and RtL drew on complement rules for 

decreasing errors in recognition accuracy. Imani et al. [2] 

used a sliding window that sweeps vertically across a 

word image for the extraction of intensity and directional 

gradient features. The features extracted from each 

window are then coded by the Self Organizing Map 

(SOM). Then, a distinct HMM was trained on each word. 

The recognition accuracy was obtained 69.07% on a 

database that contained 30,000 images from 300 formal 

words [19]. 

Arani et al. [11] extracted three feature groups 

including white-black transition, image gradient, and the 

chain code of contour from the input image. For each 

feature group, a discrete HMM was trained for each 

word. Finally, the outcomes of three HMMs are fused by 

a multilayer perceptron that is responsible for recognition 

classification. The recognition accuracy was obtained 

89.06% on the 200 classes of IRANSHAHR dataset. 

Tavoli at al. [20] proposed new approach for extracting 

appropriate features to recognize Arabic/Persian 

handwritten words. In this method, the input image is 

divided into an n × m strip from which straight lines are 

extracted. Then, based on the location, number, angle, 

and straight line size, some geometrical features are 

extracted. The classification is conducted using the 

Support Vector Machine (SVM). Their proposed 

approach was evaluated on three databases: IBN SINA 

[21], IFN/ENIT [22] for Arabic and IRANSHAHR for 

Persian. Recognition accuracy of the proposed method 

was reported about 67.47, 86.22, and 80.78% for the 

IRANSHAHR, IBN-SINA, and IFN/ENIT dataset 

respectively .  The above works are impressive, but since 

all of them employ manual methods for feature 

extraction, they are known as handcrafted features. The 

success of a recognition system primarily relies on the 

extraction of proper features from the word images. 

Generally, extracting handcrafted features are 

challenging, boring and in some case impossible for 

researchers. The end-to-end learning in the absence of 

handcrafted features is one of the remarkable 

characteristics of the CNN. Therefore, CNN-based 

models can be a good alternative for the recognition of 

Persian handwriting words. 

LeCun et al. proposed the CNN architecture for the 

first time [23]. CNN models have been the subject of 

considerable attention in most computer vision 

applications [24-27]. These families of neural network, 

which fuse classification and feature extraction tasks, are 

intended to recognize images based on their scale, shift, 

and distortions. Safarzadeh et al.  [28] proposed a novel 

approach according to the sequence labeling with CNN 

and Bidirectional Long Short Term Memory (LSTM). In 

this method, in order to ignore the segmentation step in 

segmentation-based methods, a Connectionist Temporal 

Classification (CTC) is used as the cost function. For 

feature extraction, the sequences of feature vectors are 

extracted by CNN model from an input word image. 

Then, the Recuurent Neural Network (RNN) model 

beside CTC cost function is utilized for input sequence 
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labeling as the classification task. According to the 

experimental results, the recognition accuracy was 

obtained 98.8% on the Sadri dataset, which contains 

62,500 images from 125 word classes. Bonyani et al. [29] 

present ensemble method based on various CNN 

architectures for the recognition of handwritten Persian 

letters, digits and words. Specifically, an ensemble of 

various DenseNet [30] architectures and Xception [31] 

were utilized for word recognition. In experimental 

results, the recognition accuracy was reported 98.8% on 

Sadri dataset. These studies are summarized in Table 1. 
 

 

3. PROPOSED METHODOLOGY  
 

The general chart of the presented method is depicted in 

Figure 1. As shown in this figure, the presented approach 

consists of two major parts: preprocessing and training 

the CNN model. The preprocessing details and CNN 

model are explained in the following subsections. 

 
3. 1. Preprocessing            In this paper, two databases 

called Sadri and IRANSHAHR are used.  There are word 

images of various sizes in the two datasets. Also, for 

word images, the region of interest (i.e. handwritten area) 

in each class is different. However, the proposed CNN 

model needs  224×224 images as the input size in the first 

layer. There are several methods for image resizing [14]. 

The simplest one is the resizing of all images to 224×224, 

but applying this  method on all images with different 

sizes may deform structure of handwritten images. Sabzi 

at al. [32] proposed a simple approach for an efficient 

image scaling (resizing). In this approach, all images in 

each dataset are divided into two groups. In the first 

group, images with dimensions smaller than the standard 

size, are only padded with a background pixel. In the 

second group, for images with one or two dimensions 

greater than 224, ratio of the standard size to the bigger 

dimension is calculated, then the height and width of the 

input image are resized according to the ratio. The result 

of image resizing is shown in Figure 2.  As shown in this 

figure, compared to the image resizing by normal scaling 

(middle column), this strategy (right column) does not 

change the structure of input images. 

 
3. 2. Proposed CNN Architecture          Dealing with 

images directly reduces the performance of existing 

neural networks. Thus, a handcraft feature extraction step 
 

 

TABLE 1. Some seminal works on the recognition of Persian handwritten words 

Ref. Method Dataset Recognition method Year 

[15] Self-Organization Map, discrete  HMM IRANSHAHR Holistic 2001 

[16] Fuzzy vector quantization,  discrete HMM  IRANSHAHR Holistic 2001 

[17] Lexicon reduction, discrete HMM IRANSHAHR Segmentation-based 2008 

[18] M-band wavelet transform Private  Holistic 2008 

[10] Fusion of Right-to-Left, Left-to-Right HMMs IRANSHAHR Holistic 2018 

[2] Image gradient, discrete HMM Private Holistic 2014 

[11] Discrete HMM, classifier fusion   IRANSHAHR Holistic 2020 

[20] Statistical features, Support Vector Machine  IRANSHAHR Holistic 2018 

[28] Connectionist Temporal Classification (CTC) , CNN Sadri Holistic 2020 

[29] Various  CNN models Sadri Holistic 2020 

 

 

 
Figure 1. The general diagram for handwritten word 

recognition  

 
Figure 2. Left column(a): original image, Middle column 

(b): Resized image by normal scaling, and right column (c): 

Resized image by [32] 
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is utilized in most conventional approaches [1]. The end-

to-end learning in the absence of handcrafted features is 

one of the remarkable characteristics of the CNN. 

Therefore in this paper, inspired by [1], a CNN model is 

adopted for holistic Persian off-line handwritten word 

recognition.  As far as the authors are concerned, this is 

the first paper to focus on the effectiveness of CNN 

model for holistic recognition of Persian off-line 

handwritten. The architecture of the proposed CNN 

model is depicted in Figure 3.  As can be seen, the 

proposed CNN networks have one input layer, five 

convolutional blocks with corresponding four max-

pooling (𝐿1⋯𝐿4) and one average-pooling in the last 

block (𝐿5) for feature extraction, two fully-connected 

layers (𝐿6 and 𝐿7) for classification, and finally one 

output layer. The details of the proposed architecture are 

listed in Table 2.   

 

 

 
Figure 3. The proposed CNN model for Persian handwritten word recognition. This architecture contains seven layers (𝐿1⋯𝐿7)  

for extracting feature and classification 
 

 

TABLE 2. The details of the proposed CNN model shown in Figure 3 

Layer Name Layer Type No. of Filters Kernel Size Stride Input Features Output Features No. of Parameters 

L1 

Convolution (Conv1) 16 (7×7) (1×1) (1,224,224) (16,218,218) 800 

Batch Normalization --- --- --- (16,218,218) (16,218,218) 32 

RELU --- --- --- (16,218,218) (16,218,218) 0 

Max Pooling (Maxpool1) --- (2×2) (2×2) (16,218,218) (16,109,109) 0 

L2 

Convolution (Conv2) 32 (5×5) (1×1) (16,109,109) (32,105,105) 12,832 

Batch Normalization --- --- --- (32,105,105) (32,105,105) 64 

RELU --- --- --- (32,105,105) (32,105,105) 0 

Max Pooling (Maxpool2) --- (2×2) (2×2) (32,105,105) (32,52,52) 0 

L3 

Convolution (Conv3) 64 (3×3) (1×1) (32,52,52) (64,50,50) 18,496 

Batch Normalization --- --- --- (64,50,50) (64,50,50) 128 

RELU --- --- --- (64,50,50) (64,50,50) 0 

Max Pooling (Maxpool3) --- (2×2) (2×2) (64,50,50) (64,25,25) 0 

L4 

Convolution (Conv4) 64 (3×3) (1×1) (64,25,25) (64,23,23) 36,928 

Batch Normalization --- --- --- (64,23,23) (64,23,23) 128 

RELU --- --- --- (64,23,23) (64,23,23) 0 

Max Pooling (Maxpool4) --- (2×2) (2×2) (64,23,23) (64,11,11) 0 

L5 

Convolution (Conv5) 128 (3×3) (1×1) (64,11,11) (128,9,9) 73,856 

Batch Normalization --- --- --- (128,9,9) (128,9,9) 256 

RELU --- --- --- (128,9,9) (128,9,9) 0 

Average Pooling 

(Avgpool1) 
--- (2×2) (2×2) (128,9,9) (128,2,2) 0 

L6 
Fully Connected (FC1) --- --- --- 512 256 131,328 

RELU --- --- --- 256 256 0 

L7 Fully Connected (FC2) --- --- --- 256 125 32,125 

Totally =  308,541 



2032                         A. Zohrevand and Z. Imani / IJE TRANSACTIONS B: Applications  Vol. 34, No. 08, (August 2021)   2028-2037                                  

 

According to Table 2, in general, the proposed CNN 

consists of 308,541 (≈0.3 million) parameters (weight) 

that must be trained in the training process. It is worth 

noting that the number of layers and characteristics of 

each layer have been adjusted experimentally. As shown 

in Figure 3, feature extraction and classification were 

conducted automatically. The main goal for the presented 

model design is to accomplish the best performance with 

the minimum number of layers.  
 

 

4. EXPERIMENTAL RESULTS  
 

This section explains experimental results after 

introducing the two datasets. All experiments were run 

on a machine with Intel® core i3 - 6300 CPU 

@3:70GHz, 16GB RAM, and NVidia® 1060Ti 6GB 

GPU. The experiments were implemented using 

PyTorch® framework installed on Microsoft® Windows 

10. The back-propagation algorithm beside the Adam 

optimizeris were utilized to train the proposed CNN 

model. The proposed CNN model requires a number of 

hyper-parameters shown in Table 3. It should be noted 

that the hyper-parameter values were adjusted 

empirically. 

 

4. 1. Dataset            In the proposed method, two Persian 

handwritten word datasets including IRANSHAHR and 

Sadri was utilized. The Sadri dataset comprises text, 

dates and numbers, as well as words, numbers, signs, 

letters, and symbols. There are 62,500 words from 125 

word classes in the Sadri dataset, which were collected 

randomly by 500 Persian authors, including 250 males 

and 250 females, of whom 10% were left-handed. 

IRANSHAHR is another dataset that contains 19,583 

word images from 503 names of Iranian cities with 

approximately 38 sample images for each class.  In this 

paper, to compare the proposed method with the state-of-

the art, a subset of 200 out of the 503 city names was 

selected from IRANSHAHR. Figure 4 shows some 

samples of the two datasets. 

 

4. 2. The First Experiment- Sadri Dataset          In the 

first set of experiments, samples of Sadri dataset 

 

 
TABLE 3. Hyper-parameter setting of the proposed CNN 

model 

Hyper-parameter value 

Batch size 200 

Number of epochs  100 

Initial learning rate  0.001 

L2regularization 0.001 

including 62,500 words were divided into three 

categories, 70% (0.7 × 62,500 = 43,750) for training, 

15% (0.15 × 62,500 = 9, 735) for validation and 15% 

(0.15 × 62,500 = 9,735) for testing. Figure 5 shows 

validation accuracy and validation cost in different 

epochs. For comparative investigation, Figure 6 shows 

the confusion matrix of each category for Sadri dataset. 

The rows  and columns denote the 10 first classes in Sadri 

dataset. The last column represents the rest of 125 classes 

in Sadri dataset.    
 

 

 
Figure 4. Several samples of the Persian handwritten word 

database, (a): IRANSHAHR dataset, (b) Sadri dataset 

 

 

 
Figure 5. Performance of the proposed model in different 

epochs on Sadri dataset for validation set, (a) validation cost 

versus the number of epochs, (b) validation accuracy versus 

the number of epochs 

 

 

 
Figure 6. Confusion matrix where rows  and columns 

represent the 10 first classes in each Sadri dataset. The last 

column represents the rest of 125 classes in Sadri dataset 
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4. 3. Effects of Rotation on Performance of the CNN 
Model             This subsection attempts to assess stability 

of The presented CNN model in the presence of rotation 

errors. In this investigation, as shown in Figure 7,  the test 

word samples are rotated in different angles (-15⸰,-10⸰,-

5⸰, 0⸰, 5⸰, 10⸰, 15⸰) and their corresponding recognition 

accuracies are depicted in Figure 8. As can be seen, 

rotation errors affect performance of the proposed model. 

In fact, this experiment shows the proposed model isn’t 

rotation invariant. 

 
4. 4. Effects of Pooling Types on the Proposed CNN 
Model           The size of feature map in CNN is reduced 

by the pooling operation, which is invariant to image 

transformations [1]. Furthermore, research shows that 

pooling operations have a substantial effect on 

performance of the model [1]. The max pooling and 

average pooling are two pooling types widely used for 

designing CNN. Several studies [33] have sought to 

figure out the best one. In this paper, to design the 

proposed CNN, both pooling types have been utilized 

together: four max pooling operations in the first four 
 
 

 
Figure 7. Different levels of rotation error (a) Original 

image, (b) Rotation angle = 5º, (c) Rotation angle = 10º, (d) 

Rotation angle = 15º, (e) Rotation angle = -5º, (f) Rotation 

angle = -10º, (g) Rotation angle = -15º respectively 

 
 

 
Figure 8. Performance evaluation for word images with 

various degrees of rotation 

convolution blocks as well as one average-pooling 

operation in the last convolution block (see Figure 3). 

Performance of the proposed model is evaluated once 

with only max pooling in all five convolution blocks, 

then with only average pooling in all five convolution 

blocks, and the results are listed in Table 4. As depicted 

in this table, compared to the average pooling and max-

pooling strategies alone, the combined max-average 

pooling not only shows higher performance in terms of 

recognition accuracy, but also has fewer trainable 

parameters and training time. 

 

4. 5. The Second Experiment- Transfer Learning 
on IRANSHAHR           Compared to the Sadri dataset, 

IRANSHAHR has smaller samples, approximately about 

38 samples per class. In this subsection, two approaches 

are used. First, the proposed CNN model is trained from 

scratch on IRANSHAHR dataset, then the Transfer 

Learning (TL) approach is used [34]. TL aims to leverage 

knowledge from a related domain (called source domain) 

to improve learning performance in a target domain, 

when there is a small number of labeled training data in 

the target domain. In fact, due to the over-fitting 

phenomenon, it is not common to train the CNN model 

from scratch on a small dataset. Instead, the CNN model 

is trained on a richer dataset (i.e. Sadri), and then the 

trained model is fine-tuned on a small dataset (i.e. 

IRANSHAHR). So in this experiment, the trained CNN 

architecture on Sadri dataset was considered as the 

backbone network. Then, the backbone network was 

fine-tuned on IRANSHAHR by re-training only the last 

two layers (𝐿6 and 𝐿7 in Figure 3). In the two experiments 

of this sub-section, samples of IRANSHAHR dataset are 

divided into three categories, 70% (0.7 × 19,583 = 

13,708) for training, 15% (0.15×19,583 = 2,938) for 

validation and 15% (0.15×19,583 = 2,938) for testing. 

Figure 9 shows validation accuracy and validation cost in 

different epochs of the two approaches.  As depicted in 

this figure, when training from scratch, the CNN network 

weights are randomly initialized, so the learning process 

shows a fluctuating behavior. In contrast, in the TL 

approach, CNN weights in the target domain are 

initialized based on the trained network’s weights in the 

source domain. Thus, this initialization strategy triggers  

 

 
TABLE 4. Evaluations of Different pooling types 

Pooling Type 
Training Time 

(minute) 

# of Trainable 

Parameters 

Test Accuracy 

(%) 

Top 1 Top 5 

Max-pooling 181.3 701,757 98.6 99.8 

Average-

pooling 
183.4 308,541 97.9 99.8 

Max-average 

pooling 
175.1 308.541 98.6 99.8 
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Figure 9. Performance of the proposed model in different epochs on IRANSHAHR dataset,  (a): cost value versus the number of 

epochs, (b): validation accuracy versus the number of epochs for validation set 

 
 
a smoother behavior in the learning process. This 

difference is clearly shown in Figure 9. As shown in 

Table 5, the TL approach outperforms other approach 

with regard to the recognition accuracy, test cost, and 

training time. 
 
 
5. ANALYSIS OF ERROR  

 

This section presents an analysis of errors on the 

proposed method.  In this article, CNN model is proposed 

for the holistic Persian off-line handwritten word. The 

proposed CNN models have hieratical structures with 

many trainable kernels. The CNN model is essentially 

based on convolution operator, meaning that CNN 

kernels are convolved over the image for extracting 

meaningful information. While kernels in the primary 

layers extract common information like edge, line, etc., 

kernels in the later layers progressively extract more 

detailed and complex information from input sample 

images. For error analysis, first the average of images in 

each class is calculated by summing the images of that 

class divided by the total number of images in the class. 

Figure 10 shows the average image in class “آبان” (Aban).  

In fact, Figure 10 shows how people usually write the 

word "آبان"  on paper.  
On the other hand, the intensity frequency in average 

images of each class indicates that the kernels of a CNN 

will attach great importance to these regions during the 

training process. It means that a CNN learns the general 

structure of the images in each class during the training. 

However, during the test, the test images distant from the 

overall structure of its corresponding class will have a 

greater probability of error and vice versa. Based on this 

analysis, the errors in the test stage were split into two 

main groups on Sadri dataset. The first group contains 

errors occurring during data collection. Table 6 shows 

some of these errors. In the second group, as shown in 

Table 7, the test image samples are distant from average 

images in the corresponding class. It should be noted that 
 

 

TABLE 5. Details of the two different approaches on IRANSHAHR dataset in the test phase 

Database Training Type 
Test Accuracy (%) 

Test Loss Training Time (minute) 
Top1 Top5 

IRANSHAHR 
From Scratch 90.8 98.1 0.39 22.3 

Fine-Tuning 94.6 99.0 0.24 10.4 

 

 

 
Figure 10. Image average for the class "آبان" 

this distance can be due to differences between the 

beginning or end of test image and the average structure 

of the corresponding class. 
 

 

6. DISCUSSION AND COMPARISON 
 

This section compares our study with the most recent 

state-of-the-art works on these two datasets in terms of 
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TABLE 6. The number of errors during the collection of Sadri 

dataset 

Word Image 
Image Label 

in dataset 
Word Image 

Image Label 

in dataset 

 

 پنج
Five 

 

 چهل 
Forty 

 

 چهل 
Forty 

 

 یازده 
Eleven 

 
 

TABLE 7. The number of errors made by the proposed method 

on Sadri dataset 

Word Image 
Average Images in 

corresponding class 

True 

Label 

Predicted  

Label 

 

 

 آبان 
ABAN 

 آذ 
AZAR 

 

 

 چهارده 
Fourteen 

 چهارصد 
Four 

hundred 

 

 

 تومان 
TOMAN  تلفن 

Phone 

 

 

 خانم 
Miss  تمام 

End 

recognition accuracy. To the best of our khowlwdge, few 

studies have explored CNN-based methods  for the 

recognition of Persian handwritten off-line words. 

Thus, motivated by [1], this paper adopted CNN 

architecture for holistic Persian handwritten word 

recognition. In addition, for the first time, this paper 

focuses on the effectiveness of CNN model for holistic 

Persian off-line handwritten word recognition. Compared 

to previous studies on IRANSHAHR dataset, the 

proposed model had a significantly higher improvement 

in recognition accuracy. Due to limited samples in each 

class of the IRANSHAHR dataset, all works had been 

selected from a limited subset of 503 classes for their 

analysis. In this paper, for the first time, we used the all 

503 classes as shown in Table 8. As can be see, compared 

to IRANSHAHR, much fewer investigations have been 

conducted on Sadri dataset. As far as the authors are 

concerned, there are currently only studies based on Sadri 

dataset [28, 29]. The proposed method has several 

advantages over the existing methods. For example, the 

proposed method provides better results with fewer 

weights than the other methods. Moreover, compared to 

the wotk in literature  [28], in which CNN was conducted 

for extracting a feature sequences and the RNN was used 

along with CTC for sequence labeling, the proposed 

method is end-to-end, meaning that feature extraction 

and classification are conducted automatically. Given the 

large size of trainable parameters, the method of Bonyani 

et al. [29] used data augmentation for data generation. In 

contrast, the proposed method eliminates the need for 

data augmentation due to efficient trainable parameters. 

In general the proposed holistic method has several 

critical advantages over other studies including: 

• During the network training, appropriate features 

are extracted automatically. Hence, it eliminates the  

 

 

TABLE 8. Comparing the performance of the proposed approach with the state-of-the-art methods 

Dataset Ref. Method Year 
# of trainable 

parameters 
# of classes 

Accuracy (%) 

Top1 Top5 

IR
A

N
S

H
A

H
R

 

[15] Self-Organization Map,  discrete HMM 2001 ----- 198 69.0 ----- 

[11] Image gradient, classifier fusion 2020 ----- 200 89.0 96.4 

[16] Fuzzy vector quantization, HMM 2001 ----- 198 67.7 ----- 

[10] Right to Left, Left to Right HMM 2018 ----- 200 84.4 97.9 

[17] Lexicon reduction, discrete HMM 2008 ----- 200 73.6 89.0 

[20] Statistical features, Support Vector Machine 2018 ----- 198 80.7 ----- 

--- Proposed Network 
  200 94.6 99.0 

 ≈ 0.3M 503 93.0 98.6 

S
a

d
r
i 

[28] Connectionist Temporal Classification, bi-LSTM, CNN 2020 ≈ 0.7M 125 98.8 99.3 

[29] Various CNN models 2020 ≈ 7M 125 98.8 ----- 

--- Proposed Network ----- ≈ 0.3M 125 98.6 99.9 

M : Million  
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manual feature extraction stage, which is a highly time-

intensive and boring task in existing approaches. 

• As the experimental results indicate, the presented 

method can be used as the backbone for other 

handwritten scripts with a reduced time complexity. 
 
 
7. CONCLUSION AND FUTURE WORKS  

 

In this article, an end-to-end method based on CNN 

architecture was adopted for holistic Persian off-line 

handwritten word recognition. To the best of our 

knowledge, this is the first paper to focus on the 

effectiveness of CNN model for holistic Persian off-line 

handwritten word recognition. For this purpose, two sets 

of experiments were carried out. In the first set of 

experiments, the presented method was assessed on the 

Sadri dataset. In the second experiment, two approaches 

were followed on IRANSHAHR dataset. In the first 

approach, the proposed CNN method was trained from 

scratch. In the second approach, the TL approach was 

adopted. The experimental results indicate that the 

presented method surpasses the state-of-the art in term of 

recognition accuracy. The error analysis was conducted 

on the Sadri dataset for the first time. In the future, the 

authors would like to extend their model to other scripts 

like Arabic, Latin, etc.  
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Persian Abstract 

 چکیده 
نگر با در نظر گرفتن شکل  های کلیبه دلیل ماهیت پیوسته کلمات و تنوع زیاد نوشتاری در زبان فارسی، شکستن کلمات به زیر کلمات و حرف کار بسیار سختی است. روش

نوشته نگر بر اساس شبکه های عصبی کانولوشنی عمیق برای بازشناسی کلمات دستو کلی   end-to-end کلی کلمه این قسمت را نادیده می گیرند. در این مقاله یک روش  

لایه طبقه بندی است که منجر به کاهش محسوس در تعداد پارامترها می شود.  فارسی به صورت برون خط ارائه شده است. مدل پیشنهادی تنها دارای پنج لایه کانولوشنی و دو 

برای   متفاوت  استراتژی های  تاثیر  مقاله همچنین  این  کلمات   poolingدر  بازشناسی  برای  معرفی یک روش جدید  مقاله  این  اصلی  است. هدف  گرفته  قرار  مطالعه  مورد 

خودکار استخراج می شوند. روش پیشنهادی روی دو پایگاه داده مشهور به نام ایرانشهر و صدری مورد ارزیابی قرار    ها به صورت نویس فارسی است که در آن ویژگیدست

 روی صدری رسید که نشان میدهد نسبت به روش های موجود کارائی بالاتری دارد. %98.6روی ایرانشهر و  %94.6گرفت و به دقت بازشناسی معادل  
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A B S T R A C T  
 

 

Multi-hole orifices have better performance than single-hole orifices. In this paper, multi-objective 

optimization of multi-hole orifices is performed using a Fluid-Solid Interaction (FSI) analysis and multi-

objective genetic algorithm (NSGA II). In all numerical analysis, the governing equations of the solid 
and the governing equations of the fluid are carried out for orifice and fluid around orifice, respectively. 

All calculations are made for a 16-hole orifice with circular holes. The design variable in the optimization 

process is the distance between the holes of the orifice and thus the amount of shrinkage or expansion of 
the orifice geometry. The objective functions are the pressure drop created on the sides of the orifice, the 

deformation and tension created in the orifice structure, which should be maximized, minimized and 

minimized, respectively. In the results section, the Pareto front are presented which represent useful 
information for designing the multi-hole orifices geometry, and five orifices are also introduced as final 

design options that have better performance. The results of the sensitivity analysis of the various 

parameters are also presented and discussed in detail in the multi-hole orifices. 

doi: 10.5829/ije.2021.34.08b.25 
 

 
1. INTRODUCTION1 
 
Orifice is a device for measuring the mass flow rate of 

fluid flow, which is a flat metal plate with one or more 

holes and is installed perpendicular to the flow direction. 

When the fluid passes through the orifice, due to the 

decrease in cross-section, its velocity increases and its 

pressure decreases. For different sizes of the orifice 

plates, there is a direct relationship between the current 

flow through the orifice plate and the pressure drop due 

to the flow through the orifice plate. The orifice plate 

usually has a thickness of about 1.61 to 1.4 inches, and is 

usually positioned between two flanges interfaced with 

two metal seals, and according to the diameter that is in 

plate, they pass through a range of mass flow rates of 

fluids. Figure 1 shows the location of the orifice in the 

pipeline, and also shows how to calculate the mass flow 

rates in the presence of orifice. 
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Figure 1. The location of orifice and the general overview 

of the fluid transition from orifice 

 

 

mailto:h-safikhani@araku.ac.ir


M. Taheri et al. / IJE TRANSACTIONS B: Applications  Vol. 34, No. 08, (August 2021)   2038-2044                                          2039 

When the flow passes through the plate, its pressure 

suddenly drops and this pressure drop continues to the 

area called the lowest pressure (Vena Contracta). After 

passing through this area, the flow pressure gradually 

increases and after a distance of about 5 to 8 times the the 

downstream area. Reducing fluid pressure during the 

passing through the orifice is because of increased 

velocity in this area, and when the velocity starts to 

decrease, the pressure begins to increase in proportion to 

this decrease. 

For the first time, the Italian physicist Juan Venturi 

used a pressure drop system to measure flow rates in 

1797, which resulted in the development of a more 

modern Venturi measuring system by Clemens in 1886 

and from 1924 to 1935, laboratory experiments were 

carried out by the American Gas Association and the 

American Society of Mechanical Engineers (ASME) to 

develop the orifice measurement systems for coefficients 

and installation standards. Finally, in 1935, these two 

associations jointly published a report entitled calibration 

history, installation and performance of orifice 

measurement systems and in 1991, the American 

Petroleum Institute (API) published the standards for the 

measurement of petroleum in Chapter 14, Part 3, in terms 

of pressure difference method [1]. Krou and Sowa [2] 

optimized the geometry of orifices for the flow of 

mixtures in a cylinder in terms of the number of orifices, 

hole diameter, and angle of the holes of the orifice using 

experimental results. But, the behavior of the orifices has 

not been investigated in simulation and numerical 

solution. Also, the experimental results are not verified 

by numerical solution. Zhang and Bodony [3] reviewed 

numerical and linear acoustic modeling of flow in orifice 

to reduce noise by numerical solution using Navier 

Stokes equations and also using Fourier's law in heat 

transfer. Badr et al. [4] predicted the dynamical behavior 

of the flow of some orifices by calculating the fluid 

dynamics using the vortex viscosity model k-ε. The flow 

characteristics were predicted and the effect of different 

parameters such as flow velocity and erratic distance they 

made it and the effects of various parameters such as flow 

velocity and distance of orifices were investigated. Gan 

and Riffat [5] conducted a study on the characteristics of 

pressure drop in perforated orifices and plates. They 

conducted experiments to determine the pressure drop for 

a thin plate in a square duct for a number of Reynolds 

numbers and investigated the effect of plate thickness on 

pressure loss for orifices using Computational Fluid 

Dynamics (CFD). Zhao and Zhang [6] presented a 

general structural design method for multi-hole orifices 

and its empirical application and said that in comparison 

to single-hole and multi-hole orifices, single-hole orifices 

have smaller sizes and different patterns of geometric 

shapes and are more complex. This method first 

introduces a comprehensive set of geometric 

architectures that include the orifice setup criteria and 

geometric parameters such as the total number of orifice, 

the density of the distribution of orifice, and the 

equivalent diameter ratio. They investigated a series of 

different experiments with water flow to study the effect 

of different geometric properties on the pressure drop and 

finally presented an optimal model. Simpson and Ranade 

[7] presented results of computational investigation into 

cavitation in different orifice designs over a range of 

operating conditions. Rainsford et al. [8] presented high-

speed photography to visualize fast-flame and detonation 

propagation through a transparent round tube equipped 

with repeating orifice plates, in stoichiometric hydrogen-

oxygen mixtures at initial pressures up to 60 kPa. Yu et 

al. [9] presented experimental and numerical research on 

the internal flow and spray behaviors with biodiesel for 

elliptical orifice with large aspect ratio and circular 

orifice of diesel nozzles, under high injection pressure 

and backpressure conditions. Zhao and Zhang [10] 

investigated the influences of supply pressure, orifice 

diameter, film thickness and pressure ratio on the 

pressure depression. Shan et al. [11] investigated the 

effects of the orifice to pipe diameter ratio (defined as the 

β ratio) on the flow field behind a thin circular square-

edged orifice plate. Moreover, some other researchers 

have studied about geometry of orifices [12-14], physical 

parameters of orifices [15-17], optimal conditions of 

orifices [18-21] and different algorithms for optimization 

methods [22-25] and numerical methods [26-28]. 

Based on available information, multi-objective 

optimization of multi-hole orifices in the form of a 

combination of FSI analysis and NSGA II algorithm has 

not been done so far. In this paper, multi-objective 

optimization of multi-hole orifices is performed using a 

Fluid-Solid Interaction (FSI) analysis and multi-

objective genetic algorithm (NSGA II). In all numerical 

analysis, the governing equations of the solid and the 

governing equations of the fluid are carried out for orifice 

and fluid around orifice, respectively. All calculations are 

made for a 16-hole orifice with circular holes. The design 

variable in the optimization process is the distance 

between the holes of the orifice and thus the amount of 

shrinkage or expansion of the orifice geometry. The 

objective functions are the pressure drop created on the 

sides of the orifice, the deformation and tension created 

in the orifice structure, which should be maximized, 

minimized and minimized, respectively. In the results 

section, the Pareto front are presented which represent 

useful information for designing the multi-hole orifices 

geometry, and five orifices are also introduced as final 

design options that have high performance. 

 

 

2. DESIGN VARIABLES AND OBJECTIVE FUNCTIONS 
 

The orifice examined in this paper is a multi-hole orifice 

with 16 circular holes, shown in Figure 2.  
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Figure 1. Overview of the 16-hole orifice and the fluid 

passing through it 

 

 

The only design variable for optimization in this 

paper is the gap between the two holes of the orifice. The 

orifice geometry, as shown in Figure 3, is bounded in 

such a way that all the horizontal and vertical distances 

of the orifice holes are equal. Therefore, the orifice can 

be opened or folded symmetrically in an optimization 

process.  

The objective functions are the pressure created on 

the sides of the orifice, the deformation and tension 

created in the orifice structure, which should be 

maximized, minimized and minimized, respectively. 

Flowchart of MOO process is depicted in Figure 4. 

 

 

3. NUMERICAL MODELING 
 

3. 1. Grid Generation          Due to the FSI analysis, the 

grid should be produced for separate fluid and solid. 

Figure 5 shows the view of the generated grid. It has been 

attempted to produce the best and most high-quality grid 

after conducting the grid independency test, especially in 

areas with high gradients. By changing the design 

variable, the grid can automatically adapt itself to the new 

geometry in the optimization process. There are 

approximately 800,000 elements in the produced grids. 
 
3. 2. Governing Equations         The flow of fluid in the 

pipes is mainly turbulent. The governing equations in the 

turbulent flow in the fluid are as follows: 
 

 

 
Figure 3. The distance between two orifice holes as an 

optimization design variable 

 
Figure 2. Flowchart of MOO process 

 

 

 
Figure 3. Mesh generation in FSI analysis 

 
 
Continuity:    

𝛻. (𝜌𝑉) = 0 (1) 

Momentum:  

𝛻. (𝜌𝑉𝑉) = −𝛻𝑝 + 𝛻. (𝜏 − 𝜏𝑡) + 𝜌𝑔 (2) 

Kinetic energy of turbulence: 

𝛻. (𝜌𝑉𝑘) = 𝛻. [(𝜇 +
𝜇𝑡

𝜎𝑘
)𝛻𝑘] + 𝐺 − 𝜌𝜀  (3) 

turbulence loss rate: 

𝛻. (𝜌𝑉𝜀) = 𝛻. [(𝜇 +
𝜇𝑡

𝜎𝜀
)𝛻𝜀] +

𝜀

𝑘
(𝐶1𝐺 − 𝐶2𝜌𝜀)  (4) 

 
3. 3. Boundary Conditions             Mass flow rate and 

the turbulence rate are specified at the inlet of the orifice, 

and there is a specific pressure at the output. The wall 

boundary condition is also used in walls. Fluid and solid 
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exchange data for the calculation of tension and 

displacement of the wall. 
 

 

4. RESULTS  
 

In this paper, multi-objective optimization of multi-hole 

orifices performance is performed using a FSI analysis 

and multi-objective genetic algorithm. In this section, the 

associated results, including the Pareto front, are 

presented. The optimization process can be expressed 

mathematically according to the following equation: 
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=
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DfMinimize
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(5) 

To validate numerical simulations, various data 

including pressure drop with the standard governing 

orifice, which is ISO 5167, were compared and a good 

agreement was observed with an error of less than 9%. 

Therefore, numerical simulations can be used to carry out 

a multi-objective optimization process of multi-hole 

orifices. Pressure drop contour in fluid and deformation 

and stress contour in the structure are shown in Figure 6 

as a sample of numerical simulations performed. 

After 250 numerical simulations, as shown in Figure 

7, the Pareto front showing changes in pressure drop and 

deformation is shown in Figure 8. As is clear, all the 

results representing an independent and unique orifice, 

are completely non-dominate to each other, and when 

moving from an orifice to another orifice, one of the 

objective functions gets better and the other gets worse. 

In Figure 8, five points have unique characteristics. As 

shown in Figure 9, the front section of the deformation of 

the orifice is shown for points A to E. Orifices have the 

minimum and maximum deformation in A and E, 

respectively. Also for more recognition on the flow field, 

the way of fluid passing is shown in Figure 10 from 16-

hole orifice for points A to E. 

 

 

 
Figure 6. A sample of deformation and tension contours in 

the orifice and pressure drop in the fluid in a 16-hole orifice 

 
Figure 4. Sample of 250 numerical simulations performed 

in the multi-objective optimization process 
 

 

 
Figure 5. Pareto front: pressure drop vs. maximum 

deformation 

 

 

 
Figure 6. Deformation contour for the five points indicated 

in the Pareto front 

 
 

 
Figure 10. Fluid flow from orifice for the five points 

indicated in the Pareto front 
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In Figure 8, the design points A and E stand for the 

best  (strain and deformation) and the best ∆P 

respectively. Moreover, the other optimum design points, 

B and D can be simply recognized from Figure 8. The 

design point, B presents important design concepts. In 

fact, optimum design point B obtained in this paper 

exhibits an increase in deformation (about 12.3%) in 

comparison with that of point A whilst its pressure drop 

improves about 43.9%, similarly optimum design point 

D exhibits a decrease in pressure drop (about 8.2%) in 

comparison with that of point E whilst its deformation 

improves about 38.3%. Points  B and D which known as 

break points can only be identified by the multi-objective 

optimization approach used in this paper. 

There are some interesting design facts which can be 

used in the design of multi-hole orifices. It is clear from 

these figures that D is constant from points A to B and 

from D to E and varies with quadratic relation between 

points B and D. These useful relationships that 

indefeasible between the optimum design variables of 

multi-hole orifices cannot be discovered without the use 

of multi objective Pareto optimization process presented 

in this paper. It is now ideal to find optimal design points 

that are compatible with both functions. This can be 

achieved by the method employed in this study, namely, 

the mapping method [23]. In this method, the values of 

objective functions of all Pareto points are mapped range 

0 and 1. Using the sum of these values for each Pareto 

point, the trade-off point simply is one having the 

minimum sum of those values. As a result, optimum 

design point C is the trade-off points which have been 

obtained from this method. 

In a post CFD investigation, the design points of the 

Pareto front obtained by the optimization process are re-

evaluated by CFD. The results of such CFD analysis re-

evaluations have been compared with those of numerical 

results using the optimization method in Table 1. As seen 

the optimization process agree well with the CFD results 

with error less than 3%. This shows the accuracy of the 

optimization process from start to the end. 

The Pareto front obtained from the optimization 

process (Figure 8) is mounted with the corresponding 

CFD simulation results in Figure 11. From this figure it 

is clear that such a Pareto front is the best possible 

combination of CFD data target values, which shows the 

effectiveness of this paper in obtaining the Pareto front. 

Figure 12 shows the sensitivity analysis of the 

distance between the orifice holes on the functional 

functions of the orifice, such as pressure drop, 

deformation, tension and strain. As it is known, the 

highest sensitivity among the functional functions is the 

tension and strain and the low sensitivity is the pressure 

drop. 

In the results section, the Pareto front, which 

represent useful information for designing the multi-hole 

orifice's geometry, were presented, and five orifices that 

have better performance are also presented as final design 

options, with details of their flow in Table 2 and their 

figures were shown in Figures 8 and 9. The design points 

A and E were stand for the best  and the best ∆P. 

 

 
TABLE 1. Re-evaluation of the obtained optimal Pareto front 

using CFD 

Point 

Pressure drop (bar) Deformation (µm) 

Pareto
 

CFD
 Error 

(%)
 Pareto

 
CFD

 Error 

(%)
 

A 8.86 8.96 1.18 3.15 3.24 2.88 

B 10.03 9.81 -2.16 5.12 5.23 2.13 

C 10.09 10.28 1.89 7.50 7.40 -1.32 

D 11.30 11.63 2.92 12.99 13.38 2.98 

E 11.52 11.73 1.82 19.11 18.90 -1.11 

 

 

 
Figure 11. Overlapping of numerical results and the Pareto 

front that indicate the correctness of the optimization process 

 

 

 
Figure 7. Sensitivity analysis results 

 

 
TABLE 2. The values of objective functions and their 

associated design variables of the optimum points 

Point 

Design 

variable 
Objective functions 

D (mm) 
Pressure 

drop (bar) 

Maximum 

strain *106 
Deformatio

n (µm) 

Maximum 

tension 

(N/m2)*106 

A 41.94 8.86 30.0 3.15 6.0 
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B 41.76 10.03 30.8 5.12 6.1 

C 39.39 10.09 47.9 7.50 9.5 

D 32.27 11.30 94.8 12.99 18.9 

E 26.07 11.52 126.9 19.11 25.3 

 

 

Moreover, optimum design point B obtained in this 

paper exhibits an increase in deformation (about 12.3%) 

in comparison with that of point A whilst its pressure drop 

improves about 43.9%, similarly optimum design point 

D exhibits a decrease in pressure drop (about 8.2%) in 

comparison with that of point E whilst its deformation 

improves about 38.3%. 
 

 

 

5. CONCLUSION 
 

Multi-hole orifices have better performance than single-

hole orifices. In this paper, multi-objective optimization 

of multi-hole orifice function was performed using a FSI 

analysis and multi-objective genetic algorithm. In all 

numerical analysis, the governing equations of the 

structure for orifice and the governing equations for the 

fluid were carried out for the fluid around orifice. All 

calculations were made for a 16-hole orifice with circular 

holes. The design variable in the optimization process 

was the distance between the holes of the orifice and thus 

the amount of shrinkage or opening of the orifice 

geometry. The objective functions were the pressure drop 

created on the sides of the orifice, the deformation and 

tension created in the orifice structure, which should be 

maximized, minimized and minimized, respectively.  

Also, the sensitivity analysis of the distance between 

the holes of orifice on the functional functions of the 

orifice was performed and it was observed that among the 

functional functions, the most sensitivity was tension and 

strain, and the least sensitivity was the drop in pressure 

relative to the changes in the distance between the holes 

of orifice. 
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Persian Abstract 

 چکیده 
متقابل   ل یو تحل هیچند سوراخ با استفاده از تجز یچند هدفه دهانه ها یساز نهیمقاله ، به ن یسوراخ دارند. در ا ک ی ینسبت به روزنه ها  یچند سوراخ عملکرد بهتر یدهانه ها

  ی برا  ب یبه ترت ال یحاکم بر جامد و معادلات حاکم بر س ت ، معادلا یعدد  یها لیشود. در تمام تحل ی ( انجام مNSGA IIچند هدفه ) ک یژنت تم ی( و الگورFSIو جامد ) الیس

  ی ساز   نهیبه  ندیدر فرا  ی طراح  ریشکل انجام شده است. متغ   یا  رهیدا  یسوراخ با سوراخ ها  16روزنه    کی  یشود. تمام محاسبات برا  یدر اطراف روزنه انجام م  ع یروزنه و ما

شکل و    ر ییروزنه ، تغ   یشده در کناره ها  جادیانبساط هندسه روزنه است. توابع هدف عبارتند از افت فشار ا  ا ی  یمقدار جمع شدگ  جهیروزنه و در نت  یسوراخ ها  نیفاصله ب

  ی را برا  یدیمف  ، جلو پارتو ارائه شده است که اطلاعات   جیحداکثر ، به حداقل رسانده و به حداقل برسد. در بخش نتا  ب یبه ترت  د یشده در ساختار روزنه ، که با  جادیکشش ا

ن   ی چند سوراخ نشان م  یهندسه روزنه ها  یراحط نتا  یشوند که عملکرد بهتر  ی م  یمعرف  یی نها  ی طراح  یها  نهی به عنوان گز  ز یدهد و پنج روزنه    ل ی و تحل  ه یتجز  جیدارند. 

 ارائه و بحث شده است. ات یچند سوراخ با جزئ یدر دهانه ها  زی مختلف ن یپارامترها تیحساس
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