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Nano bioactive glasses are known as suitable alternatives to repair the damaged bone tissues. In this
research, novel sol-gel derived bioactive glass composites were synthesized through a reduction in the
common weight percent of SiO, substituted by 15 wt% of titanium dioxide nanotubes (TNTSs) at two
different steps by the synthetic procedure. The morphology, crystalline structure, and functional groups
of the composites were evaluated through scanning electron microscopy (SEM), X-ray diffraction (XRD)
and Fourier transform infrared (FTIR) analyses. Based on the SEM images, the step in which TNTs were
added to the solution completely changed the morphology of the composite. Bioactivity tests were
carried out by soaking the samples in the simulated body fluid (SBF) at the intervals of 14 and 28 days
followed by the investigation of hydroxyapatite (HA) layer formation on the surface of the samples.
According to XRD peaks at 2-theta angle of around 31 and 40 degrees, it was found that the presence of
titanium dioxide nanotubes improved bioactivity after 14 days of immersion and both 58S-TNT
composites were more bioactive than 58S bioglass, while 58S bioactive glass possessed more intense
peaks of HA after 28 days of immersion in SBF. Furthermore, the drug loading characteristic of the
prepared composites was examined and the results showed that the addition of nanotubes improved the
drug loading performance of bioactive composites containing TNTs up to 70% compared to the 58S
bioglass with 37% drug loading.
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Bioactive Nanocomposites
Titanium Dioxide Nanoubes
Bioactivity Evaluation

Drug Loading
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NOMENCLATURE

°C Degree celcius M Molar concentration

A Wavelength Wit% Weight percent

$ U.S Dollar kv Kilovolt

° Degree 0 diffration angle (in X-Ray Diffraction)

1. INTRODUCTION

Tissue engineering is an interdisciplinary field involving
life sciences, medicine, material sciences, and
engineering [1]. The development of practical substitutes
for damaged tissues is the main purpose of tissue
engineering. The global market of tissue engineering and
cell therapy was appraised in 2014 at about $15 billion.
Tissue engineering and regenerative medicine solutions
can also be used for any tissue, although the levels of
complexity of targets are different [2].

*Corresponding Author Institutional Email: nimanabian@mazust.ac.ir
(N. Nabian)

Bone tissue engineering is a complex and dynamic
process that begins by transferring and utilizing
osteogenic cells after proliferation, differentiation,
matrix formation, and bone regeneration [3]. As a tissue
or a critical organ in the human body, the bone not only
plays an essential role in protecting the organs within the
body but also causes the stability of the body and
provides the mineral reserves of the body [4].

Natural bone is a composite material consisting of
organic and mineral substances. Organic substances
mainly include collagen fibers that cause bone hardness.
In contrast, minerals mainly include calcium and

Please cite this article as: O. Saneei Siavashy, N. Nabian, S. M. Rabiee, Titanium Dioxide Nanotubes Incorporated Bioactive Glass
Nanocomposites: Synthesis, Characterization, Bioactivity Evaluation and Drug Loading, International Journal of Engineering, Transactions A:

Basics Vol. 34, No. 01, (2021) 1-9



mailto:nimanabian@mazust.ac.ir

0. Saneei Siavashy et al. / [JE TRANSACTIONS A: Basics Vol. 34, No. 01, (January 2021) 1-9 2

phosphorus in the form of hydroxyapatite crystals and,
along with them, sodium, potassium, magnesium,
fluoride, chlorine, carbonate, and some elements in small
quantities such as silicon, strontium, iron, and zinc are
the cause of bone strength [5].

Unlike some tissues, the bones have the potential to
regenerate and repair against injury. However, when the
demand for bone regeneration is more than average
potentials, such as extensive bone defects that are caused
after trauma, infection, and tumor removal or skeletal
abnormalities, bone grafting is required [6]. Bone
grafting, which can be used as an autograft [7], allograft
[8], or xenograft [9], is applied when a part of the bone is
destroyed. It is required to fill the gaps after injuries and
accidents or after tumor removal. However, the use of the
above methods is limited due to the lack of connective
tissues for all patients, as well as the likelihood of recoil
by the immune system. There is also the possibility of
infection and disease transmission from the donor person
to the patient. Bone tissue engineering is looking for
methods to replace the damaged bone tissue of the human
body by combining the cells of living organisms in an
artificial or natural substance. This strategy introduces a
good solution for the treatment of diseases and injuries of
bone tissue. Alternative materials used in bone tissue
engineering can be classified into polymers, including
natural and synthetic polymers, ceramics including
calcium phosphates and bioactive glasses, metals, and
composites [10].

Bioglass is a material with high biocompatibility
which has significant osteoconductivity,
osteoinductivity, and controllable biodegradability.
Bioglass, which is a material with high biocompatibility,
remarkable osteoconductivity, significant
osteoinductivity, and controllable biodegradability, was
originally developed by Larry Hench. In an agueous
environment, this material can form hydroxycarbonate
apatite, which is similar to biological minerals, and thus
was widely used in the regeneration of bone and tissue
engineering [11, 12].

Typically, glass is made through melting or the sol-
gel method. In the melting method, the bioactive glass
can be obtained by melting a mixture of raw materials
and then cooling [13]. The sol-gel method is a wet
chemical process for producing materials such as
bioactive glass, using materials such as silicate
compounds and metal ions. This process mainly involves
hydrolysis, condensation of raw materials, drying, and
calcination [14, 15]. By controlling the process
parameters, it is possible to control properties such as
morphology and composition [16]. The results of in vitro
and in vivo tests indicate the superiority of sol-gel
bioglass to melt-drived bioglass in bioactivity [17]. For
the synthesis of bioactive glass by the sol-gel method,
mostly, tetraethyl orthosilicate (TEOS) is used as a
source of silica. Also, water or ethanol is used as a solvent

[18]. The sol-gel method, according to the catalyst used
in synthesis, can be divided into two acid and base
catalytic methods that can affect the properties of the
resulting materials. Metal ions can be added during the
hydrolysis and condensation of tetraethyl orthosilicate, or
after the formation of silicon-oxide nanoparticles. After
drying and calcination of resulting nanoparticles, the
bioactive glass is obtained. For particle shaping or
dispersion improvement, it is possible to add other
organic material during synthesis to the solution [18].

To ensure the effectiveness and safety of bone tissue
substitutes, they should be tested in vitro and in vivo
before testing in the human body. To avoid the high cost
of in vivo tests, several types of in vitro tests are used to
predict the in-vitro bioactivity of bioceramics. The
purpose of in vitro bioactivity tests is to select the most
appropriate biomaterial to continue its development [19,
20].

Currently, the most common in vitro bioactivity test
is the soaking of the ceramics in the simulated body fluid
[21]. In this method, the hydroxyapatite layer is formed
on the surface of the bioactive material, after immersion
in the simulated fluid of the bodies’ plasma. Materials
that a layer of hydroxyapatite is formed on their surface
after immersion in simulated body fluids, but they are not
implanted in the body, are known as in vitro bioactive
[19]. Simulated body fluid which proposed by Kokubo et
al. [22] is an ionic solution, which is similar to human
plasma and is fixed in the physiological acidity by Tris
Buffer. The formation of a layer of hydroxyapatite on the
surface of bioactive glass is a sign of readiness for
transplantation into living bone tissue [23]. The
composition of the glass, the particle size, and finally
their surface area are known as the factors that have the
greatest impact on the formation of the hydroxyapatite
layer and bone graft [18].

One of the fundamental challenges of implantation is
controlling the infection caused by the bacterial load,
which can create immune problems and eventually lead
to the rejection of the implant [24]. To overcome the
implant-related infection and the bacterial load on the
implant, an incorporation combination of antibiotic drugs
is recommended [25].

However, there are some limitations to the
application of common medicinal drugs like toxicity in
non-objective  tissues, low efficiency, biological
distribution, absence of selectivity, and overdose of
medication [26]. To overcome these abovementioned
restrictions and to reduce the side effects of medications,
the local delivery of the drugs to bone tissue was
considered as a suitable candidate [27]. Local delivery of
medication to the desired tissues not only maintains the
healthy cells unaffected but also provides the optimal
amount of generally expensive related drugs with no drug
dilution throughout the body, which results in
bioavailability optimization of drugs [28].
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The fabrication of nanostructures with physical
properties such as pore size, pore volume and suitable
surface area will improve the adsorption of guest
particles such as drugs on the nanostructures [29].
Tetracycline (TC) is an effective antibiotic that is widely
used in the treatment of infectious diseases. There is a
very high tendency for TC towards calcified tissues like
bone and teeth [30].

To enhance the bioactivity of bioactive glasses, some
groups of researchers impregnated various types of metal
oxides such as TiO,. To do this, different sources of
titanium were substituted for one of the common
constituents of bioactive glass (SiO2—CaO—P20s). In
most cases, researchers used Tetrabutyl Titanate as the Ti
precursor and fabricated quaternary bioactive glasses
without the direct utilization of TiO, particles [31, 32].
During the last decades, it has been proven that titania
nanotubes (TNT) have desirable properties such as
biocompatibility, high surface area, controllable pores
size, chemical stability, mechanical strength, excellent
accretion to bone tissue, and ability to promote
hydroxyapatite growth [33, 34]. To the best of our
knowledge, no research reported the application of
titanium oxide nanoparticles directly in the common
structure of 58S bioactive glass by decreasing the weight
percent of SiO.

In this study, the 58S bioactive glass and a novel
bioactive glass, which is synthesized by using TiO;
nanotubes as one of the raw materials in the synthesis of
bioglass, were produced by the sol-gel method.
Furthermore, functional groups, phase structures, and
bioactivity of samples, as well as tetracycline loading on
the glasses, were investigated.

2. EXPERIMENTAL

2. 1. Materials The chemicals used in this study
was tetraethyl orthosilicate (TEOS) as Si source, triethyl
phosphate (TEP) as a P source, nitric acid (HNO3) (70%),
ammonia (NHsOH) (25%), and ethanol (C,HsOH) were
purchased from Merck (Germany), and calcium nitrate
tetrahydrate (Ca(NOs),-4H,0)) as Ca source was
supplied from Carlo Erba, Spain. TiO, nanotubes (TNT)
were purchased from Day Petronic Company (Iran), and
tetracycline hydrochloride was purchased from Razak
Laboratory Company (Iran).

2. 2. Glass Preparation The 58S bioactive glass
was prepared by a quick alkali-mediated sol-gel method
as described in a previous publication [35, 36]. Briefly,
21.6 ml of tetraethyl orthosilicate, 13.9 ml of deionized
water, and 2.8 ml of nitric acid were dissolved in 50 ml
of ethanol. This solution was stirred at room temperature
for 30 minutes to complete the hydrolysis of tetraethyl
orthosilicate. After this stage, 2.2 ml of triethyl phosphate

was added to the previous solution and stirred for 20
minutes. Next, 14.04 g of calcium-nitrate was added to
the solution and stirred for 20 minutes. The 2 M ammonia
solution was then added dropwise to the solution, so that
the viscosity of the solution increased slowly, and the
solution became a gel. Ammonia was used as an
accelerating agent in the gelation process. The resulting
gel was then placed in an oven at 60 °C for one day for
drying the gel and evaporating the alcoholic and water
compounds, and the gel was obtained in a powder form.
Subsequently, The resulting powder was placed in a
furnace with a temperature of 600 °C for 2 hours at the 3
°C/min to remove its nitrate compounds (sample code:
58S).

For the synthesis of novel modified bioactive glass
with titanium dioxide nanotubes, the synthesis method
was similar to the 58S biglass synthesis, while 15 wt% of
titanium dioxide nanotubes were incorporated into the
solution by reducing the weight percent of SiO,. In other
words, the amount of used TEOS was reduced to 16.02
ml and instead, 0.755 g of titanium dioxide nanotube was
added to the solution. Moreover, for better evaluation of
the TNTSs role in the modifid bioactive glasses, TNTs
were added to the solution in two different steps:

1. after hydrolysis step of TEOS (sample code: 58S-
15TNT);
2. before ammonia solution addition (sample code: 58S-
TNT15).

The weight percent composition of the synthesized
nanocomposites as well as the nanotube addition step are
presented in Table 1.

2. 3. Characterization The X-ray diffraction
(XRD) analysis of powdered bioactive glasses was
performed on Inel EQUINOX 3000 diffractometer using
CuKoa radiation (A = 1.54) with 0.032 step size over a
range of 20<20<60. The Fourier transform infrared
spectroscopy (FT-IR) absorption spectra of the samples
were recorded with an ABB Bomem MB Series
spectrometer at room temperature in the 400-4000 cm
range with a resolution of 4 cm™ and 25 scans per minute.
The morphologies of prepared samples were investigated
using KYKY EM3200 scanning electron microscope
(SEM) operating at the accelerating voltage of 30 kV.
Before SEM analysis, the samples were covered with
gold.

TABLE 1. Compositions of bioactive nanocomposites
SiO, TiO, CaO P,0Os

58S 58 - 33 9
58S-15TNT 43 15 33 9
58S-TNT15 43 15 33 9
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2. 4. Bioactivity Evaluation The in vitro
bioactivity of samples was investigated by immersion of
the samples in the simulated body fluid (SBF). The
composition of the simulated body fluid is according to
the method proposed by kokubo et al. [22]. Powders were
immersed in the simulated body fluid and were placed in
an incubator at 37 °C for 14 and 28 days. The mass of
powder per volume of SBF was 25 mg/ml. Also, to
maintain the concentration of ions in the solution, the
previous solution was replaced by the fresh simulated
body fluid. Finally, the powders were dried in an oven at
60 °C and then were analyzed by XRD, FTIR, and SEM.

2. 5. Drug Loading Drug loading analysis was
carried out using the immersion of samples in the drug
solution. Initially, 2000 mg/ml drug solution was
prepared by mixing of tetracycline hydrochloride and
deionized water for 5 minutes. The bioglass powders
were added to the drug solution with 10 mg/ml
concentration and stirred at room temperature for one day
using a magnetic stirrer. Afterward, the absorbance of the
dissolved solution was determined by Unico 2100 UV-
Vis spectrometer at 383 nm [37] after the solution was
centrifugated. Using the calibration curve, the
concentration of the soluble drug was calculated after the
loading process. This concentration is related to the
residual drug in the loading solution, and the decrease in
the drug concentration is assigned to the drug adsorption
by the bioglass powders.

The calibration curve of Tetracycline concentration
was determined at room temperature by plotting
absorbance  versus different concentrations  of
tetracycline hydrochloride solution including 18.75,
37.5, 50, 75, 100, 125, 150, 200 ppm. The calibration
curve was obtained based on the lambert-beers law.

3. RESULTS AND DISCUSSION

3. 1. Phase Structure Analysis Figure 1 shows
the scanning electron microscopy (SEM) images of the
prepared samples. As shown in the SEM picture of 58S
bioactive glass, this synthesized material possessed
spherical nanoparticles, while the addition of titanium
dioxide had a significant effect on the morphology of the
composites. Moreover, the step in which titanium dioxide
nanotubes were added to the solution completely
changed the composite morphology. In other words, the
SEM picture of 58S-15TNT composite shows that
titanium dioxide nanotubes were impregnated through
the composite surface with no considerable spherical
particles, while the 58S-TNT15 SEM image displays that
needle-like titanium dioxide nanotubes were formed on
the spherical bioactive glass composite.

XRD patterns for 58S, 58S-15TNT, and 58S-TNT15
samples are shown in Figure 2. There are no obvious
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Figure 1. SEM images of 58S, 58S-15TNT, and 58S-
TNT15
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peaks in the 58S XRD pattern, which indicates that this
bioglass was amorphous. By incorporation of titanium
dioxide nanotubes in the bioactive composites, two
characteristic peaks of this material appeared at
approximate angles of 25° and 48°, which represents the
presence of anatase TiO,. The peak appeared at an
approximate angle of 34’ may be due to tricalcium
phosphate [38]. A peak created around an angle of 32.5°,
is related to the formation of calcium titanate phase.

Also, two peaks shown at about angles of 27° and 29°
correspond to the titanite [39, 40]. The formation of these
new compounds can be attributed to the reaction of
titanium dioxide nanotubes with functional groups of
bioactive glass. As shown in this figure, the 58S-TNT15
XRD pattern has stronger TiO, peaks compared to that of
58S-15TNT. This may be due to the weaker interaction
between TNTs and the functional groups involved in the
synthesis of 58S-15TNT biocomposite due to the step of
TNTSs addition. In addition, the lack of calcium titanium
silicate phase in the XRD pattern of the 58S-TNT15
sample confirms this finding.

Figure 3 shows the FTIR absorption spectra of the
58S, 58S-15TNT, and 58S-TNT15 bioglasses. The band
at 468 cm is attributed to Si-O-Si bending vibration,
while the peak at 1099 cm™ is ascribed to Si-O-Si
asymmetric stretching vibration [41]. Due to the addition
of TNTs, a band appeared at around 940 cm'%, which can
be assigned to Si-O stretching vibration in Si-O-Ti
groups [42].

3. 2. In Vitro Bioactivity Figure 4 shows XRD
patterns of 58S, 58S-15TNT, and 58S-TNT15 samples
after immersion in SBF for 14 and 28 days. Two weak
peaks observed at approximate angles of 31.5° and 40° in
58S XRD pattern indicates the onset of hydroxyapatite
formation after 14 days of immersion [43]. At an around
angle of 35°, a new peak was generated that may be due
to the formation of tricalcium phosphate [38].

ZBE TNTLS

Transmittance

4000 2800 1600 400
Wavenumber (cm 1)

Figure 3. FTIR spectra of 58S, 58S-15TNT, and 58S-
TNT15

Furthermore, the peak observed for all samples at an
about angle of 30° can be assigned to wollastonite
formation [44].

Due to the increase in the number of peaks related to
hydroxyapatite as well as their intensity after 28 days of
immersion in SBF compared to 14 days, it can be
concluded that increasing the soaking time enhanced the
formation of hydroxyapatite and subsequently the
bioactivity of samples. Furthermore, based on the
intensity of hydroxyapatite peaks at 31.5° and 40° shown
in the XRD patterns of composites containing titanium
dioxide nanotubes, it can be understood that the presence
of titanium dioxide nanotubes improved the bioactivity
after 14 days of immersion and both 58S-TNT
composites were more bioactive than 58S bioglass.
Although the 58S-15TNT sample was the more bioactive
sample after 14 days of soaking in SBF, 58S bioactive
glass possessed more intense peaks of HA after 28 days
of immersion in SBF.

Figure 5 shows the FTIR absorption spectra of the
58S, 58S-15TNT, and 58S-TNT15 composites after 14
and 28 days of immersion in SBF. The peaks at 567 cm’*
and 604 cm can be assigned to the bending mode of the
O-P-O bond [43]. Another peak that appeared at 961
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TNT15 samples after a) 14 and b) 28 days of immersion in
SBF
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Figure 5. FTIR spectra of 58S, 58S-15TNT, and 58S-
TNT15 samples after a) 14 and b) 28 days of immersion in
SBF
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Figure 6. TC loading capacity on of 58S, 58S-15TNT, and
58S-TNT15 samples

cm? is attributed to the symmetric stretching mode of the
P-O bond of the phosphate group [43]. The peak that
appeared at 877 cm™ corresponds to the symmetric
vibrational.

C-O [45]. A new peak appeared at 961 cm? is
assigned to P-O stretching vibration. The peak at 1650
cm’! can be ascribed to the vibration of CO3? and the twin
peaks located at 1423 cm™ and 1458 cm™ can be

attributed to C-O asymmetric stretching vibration due to
the presence of CO3% in site PO,% [43, 46]. The peak at
3437 cm could be ascribed to O-H bond [47].

According to the peaks shown in the FTIR spectra of
the composite containing titanium dioxide nanotubes, it
can be perceived that the intensity of peaks present in the
FTIR spectrum of 58S-15TNT is higher than that of the
58S-TNT15 sample, which again confirms better
bioactivity of 58S-15TNT.

3. 3. Drug Loading The drug loading performance
of each sample is shown in Figure 6. As shown in this bar
chart, with an addition of the TNT to the structure of 58
base bioglass, the drug loading capacity of samples
increased more than 2 times. The dominant mechanism
of drug loading on the bioactive nanocomposites is
adsorption in which the active sites of the composites are
occupied by tetracycline particles during the process
[48]. The composites containing titanium dioxide
nanotubes showed a higher value of tetracycline loading
compared to 58S bioactive glass due to a better
adsorption capacity of TNTs present in the matrix of
nanocomposites [49]. The slightly better performance of
58S-TNT15 in comparison with 58S-15TNT may be
attributed to its higher surface area due to the presence of
needle-like titanium dioxide nanotubes formed on the
spherical bioactive glass composite as shown in the SEM
picture of the final product.

3. 4. Comparison of the Results As described
in this study, navel nano bioactive nanocomposites were
synthesized by the incorporation of titanium dioxide
nanotubes into the bioglass structure. As mentioned in
the introduction section, The literature review in this area
shows that no research reported the direct substitution of
SiO, with titanium dioxide nanotubes in the bioglass
composition. Based on the results obtained in this study,
it is clear that the presence of titanium dioxide nanotubes
resulted in better bioactivity of samples after 14 days of
soaking in the SBF solution compared to 58S bioglass.
However, Ni et al. [30] investigated the effect of adding
TiO2 to a bioactive glass compound. They reported that
the addition of TiO; reduced the rate of hydroxyapatite
formation, but this effect diminished in a long time and
did not affect the growth of the apatite layer after long
periods of soaking. Moreover, Heidari et al. [32] assessed
the replacement of CaO with TiO, in 45S5 bioactive glass
synthesized by sol-method. They reported that despite the
slowdown of hydroxyapatite formation in the early days
in titanium-containing samples, the bioactivity results
were almost the same over the 14 days. Therefore, it is
worth mentioning that direct utilization of titanium
dioxide nanotubes as a titanium precursor, applied in this
study, was more effective in increasing the bioactivity of
the composites than other titanium sources such as
Tetrabutyl Titanate used by other researchers.
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4. CONCLUSION

In this study, novel sol-gel derived modified bioactive
glasses incorporated by titanium dioxide nanotubes were
synthesized by reducing the amount of SiO; present in
the structure of common 58S. According to the SEM
images of the modified bioglasses, it was found that the
addition of TiO2 nanotubes caused a change in the
morphology of samples and also new crystalline phases
such as titanite (CaTiSiOs) and calcium titanate (CaTiOs3)
were generated. Comparing XRD and FTIR patterns of
the modified samples before and after in vitro bioactivity
tests revealed that the hydroxyapatite was formed on both
composites containing titanium dioxide nanotubes.
However, there was a decrease in the bioactivity behavior
of the modified bioglasses compared to 58S base bioglass
after 28 days of immersion in simulated body fluid.
Moreover, the 58S-15TNT composite showed better
bioactivity than the 58S-TNT15 sample after 28 days of
soaking in SBF. The results of drug loading on the
modified bioglasses also indicated that the presence of
titanium dioxide nanotubes in the structure of bioactive
composites was effective and these composites possessed
better drug loading performance due to an increase in the
tetracycline loading. Therefore, TNT incorporated
bioactive composites have the potential for extensive
research in the regeneration of bone defects and local
drug delivery.
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This experimental work is about the study of drying shrinkage followed by strength testing of lightweight
foamed concrete (LFC) specimens with the confinement of woven fiberglass mesh (FGM) at three
different densities. The LFC specimens were wrapped with 1-layer to 3-layer(s) of FGM for cube and
cylinder specimens and in beam specimens, it was centrally spread along the longitudinal axis. The
specimens were cured under air storage conditions and the drying shrinkage test was carried following
ASTM C157/C 157M specification on three prism-shaped ‘75mmx75mmx285mm’ specimens.
NORAITE PA-1 foaming agent was used to produce the desired density of LFC. All of 324 specimens
were cast and tested for mechanical properties at 7days, 28days and 56days respectively. In compression
strength test, cube dimensions of 100mm side following BS EN 12390-3:2009 was adopted. The flexural
strength was conducted on ‘100mmx100mmx500mm’” beam specimens following BS 1SO 1920-8:2009.
The specimens ‘100mm in diameter and 200mm in height’ were tested for split tensile strength
considering ASTM C496/ C496M-04el specifications. The results showed that confinement with
160g/m? (GSM) of FGM significantly restricts the drying shrinkage of LFC specimens compared to
control specimens and it decreased with the increases in layer(s) from I-layer to 3-layer(s) and density of
LFC. The testing of the mechanical properties of LFC showed a direct proportionality between strength
and LFC density and confinement layer(s). The failure pattern observed in all specimens was either by
debonding or splitting of fibers of FGM. Thus, LFC at 1600kg/m?® density confined/reinforced with 3-
layers of FGM conquers the good performance in drying shrinkage and strength properties while the
poor performance was shown by the unconfined LFC at 600kg/m?® density.

doi: 10.5829/ije.2021.34.01a.02

1. INTRODUCTION

Choi and Ma [6] engaged LFC to serve in tunnel
drainage and it was implemented in a two-lane highway

Lightweight foamed concrete (LFC) is a cellular concrete
prepared by combination of foam of desired density in a
cement-based slurry. The foam enriches the workability
property of slurry due to the thixotropic behaviour of the
foam bubbles, allowing it to be easily poured and
transported into the desired moulds of any shape. The
technical terms used for labelling LFC include reduced
self-weight for lower densities [1, 2], which is essential
for restoration or to reduce the dead loads on structural
elements of buildings, thermal and acoustic insulation
[3], partition walls, enhance fire resistance [4], sub-base
in highways, insulation of floor and roof screeds, bridge
approaches/embankments [5], prefabricated structures
and many more.

*Corresponding Author Email: shoibbwani@gmail.com (Shoib B
Wani)

tunnel in South Korea. LFC results in sustainable [7, 8]
and economical construction due to use of less labour,
easy transportation and low operating costs [2, 6]. In
addition to this, the provision of partial replacement of
traditional aggregates used in foamed-concrete by fly ash
and silica fumes [9, 10] or recycled ingredients like glass
and foundry or electric arc furnace slag [11, 12] is
possible which can further reduce the cost. In practice,
the LFC has found numerous application in the
construction field in countries like UK, Turkey,
Philippines, Canada, Malaysia, Korea and Thailand [13,
14].

One of the prevalent downsides of LFC is its early age
drying shrinkage [15]. The reason being the expulsion of

Please cite this article as: Shoib. B Wani, Influence of Bi-directional Fibreglass Grid Reinforcement on Drying Shrinkage and Mechanical
Properties of Lightweight Foamed Concrete, International Journal of Engineering, Transactions A: Basics, Vol. 34, No. 1, (2021) 10-18
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water from the capillaries of the concrete mixture [16].
Once the water evaporates, it is impossible to replace it.
This problem causes the LFC made elements to shrink
and reduce in volume leading to cracking and decreasing
overall performance. Kearsley [17] stated that the LFC is
noticed to be weak and non-durable due to its
characteristic high shrinkage value which can lead to
change in dimensions and cracks in the matrix. Besides
this, the average percentage of drying shrinkage in LFC
is about two to three times greater than conventional
concrete. Roslan et al. [18] revealed that the “typical
range of drying shrinkage value in LFC is in between
0.1% to 0.35% of the total volume of the hardened
concrete matrix”. As reported by Fedorov and Mestnikov
[19], the highest values of shrinkage deformations lead to
low strength characteristics in LFC. The explanation by
Rai and Kumar [20] about “high drying shrinkage of LFC
due to the absence of coarse aggregates where the result
is up to 10 times greater than has been observed in the
normal concrete”. The examination of the shrinkage
behaviour of LFC, moisture content and composition are
the basic responsible factors as stated by Nambiar and
Ramamurthy [21]. Amran et al. [22] stated that drying
shrinkage in LFC can be controlled by the type of
material used in matrix design, greater cement, water
proportion and admixtures. Namsone et al. [23] also
justified that the possible shrinkage problem in LFC is
caused by carbonation which leads to cracking and its
durability loss. Also, the high volume of voids is the
prime cause for increased drying shrinkage proportion in
LFC. As reported by Zamzani [24], the drying shrinkage
of LFC is radically greater in the beginning till 30 days
and then continues to grow gradually. The reason being
at the early age of the test, the specimens are not fully
hardened, and the lowest percentage of drying shrinkage
value is achieved at a higher density of LFC.

Since the drying shrinkage of LFC is higher
compared to conventional concrete. Either synthetic or
natural fibers like alkali-resistant glass, kenaf, steel, oil
palm fiber, and polypropylene fiber [25-27] can be used
in LFC to reduce the drying shrinkage and improve its
mechanical properties. This paper focuses on the
confinement of woven fiberglass mesh (FGM) by 1layer
to 3layers(s) in LFC to study the drying shrinkage
behaviour followed by basic mechanical property testing
of specimens for validation. Three different densities of
LFC were chosen based on the application categorized
which were 600kg/m® for non-structural building
material, 1100kg/m? for semi-structural while 1600kg/m3
for structural building material in real practice.

2. MATERIALS AND MIX DESIGN

There are four basic materials utilized in the production
of LFC which were cement, fine aggregate (FA), potable-

water, and foam. Besides, 160g/m? (GSM) of FGM was
employed in this research to investigate its functionality
to restrict the drying shrinkage and enhance strength
aspects of LFC. 53-grade OPC, commercially known by
‘Ultra Tech’ brand, following the specifications of
category 1 portland cement in ASTM C150-04 [28] was
used. Table 1 includes the basic chemical configuration
of used cement and the reference Type 1 cement as
specified.

The FA utilized in this research was restricted to less
than 1.18mm diameter with a specific gravity of 2.74 and
fineness modulus of 1.35. The grading limits was
according to ASTM C778-06 [29]. FA is suitable for
producing the LFC as the presence of coarse aggregate
creates bigger voids, sinks to the bottom of moulds,
affects its flowability resulting in an inconsistent mix and
thereby affects the LFC properties.

The presence of water is necessary to mix the cement
and FA to form the cement slurry which by a chemical
reaction will lead to the hardened mortar paste complied
with ASTM C1602-C05 [30]. ‘Protein-based foaming
agent, NORAITE PA-1" was utilized as a foaming agent
that was added into the cement slurry to get the desired
density. 1kg of the foaming agent was diluted into 30L of
water as shown in Figure 1 before supplied to the foam
generator as shown in Figure 2.

Furthermore, the FGM as shown in Figure 3 also
known as the textile fabric was used as a
confinement/reinforcement. This mesh is categorized as
synthetic, lightweight, flexible, eco-friendly and alkali-
resistant fiber. Table 2 shows the physical properties of
160 g/m? (GSM) woven FGM and Table 3 displays its
composition.

TABLE 1. Basic chemical composition of OPC
Specification limit as per ASTM

g)r:]i;ngzarllld ) oPC C150-04 [10]
Max Min

Sio, 16.00 20.00

Al,04 3.90 6.0

Fe,Os 2.90 6.0

MgO 1.50 6.0

SO; 3.10 3.0

-

Figure 1. Foaming agent dilution into the water
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Figure 3. 160 GSM woven FGM

TABLE 2. Physical properties of FGM

Properties 160 GSM woven fiberglass mesh
Mesh size 4.0mm x 5.0mm

Colour White

Coating type Alkali resistance

Mass (g/m?) 1605

Ignition point 759.2°F/ 404°C

Melting point 320.0°F /160°C

Tensile strength (MPa) 1407

Elongation at break (%) 3.07%

Compliance ASTM C1116-02

TABLE 3. Composition of FGM

Oxide components (AR-glass) Percentage by weight (%)

SiO, 65.4
ZrO, 17.3
TiO, 12
Al,O3 16
Fe:03 17
CaO 7.2
MgO 0.7
Na,O 0.6
K20 04
B,03 2.2
Li,O 0.3
F, 0.5

Others 0.9

The mix proportioning of the LFC as shown in Table
4 was prepared at three different densities: 600kg/m3,
1100kg/m® and 1600kg/m® with the confinement of 1-
layer to 3-layers of FGM. 1L-FGM specifiesl-layer, 2L-
FGM for 2-layer and 3L-FGM for 3-layers of FGM. The
water to cement proportion was fixed to 0.45 as
suggested by Talaei et al. [31] and Kearsley and Visagie
[32]. Also, the cement to FA ratio was fixed to 1:1.5.

3. EXPERIMENTAL PROGRAMME

The drying shrinkage test was conducted by using a
Mitutoyo brand digital indicator (accuracy up to 0£0.001
mm) with a 298mm reference bar. The test was
performed according to ASTM C157/C157M [33] where
three prism-shaped ‘75mmx75mmx285mm’ specimens
with mesh confinement about the longitudinal lateral
surface were installed with a pair of steel screw and cap
nut. After demolding, LFC specimens were placed in the
length comparator; a setup is shown in Figure 4(a) and
rotated anti-clockwise to get the data. The readings were
taken and recorded. Then, the steps were repeated for the
next age of testing, which was on day 1, 3, 7, 14, 21, 28,
and 56.

The strength tests were conducted on 324 specimens,
3 specimens in each category for each test. The different
categories were: control,1L-FGM, 2L-FGM and 3L-
FGM. The cast specimens were put to test at 7days,
28days and 56days. In compression strength test, cube
dimension of 100mm side following BS EN 12390-
3:2009 [34] was used. The flexural strength was
conducted on  ‘100mmx100mmx500mm’  beam
specimens following BS 1SO 1920-8:2009 [35] and

TABLE 4. Mix design of LFC confined with FGM

- - - ;
Mix Cement/ Water/ _MiX proportion (kg/m?)
Sample  density

(kg/m?) Sand ~ Cement cement Sand Water

600 1:15 0.45 230.24 345.36 103.61
Control 1100 1:15 0.45 410.79 616.18 184.86
1600 1:15 0.45 591.34 887.01 266.10

600 1:15 0.45 230.24 345.36 103.61
1L-FGM 1100 1:15 0.45 410.79 616.18 184.86
1600 1:15 0.45 591.34 887.01 266.10

600 1:15 0.45 230.24 345.36 103.61
2L-FGM 1100 1:15 0.45 410.79 616.18 184.86
1600 1:15 0.45 591.34 887.01 266.10

600 1:15 0.45 230.24 34536 103.61
3L-FGM 1100 1:15 0.45 410.79 616.18 184.86
1600 1:15 0.45 591.34 887.01 266.10
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(b)
Figure 4. (a) The instrument for drying shrinkage test; (b)
Placement of mesh

lastly, split tensile test was conducted on 100mm
diameter and 200mm height’ cylindrical specimens
considering ASTM C496/C496M-04el [36]. The
specimens in compressive strength test and split tensile
test were confined along the lateral surface and in the
flexural test, the mesh was spread in the longitudinal
direction at the center of the height of the specimen.
Figure 4(b) shows the FGM placement in specimens.

3. RESULTS AND DISCUSSION

3. 1. Drying Shrinkage Figures 5, 6, and 7 depict
the graphical development of drying shrinkage results for
LFC confined with 160 g/m? (GSM) woven FGM. The
test results revealed that the control specimens have the
uppermost shrinkage strain when compared to the
confined LFC specimens for the three respective
densities. The drying shrinkage was in indirect relation
with LFC density and the layer(s) of FGM. At 600kg/m?
density of LFC confined with 1-layer FGM, the drying
shrinkage was restricted by 48%, while for LFC density
of 1100kg/m® and 1600 kg/m® by 57% and 43%
compared to the unconfined specimen at 56days. When
the number of layer(s) of FGM was increased by 2-layers
and 3-layers, the drying shrinkage behaviour also
decreased by 52% to 77% than the unconfined
specimens.

At the early stage of the test, all the specimens show
inconsistent drying shrinkage measurement as the
specimens were not fully hardened. However, on day-30
and above the graph shows only a slight increment in
drying shrinkage for the confined LFC while the control
specimen shows a noticeable increase. Besides, Karim et
al. [37] also clarified that the rapid “increase of drying
shrinkage at the early age is due to the rapid loss of

moisture from the surface of the specimen while for the
later ages, the rate of increase of drying shrinkage is
reduced with time depending on the moisture movement
of concrete”.

The FGM not only prevents the water diffusion from
the cement matrix, but it also avoids the loss of existing
water in LFC. This also has been proved by Falliano et
al. [38] stating that the “unreinforced specimens exhibit
a shrinkage that decreases with increasing dry density”.
Namsone et al. [23, 39] also concluded that the addition
of fiber can reduce the risk of shrinkage and stabilize the
fresh mix.

—&— 3L-FGM

—&— 2L-FGM
1L-FGM

—— Control

Drying Shrinkage (mm)

0 10 20 30 40 50 60

Days
Figure 5. Drying shrinkage results of 600kg/m? density LFC
confined with a different number of layer(s) of fibreglass mesh

0.7
—_ —o—3L-FGM
g 0.6 - —8—2L-FGVM
< 05 - 1L-FGM
=) —— Control
x 04
=
<
(2]
(=)
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>
a

0.0 T T
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Figure 6. Drying shrinkage results of 1100kg/m® density
LFC confined with a different number of layer(s) of
fibreglass mesh
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Figure 7. Drying shrinkage results of 1600kg/m? density LFC
confined with different number of layer(s) of fiberglass mesh
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3. 2. Compressive Strength The compressive
strength test (CT) results of LFC specimens of density
600kg/m3, 1100kg/m® and 1600kg/m?® respectively are
displayed in Figures (8,9 and 10) indicating the test
outcomes at 7days, 28days and 56 days. It was found that
the compressive strength in all cases increases with age
and is in direct correlation with LFC density and layer(s)
of confinement in the specimens as supported by the
literature [40]. The 56" day compressive strength of LFC
specimens confined with 1L-FGM,2L-FGM and 3L-
FGM at 600kg/m? density was +58.94%, +137.89% and
+168.42% respectively greater than unconfined/control
specimens. Similarly, the 56" day compressive strength
of 1100kg/m?® and 1600kg/m® LFC specimens was found
in a range of +38.42% to +94.65% greater than
unconfined specimens.

3.00

m7DAYS-C-CT
m7DAYS-1L FGM-CT
m7DAYS-2L FGM-CT
m7DAYS-3L FGM-CT
m28DAYS-C-CT
m28DAYS-1L FGM-CT
m28DAYS-2L FGM-CT
m28DAYS-3L FGM-CT
=56DAYS-C-CT
m56DAYS-1L FGM-CT
m56DAYS-2L FGM-CT
=56DAYS-3L FGM-CT

2.50 -

2.00

1.50

1.00 -

Compressive Strength (MPa)

0.50 -

0.00 -

Figure 8. Comparative compressive strength of LFC of
600kg/m? density with different layer(s) of FGM
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®56DAYS-2L FGM-CT
m7DAYS-3L FGM-CT
m28DAYS-3L FGM-CT
=56DAYS-3L FGM-CT

Compressive Strength (MPa)

Figure 9. Comparative compressive strength of LFC of
1100kg/m? density with different layer(s) of FGM
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Figure 10. Comparative compressive strength of LFC of
1600kg/m? density with different layer(s) of FGM

3. 3. Flexural Strength Figures 11, 12 and 13
present the results of the flexural strength test (FST) at
7days, 28days and 56days. The test results showed a
direct correlation between LFC density and the layer(s)
of confinement of FGM. Thus flexural strength in LFC
can be improved by an appreciable proportion of flexural
members of a structure as supported by findings of Musa
et al. [41]. The 56" day flexural strength of LFC
specimens reinforced with 1L-FGM,2L-FGM and 3L-
FGM at 600kg/m® was +103.70%, +151.85% and
+385.18% respectively greater than control specimens.
Similarly, for 1100kg/m® and 1600kg/m® density LFC
specimens, the respective increment in flexural strength
after 56days was in a range of +119.54% to +256.32%
greater than control specimens.
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Figure 11. Comparative flexural strength of LFC of
600kg/m?® density with different layer(s) of FGM
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Figure 12. Comparative flexural strength of LFC of
1100kg/m3 density with different layer(s) of FGM
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Figure 13. Comparative flexural strength of LFC of
1600kg/m? density with different layer(s) of FGM

3. 4. Split Tensile Strength Figures 14, 15 and
16 present the results of the split tensile strength(STS)
test at 7days, 28days and 56days. The 3L-FGM
performed outstandingly followed by 2L-FGM and 1L-
FGM confinement in all the foam densities. The test
results were approved by the finding of [42, 43]. The 56™
day split tensile strength test of LFC specimens confined
with 1L-FGM,2L-FGM and 3L-FGM at 600kg/m® was
+157.14%, +242.85% and +471.42% respectively greater
than unconfined specimens. Similarly, for 1100kg/m?3
and 1600kg/m® density LFC specimens, the
corresponding increment in split tensile strength after
56days was in a range of +98.63% to +354.16% greater
than unconfined specimens. It was noticed that the
appearance of crack was vertical and progress was slow
and linear. The failure load of the specimens created a
wide crack departing the specimen longitudinally.
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Figure 14. Comparative split tensile strength of LFC of
600kg/m® density with different layer(s) of FGM.
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Figure 15. Comparative split tensile strength of LFC of
1100kg/m? density with different layer(s) of FGM
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Figure 16. Comparative split tensile strength of LFC of
1600kg/m? density with different layer(s) of FGM
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After testing the mechanical properties of specimens,
the common failure pattern observed in all cases was
either by debonding or splitting of fibers of the mesh.
Figure 17 shows the scanning electron microscope(SEM)
images indicating the typical failure of the specimens.

Figure 17. SEM images of failure of specimens

4. CONCLUSIONS

This paper presents the shrinkage behaviour of
lightweight foamed concrete (LFC) confined with a
different number of layer(s) of woven fiberglass mesh
(FGM). Furthermore, to evaluate the strength aspects of
LFC specimens, compressive strength, flexural strength
and tensile strength tests were conducted. The variables
in the study include control specimens, llayered,
2layered,3 layered FGM specimens with foam density of
600kg/m?, 1100kg/m?® and 1600kg/m3. Thus, based on
the interpretation of the data obtained, few conclusions
were observed as follows:

1. The higher drying shrinkage was obtained at the low
density of LFC and vice versa, which was correlated
to the volume of foam added. The utilization of FGM
significantly reduces the drying shrinkage issue in
LFC.

2. At 600kg/m?® density of LFC confined with 1-layer
FGM, the drying shrinkage was restricted by 48%,
while for LFC density of 1100kg/m?and 1600 kg/m?
by 57% and 43% compared to the unconfined
specimen at 56" day. When the number of layer(s) of
FGM was increased by 2-layers and 3-layers, the
drying shrinkage behaviour also decreased by 52% to
77% than the unconfined/control specimens.

3. The early age drying shrinkage results showed
inconsistency and on 30" day and after the confined
LFC specimens showed a low-rate of drying
shrinkage increment while unconfined LFC
specimens showed a noticeable high-rate of drying
shrinkage growth for the respective densities.

4. Even though many factors can influence the drying
shrinkage behaviour in LFC as reported in the
previous investigations. However, it can be suggested
that the major influences to the drying shrinkage
behaviour are: (1) the density of LFC and (2) the
number of layer(s) of FGM confinement. Thus, at
density 1600kg/m? LFC confined with 3-layers FGM

conquers the good performance of drying shrinkage
while the poor performance was shown by the
unconfined LFC at density 600kg/m?.

5. The testing of mechanical properties like compressive
strength, flexural strength and split tensile strength of
LFC showed a direct correlation of strength with age,
confinement layer(s) and foam density. The type of
failure of specimens in all cases was either by
debonding or by splitting of fibers.

5. REFERENCES

1.  Yang, K. H, Lee, K. H., Song, J. K., and Gong, M. H., "Properties
and sustainability of alkali-activated slag foamed concrete"”,
Journal of Cleaner Production, Vol. 68, (2014), 226-233.
doi:10.1016/j.jclepro.2013.12.068

2. Wei, S., Yigiang, C., Yunsheng, Z., and Jones, M. R,
"Characterization and simulation of microstructure and thermal
properties of foamed concrete”, Construction and Building
Materials, Vol. 47, (2013), 1278-1291.
doi:10.1016/j.conbuildmat.2013.06.027

3. Kim, H. K., Jeon, J. H., and Lee, H. K., "Workability, and
mechanical, acoustic and thermal properties of lightweight
aggregate concrete with a high volume of entrained air",
Construction and Building Materials, Vol. 29, (2012), 193-200.
doi:10.1016/j.conbuildmat.2011.08.067

4. Vilches, J., Ramezani, M., and Neitzert, T., "Experimental
investigation of the fire resistance of ultra-lightweight foam
concrete”, International Journal of Advanced Engineering
Applications, Vol. 1, No. 4, (2012), 15-22

5. Zhang, Z., Provis, J. L., Reid, A., and Wang, H., "Mechanical,
thermal insulation, thermal resistance and acoustic absorption
properties of geopolymer foam concrete", Cement and Concrete
Composites, Vol. 62, (2015), 97-105.
doi:10.1016/j.cemconcomp.2015.03.013

6. Choi, H.,and Ma, S., "An optimal lightweight foamed mortar mix
suitable for tunnel drainage carried out using the composite lining
method", Tunnelling and Underground Space Technology, Vol.
47, (2015), 93-105. doi:10.1016/j.tust.2014.12.002

7. Siram, K. K. B, and Raj, K. A., " Concrete+ Green= Foam
Concrete”, International Journal of Civil Engineering and
Technology, Vol. 4, No. 4, (2013), 179-184

8. Moon, A. S., and Varghese, V., "Sustainable construction with
foam concrete as a green building material”, International
Journal of Modern Trends in Engineering and Research, Vol.
2, No. 2, (2014), 13-16

9. Durack, J. M., and Weiging, L., " The properties of foamed air
cured fly ash based concrete for masonry production”,
Proceedings of the Fifth Australasian Masonry Conference,
(1998), 129-138.

10. Ramamurthy, K., Kunhanandan Nambiar, E. K., and Indu Siva
Ranjani, G., "A classification of studies on properties of foam
concrete”, Cement and Concrete Composites, Vol. 31, No. 6,
(2009), 388-396. doi:10.1016/j.cemconcomp.2009.04.006

11. Jones, M. R., Mccarthy, A., and Dhir, R. K., Recycled and
Secondary Aggregates in Foamed Concrete, (2005), The Waste &
Resources Action Programme.

12. De Domenico, D., Faleschini, F., Pellegrino, C., and Ricciardi, G.,
"Structural behavior of RC beams containing EAF slag as
recycled aggregate: Numerical versus experimental results",
Construction and Building Materials, Vol. 171, (2018), 321-
337. doi:10.1016/j.conbuildmat.2018.03.128



13.

14,

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

Shoib. B. Wani / IJE TRANSACTIONS A: Basics Vol. 34, No. 1, (January 2021) 10-18 17

Weigler, H., and Karl, S., "Structural lightweight aggregate
concrete with reduced density- lightweight aggregate foamed
concrete”, International Journal of Cement Composites and
Lightweight Concrete, Vol. 2, No. 2, (1980), 101-104.
doi:10.1016/0262-5075(80)90029-9

Favaretto, P., Hidalgo, G., Sampaio, C., Silva, R., and Lermen,
R., "Characterization and Use of Construction and Demolition
Waste from South of Brazil in the Production of Foamed Concrete
Blocks", Applied Sciences, Vol. 7, No. 10, (2017), 1090.
doi:10.3390/app7101090

McGovern, G., "Manufacture and supply of ready-mix foamed
concrete”, One-Day Awareness Seminar on Foamed Concrete:
Properties, Applications and Potential, (2000), 12—-22.

Al-Haidary, M. H. M. H., "Shrinkage in Lightweight Foam
Concrete, Universiti Sains Malaysia", (2010).

Kearsley, E. P., "Just Foamed Concrete - An Overview",
Specialist Techniques and Materials for Concrete Construction,
(1999), 227-237 Thomas Telford Publishing.
doi:10.1680/stamfcc.28258.0022

Roslan, A. F., Awang, H., and Mydin, M. A. O., "Effects of
various additives on drying shrinkage, compressive and flexural
strength of lightweight foamed concrete (LFC)", Advanced
Materials Research, Vol. 626, (2013), 594-604, Trans Tech
Publications Ltd, 594-604.
doi:10.4028/www.scientific.net/ AMR.626.594

Fedorov, V., and Mestnikov, A., "Influence of cellulose fibers on
structure and properties of fiber reinforced foam concrete”,
MATEC Web of Conferences, Vol. 143, (2018), 02008.
doi:10.1051/matecconf/201814302008

Rai, A., and Kumar, M., "Experimental study on compressive and
split tensile strength of foamed concrete using stone dust",
International Research Journal of Engineering and
Technology, Vol. 4, No. 5, (2017), 1377-1382

Nambiar, E. K. K., and Ramamurthy, K., "Shrinkage Behavior of
Foam Concrete", Journal of Materials in Civil Engineering, Vol.
21, No. 11, (2009), 631-636. doi:10.1061/(asce)0899-
1561(2009)21:11(631)

Amran, Y. H. M., Farzadnia, N., and Ali, A. A. A., (, December
30)"Properties and applications of foamed concrete; A review",
Construction and Building Materials, Vol. 101, (2015), 990—
1005. doi:10.1016/j.conbuildmat.2015.10.112

Namsone, E., Korjakins, A., Sahmenko, G., and Sinka, M., "The
environmental impacts of foamed concrete production and
exploitation”, 10P Conference Series: Materials Science and
Engineering, Vol. 251, No. 1, (2017), 012029. doi:10.1088/1757-
899X/251/1/012029

Zamzani, N., "Characterization Of Durability And Mechanical
Properties Of ’Cocos Nucifera Linn’Fibre (Cnf) Reinforced
Foamcrete And Its Performance At Elevated Temperatures,
Doctoral dissertation, Universiti Sains Malaysia", (2019).

Akil, H. M., Omar, M. F., Mazuki, A. A. M., Safiee, S., Ishak, Z.
A. M., and Abu Bakar, A., (, September 1)"Kenaf fiber reinforced
composites: A review", Materials and Design, Vol. 32, Nos. 8—
9, (2011), 4107-4121. doi:10.1016/j.matdes.2011.04.008

Bing, C., Zhen, W., and Ning, L., "Experimental Research on
Properties of High-Strength Foamed Concrete”, Journal of
Materials in Civil Engineering, Vol. 24, No. 1, (2012), 113-118.
doi:10.1061/(asce)mt.1943-5533.0000353

Panesar, D. K., "Cellular concrete properties and the effect of
synthetic and protein foaming agents”, Construction and
Building Materials, Vol. 44, (2013), 575-584.
doi:10.1016/j.conbuildmat.2013.03.024

ASTM C150-04. Standard Specification for Portland Cement
C150-04. Annual Book of ASTM Standards, 04(02), (2009), 1-8.

ASTM C778-06. Standard Specification for Standard Sand C778-

30.

3L

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

06. Annual Book of ASTM Standards, (2006).

ASTM C1602-C05. Standard Specification for Mixing Water
Used in Production of Hydraulic Cement Concrete C1602.
Annual Book of ASTM Standards, (2006).

Talaei, S., Jafari, M., Tarfan, S., and Hashemlou, H., "The effect
of ratio of aggregate to cement paste volume on structural
lightweight concrete strength, viscosity, density and cost",
Research Journal of Environmental and Earth Sciences, Vol. 6,
No. 9, (2014), 443-450

Kearsley, E. P., and Visagie, M., "Micro-properties of Foamed
Concrete”, In RK Dhir, NA Handerson (Eds.), Proceedings of
Congress on Creating with Concrete (Conference on Specialist
Technology and Materials for Concrete Construction), (1999),
173-184

ASTM C157/C157M. Standard Test Method for Length Change
of Hardened Hydraulic-Cement Mortar and Concrete. Annual
Book of ASTM Standards, C, (2005), 1-10.

BSI, BS EN 12390-3: 2009: Testing hardened concrete.
Compressive Strength of Test Specimens, (2009).

The International Organization of Standardization, 1SO 1920-
8:2009 Testing of Concrete -Part 8: Determination of drying
shrinkage of concrete for samples prepared in the field or in the
laboratory, (2009).

ASTM C496/C496M-04el Standard Test Method for Splitting
Tensile Strength of Cylindrical Concrete Specimens. Annual
book of ASTM standards, (2008).

Karim, H., Khalid, H., and Sahii, S., "Behavior of Light Weight
Concrete Using Polymer Materials”, The 2nd International
Conference of Buildings, Construction and Environmental
Engineering (BCEE2-2015), (2015), 79-84, 79-84

Falliano, D., De Domenico, D., Ricciardi, G., and Gugliandolo,
E., "Compressive and flexural strength of fiber-reinforced foamed
concrete: Effect of fiber content, curing conditions and dry
density", Construction and Building Materials, VVol. 198, (2019),
479-493. doi:10.1016/j.conbuildmat.2018.11.197

Namsone, E., Sahmenko, G., and Korjakins, A., "Durability
Properties of High Performance Foamed Concrete", Procedia
Engineering, Vol. 172, No. 172, (2017), 760-767.
doi:10.1016/j.proeng.2017.02.120

Momoh, E. O., and Osofero, A. I, (, February 1)"Recent
developments in the application of oil palm fibers in cement
composites”, Frontiers of Structural and Civil Engineering, Vol.
14, No. 1, (2020), 94-108, Higher Education Press, 94-108.
doi:10.1007/s11709-019-0576-9

Musa, M., Othuman Mydin, A., and Abdul Ghani, A. N.,
"Optimization of mechanical properties in foamcrete reinforced
with raw oil palm empty fruit bunch (EFB) fiber", MATEC Web
of Conferences, Vol. 250, (2018), 05004.
doi:10.1051/matecconf/201825005004

Serudin, A. M., Azree, M., Mydin, O., Naser, A., and Ghani, A.,
"Significance of Woven Fiberglass Mesh addition to Lightweight
Foamed Concrete on its Flexural and Tensile Strengths”, Journal
of Xi’an University of Architecture & Technology, \Vol. XIl, No.
1V, (2020), 1566-1571

Falliano, D., De Domenico, D., Ricciardi, G., and Gugliandolo,
E., "Improving the flexural capacity of extrudable foamed
concrete with glass-fiber bi-directional grid reinforcement: An
experimental study"”, Composite Structures, Vol. 209, (2019),
45-59. doi:10.1016/j.compstruct.2018.10.092



Persian Abstract

oS

ol anl WS ol Sl 0 g L (LFC) Uis S o sladi el Conslin (b1 0T JUs w0 5 0s S S e anllls 3550 53 bl 8 ol
s 3l 3 635 a sk o5 Wsal 53 5 0l sl (FGMD) Y B oY) L lail sl 5 oaSe slaw gad L LFC (slaw sad ool oslie o515 4 s (FGMD)
6305 4w 3355 » ASTM C157 / C 157TM cliaseine Jlis w 0dd i (olil Sl 5 edd Oloys n (gilue,otd Lol o ol bt sed S iy Jsb
)y 4503 TYY 5 sazs 53 s o3lined NORAITE PA-1 sasis osle 5ILFC Csllae JKr 15 (51 43 (il MMX7OMMX285MMVO S5 (5, 520
o S sl (5L slie g3l 3 kb S 18 besT sise 55 0F 5 555 YA Gan Y OLSSL ladiped i S 513 lesl 5,50 LFC SO ol
BS ISO JLs « be 100mmx100mmx500mm s, sles se S35 » (oiart Conslis .ty 5 4 BS EN 12390-3: 2009 Jlis 4 e oo Voo
o (525 i [l 5) ASTM C496 / CAIBM-0461 lasiin o 4 55 b siohon Yoo plisyl 5 st beo Voo B L Lawipad s i) 1920-8: 2009
IS sl sas b anglin 3 1, LFC (slasipd 00 Lot 008 e o5 BB 55k 4 FGM 51 GSM) e e o3 0 8180 L o o8 503 0L 4ot i
LFC o815 5 &l o omoiis s LFC S Sl ot 23T LFC 51l o 28l oS15 5 ¥ Y LV 51 (aY) &Y (5051 L 5 S e 5 5dome
Y LS e 55 0 S ks V80 (S15 LLFC (ol ply 55 FGM QU i b a3 L L et g e 53 o scalie o (65801 1 0L e (W)Y 5
S5 52 d S B2 LFC by i s Sles o8 Jb 53 S o s 03,5 Sl sl 5 (5Ll ol 53 1) o5 3 8hes sy 85/ 5500 FGM Y
A esls BLE e e o ¢SS P




IJE TRANSACTIONS A: Basics Vol. 34, No. 1, (January 2021) 19-25

International Journal of Engineering

Journal Homepage: www.ije.ir

Influence of Chemical Admixtures on Geotechnical Properties of Expansive Soil

R. Suresh*, V. Murugaiyan

Department of Civil Engineering, Pondicherry Engineering College, Puducherry, India

PAPER INFO

ABSTRACT

Paper history:
Received 06 July 2020

Received in revised form 03 September 2020

Accepted 26 October 2020

Keywords:
Expansive Soil
Ultra-fine Slag
Calcium Chloride

Unconfined Compressive Strength

The present study is to elucidate and efficacy of Ultra-fine slag and Calcium Chloride in improving the
Engineering characteristics of expansive soil. An experimental program has evaluated the effects of
Ultra-fine slag 3%, 6%, 9% and CaCl, 0.25%, 0.5%, 1.0%, Free swell index, swelling potential, swell
pressure, plasticity, compaction, strength, hydraulic conductivity, Cation Exchange Capacity and
microstructural XRD, SEM tests of expansive soil. Both admixtures were added independently and
blended to the expansive soil. Mixing of Ultra-fine slag, CaCl, and expansive soil results have shown
that plasticity index, hydraulic conductivity, swelling properties of blends decreased and dry unit weight
and unconfined compressive strength is increased in combination of soil +6% of Ultra-fine slag + 1%
CaCl,. The unconfined compressive strength (UCS) of the samples is again found to decrease slightly
beyond 6% Ultra-fine slag and 1% CaCl,. It was found that the optimum quantity of material for a
favorable combination of soil +6% of Ultra-fine slag + 1% CaCl, was taken for further study in view of

its economy due to lower CaCl, content.

doi: 10.5829/ije.2021.34.01a.03

NOMENCLATURE

W, Liquid limit MDD Maximum dry density

W5p Plastic limit ucs Unconfined Compressive Strength
Ws Shrinkage limit CaCl, Calcium chloride

FSI Free swell index Gs Specific gravity (g/cc)

Wa Water absorption p Bulk Density (kg/m®)

CEC Cation Exchange Capacity Pl Plasticity Index

omMC Optimum Moisture Content CNS Cohesive non-swelling soil

1. INTRODUCTION

Expansive soils are known worldwide for their volume
change behaviour due to moisture fluctuation because of
their intrinsic mineralogical behaviour [1]. These types
of soils are found mainly in the arid and semi-arid regions
[2] such as Australia, Canada, China, India, South Africa,
and the United States. India has an extensive track of
expansive soils known as black cotton soil covers about
twenty percentage of the total land area [3]. Due to its
black colour which is a result of high iron and magnesium
minerals acquire from basalt [4]. Expansive soils are

*Corresponding Author Institutional Email: rangasuresh307@pec.edu
(R. Suresh)

clayey soils are the extensive specific surface area and
high cation exchange capacity [5, 6]. Expansive soil
contains clayey minerals such as montmorillonite which
increases in volume during wetting. This volume change
can exert sufficient stress on a building, sidewalk,
driveways, basement floors, pipelines, and foundations to
cause damages. Since the expansive soils are found
worldwide, the challenges to the Civil Engineers in one
felt around the globe. If not adequately treated, expansive
soils may act as natural hazards resulting in damages to
structures [7, 8]. The annual cost of damages to the Civil
Engineering structures is estimated at 150 million in the
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United States and many billions of dollars worldwide [9].
Under the moisture ingress and digress, a building
founded on expansive soil undergoes differential
movements caused by alternate swell/shrink behaviour of
soil causing several structural damages. Many reported
data are available on the heave profile of soil at the
surface, at various depths from the ground surface and on
covered areas [10, 11] it is generally observed that the
amplitude of soil movement decreases with depth and
there is an increase in time lag with movement at depth
compared with that at the surface. To date, distress
problems related to this type of soils are quite immense
to have ensued in the loss of billions of dollars in repairs
and rehabilitation [12].

Many Researchers used the strong electrolytes such
as potassium Chloride, Magnesium Chloride, Zinc
Chloride, Sodium hydroxide, Ferric Chloride, and
Calcium Chloride could be tried instead of lime [13].
strong electrolytes are readily soluble in water and hence
could supply adequate cations for exchange reactions.
Industrial by-product material such as flyash [14], GGBS
[15], cement Kiln dust, limestone dust [16] as additives
are becoming more popular due to their relatively low
cost additionally CO;, emission can be reduced
significantly by the increased use of such supplementary
cementing materials currently wasted in lagoons and
landfill sites. The most important feature in the
stabilization of clay soils is the ability of the stabilizer to
provide a sufficient amount of Calcium [17]. Stabilizers
can be amended with activators like lime or cement to
enhance their cementitious and pozzolanic properties.

The purpose of this study is to investigate the
influence of the inclusion of Ultra-fine slag in
conjunction with Calcium Chloride (CaCl,) in the
stabilization of expansive soils. In India, an industrial by-
product Ultra-fine slag material is manufactured by
Ambuja cement private limited. The majority of Ultra-
fine slag material is utilized in the high-performance
concrete structures either as a cement replacement or as
an additive to improve concrete properties in both fresh
and hardened states and soil stabilization purpose [18],
while CaCl, is mainly used to reduce the swelling and
increase the shear strength of expansive soil for soil
stabilization. These Ultra-fine slag and CaCl, have also
great potential to be used as stabilizing agents. The main
reason for their underutilization is the lack of pozzolanic
reactivity [19].

Ultra-fine slag is ultrafine ground granulated blast
furnace slag, performs a superior to all other mineral
admixtures used in India [20-22]. On the other hand,
CaCl, is the hygroscopic material and hence is pre-
eminently suited for stabilization of expansive soils,
because it absorbs water from the atmosphere and
prevents shrinkage cracks occurring in expansive soils
during summer season. The combination of the two
materials can be more beneficial when used as a

stabilizing agent than using the individual. However, no
studies on the joint activation of Ultra-fine slag and
CaCl; as stabilizing agents for expansive soils have been
published to date.

2. MATERIALS

2. 1. Expansive Soil The expansive clay soil is
collected from Kirumambakkam, is located in
Puducherry, India. The soil is collected in a dry condition
at a depth of 1 meter below the ground level and
preserved in the laboratory. Identified the index and
engineering properties of expansive soils as shown in
Table 1.

2.2. Alccofine-1203 Alccofine-1203 is ultrafine
slag, manufactured by Ambuja cement private limited in
India. Ultra-fine slag and Ultra-fine slag-1101 are two
types with low calcium silicate and high calcium silicate
respectively. Ultra-fine slag has the lime binder 34% and
average particle size of 4 microns (Range 0-17microns).
Chemical composition and physical properties are tested
by Ultra-fine slag micro materials, Pissurlem, Goa. Ultra-
fine slag properties are given in Table 2.

2. 3. Calcium Chloride The chemical formula of

Calcium Chloride is CaCl,. It is a hygroscopic material
and hence, itis pre-eminently suited for stabilization of

TABLE 1. Physical properties of soil

Properties of soil Results
Sand (%) 12
Silt (%) 30
Clay (%) 58
Specific gravity 2.60
Liquid limit (W) 59%
Plastic limit (Ws) 34.5%
Shrinkage limit (Ws) 12.5%
Free swell index (FSI) 25%
Water absorption (Wa) 53.69%
Cation exchange capacity (CEC) meq/100g 55
Unified soil classification (USCS) CH
OMC (%) 18.19
MDD (kN/m?) 15.73
UCS (kPa) 157
Swell potential (%) 5.29
Swell pressure (kPa) 150

Hydraulic conductivity cm/sec 1.58x10¢
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TABLE 2. Physical and chemical properties of Ultra-fine slag
Properties Results

Physical properties

Particle size Distribution(mm)

D10 15
D50 43
D90 9.0
Specific gravity (g/cc) 2.88
Bulk density (kg/m?®) 680
Chemical properties

SiO, 35.6%
Al,O3 21.4%
Fe,0s 1.3%
CaO 33.6%
SO; 0.12%
MgO 7.98%

black cotton soil (expansive soil), because it absorbs
water from the atmosphere and releases heat when it is
dissolved in water. Calcium Chloride is obtained from Sri
Rajendra Scientific and Surgicals Pvt Ltd. Pondicherry,
India.

3. RESULTS AND DISCUSSION

3.1.Index and Compaction Tests The influence
of Ultra-fine slag and CaCl, on Atterberg limits (liquid
limit, plastic limit, and shrinkage limit) of expansive soil
is shown in Table 3. Results show that liquid limit
decreases and plastic limit increases; hence, the
difference between liquid limit and plastic limit is the
plasticity index. The plasticity index is reduced by about
67% when the soil is blended with 6% Ultra-fine slag +
CaCl; 1%.

The compaction characteristics of untreated and
treated soils are shown in Table 3. The results of
compaction show that the maximum dry density is
increased from 15.73 kN/m® to 16.92 kN/m® and
optimum moisture content is reduced from 18.19% to
16.5% with an increase of 6% Ultra-fine slag and 1%
CaCl; binder; that is, for sample which shows maximum
strength.

3.2. Unconfined Compression Strength
Unconfined compressive strength (UCS) tests were
conducted with Ultra-fine slag and CaCl, was added.
Independently and blended to the expansive soil samples.
UCS tests were performed on both intrinsic soil and
chemically treated soil. The UCS value for intrinsic soil

is 157 kPa. The percentage of Ultra-fine slag (3, 6 and
9%) and CaCl; (0.25, 0.5 and 1.0%) were added by dry
weight of the soil. The UCS values are shown in Table.
3. The optimum increase was noticed at 6% Ultra-fine
slag and 1% CaCl,. The UCS strength was an increase
from 157 kPa to 418 kPa. Beyond 6% of Ultra-fine slag
with 1%, CaCl, resulted in a slight decrease in UCS
values.

3. 3. Swell Behavior The swell behavior of soil
and mixed with different percentages of Ultra-fine slag
and CaCl; is presented in Table. 3. The maximum swell
potential of intrinsic soil is 5.29% and swell pressure is
150 kPa. The swell of intrinsic soil is mainly due to the
presence of montmorillonite mineral. With the addition
of various percentages of Ultra-fine slag and CacCl,, the
swell of the soil decreases gradually and completely
brings to halt beyond the addition of Ultra-fine slag 6%
with 1% of CaCl,. Beyond Ultra-fine slag 6% with 1% of
CaCl,, complete elimination of swell is due to the
availability of adequate calcium, not only for cation
exchange reaction but also for the formation of
pozzolanic reaction compounds. Pozzolanic reaction
binds the flocculated soil particles, and thereby, the
formation of strong flocculated fabric, leading to the
reduction in a swell of soil.

3. 4. Mineralogical and Microstructural Analysis

3.4.1.SEM Analysis Changes in surface matrix
and chemical composition due to reaction between
minerals of soil-Ultra-fine slag-CaCl, were performed
with SEM and EDAX techniques, respectively. EVO 18
Carl Zeiss is used for the SEM and EDAX studies. The
analysis for clay soil, Ultra-fine slag and clay soil +
Ultra-fine slag 6% + CaCl, 1% are shown in Figure 1 (a,
b, c).

These studies were carried out in order to observe the
individually and changes in the soil are blended with an
admixture of 0 days. Eminent peaks Fe, Au, Al are
observed in 1(a) and Fe, Au, Al, Si are observed in clay
soil. In Ultra-fine slag (1b) Ca, Mg, Si, Al eminent peaks
are observed. In combination of soil blended with
admixture (1c) is observed eminent peaks are Fe, Au, Si,
O, Al. The test was performed mainly for the
identification of the various cementations compounds on
the soil stabilized with 6% Ultra-fine slag + CaCl, 1%
binder; that is, for sample which shows maximum
strength. The formation of aggregation or flocs is mainly
responsible for the reduction of the swelling in expansive
soil [8]. Cement hydration materials such as C-S-H gel is
mixed with calcium hydroxide, aggregation can be
observed in the SEM-micrograph. The hydration
products are usually intermixed with pore spaces that are
not empty but occupied by hardened epoxy resin [22].
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TABLE 3. Effects of soil-admixtures blended on Index and Engineering properties

Liquid Plastic

Plasticity MDD OMC

UCS

Swell characteristics

(DC/?C'Z L;:;;a(%e limit  limit ‘C’I!‘r;iirt“((;f)e index G20 T (kpa) swell Swel pressure X,VA)A
° (%) (%) (%) Odays  potential (%) (kPa)
0 0 590 345 125 245 1573 1819 157 5.29 150 53.60
3 550 350 133 200 1585 17.75 216 3.2 120 50.05
6 49.0 35.5 16.0 13.5 15.95 17.45 245 1.23 095 44,59
9 470 360 225 110 1615 17.24 241 0.75 075 42.77
0.25 0 540 370 140 170 1585 1805 245 217 115 49.14
3 51.0 38.5 15.0 12.5 16.05 17.76 300 1.02 098 46.41
6 490 390 190 100 1630 17.25 327 059 065 44,59
9 480 390 245 90 1645 1710 324 0.46 096 43.68
0.5 0 525 38.0 14.5 145 1590 17.65 306 1.47 045 47.77
3 504 385 160 119 1634 17.34 359 0.90 038 45.86
6 480 400 188 80 1670 1680 384 0.34 022 43.68
9 49.0 41.0 24.0 8.0 16.90 16.40 376 0.11 018 44,59
10 0 510 390 180 120 1580 1740 352 0.78 032 45.68
3 490 410 210 80 1630 1680 401 0.17 012 44,59
6 47.0 39.0 225 8.0 16.92 16.50 418 0 0 42,77
9 490 420 228 70 1695 1624 406 0 0 44.59

Note: W, = Liquid limit; W, = Plastic limit; Ws = Shrinkage limit; Pl = Plasticity index; MDD = Maximum dry density; OMC = Optimum
moisture content; UCS = Unconfined compressive strength; Wa = Absorption water content.

TABLE 4. Properties Obtained for Optimum Soil-Ultra-fine slag-CaCl. Mix

Properties Soil 93% s0il+1% CaCl,+6% Ultra-fine slag
Sand (%) 12 10.30
Silt (%) 30 35.20
Clay (%) 58 54.50
Specific gravity 2.60 2.72
Liquid limit (W) 59% 47%
Plastic limit (Ws) 34.5% 39%
Shrinkage limit (Ws) 12.5% 22.50%
Plasticity Index (PI) 25% 8%
Water absorption (Wa) 53.69% 42.77%
Cation exchange capacity (CEC) 55 18
meq/100g

Unified soil classification CH Cl
OMC (%) 18.19 16.50
MDD (kN/m?) 15.73 16.92
UCC (kPa) 157 418
Free swell index (FSI) 25% 0
Swell potential (%) 5.29 0
Swell pressure (kPa) 150 0
Hydraulic conductivity cm/sec 1.58x10® 4.3x10°
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3.4.2.XRD The results of experimental
and XRD analysis that most of the Calcium is
consumed to alter the physical behavior of soil by
short-term process. However, peaks related to clay
soil are [d = 3.38A, 2.29A, and 2.96A]. The X-ray
diffraction peaks identify for clay soil, Ultra-fine
slag and clay soil + Ultra-fine slag 6% + CaCl, 1%.
The most important peak traced was related to CH,
which was identified at 26 =26° to 36° [20].

As can be seen from Figure 2 (a, b, c); the
addition of Ultra-fine slag and CaCl; in the soil
causes CH related peaks to appear at the

s EHT = 10.00 KV Mag = 25,00 K X Date 14 Jan 2018 PHYSICS
— WD=105mm  Signal A= SE1 Time 17:59:11 ou

aforementioned 26. It has been carried out to
confirm the formation of new minerals, which can
play a significant role in strength improvement
behavior Calcium stabilized for soil admixture. The
intensity has increased for Calcium Chloride and
Ultra-fine slag materials treated when compared
with the clay soil, which is all-evident from X-ray
data. The hydration products as a result of
pozzolanic reactions primarily consist of C-S-H gel
and calcium hydroxide (CH) [21]. The most
important peak traced was related to CH which were
identified at 26=26° to 36° [22].
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4. CONCLUSION

In this study, based on the laboratory investigation, a
series of tests were performed to study the effect of CaCl,
and Ultra-fine slag on the swelling properties and
strength behavior of soils. Based on the results presented
in this paper, the following conclusions are made:

1. The optimum moisture content (OMC) was found to
decrease 18.19% to 16.5% while the maximum dry
density (MDD) increases from 15.73kN/m3 to 16.92kN/
m? with binding content.

2. The unconfined compressive strength (UCS) tests
were conducted with Ultra-fine slag and CaCl, were
added independently and blended to the expansive soil
samples. The UCS strength was an increase from 157 kPa
to 418 kPa. Beyond 6% of Ultra-fine slag with 1% CacCl,
resulted in a slight decreased in UCS values.

3. The swell behaviour of soil; the swell potential is
reduced from 5.29% to zero and swell pressure is reduced
from 150kPa to completely bring to halt beyond addition
of Ultra-fine slag 6% with 1% of CaCl..

4. SEM and XRD studies confirm the formation of
reaction products such as Ca, Mg and Si to contribute to
strength significantly. In XRD the addition of Ultra-fine
slag and CaCl, in the soil causes CH related peaks to
appear at the aforementioned 26.

In the view of severe scarcity for suitable cohesive
non-swelling soils (CNS) at several project sites, an
alternative cushion material is proposed to be prepared at
the site using the intrinsic soil (expansive soil) by
admixing with it 6% Ultra-fine slag and 1% CacCl;, by dry
weight of the soil. Based on the favorable results
obtained, it can be concluded that the expansive soil with
Ultra-fine slag and CaCl, can be considered as an
effective cohesive non-swelling soil (CNS) for
pavements, sidewalks, and floorings.
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The presence of fibers in concrete specimens has an effective role on how the specimens were failed. In
this study, the effects of aluminium oxide nanoparticles on the workability, mechanical and, durability
properties of SCCs containing glass fibers were investigated. Glass fibers contents of 0, 0.5, 1, and 1.5
% by volume of concrete and aluminium oxide nanoparticles contents of 0, 0.5, 1, 1.5, 2, and 3 % by
weight of cement were used. The properties of fresh concrete were evaluated according to EFNARC
consideartions. The mechanical properties were evaluated by compressive strength, splitting tensile
strength, and ultrasonic pulse velocity tests. The durability of the specimens was also measured using
water absorption tests, water penetration depth and, electrical resistivity. Combined use of 2% aluminium
oxide nanoparticles and 1% glass fiber has increased the compressive and tensile strengths of SCCs by
59% and 119.2%, respectively. Aluminium nanoparticles have a very high specific surface area and their
reactivity causes them to react rapidly with calcium hydroxide to produce silicate-hydrate gels.
Therefore, calcium hydroxide crystals are reduced and the cavities in the cement gel are filled and the
compressive strength is increased. The use of aluminium oxide nanoparticles along with glass fibers
reduces the water absorption rate compared to the sample without these materials. This is one of the
effective properties of aluminium oxide nanoparticles, which increases the resistance to adverse
environmental factors by reducing water absorption.

doi: 10.5829/ije.2021.34.01a.04

1. INTRODUCTION

nanoparticles can improve the performance of RC beams
[6]. Joshaghani et al. (2020) showed that titanium,

Today, the use of nanotechnology in the construction of
concrete has good practical potential and has different
features [1-4]. Brittleness of concrete limits its use for
parts that are completely or locally under tension. In
practice, this fundamental defect of concrete is resolved
by reinforcing it by installing steel rebars in the direction
of tensile forces. In order to create isotropic conditions
and reduce the brittleness of concrete, glass fibers can be
used in concrete [5].

On the other hand, the use of nanoparticles in concrete
has attracted the attention of many researchers in recent
years. Silva et al. (2016) examined the effect of silica and
aluminium oxide nanoparticle additives with steel fibers
on the behaviour of RC beams. They showed that

*Corresponding Author Email: Ma_lotfollahi_yaghin@yahoo.com
(M. A. Lotfollahi-Yaghin)

aluminium, and iron oxide nanoparticles can improve
mechanical and durability and reduce workability [7].
Mohammed et al. (2020) investigated calcium and
aluminium oxide on the physical attributes of
cementitious mortar. For this purpose, different
percentages of calcined eggshell powder were used along
with 1% of aluminium oxide nanoparticles. The
experiments showed that the combined use of aluminium
oxide nanoparticles and eggshell powder reduced the
compressive strength and density, but increased the
percentage of water absorption [8]. Ansari rad et al.
(2020) studied the properties of basalt fiber reinforced
concrete containing silica nanoparticles and aluminium
nanoparticles. Basalt fibers reduced the flowability of

Please cite this article as: H. Heidarzad Moghaddam, A. Maleki, M. A. Lotfollahi-Yaghin, Durability and Mechanical Properties of Self-compacting
Concretes with Combined Use of Aluminium Oxide Nanoparticles and Glass Fiber, International Journal of Engineering, Transactions A: Basics,
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self-compacting specimens and have little effect on
improving compressive strength [9]. Zin al-Abedini et al.
(2020) showed that the concrete made of nanolime
showed higher resistance than nano-silica and this type
of concrete can be considered in the group of high
performance and high strength concrete [10].

There have also been several studies on the use of
fibers in concrete. Ganesh (2016) examined self-
compacting concrete containing glass fibers. The length
of fibers added to the mixture was 1.2, 1.8, and 2.4 mm,
respectively, and the percentage of fibers were 0%, 0.25,
0.5%, 0.75%, and 1%. The highest compressive strength
was obtained in a specimen containing 1% fiber [11].
Soratur et al. (2018) stated that glass fiber and foundry
sand can lead to a significant improvement in mechanical
characteristics of concrete [12]. Alex and Arunachalam
(2018) conducted an experimental study of steel fibers
and glass fibers on the attributes of lightweight concrete.
The use of glass fibers and steel fibers improved tensile
and flexural strength of specimens [13]. Vasu et al.
(2019) used 0.1, 0.2 and 0.3% of glass fibers. They
indicated that glass fibers could improve the mechanical
characteristics of concrete [14]. Hemavathi et al. (2020)
examined the properties of concrete reinforced with glass
fibers containing silica fume. For this purpose, different
percentages of "manufactured sand” (30, 40, 70, and
100%) were replaced with natural sand. It was shown that
glass fiber and silica fume in concrete containing 30%
sand and 70% natural sand can be effective [15]. Kwan
et al. (2018) examined the durability of high-strength
self-compacting concrete specimens in corrosive
environments. For this purpose, glass fibers were used at
a rate of 0.6 to 2.40%. Specimens in which more glass
fibers were used showed greater resistance to adverse
environmental conditions [16]. Tabkhi Wayghan et al.
(2019) investigated the contribution of GFRP bars on the
compressive strength of concrete columns with circular
cross section. It has been shown that these rebars can
contribute significantly to compressive strength of
concrete columns if the column confinement is provided
sufficiently [17]. Ali et al. (2019) investigated the
influence of glass fibers on mechanical properties of
concrete with recycled coarse aggregates (RCA) and
normal coarse aggregates (NCA). The results indicated
that the addition of glass fibers was very useful in
enhancing the split tensile and flexural strength of both
RCA and NCA concrete [18]. Shadmand et al. (2020)
investigated the use of steel fiber in concrete jacket with
the purpose of retrofitting RC beams. They showed that
steel fiber-can improve the concrete jacket performance
and it is an adequate choice for reinforcing the concrete
of RC jacket [19].

In general, the results of the mentioned studies show
that the use of various fibers in concrete reduces cracks
and improves tensile strength. But the addition of some
fibers, along with their benefits, has drawbacks that can

affect their performance. For example, steel fibers have a
higher density than other fibers and are relatively more
expensive to make. In addition, steel fibers do not
function well in corrosive atmospheric conditions and
can affect the durability of concrete. However, fibers
such as polypropylene, carbon, basalt and glass do not
have these weaknesses.

On the other hand, in the area between the cement
paste and the aggregate surfaces and the boundary areas
between the fibers and the aggregates, there are always
cracks that in the long run can lead to porosity in concrete
and reduce strength. The use of pozzolans can overcome
this weakness by strengthening the mentioned boundary
areas. The results of various studies show that aluminium
oxide nanoparticles have an effective role in improving
the mechanical properties of concrete and their use can
lead to increase adhesion between concrete and rebar in
concrete [2, 6]. Also, these nanoparticles have a relatively
higher resistance to heat caused by fire compared to other
nanoparticles [20-22].

The combined wuse of different fibers and
nanoparticles in concrete is considered as an effective
step in preventing the spread of microcracks and cracks
and compensating for the weak tensile strength of
concrete. From an economic point of view, the use of
fibers and nanoparticles depends on the application and
conditions of the project. Fiber has already found its
place in construction projects and its economic
evaluation is more related to the type of fiber which is
used and how to use it. However, in cases where fibers
are used instead of steel reinforcing mesh, not only equal
price of fibers and steel mesh but also skilled manpower,
tools, equipment, material storage space, etc are
considered and even this issue can be looked at with
foresight. Maintenance costs, weather conditions and
future applications of the structure that may have in the
future are all the factors that can justify the use of fibers
economically or vice versa. In some cases, project
scheduling may be very important and the use of fibers
can speed up the process and save a lot of money and this
can lead to abundant economic savings.

Therefore, in this study, the combined use of glass
fibers and aluminium oxide nanoparticles on the
workability, mechanical, and durability properties has
been evaluated. Glass fiber volume fractions between 0%
to 1.5% in combination with 0% to 3% aluminium oxide
nanoparticles were used. For this purpose, the properties
of fresh concrete were determined by conventional
experiments which were introduced by EFNARC [23],
and the mechanical properties were determined by
performing compressive strength and tensile strength
tests. The durability properties were performed by water
absorption, electrical resistivity and water penetration
tests. Also, non-destructive properties were evaluated
using ultrasonic pulse velocity (UPV). The flowchart of
the experimental tests is presented in Figure 1.



28 H. Heidarzad Moghaddam et al. / IJE TRANSACTIONS A: Basics Vol. 34, No. 1, (January 2021) 26-38

Experimental
lcslcts

1

| - 1 . ] ,
| Rhealogical Mechanical ii Durabifity Microstructural
| properties properties | properties analysis
1
— Compressive Water |
nrrnulh -h.rpmm | [ Seaning electro
microscope (SEM
t«mk “llﬂ’ r—
L-box. “",.ﬂ. pcnelnmun test :
I‘—_f—_] | [ B
| pulse velocity | resistivity |

Figure 1. Flowchart of the experimental tests

2. EXPERIMENTAL STUDY

2. 1. The Used Materials Materials include
cement, sand, gravel, glass fiber, aluminium oxide
nanoparticles, water, and superplasticizer. Portland
cement (Type Il) was used. Its chemical properties were
presented in Table 1.

The gradation of sand and gravel curve is within the
allowable range of ASTM C33 [24] (Figure 2). The used
sand is a river type with a density of 2640 kg/m3. The
coarse aggregate is a broken type with a density of 2580
kg/m?® and its size is between 4.75 and 19 mm.

TABLE 1. Chemical attributes of aluminium oxide
nanoparticles and cement

Components  Cement type Il Components AL,O,
SiO, % 21.27 Al,03 99>%
Al,03% 4.95 Ca 25ppm <
Fe,03% 4.03 Fe 80ppm <
Ca0 % 62.95 Cr 4ppm <
MgO% 1.55 Na 70ppm <
S0;% 2.26 Mn 3ppm <
K20 % 0.65 Co 2ppm <
Na,O % 0.49
ASTAM C33 linits = Courve nggregste — Fine nggregate
)
Iw
-~ 70
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Figure 2. Aggregates grading diagram

The length and diameter of glass fibers were
considered 12 and 0.02 mm, respectively. Also, tensile
strength and density of glass fibers were 14000 kg/cm?
and 2.44 kg/lcm® respectively. Aluminium oxide
nanoparticles are artificial and white matter which is
composed of very tiny AL,Os particles. The alumina
which is used in nano- aluminium powder in this study
was more than 99%. The density and specific surface area
of aluminium oxide nanoparticles were 3.89 g/cm® and
138 g/cm?, respectively. Also, the diameter of its solid
particles was about 20 nanometers. The chemical
properties of aluminium oxide nanoparticles were
presented in Table 1. The water which was used for
making and curing specimens was under the criterion
recommended by ASTM D1129 [25]. In this study, the
third generation superplasticizer based on carboxylic
ether with the brand name of GLENIUM_110P was used.
This material is opaque and cloudy in color and its
density at a temperature of 20 degrees Celsius is 1.1
g/lcm3,

2. 2. Experiments In order for self-compacting
concrete to be used in a variety of projects, it must be
evaluated in terms of the parameters such as stability and
filling ability. Each of these parameters is estimated by
one or more experiments [26]. In this study, according to
the considered abilities, slump flow test was selected to
appraise the flowability, T50, and V funnel tests were
selected to assess the viscosity and L-box test was
selected to evaluate the transmission capability. In the
slump flow experiment, the diameter of the circle that the
concrete forms after spreading will be the criterion of
examining filling ability. The appropriate range for
slump flow based on EFNARC [23] is considered
between 650 and 850 mm. Self-compacting concrete with
this range of slump flow is suitable for use in a variety of
conventional applications of self-compacting concrete
such as use in beams or building columns. Concrete
viscosity is the strength against fresh concrete flow and
is usually evaluated by T50 and V funnel tests.

Concrete viscosity should usually be considered for
areas with heavy reinforcement and when concrete
pouring levels are required. The time which is needed for
reaching the slump flow of specimen with a diameter of
50 cmis called T50. T50 FLow time can cause separation
and high T50 time can cause concrete blockage. To
determine the time of V-funnel, first, the inner surface
and the funnel valve were cleaned and moistened. The
moment of the complete evacuation of concrete from the
funnel is called V funnel time. The L-box test is applied
to determine the passing properties of specimens in the
presence of reinforcement without separation or
blockage. In L-box, two or three rebars with a certain
diameter and distance can be used, depending on the
density of the reinforcement at the execution site. The
values of H2 (concrete height at the end of the set-up) and
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H1 (concrete height behind the gate) were calculated. The
H/H1 proportion indicates the blocking ratio. Figure 3
shows the images of fresh concrete experiments.

Compressive strength experiments were conducted
using 300x150 mm cylindrical specimens [27]. During
testing, the sample was located along the center of the top
plate of set-up and loading was conducted continuously
at a rate of 0.125 cm/min.

Standard cylindrical specimens of 300x150 mm were
pressed along the diameter of the specimen [28].
Splitting tensile strength was determined from Equation

(2):
fo==t €

The parameters of Equation (1) are presented below:
f;: Tensile stress; P: Failure load; L: Length; D: Diameter

The non-destructive properties of concrete were
evaluated by UPV test in accordance with ASTM C597
[29]. For this purpose, specimens with dimensions of
10x10x10 cm were made and tested at the age of 28 days
(Figure 4).

The water absorption of concrete specimens
indirectly indicates the porosity and extent of capillary
cavities in it [30]. Water absorption test was performed
on 10 cm cubic specimens at age of 28 days in accordance
with ASTM C1585-04 [31]. Three cubic samples were
made from each mixture and the final water absorption
was calculated based on the average of the water
absorption values obtained from the specimens.

There are no specific instructions in the various
standards for determining the electrical resistivity of

.
i

Figure 3. Fresh concrete experiments a: Slump flow b: V
funnel c: L-box

concrete specimens [32], and therefore special equipment
has been used to perform this test. Thus, a device for
determining the electrical resistivity with a frequency of
1 Hz and a final capacity of 1 MQ with two copper plates
has been used. In order to connect and establish proper
flow between the main sample (cement paste or
intermediate hardened concrete) and copper plates, some
fresh cement paste is placed and spread evenly by the
spatula. Also, to prevent short circuits and inaccurate
responses, the dough protruding from the copper plates
and the sample should be removed with a cloth. Finally,
by connecting each of the wires of the device to one of
the plates, the amount of electrical resistivity is recorded.
Figure 5 shows how to measure the electrical resistivity
of concrete specimens and copper plates and additional
specimens (to prevent connection to the workbench and
ground).

The water penetration depth is a parameter for
comparing the performance of the specimens against the
penetration of destructive ions. The lower permeability
of one concrete specimen than another specimen may
indicate that destructive ions and the extent of their
damage are less likely to penetrate the concrete specimen.
Water penetration test was conduted according to DIN
1048 [33] on cubic specimens with a dimension of 15 cm.
These specimens were cured in saturated lime water until
28 days and then placed in a water permeation tester
(Figure 6).

Figure 6. Water pentration test
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In this device, water with a pressure of 5 bar acts on
the specimens for three days. According to the standard,
the surface of the specimen that is affected by water
pressure should be slightly roughened with a wire brush.
The water infiltration was determined after three days.

2. 3. Mixed Design 24 types of mixed designs
were investigated. The variables included glass fibers (0,
0.5, 1 and 1.5% by concrete volume) and aluminium
oxide nanoparticles (0, 0.5, 1, 1.5, 2 and 3% by weight of
cement]), respectively. The mixed design was considered
in accordance with ACI211-1-89 [34]. First, the
aggregates were mixed and then the fibers that previously
had been separated by sieve were added. At this stage, a
mixture of aluminium oxide nanoparticles and cement
were combined, and after mixing, water was added along
with a superplasticizer. In order to prevent the fibers from
sticking together and to create the balling phenomenon,
as well as to prevent the formation of separate granules
of aluminium oxide nanoparticles due to contact with
water, the mixed design operation was carried out
carefully. For each mixed design of compressive, tensile,
and flexural strength tests, three cylindrical specimens
were made and their mean was evaluated as the final
result .The environment of concrete curing was drinking
water with a temperature of about 20 degrees Celsius.
Table 2 presents the values of used materials for each
design separately.

3. RESULTS AND DISCUSSION

3. 1. Rheological Properties The results of
fresh concrete tests and the allowable range of EFNARC
[23] are presented in Table 3. EFNARC has classified
self-compacting concrete in terms of slump flow into
three categories: SF1, SF2, and SF3. The slump flow of
the specimens in this study are in the range of 657 to 749
mm. Therefore, the specimens are classified as SF2 and
can be used in structural members with high-density.
With increasing glass fibers and aluminium oxide
nanoparticles, the slump flow in self-compacting
concrete decreased. For the slump flow to be within the
allowable range, more superplasticizer must be used. On
the other hand, if the used superplasticizer exceeds the
amount recommended by the manufacturer, it will have a
negative effect on the attributes of concrete. The highest
value of slump flow is related to NAO-FO design (749
mm) and its lowest value is related to NA3-F1.5 design
(657 mm). The allowable range of T50 is between 2 and
5 seconds that the specimens under study are within this
range. The decrease in slump flow and the increase in
T50 time due to the presence of fibers and nanoparticles
have been observed in the studies of Mazaheripour et al.
(2011) [35], Mohsenzadeh et al. (2019) [5], and Faez et
al. (2019) [2]. Considering the changes of slump flow in

TABLE 2. Mixed design (kg/m%)
Mix code C W AL FA CA GF

NAO-FO 450 216 0 700 955 0
NAO0-F0.5 450 216 0 700 945 122
NAO-F1 450 216 0

NAOF1.5 450 216 0 700 920 363
NAO.5-F0 44775 216 225 700 955 0
NAO0.5-F0.5 44775 216 225 700 945 122
NO0.50-F1 44775 216 225 700 930 244
NAO0.5-F1.5 44775 216 225 700 920 36.3

wn
T

700 930 244

NA1-FO 4455 216 45 700 955 0
NA1-F0.5 4455 216 45 700 945 122
NA1-F1 4455 216 45 700 930 244

NA1-F1.5 4455 216 45 700 920 36.3
NAL.5-FO 44325 216 6.75 700 955 0

NA15-FO.5 44325 216 6.75 700 945 122
NA1.5-F1 44325 216 6.75 700 930 244
NAL15-F15 44325 216 6.75 700 920 36.3

NONON NN N N N N N N N NN NN N NN NN NN

NA2-FO 441 216 9 700 955 0

NA2-F0.5 441 216 9 700 945 122
NA2-F1 441 216 9 700 930 244
NA2-F1.5 441 216 9 700 920 36.3
NA3-FO 4365 216 135 700 955 0

NA3-F0.5 4365 216 135 700 945 122
NA3-F1 4365 216 135 700 930 244

NA3-F1.5 4365 216 135 700 920 36.3 7

C: Cement, W: Water, GF: Glass fiber, FA: Fine aggregates,
CA: Fine aggregates, AL: Aluminium oxide nanoparticles,
SP: Superplasticizer

the specimens, it can be stated that by increasing the
accuracy in the method of adding superplasticizer, a
desirable result can be achieved.

Self-compacting concrete is divided into PAl and
PA2 based on the ability to pass. Because the purpose is
to consider the access to concrete with the ability to pass
through compacting rebars, three rebars were used in the
L-box test. The blocking ratio of the specimens are within
the range of 0.8 to 0.97 and are in the PA2 category. In
general, fibers and nanoparticles lead to slow concrete
movement, which can be overcome by using the
allowable value of a superplasticizer.

Self-compacting concrete based on its viscosity is
divided into two categories, VS1/VF1 and VS2/VF2.
Self-compacting concrete in the VS1/VVF1 category even
has a good filling ability in the presence of large rebars.
The passing time from V funnel for the specimens is in
the range of 7.4 to 11.1 seconds, and the T50 time is in
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TABLE 3. Fresh concrete results

Mix code Slu(Tn F;J)IOW T50(S)  Viunmer(S)  Loox (Ha/H1)
NAO-FO 749 2.9 7.4 0.8
NAO-FO.5 740 3.4 7.9 0.83
NAO-F1 726 36 83 0.85
NAOF1.5 716 37 8.9 0.87
NAO.5-FO 726 31 76 0.84
NA0.5-F0.5 708 35 8.2 0.85
NO.50-F1 702 37 85 0.86
NA0.5-F1.5 684 38 9.1 0.89
NA1-FO 714 32 7.8 0.89
NA1-FO.5 694 36 85 091
NA1-F1 683 39 8.8 091
NA1-FL5 674 4 9.4 0.92
NA1.5-FO 699 33 8.1 0.9
NA1.5-F0.5 693 3.7 8.9 0.92
NA1.5-F1 687 4 9.9 0.93
NA1.5-F1.5 675 41 10.1 0.94
NA2-FO 689 34 85 091
NA2-FO.5 681 38 9.6 0.93
NA2-F1 671 41 10.4 0.95
NA2-F15 669 42 10.6 0.96
NA3-FO 671 37 8.9 0.94
NA3-F0.5 665 39 10.1 0.95
NA3-F1 660 44 11.2 0.96
NA3-FL5 657 49 1.1 0.97
SF1: 550-650
EFNARC  SF2: 660-750 \\/:2;2 \\//Fle_:; (1\)/$t2hzth(|)'é8e
SF3: 760-850 ' - bars)

the range of 2.9 to 4.9 seconds. Therefore, in terms of
viscosity, it can be stated that most of the specimens are
in the VS1/VF1 category. With increasing glass fibers
and nanoparticles, the viscosity of concrete specimens
increased. For example, the V-funnel time of the
specimen containing 3% of aluminium oxide
nanoparticles and 1.5% of glass fiber increased by 50%.
In general, considering the results, it can be stated that
the concrete specimens made in the present study have
the necessary self-compaction.

3. 2. Hardened Concrete Results

3. 2. 1. Compressive Strength Table 4 presents
the results of compressive test of cylindrical specimens
at 28 days for 24 mixed designs in MPa. In this table, the
percentage of compressive strength changes of the
specimens containing aluminium oxide nanoparticles and
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glass fibers compared to the control specimen is
presented. The lowest and highest compressive strengths
were 41.8 MPa (NAO-OF0) and 68.2 MPa (NA2-F1),
respectively, and the lowest and highest splitting tensile
strength were 2.6 MPa (NAO-OFQ) and 5.7 MPa (NA3-
F1.5), respectively. Figure 7 shows the compressive
strength of the specimens and their increased percentage.
As can be seen, glass fibers have little effect on
increasing compressive strength. For example, in
specimens without alumina oxide nanoparticles, the
compressive strength of the specimens reinforced with
1% glass fiber increased by a maximum of 1.9%. Also,
in specimens containing nanoparticles, the addition of
glass fiber has increased the compressive strength by a
maximum of about 2.5%. However, the addition of
aluminium  oxide

nanoparticles

to

concrete  has

TABLE 4. Compressive and tensile strength of specimens

Compressive strength  Splitting tensile strength

(MPa) (MPa)
Mix code
Strength ~ Variations ~ Strength  Variations

(MPa) (%) (MPa) (%)
NAO-FO 4138 0.0 2.6 0.0
NAOQ-F0.5 42.4 14 2.9 115
NAO-F1 42.6 1.9 3.4 30.3
NAOF1.5 422 1.0 3.7 41.0
NAQ.5-F0 48.1 15.1 29 9.6
NAO0.5-F0.5 48.7 16.5 33 14.0
NO.50-F1 49.1 175 3.9 48.7
NAO0.5-F1.5 48.4 15.8 44 66.7
NA1-FO 54.3 29.9 31 19.2
NA1-F0.5 55 316 36 383
NA1-F1 55.6 33.0 44 69.0
NA1-F1.5 54.7 30.9 4.8 83.5
NA1.5-FO 61.1 46.2 35 345
NAL.5-F0.5 61.8 47.8 4.0 52.5
NAL1.5-F1 62.8 50.2 4.6 77.0
NAL.5-F1.5 61.5 47.1 51 95.4
NA2-FO 66.5 59.1 3.7 41.8
NA2-F0.5 67.2 60.8 4.2 60.9
NA2-F1 68.2 63.2 5.0 90.0
NA2-F1.5 66.9 60.0 54 106.5
NA3-FO 64.3 53.8 3.9 47.9
NA3-F0.5 65.1 55.7 44 66.7
NA3-F1 65.9 57.7 5.2 97.3
NA3-F1.5 64.7 54.8 5.7 119.2
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significantly increased compressive strength. In
specimens without glass fiber, the use of 0.5, 1, 1.5, 2,
and 3% aluminium oxide nanoparticles increased the
compressive strength by 15.1, 29.9, 46.2, 59.1, and
53.8%, respectively. Therefore, according to the
mentioned values, the use of only aluminium oxide
nanoparticles as a replacement to a part of cement in
increasing the compressive strength of the studied
concrete specimens is more effective than using only
glass fibers in concrete; So that the maximum increase in
compressive strength of the samples in which the fibers
are only used is 2.5% and the maximum compressive
strength of the specimens in which the aluminium oxide
nanoparticles are only used is 59.1%. The reason for this
increase could be the appropriate reactivity of aluminium
nanoparticles with Portland cement during the cement
hydration process; Aluminium nanoparticles have a very
high specific surface area and their reactivity causes them
to react quickly with calcium hydroxide Ca(OH), and
produce silicate-hydrate gel (C-S-H). Thus, the Ca(OH);
crystals are decreased and the cavities in the cement gel
are filled and the compressive strength is increased [2,
36-39].

SEM images of the specimens presented in Figure 8
also confirm the mentioned result. The control specimen
contains numerous air cavities that the use of
nanoparticles fills these cavities and increases the bond
between cement and aggregates. The use of aluminium
oxide nanoparticles in cement not only improves the
structure due to the filling of the pores but also makes the
pozzolanic reactions more active.

Figure 8 clearly shows the microstructure difference
between concrete with and without aluminium oxide
nanoparticles and glass fibers after 28 days. The increase
of compressive strength due to the addition of aluminium
oxide nanoparticles has also been reported in related
studies. Arefi et al. (2011) [40] reported that the use of
3% aluminium oxide nanoparticles increases the
compressive strength by 63%. The mentioned results can
confirm the validity of the compressive strength test
performed in the present study.
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Figure 7. 28-day compressive strength of cylindrical
specimens and their percentage increase compared to the
control specimen
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Figure 8. Microstructural images of 4 specimens examined
at 28 days a: NAO-FO b: NAO-F1.5 c: NA3-FO d: NA3-F1.5

3. 2. 2. Splitting Tensile Strength Table 4 and
Figure 9 show the splitting tensile strength at 28 days.
The combined use of nanoparticles and glass fiber has a
very efficient impress in improving the splitting tensile
strength; In specimens without glass fibers, the use of 0.5,
1, 15 2 and 3% aluminium oxide nanoparticles
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increased the splitting tensile strength by 9.6, 19.2, 34.5,
41.8 and 47.9%, respectively. In specimens without
nanoparticles, the use of 0.5, 1, and 1.5% glass fibers
increased the splitting tensile strength by 11.5, 30.3, and
41%, respectively.

The presence of glass fibers in the brittle binder
matrix reduced crack width and thus increased the
splitting tensile strength. The combined use of 1.5% glass
fiber and 3% aluminium nanoparticles increased the
tensile strength by 119.2%. Therefore, according to the
obtained values, it can be stated that the combined use of
glass fibers and aluminium oxide nanoparticles has a
greater efficacy on increasing splitting tensile strength
compared to the use of only one of them. The presence of
fibers in concrete specimens had an effect on the failure
of specimens. In the specimens without glass fiber, the
failure was done abruptly, and with the separation of the
two pieces, and in the concrete specimens containing 1
and 1.5% of fiber, the failure was done gradually. Also,
the combined use of aluminium oxide nanoparticles and
glass fibers increased the interaction between cement
particles and fibers. This can lead to an increase in
density and splitting tensile strength.

In a study by Sivkumar et al. (2018), it was shown
that the use of 0.8% glass fiber increases the tensile
strength by 18% [41]. Hilles and Ziara (2018) also found
that the use of 1.2% of glass fibers can increase the tensile
strength by about 63% [42]. In general, it can be stated
that the strengths obtained in this study and their
variations are in the range of similar studies and the
difference between the results is due to the quality of the
materials, curing environment, accuracy of measuring
set-ups and type of cement.

Changes in the cylindrical compressive strength
against the splitting tensile strength of the self-
compacting specimens containing glass fibers and
aluminium oxide nanoparticles are presented in Figure
10.
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Figure 10 also shows the proposed relationships by
ACI 318-R [43] and CEB-FIP [44] and a number of
studies [45-48] on high-strength concrete. As can be
seen, the slope of the diagram for the results of the
present study is almost the same as the slope of the
various diagrams presented. The correlation analysis
coefficient (R2) [49] between splitting tensile and
compressive strengths of the studied specimens is
presented in Equation (2).

f, = 0.12(f,)%° 2

3.2.3.UPV Figure 11 compares the UPV vs
compressive strength of the specimens. In samples
without nanoparticles, the addition of glass fibers had
little effect on changes of the UPV. Minor changes in
UPV of concrete due to the addition of glass fibers have
also been observed in the studies of Rath et al. (2017)
[50] and Hedjazi and Castillo (2020) [51]. The combined
use of aluminium oxide nanoparticles and glass fibers has
an effect on increasing the UPV. The UPV of the
NAO-FO and NA2-F1 specimens are 4.10 and 5.15
km/s, respectively. In fact, the combined use of 2%
aluminium oxide nanoparticles and 1% glass fiber has
increased the UPV by about 26%. Increasing the
aluminium oxide nanoparticles will increase the
UPV, but when the amount of aluminium oxide
nanoparticles in the mixture increases too much, it will
reduce the UPV.

By increasing the percentage of nanomaterials more
than the optimum value, the compressive strength and
UPV decrease. This may be due to the fact that increasing
the amount of nanopowder to its optimum limit causes
the nanoparticles to not disperse well. The accumulation
of nanoparticles creates a weak zone in the form of a
cavity and consequently, the microstructure of the
cement hydrate cannot be formed, which in turn reduces
the compressive strength.
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3. 3. Durability Properties

3. 3. 1. Water Absorption Figure 12 compares
the water absorption of the specimens. According to CEB
[52], concrete specimens are divided into three groups
according to water absorption percentage: good, medium
and poor. Most of the studied specimens are in the
medium range. Addition of aluminium oxide
nanoparticles reduced the water absorption of the
specimens containing glass fibers by about 10 to 46%,
depending on the fibers contents compared to the control
specimen. The lowest water absorption decrease is
related to the specimen in which 3% aluminium oxide
nanoparticles are used (N3-F0) and the highest water
absorption is related to the sample in which 1.5% glass
fibers are used (NO-F1.5). The use of aluminium oxide
nanoparticles has reduced the voids of the specimens due
to the formation of hydrated silicate gel and thus
significantly reduced water absorption. Considering the
changes in water absorption of self-compacting concrete
specimens containing glass fibers and aluminium oxide
nanoparticles, it can be concluded that the use of glass
fibers along with aluminium oxide nanoparticles causes
the water absorption rate to be less compared to
specimens without these materials. This is one of the
effective properties of aluminium oxide nanoparticles,
which increases the resistance to adverse environmental
factors by reducing water absorption.

Water absorbtion (%)
-] - ~ - -

NAG-FO.S

Figure 12. Water absorption of the specimens

3. 3. 2. Electrical Resistivity Figure 13 compares
the electrical resistivity of the specimens at the age of 28
days. Higher electrical resistivity indicates that concrete
is more durable. Song and Saraswathy (2007) [53] and
Elkey and Sellevold (1995) [54] divide concrete into four
categories in terms of corrosion probability (Figure 13).
Specimens without nanoparticles are in the high range
and specimens containing nanoparticles are in the Low to
moderate range. The addition of aluminium oxide
nanoparticles to concrete specimens containing glass
fibers was effective and increased the electrical
resistivity by about 98 to 265% compared to the control
specimen.

The addition of aluminium oxide nanoparticles to
specimens with and without glass fibers greatly increases
the electrical resistivity. The extremely fast reactivity of
aluminium oxide nanoparticles causes it to react with
calcium hydroxide and produce hydrated calcium
silicate, which by filling small cavities and increasing the
density of concrete, prevents more ions from moving in
the concrete, thus increase the electrical resistivity of
concrete and concrete corrosion is reduced. The electrical
resistivity of all fiber specimens is lower than the control
sample. The fibers in the concrete increase the air and
thus reduce the electrical resistivity.

Figure 14 presents the results of water penetration
depth concrete for 24 specimens at the age of 28 days.
The addition of aluminium oxide nanoparticles to self-
compacting concrete specimens containing glass fibers
has significantly reduced the water penetration depth.
The addition of 0.5, 1, 1.5, 2 and 3% aluminium oxide
nanoparticles to the specimens without fiber reduced the
water penetration depth by 4, 19, 23, 34 and 38%,
respectively. Addition of 0.5, 1, 1.5, 2 and 3% aluminium
oxide nanoparticles to specimens containing 0.5% fibers
reduced the water penetration depth by 6, 20, 24, 33 and
37%, respectively. The addition of 0.5, 1, 1.5, 2 and 3%
aluminium oxide nanoparticles to specimens containing
1% fiber reduced the water penetration depth by 8, 20,
24, 31 and 37%, respectively. Also, adding 0.5, 1, 1.5, 2
and 3% of aluminium oxide nanoparticles to specimens
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Figure 13. Electrical resistivity of samples in different
specimens
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containing 1% fibers reduced the water penetration depth
by 8, 21, 25, 32 and 38%, respectively. Powder effect and
pozzolanic reaction rate of nanoparticles are among the
reasons for reducing water penetration inside concrete
samples. The decrease in permeability with the increase
of aluminium oxide nanoparticles up to 3% by weight of
cement is related to the reduction of cracks due to the
flooding of concrete and the filling of pores in nano and
micro dimensions in concrete.

4. CONCLUSION

In the present study, the combined use of glass fibers and
aluminum oxide nanoparticles on rheological,
mechanical, durability and, microstructure properties of
self-compacting concrete was investigated. In previous
studies, the use of only each of these materials was
considered. The distinguishing feature of this study from
other similar studies was the combined use of glass fibers
and aluminum oxide nanoparticles. In this section, the
most important results are presented:

- The maximum increase in compressive strength of the
specimens in which fibers are only used is 2.5% and the
maximum compressive strength of the specimens in
which the aluminium oxide nanoparticles are only used
is 59.1%. The reason for this increase could be the
reactivity of aluminium nanoparticles to Portland
cement during the cement hydration process.

- SEM images show that the control specimen contains
numerous air cavities and the use of nanoparticles fills
these cavities and increases the bond between cement
and aggregates.

- The combined use of 1.5% glass fiber and 3%
aluminium nanoparticles increased the tensile strength
by 119.2%. The combined use of glass fibers and
aluminium oxide nanoparticles has a greater effect on
increasing tensile strength compared to use only one of
them.

- The presence of fibers in concrete specimens with and
without nanoparticles had an effect on the failure of
specimens. In the specimens without glass fiber, the
failure was done abruptly, and with the separation of
the two pieces, and in the concrete specimens
containing 1 and 1.5% of the fiber, the failure was done
gradually.

The combined use of aluminium oxide nanoparticles
and glass fibers has caused the interaction surface
between cement particles and fibers to increase.
Adding aluminium oxide nanoparticles to the
specimens also results in more C-H-S gel, which
increases the strength of the matrix in the concrete.
Also, part of the tensile stress is also borne by the glass
fibres.

The use of nanoparticles in self-compacting concretes
containing glass fibers improves the UPV. For
example, the addition of 2% of aluminium oxide
nanoparticles to specimens containing 1% glass fibers
increased the UPV by about 26%.

The use of glass fibres along with aluminium oxide
nanoparticles causes the water absorption rate to be less
compared to specimens without these materials. This is
one of the effective properties of aluminium oxide
nanoparticles, which increases the resistance to adverse
environmental factors by reducing water absorption.
The utilization of glass fibers alongside aluminium
oxide nanoparticles decreased water absorption and
water penetration compared to specimens without these
materials. This advantage makes it possible to use
concretes in environments that are exposed to water
flow.

In general, the results showed that the combined use
of glass fibers and aluminum oxide nanoparticles has a
positive effect on improving the properties of self-
compacting concrete and they can be more useful in
projects in which high tensile and flexural strengths are
considered. The application of these materials can reduce
the use of steel rebar in reinforced concrete and it may be
more cost-effective.

Also, the results showed that the use of glass fibers
alone does not seem very suitable in terms of
permeability and water absorption. Aluminium oxide
nanoparticles can compensate for this weakness and
improve the durability properties of concrete. On the
other hand, glass fibers increase the tensile strength of
concrete by increasing the cracking resistance. Therefore,
the combined use of these two materials is effective and
can improve the mechanical properties and durability of
concrete

The use of other fibers such as steel fibers, nylon
fibers, polypropylene fibers, carbon fibers in the
composition of aluminum oxide nanoparticles in
different types of concretes is the topics that can be
investigated in future studies.
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Reinforced concrete hollow-core slab (HCS) isa newtype of lightweight slabs in which the longitudinal
voids provide the ability to reduce the concreteamount. Reducing the concrete amount causes a reduction
of the dead loads which consequently leads to cost-saving, fast construction, and getting long-span. The
experimental program includes constructing and testing slab species with dimensions 1700 x435x125mm
to investigate the effect of eliminating concrete ratio by changing the size of the longitudinal void and
the number of longitudinal voids on the performance of HCS. The experimental results showed that
elimination of the concrete with percentages 10.83, 17.20 and 24.37% from the hollow-core high strength
slabs using three longitudinal voids of diameters 50, 63, and 75mm, respectively, resulted in saving the
ultimate strength by 90.06, 87.84 and 85.07%, and increasing the ultimate deflection by 5.48, 10.80 and
17.44%. While, elimination of the concretewith percentages 16.25, 24.37 and 32.50% from the hollow-
core high strength slabs using two, three, and four longitudinal voids of 75mm diameter resulted in saving
the ultimate strengthwith percentages 89.29,85.07 and 80.61%, and increasing the ultimate deflection
with percentages 7.57, 17.44 and 22.81% respectively when compared with the reference solid slab.

doi: 10.5829/ije.2021.34.01a.05

NOMENCLATURE

Hollow-core slab

Near-surface mounted

Concrete compressive strength
Linear variable deflection transducer
Solid slab

HCS American Society for Testingand Materials ASTM
NSM Shear span to effectivedepthratio a/d

fc American Concrete Institute ACI
LVDT British Standards BS
SS

1. INTRODUCTION

make slabs with larger span length without using
intermediate supports [2]. Waffle, Bubbled and Hollow-

Reinforced concrete slabs are the members that used as
floors and roofs in the building and used in the decks of
bridges [1]. The floor system can tack many forms such
as solid slabs, precast slabs, and ribbed slabs, the slabs
may be supported on a concrete beam, steel beam, and
wall or directly on the column [1]. Several attempts in the
pasthave been carried outon reinforced concrete slabs to
reduce its self-weight with a minimum reduction in the
flexural capacity of the slabs, the reduction in the self-
weight of the slab will reduce the deflection and will

*Corresponding Author Email: ahmad_abbas_87@yahoo.com (A. A.
Mahdi)

core slabs were used to reduce the slab self-weight and to
provide slabs with a long span [2]. Hollow-core slab
(HCS) is a concrete slab with continuous voids that
extend through the long direction of the slab, these voids
provided for reducing the weight and cost ofthe slabs and
for running the mechanical or electrical facilities. The
HCS provides high structural efficiency with low
material consumption [3]. Pajari [4] has made an
experimental program to study the pure torsion tests on
pre-stressed hollow-core slabs, the result showed that the

Please cite this article as: A. A. Mahdi, M. A. [smael, Structural Behavier of Hollow-core One Way Slabs of High Strength Self-compacting
Concrete, International Journal of Engineering, Transactions A: Basics Vol. 34, No. 01, (2021) 39-45
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torsional stiffness of the hollow-core with 400mm depth
was so close to the predicted values of the elementary
calculation. Cuenca and Serna [5] studied the effect of
steelfiber on the behavior of hollow-core slabs, the result
showed that using the steel fiber in the hollow-core slabs
gives higher shear capacity than slabs without steelfibers
and increased the ductile behavior of the hollow-core
slab. Sarma and Prakash [6] studied the effect of cut-outs
(openings)on the pre-stressed hollow-core slabs, the test
results showed that presence of the opening at the center
of slabs causes a reduction in the ultimate load by 44%
due to the local cracks around the opening and failure of
the slab. Kankeri and Prakash [7] studied strengthening
the hollow-core slab by bonded overlay and by near-
surface mounted (NSM) glass fiber reinforced polymer
bar, the researcher found that Strengthening the hollow-
core slabs by hybrid the NSM with the bonded overly
increase the ultimate load by 238% without compromise
the ductility when compared with the reference slab. Al-
Azawi and Abdul Al-Aziz [8] have made an experimental
program to study the lightweight aggregate hollow-core
slabs, the test result showed that using the lightweight
aggregate hollow-core slabs with constant (a/d=2.9)
gives a reduction in self-weight by 32.92% and reduction
in the ultimate load and the first crack load by 5.18% and
12%, respectively when compared with the solid slab.
Khalil, et al. [9] studied the shearbehavior in composite
hollow-core Slab, the researcher found that using the
longitudinal steel reinforcement in the hollow-core slab
delayed the apparition of the shear crack and reduce the
crack width. Lee, et al. [10] studied the shear
performance of hollow core slab, the researcher found
that the shear performance satisfied the requirements of
ACI 318-19. Mahdi and Ismael [11] studied normal
strength hollow core slabs, the result thowed that using
the HCS can savethe ultimate load by 82.92 to 93.47%,
but the ultimate deflection increased by 6.58 to 28.31%.
From the previous studies which dealt with the field of
the structural behavior of hollow-core slabs, it can be
noted that most of these studies focused on investigating
the effect of using concrete topping, strengthening, using
steel fiber, cutout (opening), and some other parameters,
but did not study the effect of the reduction the concrete
volume on the structural behavior of hollow-core high
strength slabs. Therefore, this paper presents an
experimental  study to investigate the effect of
eliminating concrete ratio by changing the size of the
longitudinal void (50mm, 63mm, and 75mm) and the
number of longitudinal voids (two, three, and four) on the
structural behavior of hollow-core high strength self-
compacted concrete slabs. In hollow-core slabs, the
recycled plastic pipes were placed in the middle of the
slab thickness where the flexural stress is minimum, to
eliminate some amount of concrete. This process leads to
reduce the self-weight of the slabs and therefore it leads
to reducing the embedded energy and the CO2 emission

from the cement industry and this process is considered
environmental-friendly action which contributes to the
sustainability process. Figure 1 shows the research
methodology of this paper.

2. EXPEREMENTAL PROGRAM

2. 1. Slabs Description The experimental program
includes casting and testing six reinforced high strength
self-compacted concrete one-way slabs, all the slab have
1700mm length, 435mm width, and 125mm thickness,
these slabs were divided into two groups as they are
presented in Table 1. The first group consists ofone solid
slab as a control slab and three hollow-core slabs which
have three longitudinal voids with a different diameter
(50mm, 63mm, and 75mm) with designation names
3V50, 3VB3, and, 3V75, chosen these diameters due to
existent these pip diameters in the market. Also, these
diameters satisfy the planned percentages of eliminating
concrete. The purpose of this group is to study the effect
of longitudinal voids diameter on the structural behavior
of high strength hollow-core slabs,and the second group
consists of the same solid slab in group one and three

Find the properties of the construction materials

Find the self-compacted concrete mix

Casting and curing of the solid slab and the HCS

Tesiing of the slab specimens

Figure 1. The research methodology

TABLE 1. Experimental parameters details

Number of Diameter of

Group Slab i A
Parameter - . longitudinal longitudinal
No. designation vids voids (mm)
ss - -
Longitudinal
! voids diameter 3V50 3 50
363 3 63
3V75 3 75
sSS — -
Longitudinal
2 voids number 2V75 2 75
3V75 3 75
4V75 4 75
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hollow-core slabs with different numbers of 75mm
diameter longitudinal voids (two, three, and four) with
designations name 2V75, 3V75, and 4V75 respectively.
The slab 3V75 is the same slab in the first group, the
purpose ofthis group is to study the effect of longitudinal
voids numbers on the structuralbehavior of high strength
hollow-core slab. Figures 2-4 show details of the solid
and hollow-core slabs in groups one and two,
respectively.

2. 2. Materials

« Cement: The ordinary Portland cement (type I) was
used in this work. This cement has physical properties
and chemical composition which confirm according to
British Standards Institution (BS 12) [12].
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Figure 3. Details of the HCS slabs in group one
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Figure 4. Details of the HCS slabs in group two

» Fine Aggregate: The used fine aggregate has 2.38
fineness modulus, the grading and the physical properties
of this fine aggregate indicated that it is within the Limits
0fB.S.882 [13].

» Coarse Aggregate: The maximum size of the used
coarse aggregate is 14mm, the grading and the physical
properties of this coarse aggregate are within the Limits
0fB.S.882 [13].

« Limestone Powder: The ground limestone powder was
used in this work as a filler to get better cohesivenessand
better segregation resistance, it has a particle size less
than 0.125mm according to EFNARC, [14]

« Superplasticizer: The third generation of high-
performance superplasticizers (ViscoCrete®-5930L)
was used for producing self-compacted concrete. This
superplasticizer meets the requirement of ASTM C494
type F [15].

« Steel Reinforcement: Deformed steel bars with
diameters of 6mm and yield stress of 497Mpa were used
as main steel reinforcement and deformed steel bars with
a diameter of 4mm and yield stress of430Mpa were used
as secondary steelreinforcement, the steel reinforcement
bars were tested according to ASTM A615/A &M [16]

« Plastic Pipes: The recycled plastic pipes were used to
create the longitudinal voids in the hollow-core slabs,
these pipes have different diameters (50mm, 63mm, and
75mm).

2. 3. Concrete Mixture In this study, the trail mixes
were made many times to obtain the concrete mixture
which has 60.8MPa compressive strength at 28 days,
these concrete mixture satisfied the requirement of the
high strength self-compacted concert according to
EFNARC [14] and European guidelines [17]. Table 2
shows the concrete mixture of quantities. Measuring the
concrete compressive strength (fc) is done by testing
three cylindrical concrete for each slab specimens with
dimensions 150mm and 300mm according to ASTM
C39/C39M-15a [18].

2. 4. Test Specimens The slab specimens were
tested by using a universal hydraulic machine with a
capacity of 600kN. Before starting the applied load, the
linear variable deflection transducersensor (LVDT) was
fixed in the bottom mid-span slabs to measure the
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TABLE 2. Quantities of the concrete mixture per cubic meter

Materials Cement Sand Gravel

Limestone powder

Water Superplasticizer

Quantities (kg/m% 550 855 767

50 150 20

deflection. Also, an electrical strain gauge was fixed in
the center of top mid-span slabs to measure the concrete
strain during increasing the applied load. The slabs were
tested as a simply supported slab under two-point loads
with a clear span of 1500mm as shown in Figure 5.

3. RESULTS AND DISCUSSION

3. 1. First Crack Load and Ultimate Load Capacity
Table 3 shows the first crack load and the ultimate
strength of all the tested slabs, it can be noted that
elimination ofthe concrete with percentages 10.83, 17.20
and 24.37% from the hollow-core high strength slabs
350, 3V63, and 3V75, respectively causea reduction in
cracking load by 5.58, 8.37 and 13.49%, and reduction in
ultimate strength by 9.94, 12.16 and 14.93%. Also,
elimination the concrete with percentages 16.25, 24.37
and 32.50% from the hollow-core high strength slabs

2V75, 3V75, and 4V75 with two, three, and four
longitudinal voids with diameter 75mm, respectively;
resulted in reducing the first crack load with

Figure 5. Testing of the slab specimens

percentages 8.84, 13.49 and 17.21%, and reducing the
ultimate strength with percentages 10.71, 14.93 and
19.39%. These decreases can be attributed to the
presence of the longitudinal voids which leads to
decrease the moment of inertia of the beam section; thus,
the flexural rigidity will decrease with increasing
diameter or number of longitudinal voids in the hollow
core slabs. Figure 6 shows the reduction in ultimate load
of the hollow core slabs with different diameter and
number of longitudinal voids, it can be noted in this
figure that increasing diameter of longitudinal voids has
more effect on the reduction in ultimate load than
increasing number of longitudinal voids due to increase
in approaching the longitudinal voids from the
compression zone with increasing the diameter of
longitudinal voids, so, the optimum slab in this study was
the slab 3V50 to preserve the ultimate strength and satisfy
the economical consideration.

3. 2. Load-deflection Relationship Figures 7 and
8 showthe load-deflection curve of the solid and hollow-
core high strength slabs with different diameter and
number of longitudinal voids, respectively; it can be
noted that elimination of the concrete with percentages
10.83, 17.20 and 24.37% from the hollow-core high
strength slabs 3V50, 3V63, and 3V75, respectively cause
an increase in the ultimate deflection by 5.48%, 10.80
and 17.44%. Also, elimination the concrete with
percentages 16.25, 24.37 and 32.50% from the hollow-
core high strength slabs 275, 3V75, and 4V75 with two,
three, and four longitudinal voids with diameter 75mm,
respectively; result in increased the ultimate

TABLE 3. The first crack load and ultimate strength of all the tested slabs

GroupNo. Slabdesignation Elimination concrete (%) Cracking loadPcr (kN) Decrease (%) Ultimate load Pu (kN) Decrease in Pu%

SS --- 21.5 - 71.32 -

1 3V50 10.83 20.3 5.58 64.23 9.94
3V63 17.20 19.7 8.37 62.73 12.16
3V75 24.37 18.6 13.49 60.67 14.93

SS --- 21.5 --- 71.32 ---
2 2V75 16.25 19.6 8.84 63.68 10.71
3V75 24.37 18.6 13.49 60.67 14.93
4VT75 32.50 17.8 17.21 57.49 19.39
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Reduction in ultimate load

o 15 20 25
Elimination concrete
—=— Effect of luug_'itudh:il voids number
——Effect of longitudinal voids diameter
Figure 6. The reduction in ultimate load of HCS with
different diameter and number of longitudinal voids

1

deflection with percentages 7.57, 17.44 and 22.81%, this
increase in the ultimate deflection of the HCS belong to
the presence of the longitudinal voids which leads to
decrease the moment of inertia of the beam section thus,
the flexural rigidity will decrease with increasing
diameter or number of longitudinal voids.

3. 3.Load-strain Relationship Figure 9 shows the
effect of longitudinal voids diameter on the concrete
compressive strain and steel tensile strain of the hollow-
core high strength slabs. It can be noted that elimination
of the concrete with percentages 10.83, 17.20 and
24.37% from the hollow-core high strength slabs 3V50,
3v63, and 3V75 with three longitudinal voids with

B0

Load kN

Deflection mm
VS0 —e— 55 —e— V75 —e—3V63
Figure 7. Effect of longitudinal voids diameter on the load-
deflection curve of hollow-core high strength slabs

Load kN

20 35 30

Deflection mm

—— S8 —=—3V75 —e—2V75 —e—d4V75

Figure 8. Effect of Iongi-tudinal voids number on the load-
deflection curve of hollow-core high strength slabs

diameter 50, 63, and 75mm, respectively; resulted in
increased the ultimate concrete strain with percentages
14.14, 24.14 and 30.40%, and decreased the ultimate
steel strain with percentages 10.59, 13.36 and 16.56%.
Figure 10 shows the effect of longitudinal voids number
on the concrete compressive strain and steel tensile strain
of the HCS. It can be noted that elimination the concrete
with percentages 16.25, 24.37 and 32.50% from the
hollow-core high strength slabs 275, 3V75, and 4V75
with two, three, and four longitudinal voids with diameter
75mm, respectively; resulted in increased the ultimate
concrete compressive strain with percentages 22.95,
30.40 and 38.95%, and decreased the ultimate steelstrain
with percentages 9.81, 16.56 and 32.25%. Increasing the
concrete compression strain belong to the presence ofthe
longitudinal voids in the hollow-core slabs which leads
to eliminating part of concrete from the middle of the
slabs and focusing the stress in the region between the
plastic pipes. Decreasing the steel tensile strain of
hollow-core slabs can be attributed to reducing the
ultimate strength of the hollow-core high strength slabs
with increasing diameter ornumber of longitudinal voids.

3. 4. Crack Pattern and Failure Mode The first
observed crack is first seenin the middle bottomatthe

Load kN

0003 -0002 -0001 O 0001 0002 0003 0004 0005 0006
Strain mm/mm

3v50 Comp.—e—55 Comp.  —e—3V75 Comp. —e—3V63 Comp.
—e—55 Ten. 3vi0Ten. —e—3V63 Ten. —e—3V75Ten.
Figure 9. Effect of longitudinal voids diameter on the
concrete compressive strain and steel tensile strain of the
HCS

Load kN

0.003 0.002 -0.0C1 0 0.001 0.002 0.003 0.004 0.005 0.006

Strain mm/ mm

—e—S5S Comp —e—3V75 Comp. —e—2V75 Comp 4V75 Comp
—e—5S5 Ten, V75 Ten. —e—3V75Ten. —e—4V75Ten

Figure 10. Effect of longitudinal voids number on concrete

compressive strain and steel tensile strain of the HCS
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tension zone of all the slabs when the concrete tensile
stress exceeds the value of its tensile strength, after
increasing the applied load othercracks appeared at right
and left of the first crack, these cracks extended upward
and the flexural shear cracks appear in the hollow-core
slabs. The flexural failure occurred in all the slabs when
one of the cracks in the middle of slabs split into two
directions before it reaches the upper face ofthe slab. The
increasing diameter of longitudinal voids in hollow-core
high strength slabs decrease the number of crack from 13
in the solid slab to 12, 12, and 11 in hollow-core slabs
(3V50, 3V63, and 3V75), and increases the crack width
of the hollow-core slabs at yield load by 13.83, 27.4 and
39.13%, respectively when compared with the solid slab.
Also, an increasing number of longitudinal voids in the
hollow-core slabs from two to three and four decreases
the number of cracks from 13 in the solid slab to 12, 11,
and 8 respectively in hollow-core slabs (2v75, 3V75,
4V75), but the crack width of the hollow-core slabs at
yield load increased by 21.74, 39.13 and 56.52%,
respectively when compared with the reference solid
slab. Extend the cracks up will be gradually in the solid
slab, but in the hollow-core slabs extended the cracks will
be opposed by the plastic pipes, so the path of the cracks
deviate around the plastic pipes, this leads to increase
length and width of the cracks and delay the spread ofthe
cracks and that lead to decrease the number of cracks in
hollow-core slabs. Figures 11 and 12 show the effect of
longitudinal voids diameter and number respectively on
the crack pattern of hollow-core high strength slabs.

Figure 11. Effect of longitudinal voids diameter on crack
pattern of hollow-core high strength slabs

Figure 12. Effect of longitudinal voids number on crack
pattern of hollow-core high strength slabs

4. CONCLUSION

Using the hollow-core slab was a very effective method
to reduce the self-weight of the slabs with maintaining
most of the structural behavior of the solid slabs as they
are presented below:

1. Elimination of the concrete with percentages 10.83,
17.20 and 24.37% from the hollow-core high strength
slabs with three longitudinal voids with diameter 50, 63,
and 75mm respectively gives areduction in cracking load
by 5.58, 8.37 and 13.49%, saving the ultimate strength by
90.06, 87.84 and 85.07%, and increasing the ultimate
deflection by 5.4, 10.80 and 17.44%.

2. Elimination of the concrete with percentages 16.25,
24.37 and 32.50% from the hollow-core high strength
slabs with two, three, and four longitudinal voids with
diameter 75mm respectively, resulted in reducing the
first crack load with percentages 8.84, 13.49 and 17.21%,
saving the ultimate strength with percentages 89.29,
85.07, 80.61%, and increasing the ultimate deflection
with percentages 7.57, 17.44 and 22.81%.

3. The ultimate concrete compressive strain of the high
strength hollow-core slabs was larger than the ultimate
strain in solid slab and increased with increasing diameter
or number of longitudinal voids.

4. The high strength hollow-core slabs make a reduction
in ultimate steel tensile strain by 10.59%, 13.36%, and
16.56% with an increasing diameter of longitudinal
voids, and by 9.81%, 16.56%, and 23.25%, respectively;
with increasing number of longitudinal voids.

5. Increasing the diameter of longitudinal voids have
more effect on the reduction in the ultimate load than the
increasing number of longitudinal voids.
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6. There is a good agreement with existing reported data
in terms of saving the ultimate load and the load-
deflection relationship

7. The crack width increased and the number of cracks
decreased with increasing diameter or number of
longitudinal voids.
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The procedure of estimating the RC moment-resisting frames under blast loading using a multi-mode
adaptive pushover (MADP) analysis is investigated in the current study. The main advantage of the
proposed procedure is the combination of the multi-mode and adaptive pushover analysis approaches,
which has not been done in the past for blast loadings. To investigate the efficiency of the proposed
approach, several RC moment-resisting frames (RC-MRFs) of the 4-, 8-, and 20- storey are considered
in the study. For a better comparison, the conventional modal pushover analysis (MPA), nonlinear
response history analysis (NRHA), and the proposed approach are considered in the simulations. To this
end, various influential parameters including the lateral force, floor displacement, storey drift, storey
drift ratio, etc. are considered. For all models, the first three mode shapes were considered in the analysis
procedure, while for the case of 20 storey RC-MRF, the torsional effect is included as well. The results
indicated that the proposed MADP procedure has adequate accuracy and efficiency to estimate the blast
loading demand on RC-MRFs.

doi: 10.5829/ije.2021.34.01a.06

1. INTRODUCTION!

The process of evaluation and design of a structure or
elements due to imposed loading can be performed by
pushover analysis [1]. The loading pattern for assessing
the two- or three-dimensional structures due to lateral
loadings which includes linear or nonlinear responses, is
mainly based on inertia forces obtained at masses [2]. The
structure will then be pushed under these load patterns to
reach a pre-defined target displacement [3]. The strength
and deformation demands are estimated for the compared
available capacities can also be calculated by the inertial
forces and deformations at the target displacement levels.
This phenomenon is known as pushover analysis [4].

In turkey, the structures are constructed by using
precast concrete technologies. These structures were
subjected to seismic load and the peak responses were
obtained [5].

In some previous studies, the influence of vertical and
plan irregularities of the building has been carried out. In

*Corresponding Author Institutional Email: noroozinejad@kgut.ac.ir
(E. Noroozinejad Farsangi)

the next stage, the results obtained from inelastic
dynamic analysis such as inter-storey drifts and plastic
rotations correlates by the modified pushover analysis
[6]. Many researchers have also considered a single
degree of freedom (SDOF) system to estimate the
collapse capacity of a structural system due to seismic
loading by considering the P-A effect [7—13]. In another
research, different building structures collapse capacities
were analyzed by pushover analysis, and results were
compared with nonlinear incremental dynamic analysis.
The pushover analysis is simple, efficient, accurate, and
lucid while predicting the collapse capacity of different
types of structures [2]. Hasan et al. have investigated the
nonlinear, inelastic, ideal, rigid, or pinned connections
frame structure under earthquake loadings by pushover
analysis [14].

Hundreds of different properties and the number of
stories of a generic structure were developed in the study
of Manafpour and Jalikhani. All structures were exposed
to seismic loading and analyses were carried out by

Please cite this article as: K. K. Kiran, E. Noroozinejad Farsangi, Blast Demand Estimation of RC-moment-resisting Frames using a Proposed
Multi-modal Adaptive Pushover Analysis Procedure, International Journal of Engineering, Transactions A: Basics, Vol. 34, No. 1, (2021) 46-55
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pushover analysis. The authors have estimated the
median seismic collapse capacity by pushover analysis
without considering dynamic analysis [15].

In another study by Rahmania et al., the seismic
behavior of tall inelastic structures considering higher
modes was studied by pushover analysis. The responses
of progressive changes in dynamic properties have been
identified. To this aim, two steel frames were analyzed
by various methods such as upper bound, adaptive upper
bound, modal pushover analysis, and nonlinear time
history analysis. Among the investigated methods,
adaptive upper bound analysis has given the most
accurate results [16, 17]. In another study, the lateral
displacement profile of the moment-resisting frame
structure is estimated by mechanics-based procedure or
pushover analysis [18]. In the study of Hall, the seismic
analysis of a twenty storey building was analyzed by
nonlinear pushover analysis approach [19]. Nonlinear
static pushover analysis has also been used to analyze the
high-rise structures exposed to seismic force by
considering the torsion factor [20].

In the study of Hassan and Reyes, the mid-rise special
moment-resisting frames exposed to seismic loadings
were analyzed by using modal pushover analysis. The
results showed the accuracy of the method compared to
nonlinear response history analysis [21]. The limitation
of the nonlinear static analysis in terms of the
computational effort is saved by modal pushover
analysis. The symmetrical and unsymmetrical plan multi-
story concrete buildings exposed to seismic force were
analyzed by modal pushover analysis in several
references [22-27].

The multi-storey structures responses exposed to
seismic load were calculated by the Newmark-p method
[28-30]. The response due to blast load on a single degree
of freedom structures is shown in [31]. The use of damper
devices and base isolations techniques were investigated
to reduce the responses [32, 33].

The accuracy of the modified modal pushover
analysis of a different frame building with ground motion
is compared by modal pushover analysis. The higher
vibration modes with a linear elastic frame are analyzed
by modified modal pushover analysis. The modified
pushover analysis saves computational time and effort
compare to modal pushover analysis [34]. The higher
mode of vibrations of the midrise base isolation system
with seismic load response can be calculated by using
modal pushover analysis [35, 36]. MPA gives superior
results for the response of two actual buildings of 19 and
52 stories with seismic force [37]. The three-steel frames
of 3, 9, and 20 stories structures with seismic load
analysis were carried out using the floor response
spectrum approach. The floor response spectrum is the
advanced version of the modal pushover analysis [38].
The three-dimensional analysis for an unsymmetrical
both plan and elevations of a frame structure exposed to
ground motions data considering two horizontal

components is analyzed by modal pushover analysis and
the results show the accuracy compare to nonlinear static
pushover analysis [39-41]. The unsymmetrical plan for
10, 15, and 20 storey models considering soil-structure
interactions were analyzed by consecutive modal
pushover analysis [42].

In the study of Maysam Jalilkhani et al, the seismic
analysis was carried out by multi-mode adaptive
pushover analysis (MADP) for RC moment resisting
frames of 4-,8-,12- and 20- stories [43].

Saedi-Daryan et al., the detailed stepwise procedure
was explained for the response of the structure exposed
to blast load by MPA [44]. The eight-storey structure
with shear wall exposed to blast load response was
calculated and compared with other methods of nonlinear
dynamic analysis [45].

The influence of blast load waves on nonlinear
structure responses was calculated by differential
equations. The responses were calculated for different
mode shapes [45, 46].

Antoniou and Pinho proposed the displacement-
based adaptive based pushover analysis method for the
response of the MDOF system exposed to seismic
loading [47]. Balram Gupta and Sashi K Kunnath
proposed the adaptive pushover analysis method for
determining the response of mid-rise and high rise
structures exposed to seismic load by considering the
higher modes [45, 48]. Adaptive based pushover analysis
method is considered for obtaining the nonlinear seismic
response of structures [49, 50].

The current study is focused on three different frame
types that are low rise, mid-rise, and high-rise RC-MRFs
under blast loading. To this end, the blast loading effect
on 4-, 8- and 20 storey RC-MRFs were carried out by
three different analyses approaches. The investigated
methods have been the modal pushover analysis (MPA),
non-linear response history analysis (NRHA), and the
proposed multi-mode adaptative pushover analysis
(MADP). Simulations have been carried out using the
MATLAB platform and the results indicated the
accuracy and efficiency of the proposed MADP
procedure for RC-MRFs.

2.TORSION

The torsional effect of the lateral coupling is considered
for the analysis of the RC-MRF. The irregularity indices
and torsional factors are considered. The following
equations are used to calculate the eccentricity of a given
storey in the X and Y directions [51-54]:

erx = Xr — Xm 1)

€y =Vr = Ym )

where (Xm, Ym) and (X, yr) are coordinates of the centre
of mass and centre of rigidity, respectively. The
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following equations are used to determine the
coordinates:

_ X Kyixi

r, = 20 ©
X Kxiyi
Yr = ZT:: 4)

where ky and ky; are the lateral stiffnesses of floor ‘i’
along the global X and Y directions. The torsional radius
(r) are given in below equations

S (Kai Vi—yr) ) +(Ky (= 2,)?
rkx=\/ Y yZKy(iy xXi—xr)*) ©)
i (Vi—yr)? (xi—x.)2
Ty = \/Z(sz.(yl yr)Z)KJ;(iKyl.(xl )7 ©

The mass radius of gyration of a particular floor is given
by

_ [Zmds®
Tm = o @)

where m;is the lumped mass at the radial distance d; from
centre of mass. The torsional angle is obtained from
below equations [51].

0 =tan?! “/0.01H*R (8)

where 6 is the angle of the inclination, « is the blast load
angle, R is the range and H is the height of each floor.
The torsional stiffness is given by

K9=KX*B72+Ky*D7Z ©)
where Kg is the torsional stiffness, while Ky, Ky is the
stiffness along X and Y directions, B and D are the length

along X and Y directions, respectively.

3. MULTI-MODE ADAPTIVE PUSHOVER ANALYSIS

In this section, the blast load response on the RC
moment-resisting frames is calculated by using a multi-
mode adaptive displacement-based pushover analysis
procedure. Figure 1 represents the flowchart of the multi-
mode adaptive pushover analysis.

The following equations are used for the nonlinear
analysis of the frame:

= e 242 @

where D;j is the absolute peak deformation, and N is the
number of the blast wave.

Urpt = Qnrrn]j; (11)

Figure 1 shows the algorithm of multi-mode adaptive
pushover analysis. The multi-mode adaptive pushover
analysis consumes less time, gives more accurate results
compared with other methods of pushover analysis.
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Figure 1. Flowchart of the proposed multi-mode adaptative
based pushover analysis

The following steps explain the detailed procedure of
the proposed MADP.
— The nonlinear inelastic mathematical model is
developed which incorporates the stiffness, mass, and
damping matrices.
— Calculate the natural frequencies, mode shapes,
lateral force distribution, and perform nonlinear static
pushover analysis.
— Determine the base shear and roof displacement for
nth mode and draw the pushover analysis curve.
— Calculate the target roof displacement. If the roof
displacement is equal to the target roof displacement,
then the process will end otherwise the properties will be
modified and the procedure will be repeated.
— Calculate the response for the structural system for
the first mode.
— Repeat the same procedure for the other modes.

4. NUMERICAL MODEL

The RC-MRFs with three different stories are considered
in the study. The load acting on the structural frame is a
nonlinear dynamic load that is blast load. The load acting
on the frame occurs within a millisecond and the
magnitude is much larger compared to earthquake
loading.

Figure 2 shows the configurations of the used RC-
MREFs in the current study. The 4 storey frame has a bay
width of 9.14m, while the remaining frames have a bay
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width of 6.10m. Table 1 shows the physical properties of
the models including the fundamental periods' range,
dead load, live load, and compressive strength of the
concrete used in beams and columns. Table 2 shows the
natural periods of all models in different modes. Table 3
shows the dynamic properties of the investigated frames.

Figure 2 shows the RC-MRFs exposed to blast load
are considered in the study. The figure shows the blast
load acting at a distance range from the frame.

£ —yiiustn
Blast il 1

W Ramge oo

|
1

e T |

e eifaasin 3
B . T ===
W Range =

RE g SRS |

L agam—

A-slory 20-story
Figure 2. 2-D presentation of the RC-MRFs exposed to blast
loading considered in this study

TABLE 1. Physical properties of the models

SI No Parameter Magnitude
1 Dead Load 8.38 kN/m?
2 Live load 2.40 kN/m?
3 Compressive strength of the beams 34.5 MPa
4 Compressive strength of the columns 46 MPa

TABLE 2. Characteristics of the analyzed frames!“°]

Periods (s)
Sl Frame Height ~ Width
No  (Storey) (m) (m) | 1 11
mode  mode  mode
1 4 12 9.14 0.64 0.20 0.20
2 8 24 6.10 1.34 0.45 0.25
3 20 60 6.10 171 0.64 0.38

TABLE 3. Dynamic properties of the frames

SI No Parameter Value

1 Damping ratio 5%

2 Stiffness 15.11 KN/m

3 Damping 7.38 x10-2kN-s/m

5. BLAST LOADINGS

The blast load acting on structures has a short period.
Table 4 shows the blast load parameters used in this
study. The blast load is calculated using Equations (12)-
(17).

P, =22 +100kPa (Ps>1000kPa) (12)

P="2+222 + 22419 kPa (10<Ps<1000 kPa)  (13)

where Ps is the maximum static overpressure of the blast
load and Z is the scaled distance, which is calculated as:

R

Z =0T

(14)
where W denotes the TNT weight. The time variation of
the blast load can be determined using the following
equations:

P(t) =P, +P(1-)exp (7 7) (15)
y=172—-37Z+42 (16)
T, =W1/310[—2.75+0.27logR/w1/3] 17)

where P, is the ambient pressure and Ts is the positive
time duration of the blast load.

6. RESULTS AND DISCUSSIONS

The considered low rise, mid-rise, and high-rise
structural frames are analyzed to determine the accuracy
and efficiency of the proposed MADP procedure. The
blast load acting on the frame has been the main input of
the structural analysis. The analyses were carried out by
considering three mode shapes, using modal pushover
analysis, nonlinear response history analysis, and multi-
mode adaptative pushover analysis. The analyses were
carried out in the MATLAB [55] platform.

For seismic performance evaluation of structures,
probabilistic approaches are more common [56, 57];
however, for blast loading, a deterministic approach is
mainly used. The target displacement for the 4, 8, and 20
storey frames have been obtained as 11.82cm, 16.45cm,
and 23.22cm, respectively. The accuracy of the roof
displacement was calculated by using MADP analysis.

TABLE 4. Blast load parameter

SI No Parameter Magnitude

1 Weight (W) 1000 TNT(Trinitrotoluene)*
2 Range (R) 100m

3 Scaled Distance (2) 10 m/kg'®

4 Peak pressure (Ps) 100.67 kPa

* TNT generates blast energy of about 4680 joules per gram (J /g)
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6. 1. 4-Story Frame Figure 3 shows the storey
drift of the four-storey frame with different analysis
approaches. The maximum drift occurs on the first floor
and the minimum drift occurs on the second floor by
MADP. The MADP will have a higher value on the 3™
floor and the remaining floors will have lower values.
Figure 4 shows the pushover curve with three different
mode shapes. The maximum base shear with roof
displacement occurs at Mode | and the minimum occurs
at Mode I1l. The maximum base shear is 1kN and roof
displacement is 50 cm and the minimum base shear is 800
N and roof displacement is 4 cm.

Figure 5 shows the blast load acting on the four-storey
frame model. The maximum load acting on the first floor
has been 12 kPa at 0.03 sec and the maximum load acting
on the fourth floor has been 6kPa at 0.04 sec. Figure 6
shows the mode shape of the four-storey frame.

3.5
3.0 4
] N MADP
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0.5 4
1 2 3 4
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Figure 3. Story drift of 4 story frame
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Figure 4. Pushover curve 4 story frame
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Figure 6. Mode shape of 4 story frame

6. 2. 8-Story Frame Figure 7 shows the storey
drift ratio of the eight-story frame with different pushover
analyses approaches, while the maximum storey drift
ratio is 4, 3 and 0.5 by MPA, NRHA and MADP
methods, respectively. The maximum storey drift occurs
at fourth floor and minimum storey drift ratio occurs at
first floor by various methods, respectively. The NRHA
and MADAP show similar results, whereas the MPA has
the maximum error.

Figure 8 shows the displacement of different floors
with different analysis approaches. The maximum
displacement occurs on the seventh floor with a value of
0.3m using modal pushover analysis and the minimum
displacement occurs on the first floor of 0.068m using
MADP analysis. Figure 9 shows the lateral force
distribution of the floors in different modes. The
maximum lateral force occurs in the third mode and the
minimum lateral force occurs in the first mode. The
maximum and minimum lateral forces have been 80 kN
and 20 kN, respectively.
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Figure 7. Story drift ratio of 8 story frame
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6. 3. 20-Story Frame The investigated high-rise
model is a 20 storey frame. The effect of torsion and
inclination of blast loading have been considered in this
model. Figure 10 shows the variations of the inclination
angle and torsion angle on the investigated model. It is
shown in Equation (8). The maximum inclination of the
blast load has been 60degree and the torsion angle was
0.010 radian. Figure 11 shows the mode shapes of the
twenty storey frame.

Figure 12 shows the base shear of roof displacement
of the twenty storey frame along X direction. The
maximum base shear has been 2050 N in mode | and the
minimum base shear has been 1600 N in mode I11. Figure
13 shows the displacement of the floor level along X
direction with different analysis approaches. The
nonlinear responses analysis will provide maximum
value compared with other methods. The variations of the
displacement along the floor are presented. The MADP
and MPA show small errors compared to the MADP
method. The maximum displacement was 0.4m in the
second floor using nonlinear response history analysis.
The minimum displacement has been 0.07m using
MADP. Figure 14 shows the storey drift ratio of second
to fourth floors. The minimum storey drift ratio occurs at
14 to 18 floors.

wn =N
> =
T

=
>
T

Inclination angle (6)
o o
= =

—_
=
T

00 0.002 0.004 0.006 0.008 0.01 0.012
Torsion angle (a)

Figure 10. Relationship between inclination angle and

torsion angle

0.3

¢

Figure 11. Mode shape of the 20 storey frame
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Figure 15 shows the torsional moment of the fifteenth
floor. The maximum torsional moment has been 1kNm at
2m.s. Figure 16 shows the torsion of the twenty-story
floor with different analysis approaches. The maximum
torsion occurs at 20" floor of 0.0007 rad using MADP
analysis. Table 7 shows the percentage of the error of the
different frames with different analyses approaches. The
maximum error occurs in 20 storey model using
nonlinear response history analysis and the minimum
error occurs at 4 storey frame using modal pushover
analysis.
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Figure 16. Torsion effect in different floors

TABLE 7. Percentage of the error of different approaches and
in terms of drift ratio compared to the proposed MADP
approach

SI No Frame MPA NRHA
1 4-storey 10% 25%
2 8-storey 14% 22%
4 20-storey 22% 28%

7. CONCLUSIONS

The current study investigates blast load acting on 4-, 8-
and 20- storey frame models. The structural responses
were determined using a proposed multi-mode adaptative
pushover analysis. Three different mode shapes were
considered in the simulation. For 20 storey structure
(high-rise model), the torsional effect has been
considered as well. The monitored responses were
displacement, storey drift, storey drift ratio, base shear,
and torsional effect. The main verdicts could be
summarised as follows based on the calculated results:

- For 4 storey frame structure, storey drift error will be
15% and 8% for NRHA and MPA, respectively
compared to MADP.

-The maximum pressure occurs at lower stories and
minimum pressure occurs at higher stories for the
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structure frame exposed to blast load.

-The base shear will be inversely proportional to mode
shapes.

-In 8 storey model, the maximum storey drift ratio occurs
at third, fourth, and fifth floors, respectively. The
remaining floors had the minimum storey drift ratios.
-For an 8 storey frame structure, displacement error will
be 8% and 14% for NRHA and MPA, respectively
compared to MADP.

-For a high-rise structure (20 storey model) the influence
of torsion with respect to variation of torsional angle and
blast load angle were also considered in the study.
-Torsional moment and blast load along both X and Y
directions have been the input parameters of the high-rise
model exposed to blast load.
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ABSTRACT

The rapid growth of cloud environments has led to the expansion of resources that offer a variety of
services. The opertions of the services are usually very simple and may not satisfy the complex needs
of the user, hence there is a need for a combination of these services that can fulfill the user's
requirements. Most of the service composition methods in cloud environments assume that the involved
services came from one cloud, and this is unrealistic because other clouds may provide more relevant
services. The challenges in composition services distributed in multi-cloud environments include
increased cost and a reduction in its speed due to the increasing number of services, providers, and
clouds; so, in order to overcome these challenges, the number of providers and participating clouds must
be reduced. This study used the Skyline service algorithm to compose services in multi-cloud
environments, which examined all the clouds during the service composition process. The proposed
method can provide an applicable composition service to the user with the lowest communication cost
by considering the number of clouds and by using fewer providers. The Skyline algorithm involves two
steps. In the first one, the best composition in a cloud environment is selected among all the possible
providers by considering the number of providers and the communication time. In the second step, the
Skyline algorithm is used to create all the possible compositions in a multi-cloud environment.
Parameters such as fewer clouds and shorter communication times between the clouds are selected. The
results show that the proposed method can find the composition with the least number of clouds, the
lowest cost, and has the lowest calculation time. It can be said that the Skyline makes it possible to select
a suitable composition of user-requested services in a multi-cloud environment.

doi: 10.5829/ije.2021.34.01a.07

1. INTRODUCTION

for providing various types of resources as a service. To
meet the user’s needs, cloud-based systems [6-7] are

Web service is a modular and self-described application
that is published based on a set of standards such as
SOAP, WSDL, and UDDI [1-2]. When a web service is
limited to simple features, a set of separated web services
must be combined to create a value-added one [3-4].
Service composition problems can be resolved by
selecting a set of web services in such a way that their
combination meets the functional and non-functional
requirements of the user [5]. With the advent and rapid
development of cloud computing, more clouds can carry
out the existing tasks in the cloud with different
functions, and this cloud environment is a natural choice

*Corresponding Author Institutional Email: emadi@iauyazd.ac.ir (S.
Emadi)

usually designed by calling up several providers. The
service composition in cloud environments allows for the
integration of various cloud resources into a set of
integrated services for providing cloud-based solutions
that meet certain qualitative criteria [8]. Most of the
service composition methods that have been proposed for
cloud computing consider all the composite services in
one cloud, rather than searching services from the various
available clouds [9]. Organizations often distribute their
services using cloud providers to ensure the availability
and quality of the provided services, and also to reduce
the risk of data loss [10]. In addition, service composition

Please cite this article as: M. Heidari, S. Emadi, Services Composition in Multi-cloud Environments using the Skyline Service Algorithm ,
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in multi-cloud environments poses many issues such as
the cost of communications within the cloud, increased
fiscal costs, and security issues. Hence, challenging tasks
include reducing the number of participating clouds and
the number of providers due to the limitations of the
services. Therefore, the current study seeks to find the
best possible service composition in cloud environments
using the Skyline service algorithm, which uses both a
smaller number of providers and clouds to reduce
financial costs.

The Skyline algorithm is based on the concept of
Pareto dominance [11]. It has been used to solve research
problems such as web service selection, query processing
over uncertain data [12-14], effective processing of
advanced queries [15], and indexing of time series data.
The use of the Skyline algorithm in the proposed method
creates all the possible compositions of the providers in a
multi-cloud environment. The best composition in a
cloud environment is selected by considering the number
of providers and the communication time. Parameters
such as fewer clouds and a shorter computation time
between the clouds are also considered in selecting the
most suitable cloud composition.

The innovation of this paper includes modeling the
multi-cloud environment using the Skyline in two steps.
First, the providers and services were modeled based on
user requests. Secondly, the clouds are modeled based on
the providers and services selected in the previous step.
Then, we introduce the algorithms for the extraction of
the candidate services, providers, and clouds based on the
Skyline rules.

The rest of this paper is organized as follows. In
Section 2, the works related to service composition will
be discussed using the Skyline service. In Section 3, the
algorithm and the concepts of the Skyline service are
expressed. Then the proposed method is outlined is
Section 4. Section 5 presents the results and evaluation,
and the last section is devoted to conclusion and
suggestions.

2. RELATED WORKS

Most of the existing approaches to service composition
in cloud environments consider all the services in the
composition from a single cloud. However, certain
algorithms have also been proposed to address this issue.
In Section 2.1, other methods will be examined, and in
Section 2.2, service composition using the Skyline
algorithm will be discussed.

2. 1. Methods Provided Using Multi-cloud
Algorithms Zou et al. used a tree structure to
model a multi-cloud environment (MCB). Then, with the
MCB tree search, the minimum request set was created.
Accordingly, they proposed three algorithms for

selecting the optimal cloud composition. In the first
algorithm, they considered all clouds as inputs and
evaluated all the possible solutions. This method
determined the sequence of the service composition at the
time of execution, but with the use of a large number of
clouds. The second algorithm recursively defined a
service composition in all the cloud compositions. The
last algorithm provided an optimal cloud computing
approach using an approximate method. However, it was
time-consuming and may not be a good cloud computing
approach because it used the composition of clouds that
utilize service spaces and could impose on some
compositions [16]. Gutierrez-Garcia et al. proposed an
agent-based multi-cloud service composition approach
by using a semi-recursive conventional protocol;
however, it has the limitations of agent-based distribution
[17]. Jatoth et al. proposed a quality of service (QoS)
cloud service composition based on both the modified
invasive weed optimization algorithm and an Adaptive
Genotype Evolution based Genetic Algorithm (AGEGA)
[18-19]. Gavala et al. proposed a QoS aware cloud
service composition based on an Eagle Strategy with
Whale Optimization Algorithm (ESWOA). However, in
these three approaches, they considered multiple QoS
parameters for service composition in only one cloud
[20]. Yu et al. presented a Greedy-WSC algorithm and an
ant colony optimization based algorithm, namely ACO-
WSC, to select the service composition in cloud
environments with a minimal number of clouds. The
Greedy-WSC algorithm selects clouds that offer more
services, and the ACO-WSC algorithm is used to
combine selected clouds. Their results showed that the
ant colony optimization method could efficiently find
effective cloud composition with the minimum number
of clouds. The disadvantage of this model was its lack of
considering semantic information in the composition of
web services, especially in a dynamic and distributed
environment [21]. Kurdy et al. suggested a composite
optimization (COMZ2) algorithm for cloud services that
ensures the selection of clouds with the maximum
number of services, which increases the likelihood of
completing a service request at a minimum cost. The
results of their experiments showed that COM2 was
successfully able to compete with previous algorithms in
the field of service composition, but it did not consider
the interconnecting costs of the clouds [22]. Mezni et al.
used formal concept analysis (FCA) and fuzzy formal
concept analysis (FFCA) for service composition in a
cloud-based environment. The FCA is based on the
concept of a network, a powerful tool for classifying
cloud information and services. Initially, a cloud
computing model was created as a set of formal concepts;
then, it extracted and combined the candidate clouds
from the formal concepts. Finally, the optimal cloud
composition was selected, and the multi-cloud service
composition (MCSC) became a classical service
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composition problem. In addition to considering the
number of clouds in the composition, it also takes into
account the cost between the clouds. The tests showed
the effectiveness and ability of the FCA-based method to
find and group cloud compositions with a minimum
number of clouds, the lowest communication cost, and
the lowest time to service selection in the nearest cloud
or in the same cloud [23-24].

2. 2. Methods Provided Using the Skyline
Algorithm Yu and Bouguettaya suggested an
algorithm that used the dominant relationship between
service providers to find a set of the best possible service
composition for Skyline services [11]. Instead of
examining all the possible composition of services, this
algorithm significantly reduces the search space and
proposes a low-up computing framework that enables the
Skyline algorithm to scale well with a number of
services. In their research, three algorithms, namely
OPA, DPA and BUA, were developed to select a set of
the best possible composition services. The DPA used a
parent table and a broad network to achieve enhancement
and route ability. The BUA used a powerful low-up
computing framework with a linear composite strategy,
which improved the performance and the scalability.

Wou et al. provided an algorithm for the composition
of services based on service quality. In this way, when a
new service comes, the previous service is deleted, and
the quality of service is changed. This algorithm reduces
the number of selected services through Skyline and
chooses the best service using the service quality [25].

In another study, Zhang et al. used the Skyline
guaranteed query processing method to build mashup
cloud applications and employed similarity tests to
achieve an optimal Skyline. Cloud mashup is a
composition of several services with a shared data set and
integrated functions. This method was used to optimize
the composition of web services in large-scale cloud-
based mashup applications from the Map-Reduce. Since
the choice of Skyline service and hybrid processes were
very timely, especially when the data space of the
services was very large, a block-based blocking was
proposed to shorten the process. After testing 100,000
real websites worldwide in 10 dimensions, it was found
that the Map-Reduce based block-removal method was
3.25 times faster than the angular segmentation
algorithm, and 1.4 times faster than the network method
[26-27].

Liu et al. proposed a dynamic Skyline service
selection tool to reduce redundancy. In this method, the
process of choosing a service was divided into two
stages: the service selection stage and the implementation
phase of the selected services. The selection stage used
the offline method to calculate the Skyline, and was
responsible for updating the Skyline service. Therefore,
the offline process never affected the performance of the

phases of the service selection. The implementation
phase was responsible for selecting the optimal
composition of the services, which matched the QoS user
limitations. The results showed that this method selected
the most appropriate services [28].

Moradi and Emadi presented an algorithm for service
composition using the Skyline service in parallel. In this
way, the choice of services was based on the quality of
service; the use of parallelization techniques had a
significant impact on reducing the response time and
increasing the speed of the composition of services, as
well as reducing the computations [29].

However, most traditional service composition
methods regard service composition in a single cloud and
consider a balance between the QoS parameters. In this
paper, we present an algorithm based on Skyline service,
which focuses on reducing the number of clouds and
providers.

3. THE SKYLINE SERVICE ALGORITHM

The existing approaches in multi-cloud service
composition only reduce the number of clouds. This
research, like [23], considers modeling the relationship
between the providers and the clouds in the selection of
optimal clouds, as well as the composition of services by
the Skyline service algorithm. The Skyline service
algorithm has been used to extract the optimal
composition of the providers and clouds. Also, combined
services can have sequential, parallel, loop, or
conditional structures. In this research, only the
sequential structure for combining services and their
implementation is considered.

Definition 1: A multi-cloud environment is a set in
which C= {C;,Cy,...,Cn} where C; is a cloud and
P={P1,P,...,Pn} Where P; is a provider that is hosted by
the clouds. A provider also offers a set of services. Every
provider may belong to more than one cloud, and every
service also may belong to more than one provider.

The multi-cloud service composition problem is
given a set of clouds that hosts the services offered by a
number of providers. The Skyline service algorithm is
designed to select the minimal sub-set of clouds and
providers, while reducing the cost of communication
between the providers and clouds.

Skyline was originally introduced in the database
domain [30]. Given a set of S points in a D-dimensional
space, the points in the Skyline are not dominated by any
other place in the search space [31].

Definition 2 (Dominance Service and Skyline
service): In service composition, dominance services are
better in all parameters of service quality compared to
other services. For example, SA= {S1, Sz, Ss} is a set of
services that provides task A with QoS= {3, 4, 2}in time
and SB= {S;, S} that provides task B with QoS= {4, 5}
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in time. The Skyline service for SA= Ss and for SB=S;
are not dominated by other services, and it is the best
candidate service [28, 32- 33].

The Skyline was introduced for the first time to create
aweb service and to evaluate its effectiveness [30]. In the
service composition, the dominant service is the services
that are better than others in all aspects of service quality.
To this end, some researchers have proposed different
methods for determining the dominant relationship to
determine the Skyline service [34-35].

Therefore, if a service is part of Skyline, it is expected
to offer better parameters than other services [36]. In the
above example for SA and SB, the composition of
Skyline services is {S5, S2}, in which a set of services
are dominated by none of the services in the other
composition [11] as {S1, Sz}, {S1, Sa}, {S2, S2}, {S2, Sa},
{Ss, Sz}, and {Ss, 54}.

One of the algorithms offered by the Skyline service,
which is used in this investigation, is a dual progressive
algorithm [11] for making composition possible. The
root, that is, the parent node, is constructed first, and then
the next nodes are constructed. The rule to create each
node is that the selected services available in composition
are different only in one service with its child nodes. For
example, the root node in Figure 1 is ai, by, 1, and its
child nodes include (a, b, ¢1), (a1, b1, €2), and (az, by, c1).
The lattice expansion determines only the sequence of
counts between the nodes, and proves that each node is
considered after its ancestors, but for nodes that do not
have parent-child relationships, an appropriate order
must be guaranteed. Since it may have a score of (ai, by,
c1) less than (as, b1, ¢3), it should be counted in advance.
In order to achieve the progressive counting of the base,
the lattice expansion (T) with a heap (H) is used. The
lattice expansion ensures that the parent node is counted
before the child node. On the other hand, the heap
determines the counting of the nodes that do not have a
parent-child relationship. The commencement of the
manufacturing process starts from the first level. At each
step of the count, the lattice expansion is extracted from
the heap with the lowest cost and is compared with the
existing Skyline. Ultimately, the considered composition
is placed in Skyline if it is not lost or eliminated. The
progressive algorithm of a node can be generated several
times from generating other parent nodes, which creates
a replication problem. As shown in Figure 1, the top
number of each node shows its parent number. For
example, the node (as, by, ¢) is placed three times in the
heap because it has three parents, and each time they
develop (as, b, c2), they are generated and placed in H.
The multiplication of the node has many computational
problems since many nodes are processed several times.
The same node can be located in Skyline more than once,
which causes a false Skyline [9].

The parent table [11] provides a suitable solution for
solving a node problem with the least computation.

Instead of considering all the ancestors, the parent table
only stores information about the number of parents for a
given node. The basic rule is that a node can be put in a
heap only when all its parents are already processed. The
parent table stores the number of parents in each node.
Each time the node is compared to another node, the
number of parents is reduced by one unit, and the table is
updated with new values; eventually, every node in its
value reaches zero in the heap. This operation ensures
that all the nodes of the child are placed in the heap before
the parent nodes [11].

In the next step, the best service in the lattice should
be selected taking into account the dominant relationship.
Then, the Button-Up Algorithm [11] strategy is to use
linear compositions while doing comparisons to select
the best composition. A linear composition is to compare
the results of the two nodes with the next node, and
achieving the best possible composition [11, 29]. Button-
Up Algorithm carries out optimization and QoS
calculations with positive traits inherited from dual
progressive algorithm.

4. DETECTING A MULTI-CLOUD ENVIRONMENT
USING THE SKYLINE SERVICE ALGORITHM

In this research, the Magnetic Cluster Expansion (MCE)
is modeled as a set of lattice expansion, as shown in
Figure 2. Each cloud is described as a lattice expansion
created to group the providers based on the services they
provide, and another lattice expansion has been created
to express the relationships between the desirable
providers and their hosting clouds.

Since a provider may belong to more than one cloud,
so with respect to the given N clouds, the information
about the services and their providers is modeled in the
N lattice expansion, where each one represents the
environment of a cloud. First, a number of the preferred
composition of the providers are selected as equal to the
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Figure 1. Lattice Expansion
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number of the available clouds. After comparing and
choosing the most suitable composition, a multi-cloud
spreading lattice expansion is built, and the optimal
composition of the clouds is selected from this lattice
expansion.

An example of a multi-cloud environment is shown
in Table 1. Thirty services with various QoS functions
and capabilities are provided by five providers on three
clouds. For example, Cloud C; hosts three providers,
which altogether provide 13 services. Some providers
may deploy their services in multiple clouds (e.g., P2, Ps).

Based on the example above that shows a cloud
environment with three clouds, a lattice is expanded for
each cloud, and for a multi-cloud environment, a
distributed lattice is modeled. Table 2 describes the
relationships between the providers and their host clouds,
and Table 3 describes the relationships between the
providers and their services in Cloud 1.

This research seeks to find a composition of clouds
and providers that hosts the best service and to reduce the

TABLE 1. An example of multi-cloud environment
Clouds C, Cx Cs

Providers P, P, Ps P+ Ps P Ps P
Services 5 4 4 2 3 5 4 3

TABLE 2. An example of relationships between the clouds and
providers in a multi-cloud environment

MCE Cy C, Cs C, Cs
P1 0 0 1 0 1
P, 0 1 1 0 0
Ps 0 0 1 1 0
P, 1 1 0 0 0

TABLE 3. An example of relationships between the providers
and their services in Cloud 1

Cloud, P1 P, Ps P4
S 0 5 7 9
Sz 5 0 4 6
Ss 7 4 0 3
Ss 9 6 3 0

cost of communication between the services that come
from different clouds. For this purpose, two algorithms
are proposed to select a multi-cloud composition that
uses the minimum number of providers and clouds. The
steps are briefly summarized below:

Step 1- Extracting the optimal composition of
providers: In this step, the best composition of providers
is extracted in each of the clouds. By comparing the
compositions obtained from all the clouds, the optimal
composition that meets the user’s request is selected and
then used as input to determine the optimal cloud
composition.

Step 2 - Extracting the optimal composition of the
cloud: At this point, the lattice expansion, which shows
the relationship between the providers and their host
clouds, is used to obtain the optimal composition of
clouds according to the providers selected in Step 1. The
random composition of the clouds, which hosts the
optimal composition of the providers, is selected as the
root of the lattice expansion; the lattice expansion is thus
complete and is selected based on the dominant
relationship of the optimal composition of the clouds.

The following sections give more details about each
of the above steps.

4. 1. Extracting the Optimal Composition of
Providers This step uses the Skyline service
algorithm to extract the optimal composition of providers
in each cloud. In selecting the optimal composition, none
of the existing approaches take into account the number
of providers and the cost of communication between the
providers. To determine the cost of communication
between two providers, each cloud environment uses the
information shown in Table 4. In this study, the matrix
values are simple, representing the time of
communication between two providers (in milliseconds).
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TABLE 4. Matrix of communication cost between providers in
cloudl

P P, Ps P
P 0 5 7 9
P, 5 0 4 6
Ps 7 4 0 3
P, 9 6 3 0
1,52
P1,P1
P3,P1 P1,P2
PP P3,P2 x

o P5,P2 x
Figure 3. An example of lattice expansion of providers

This algorithm considers the user requested services
to determine the appropriate composition; Sr s
considered as an input to create a lattice expansion in
each cloud. For creating a lattice expansion in each cloud
(Algorithm 3), the root node is created based on a
possible composition of providers (line 4 in Algorithm
1), which satisfies the user’s requested services. For
example, if a user requests Si, S services (Figure 3), the
above algorithm will be considered as the root in Cloud
1 of the P41, P; composition that delivers the services that
are being provided; then, the child nodes are constructed.
Rule 1: The child node is a node that differs in
the composition of providers with the parent node only in
one provider.
So, the child nodes of the above example will be (Ps,
P1) and (P1, P2); after determining each node, the cost of
each node is calculated according to Equation (1).

Si = a*Ni+ﬁZ|jEzllcostj @

where E is the set of edges that show the communication
between the providers in a composition, cost j denotes the
cost of communication between the providers Px and Py
in the j relationship link, and Ni is the number of existing
providers in the i-th composition. Also, o and B are
numeric values representing the number of providers and
the communication costs of the providers, respectively.
To avoid the presence of providers in dispersed areas and
encourage the lowest cost of communication between
providers as the most important goal, the amount of a
should be smaller than B. Having created the lattice
expansion starting from the root node, the root node first

appears in the heap and is selected as the Skyline. After
removing the root node, its children are added to the heap
if all their fathers are examined, and so the cost of each
composition is compared with the cost of the composition
in the Skyline; then, if the composition is found to be
optimal, the Skyline is updated. Hence, the best
composition is selected by comparing the cost of the
composition. Thereafter, the second cloud’s lattice
expansion will be created and the optimal composition
will be compared with that of the first cloud, and the best
composition will be selected. The output of this
algorithm is the optimal composition of providers.

4. 2. Extracting the Optimal Composition of Clouds
The composition obtained from the algorithm in the
previous section is the input of this algorithm. The goal
of this stage in a cloud-based environment is to classify
the clouds that together provide the equired services. By
evaluating all possible compositions, the optimal cloud
composition is determined, from which the appropriate
services are delivered to the user. Here, to determine the
cost of the relationship between the two clouds, the
matrix values in Table 5 are simple values that represent
the time between the clouds (in milliseconds).

To determine the optimal composition of clouds, the
optimal composition of providers from the previous step
is considered as input to determine the root of the lattice
expansion, and thus the lattice expansion is completed
(Algorithm 3). When constructing cloud compositions,
the cost of each compound is calculated in accordance
with Equation (1). The only difference is that E is the
number of edges representing the connections between
the clouds in the composition, and j shows the cost of
communication between the two clouds, Cx and Cy, on
the js communication link. Ni is the number of clouds in
the im composition. The total cost of the composition is
calculated by taking into account the total
communication costs in the cloud composition according
to Equation (1). In this algorithm, a and f are also
numerical values representing important factors such as
the number of clouds and the cost of cloud
communications, respectively. Thus, a should be smaller
than B to avoid the presence of clouds in dispersed areas
and to encourage the lowest cost of communication
between the clouds, which is considered as the most
important goal. For example, if the optimal composition
obtained from the previous step of composition (P3, P1)
is used, the algorithm takes into account in the multi-
cloud environment of (Cs, C3) compound that hosts the
providers in the optimal composition; then, the child
nodes are constructed, which are shown in Figure 4.

Rule 2: In creating each child node, the composition
is different from that of the provider only with the parent
node. So the child nodes of the above example will be
(C4, Cs) and (Cs, Cs).
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5. EXPERIMENTAL RESULTS

This section provides details of the experiments
conducted to evaluate the performance of the proposed
method. The Java programming language has been used
in this approach, and the development environment is
NetBeans IDE 8.2.

In this study, Java classes have been used to randomly
generate some experimental data sets, including a set of
services and relationships between the clouds, providers,
and services provided by each provider, as well as a, 0.3,
and B, 0.7.

The experiments are conducted in environments with
a number of different clouds (between 5 and 100) and
services ranging from 1 to 20; since the creation of a
multi-cloud environment is a coincidence, the test of each
environment is repeated 50 times. The user’s request in
all the test cases consists of three services.

5. 1. Estimating the Computation Time In
these experiments, as in similar methods, a concept called
density has been considered to determine the impact on
the total execution time when the providers are hosted in
several clouds; the total execution time is between 20 and
40%, and the number of clouds is between 5 and 100. The
composition time results are shown in Figure 5.

TABLE 5. Matrix of communication cost between clouds

C: C, Cs (oA
C: 0 6 8 10
C, 6 0 9 12
Cs 8 9 0 4
C, 10 12 4 0
P3Pl
3,03
e ‘"‘xh
4,03 C3.C5
- et o
X C4,C5 x

Figure 4. Example lattice expansion of clouds

Algorithm 1: Extracting optimal composition of providers

Input: A user request Sr

Output: Best provider composition

1: Begin

2: Best provider composition=0;

3: for each cloud Ci do

4: Creating expansion lattice based on Sr (Algorithm 3)

5: Best=RootNode; H=RootNode;
6: While(! H.isEmpty())

7: Remove the top node from H;
8: if n is dominated by Best

9: Best=n;

10: end if

11: CN=expand(n,T);

12: for all node ni in CN

13: P(ni) --;

14: if(P(ni)==0)

15: H.add(ni);

16: end if

17: end for

18: end while

19: if Best is dominated by Best provider composition

20: Best provider composition=Best;
21: end for

22: return Best provider composition;
23: End

Algorithm 2: Extracting optimal composition of clouds

Input: Best provider composition
Output: Best cloud composition

1: Begin

2: Creating expansion lattice based on

Best provider composition(Algorithm 3)

3: Best=RootNode; H=RootNode;
4: While(! H.isEmpty())
5: Remove the top node from H;
6: if n is dominated by Best
7: Best=n;

8: end if

9: CN=expand(n,T);

10: for all node ni in CN

11: P(ni) --;

12: if(P(ni)==0)

13: H.add(ni);

14: end if

15: end for

16: end while

17: return Best cloud composition;
18: End

Algorithm 3: Creating Expansion Lattice for providers (or

clouds)

Input: A provider(cloud) composition that provide user
request (or Best provider composition)

Output: Expansion Lattice
1: Begin

2: for each a provider(cloud) composition
3: int num=number of user request (or Best provider

composition)
4: While (num!=0)

5: change node that number is num based provider(cloud)
that is provide same service(provider)

6: num--;

7: end while

8: end each

9: return Expansion Lattice;
10: End
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Figure 5. Results of the computation time

According to this figure, the computation time at a
density of 40 is lower than the other two densities, and
especially with a higher number of clouds, this difference
is more evident. In general, this algorithm has a low
computational time for the cloud environment with a
different number of clouds. Also, the execution time is
slightly high when a provider is not hosted on several
clouds.

5. 2. Estimating the Cost and Number of Clouds in
the Selected Composition Figure 6 shows that
the size of the optimal composition and composition
costs are not affected by the changes in density and the
number of clouds. The experimental results show that the
Skyline-based approach always produces a favorable
cloud composition even in a large-scale cloud-based
environment, and even when each provider is hosting a
small number of clouds.

5. 3. Comparison of Cloud Communication Costs
In this section, the performance and quality of the
proposed solution are compared with the Mezni method
[23]. These two methods are compared in a multi-
cloudenvironment with 100 clouds and three user-
requested services. MCEL is a cloud environment with a
density of 20, MCE2 has a density of 30, and MCE3 is
40.

The overall cost for each cloud compilation generated
by the FCA and the Skyline was calculated using defined
equation. The results for the FCA are shown in Figure 7,
but the value of the Skyline is fixed to be 0.3. It is clear
from Figure 7 that for all the MCE settings, the best cost
was obtained by Skyline. It also shows that the proposed
method always achieves the best cloud composition with
the lowest cost.

5. 4. Comparisons of Run-time Given the time
required to find the optimal cloud compaosition, the run

times in Figure 8 show that Skyline is better than FCA
for the three MCE experiments. That is, by changing the
density, the proposed algorithm is faster in terms of
computational time. This is explained by the dual
progressive algorithm, Heap memory and parent table in
Skyline algorithm. Also, using a bottom-up algorithm
and the linear composition strategy, we can find the
optimal combination in the lattice, without needing to run
through the whole multi-cloud lattice.
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Figure 6. Estimating the cost and number of clouds in
composition
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Figure 7. Estimating the cost and number of clouds for FCA
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6. CONCLUSIONS

With the advent of virtual resource sharing, cloud
platforms have created a new paradigm that provides
more efficient and convenient services. As stated
previously, most of the service composition methods in
cloud environments assume that the involved services
come from one cloud. This study investigated the use of
the Skyline service algorithm to compose services in
multi-cloud environments, which examines all the clouds
during the service compilation process. Since this
algorithm provides the creation of all the possible
combinations, the proposed method allows the selection
of the optimal composition of user-requested services in
a cloud-based environment. In the proposed method, the
criteria for choosing the best composition in a cloud
environment are fewer providers and a shorter
communication time between the providers. Hence, the
best composition in a cloud environment is the one that
includes these criteria. Overall, the following results have
been obtained:

1. The use of the Skyline algorithm makes it possible
to review all the possible composition of services offered
by providers in a cloud-based environment.

2. The proposed Skyline algorithm always finds the
optimal cloud compositions.

3. The proposed algorithm improves the accuracy of
the optimal composition and reduces the time of
computation.

Also, this study focuses on the sequential structure of
a service composition. This is why the total cost of
communication between the clouds is calculated based
on the order of the services executed as the sum of the
communication costs of the provider’s composition and
the cloud. The sequential structure is one of the four main
structures of a service composition in the YAWL model
[4], and it is a topic of interest for future studies on other
structures.
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We consider the effect of segregation on opinion formation in social networks with and without
influential leaders in scale-free random networks, which is found in many social and natural
phenomena. We have used agent-based modeling and simulation, focusing on the social impact model
of opinion formation. Two simulation scenarios of this opinion formation model have been considered:
(1) the original scenario which randomly assigns persuasion strengths to the agents, and (2) a
centrality-based scenario, which assigns persuasion strengths proportional to the agents’ centralities. In
the latter scenario, hubs are considered more influential leaders who are more connected to others and
have higher persuasion strengths than others. The simulation results show a correlation between
segregation and change of population opinion in the original model, but no correlation between both
variables in the centrality-based scenario. The results lead us to conclude that with strong influential
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leaders in society, the effect of segregation in opinion formation is neglectable.
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1. INTRODUCTION!

Opinion formation is a social contagion [1] or collective
behavior process [2], describing how opinions forms in
society due to the members’ communication. Opinion
formation is essential in studying consumer behavior,
organizational behavior, predicting election results, and
many others. Many studies have been conducted on
opinion dynamics. Some studies have shown public
opinion formation through online social networks, the
largest infrastructure for social interactions [3], in
general topics and discussions [4, 5] as well as in many
social movements and national referendums, e.g., the
Arab Spring of 2011 [6], the US presidential 2016
election [7], and the Brexit referendum [8].

In opinion formation studies, a common
approach is to model social opinions by a binary value
to reflect two different opinions, e.g., approval and
disapproval in a referendum like Brexit [8]. The social

*Corresponding Author Institutional Email: amansuri@itrc.ac.ir (A.
Mansouri)

impact model of opinion formation [2] is a binary
opinion model, based on the social impact theory in
psychology [9], describing how every individual’s
opinion is affected by social impacts from agreed and
disagreed individuals. A noise parameter is also
considered in this model as the non-deterministic part,
reflecting the non-deterministic behavior of individuals.

The segregation phenomenon, defined as “the degree
to which two or more groups live separately from one
another” [10], affects opinion formation [11, 12].
Segregation happens in social networks due to network
structure. Segregation happens in social networks due to
network structure. In the social impact model of opinion
formation, with a scale-free random network and
randomly assigned attributes to the individuals, the
more segregated opinion group dominates, the less
segregated opinion group on average. Therefore, with
the same population size and individual characteristics
of both opinion groups, segregation is an overall
influential factor for opinion formation because a more
segregated opinion group attracts some individuals from
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the other group and becomes the majority opinion group
of society in equilibrium [13, 14].

The concept of leadership is also notable in opinion
formation. The existence of influential leaders with high
persuasion strengths and a lot of connectivities with
other individuals in a society may have lots of effects on
opinion dynamics and opinion formation. Some studies
have shown the role of troll factories and bot networks
with high connectivities to lead the public opinions in
election campaigns even by spreading fake news [7, 8,
15].

In this research, we consider the effect of
segregation in the social impact model of opinion
formation using an agent-based modeling approach. To
understand the role of segregation in the social impact
model, we compare the results of two scenarios of the
model: the original scenario in which persuasion
strengths of the agents are randomly assigned; and a
centrality-based scenario in which according to some
social psychology studies the strength of persuasion of
individuals is proportional to their centralities in the
network. Among the various centrality measures, we
have used the agents’ node degrees, the simplest and the
most commonly used centrality measure.

The rest of this paper is organized as follows.
Section 2 summarizes the background of this study. In
section 3, we explain the methodology. Section 4
presents the results. In section 5, we analyze and
compare the results, and Section 6 concludes this study.

2. BACKGROUND

2. 1. The Social Impact Model of Opinion
Formation Opinion formation describes how
opinions about a specific topic evolve among
individuals who interact with each other [16]. Many
opinion formation models have been introduced in
recent decades, mainly as agent-based models, in which
agents represent individuals in society.

The social impact model of opinion formation [2] is
based on the social impact theory in psychology
formulated by Bibb Latané [9]. According to this
theory, the impacts on individuals are exerted by the
real, implied, or imagined presence or actions of one or
more people or even groups. The impact of source
agents on a subject agent depends on three factors: the
(spatial, closeness, time, or abstraction) distance of the
source agents from the subject agent, the source agents’
strength of persuasion, and the number of source agents.

The social impact model is a discrete opinion model.
Every agent takes an opinion from the conventionally
binary values ‘-1’ or ‘“+1°. The binary opinion values
could be interpreted as the agents’ stances about a
specific topic in two stances, for example, ‘for’/
‘against’ or ‘agree’/ ‘disagree’.

In the simplest version of the social impact model
[17], we have N agents in the model with opinions
oi=x1 for i=1,2,.., N. In every time step, the impact on
agent i is calculated as Equation (1), in which, p;
denotes persuasiveness strength of agent j, the strength
of the agent j to persuade agent i with opponent opinion
to change its opinion. Similarly, s; denotes the
supportiveness strength of agent j, the strength of the
agent j to convince agent i with the same opinion to
keep its current opinion. The parameter dj denotes the
distance between the agents i and j, and « determines
how fast the impact increase between agents i and j by
decreasing their distance.

N . N g
l; :|:Z(;J(i(1_0i0j):i_|:zdjz(1+oioj):| 1)
=t Yij =L Hij
Since opinions are from the binary value set 1, the
summations of Equation (1) calculate the impact of the
agents to change and keep the current opinion of agent j.
The former summation calculates the change impact,
and the latter summation calculates the keep impact.
The opinion dynamics is expressed by Equation (2),
which predicts the opinion of agent i in the next time
step using its current opinion (0;), the social impact on it
(i), and a random field representing all sources other
than social impact affecting the opinion of agent i
denoted by h;. The sign function of Equation (2) maps
negative values to -1 and positive values to +1.

0 (t+1) :_Sigr{oi (t)li(t)+hi] &)

2. 2. Segregation in Social Networks  Segregation
is a consequence of homophily in real-life social
networks. Homophily is the tendency of similar
individuals to bounded with each other, which can be
related to one or more features, and affects the network
structure [18]. Some examples of common features
include gender, race, age, and education level.
Therefore, links are more likely to form between similar
individuals in a common community [19] than between
dissimilar individuals, and the segregation phenomenon
happens. Segregation is defined as the degree to which
two or more groups are separated from one another [10].
Segregation could be used in many aspects of social
networks, including individuals’ opinions. In [20], for
example, segregated opinions about US presidential
elections have been detected using data collected from
Twitter.

To measure the degree of segregation in a social
network, various indexes have been introduced,
including the segregation matrix index (SMI) [10, 21].
SMI originally assumes two segregated sub-networks,
while could be generalized for more sub-networks.
Suppose an undirected network of N nodes, with mi;
links in sub-network 1 and my; links in sub-network 2.
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SMI assigns a number to each segregated sub-network.
To calculate SMI, the densities of links in both sub-
networks are calculated using Equations (3) and (4),

du =my / My, (3)

dzz =My, /m22+v 4)

in which, my+ and mg. denote the number of all
possible links in sub-networks 1 and 2, respectively,
calculated as Equation (5) and Equation (6), assuming
sub-networks 1 and 2 consists of ny and ny nodes,
respectively:

my, = nl(nl _1)/21 (5)

My, =N, (nz _1)/2- (6)

Then, the density of between-group links is calculated
as Equation (7):

dlZ =my, / my, (M

in which, mi.+, the number of all possible links between
both sub-networks, is calculated as Equation (8):

My, =NN,. (8)

In the next step, SMI for both sub-networks is
calculated by Equation (9) and Equation (10) which are
normalized to a quantity between -1 and +1. The sub-
network with higher SMI is more segregated.

Sl = (du - dlz) /(du + dlz) )

Sz = (dzz _dlz)/(dzz + d12) (10)

2. 3. Opinion Leadership in Social Networks
Opinion leaders are individuals who exert personal
influence on other people in certain situations [22] and
have a significant role in opinion formation.

From the social-psychological viewpoint, the
influence of an opinion leader on the others is related to
three factors: (1) who one is: the personification of
certain values by the opinion leader’s figure; (2) what
one knows: the competence or knowledge related to the
leaders; and (3) whom one knows: the strategic location
in the social network [23]. One’s influence on group
opinions depends on how well-connected one is in the
social network that determines communication [24].
Noelle-Neumann proposed a 10 item ‘personality
strength’ scale to measure to what extent people
perceive self-confidence in leading and influencing
others, and according to a survey with 270 samples
accomplished by Weimann and colleagues, network
centrality was compared to the 10-item personal
strength rating and a correlation of +0.54 was found
between the individual’s number of communication

links and the personality strength measures, and they
claimed this correlation was even higher when relating
the personality strength to the number of
communication links within the individual’s clique or
group [25]. Another study on a fandom newsgroup in
USENET [26], shown a direct correlation between the
number of posts with the influential ability. Some
studies use the term evangelists for well-connected
opinion leaders in online social networks to express
their influence on society’s opinion formation [27, 28].
Some studies have also revealed a correlation between
opinion leadership and leaders’ centrality in the network
using an agent-based modeling approach [12-14, 25].

Therefore, from the social structure point of view,
leaders are the more influential people who are well-
connected to other nodes, often called ‘hubs’ [29, 30].
Although the correlation between influence and network
centrality has been explained in the literature, less
attention has been paid to the role of opinion leaders in
the context of opinion formation on social networks.

3. METHODOLOGY

We have used an agent-based modeling approach [31],
which has widely been used in opinion formation
models [32, 33]. To study the effect of segregation on
opinion formation, we considered a noise-free social
impact model; thus, we supposed hi=0 in Equation (2),
the equation for opinion dynamics. More details of our
method are described in the following subsections.

3. 1. Equilibrium Phases In the noise-free social
impact model, after some time steps of the simulation,
one of the following equilibrium phases or states may
occur [12] and terminate the simulation run:

e Frozen phase: No change is observed in the agents’
opinions advancing the time step.

o Orderly fluctuated phase: At least one agent changes
its opinion every other time steps, i.e., after some
time steps, there are agents whose opinions are the
same as their opinions in two time steps ago (and
other agents’ opinions are the same as the previous
time step).

Figure 1 shows how an orderly fluctuated phase may
occur. Possible opinions are shown in black and white.
The agents’ persuasiveness and supportiveness strengths
assumed to be the same, and djj between every agent
pairs, i, and j, are supposed to be equal. Applying the
social impact model rules cause the circular agents to
change their opinions, regularly in every time step,
while the rectangular agents do not change their
opinions.

3. 2. The Network Topology  The structure of the
social network of interacting agents affects opinion
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Figure 1. An orderly fluctuated phase example in the social
impact model: the agents’ pj and sj are the same; dijs are equal;
the circular agents regularly change their opinions (black and
white)

dynamics. Heavy-tailed distributions occur in complex
systems, including social networks, and can help in data
interpretation [34]. Although the universality of scale-
freeness in social networks is controversial, it is
common to claim that most of these networks are scale-
free in the real-world [35].

In this research, we used the Barabasi-Albert
algorithm [36] to generate random scale-free networks
of agents’ connections. This algorithm starts from mg
nodes, and using a preferential attachment mechanism
adds every new node with m; edges that links the new
node to previously added nodes with probability
proportional to the nodes’ degrees. The generated
network is a scale-free network with power-law node
degree distribution. We assumed m=2 and mg=2 to
generate random networks using this algorithm. Scale-
free networks generated by this algorithm have a large
number of small loops, which in turn cause many
segregated nodes and groups [37].

3. 3. Two Assignment Scenarios We regarded
two scenarios: the original scenario and the centrality-
based scenario. In the original scenario, the
persuasiveness and supportiveness strengths were
assigned using a random variable from the uniform
distribution Uniform(0, 100). In the centrality-based
scenario, we considered the correlation between opinion
leadership and the centrality of the agents in the
network (as discussed in section 2). Therefore,
persuasiveness and supportiveness strengths, p’ and

s/ respectively, are assigned directly proportional to the
node degrees according to Equation (11):

pi =5/ =(d(i)/A)x100, (11)
where d(i) denotes node degree of agent i and A denotes

the maximum node degree in the network.

3. 4. Pseudo-Code of the Model Figure 2 shows
the pseudo-code for the simulation algorithm. We
assumed 1000 agents (line 1). For every agent i, pi and s;

’

are assigned according to the simulation “scenario’
(line 8), which is either “original” or “centrality-based”
as mentioned before. It is also assumed that 1/(d;;)*=1.

The “for’ loop at line 16 implements a one time step
of the model. The simulation time steps continue by the
‘while’ loop of line 11 until a ‘frozen’ or ‘orderly
fluctuated” phase occurs. During this ‘while’ loop,
values of AS and Ap are calculated. AS indicates the
difference of SMIs of both opinion groups, calculated
as:

AS=S,-S,, (12)

in which, S.; and S+1 denote SMI values of ‘-1” and ‘+1’
opinion groups, respectively. Ag indicates the difference
between the percentage of ‘-1’ opinion group before and
after each time step, calculated as:

Aﬂ = ﬂnext - ﬂcurrent' (13)

in which Shext and Seurrent denote the percentage of ‘-1’
opinion group in the next time step and the current time
step, respectively.

Every iteration of the ‘for’ loop of line 2 runs one
replication of simulation. In every simulation
replication, a new random seed is assigned to generate a
various random numbers sequence. After 30 replications
of simulation, implemented by for loop at line 2, the
scatter plot for AS and Ag variables is drawn, and the
Pearson correlation coefficient is calculated in line 40.

4. RESULTS

To study the correlation between segregation and
opinion formation in both mentioned scenarios of the
social impact model of opinion formation, the original
and the centrality-based scenarios, the simulation
algorithm (Figure 2) has been run for both scenarios.
The outputs of the simulation runs are presented in this
section.

4. 1. The Original Social Impact Model Each
simulation replication continues until an equilibrium
phase, frozen or orderly fluctuated phase; therefore,
every time step becomes one data sample for
considering the correlation. Figure 3 shows £ values, the
percentage of ‘-1’ opinion group, at every time step
until an equilibrium phase for simulation of the original
model.

As Figure 3 shows, simulation replications start
from initial p=50%. The number of total time step
samples shown in the figure is 304; therefore, the mean
value of time steps until an equilibrium phase for 30
simulation replications is 10.13. The standard deviation
is 2.15, minimum and maximum number of time steps
are 7 and 12, respectively.
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Algorithm 1: Pseudocode for the simulation.
1: N=1000 [Number of agents]
2: forifrom 1to 30 do [simulation replications]
3: initialize rand_seed to a new seed value [to generate new random number sequence]
4: B_A = Create_barabasi-albert for N nodes with mp=m =2
5: create N agents and randomly assign each agent to one node of B_A
6: randomly assign -1 opinion to 50 percent of the agents and assign +1 opinion to other agents
7: for each agent A, do
8: generate and assign p; and s; according to the Scenario [original or centrality-based]
9: end For
10: frozen_or_orderly_fluctuated = false
11: while not frozen_or_orderly_fluctuated do
12: S.1=SMI(B_A, -1) [Segregated Matrix Index of -1 group]
13: S.1=SMI(B_A, +1) [Segregated Matrix Index of +1 group]
14: AS=51-Su
15: f1 = current_f()
16: for every agent A;do
17: Aj con = the agents connected to A; according to B_A [assume A; connects to A; itself too]
18: Ii_pers = li_sup = 0 [initialize sum of persuading and supporting impacts]
19: for every Ajin A; con do
20: if Aj's opinion = A/'s opinion then
21: li_sup = li_sup + 5j [sum of supportive impacts]
22: else
23: Ii pers = li_pers + pj [sum of persuading impacts]
24: end if
25: 1= 2*1;_pers - 2*I;_sup [Equation (1)]
26: if ;> 0 then [noise is supposed zero, decision based on /j]
27: Ai's next opinion = -1 * A/'s opinion [change for the next time step] [Equation (2)]
28: end if
29: end for [every A;in A con]
30: end for [every agent Aj]
31: for every agent A, do
32: Ai's opinion = A/'s next opinion
33: end for [every agent Aj]
34: P2 = current_f()
35: Aﬂ = ﬁz - ﬂ1
36: save point (4S, 40)
37: frozen_or_orderly_fluctuated = check_frozen_orderly_fluctuated()
38: end while [not frozen_or_orderly_fluctuated]
39: end for

40: draw scatter plot for points (A4S, 4/5) and calculate correlation

Figure 2. Pseudo-code for the simulation algorithm

As discussed for the pseudo-code of the simulation,
for every time step depicted in Figure 3, a pair of AS
and Ap variables is calculated. The scatter plot of these
pairs is shown in Figure 4, which shows a positive
correlation between AS and AS. The calculated Pearson
correlation coefficient is equal to 0.728 (p-value <
0.01), indicating a strong positive correlation between
AS and AfS. Both normality and homoscedasticity test
have been passed. We used the D'Agostino-Pearson
method and Levene method for the normality and
homoscedasticity tests, respectively. The straight line on
the scatter plot has been fitted using the least-square
method.

4. 2. The Centrality-Based Social Impact Model
Very similar to the original model, the diagrams for the
centrality-based model have been generated. Similar to
Figure 3, Figure 5 shows £ values in percent of the ‘-1’
opinion group at every time step until an equilibrium
phase for simulation of the centrality-based scenario.
Again simulation replications start from initial 5=50%.
The total number of time step samples shown in the
figure is 267, the mean value of time steps until an
equilibrium phase is 8.90, the standard deviation is 2.04,
minimum and maximum number of time steps are 5 and
13, respectively.
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Figure 4. Scatter plot of “difference of the segregation of two
opinion groups (AS)” and “difference of percentage of ‘-1’
opinion group after one time step (Af)”in the original scenario

Similar to Figure 4 for the original social impact
model, Figure 6 shows the scatter plot of pairs of AS and
Ap variables. Unlike the original model, none of the
normality and homoscedasticity tests, which are the
conditions for calculating the Pearson correlation
coefficient, have been passed; therefore, there is no
correlation between AS and Ag in this scenario.

5. DISCUSSION

The scatter plots presented in the previous section reveal
the association between segregation and change of the
agents’ opinions. As these plots show, there is a strong
correlation between segregation and opinion change in
the original scenario, and there is no correlation
between these parameters in the centrality-based
scenario.

100 - B I
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Figure 5. Percentage of the ‘-1’ opinion group () for

simulation replications until a frozen or orderly fluctuated

equilibrium phase in the centrality-based scenario
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Figure 6. Scatter plot of “difference of the segregation of two
opinion groups (AS)” and “difference of percentage of ‘-1’
opinion group after one time step (AB)”in the centrality-based
scenario

In the scatter plot of Figure 4 for the original model,
when AS=0, which means both opinion groups have the
same SMI, none of both groups dominate the other
group; therefore, the number of members of both
opinion groups does not change much. Thus, B remains
the same as the previous time step, AS=0, and the fitted
line passes roughly through (0,0). A positive value for
AS means that the group with opinion ‘-1’ is more
segregated than the group with opinion “+1°.

As Figure 4 shows, the opinion ‘-1’ becomes more
dominant, and some agents from the other group (‘+1’
opinion group) change their opinion to ‘-1’. Hence, S
increases and result in a AS>0. With similar reasoning,
AS<0 results in a AB<0, as the figure shows. The
calculated Pearson correlation coefficient, r=0.728,
reveals a strong correlation between the independent
variable AS and the dependent variable AS.
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In the centrality-based scenario, as Figure 6 shows,
there is no correlation between AS and Ag. In this
scenario, since persuasiveness and supportiveness
strengths are proportional to the agents’ centrality, there
are some powerful leaders in society. As explained in
section 2, these well-connected agents with high power
of leadership could be called evangelists. The few
evangelists affect many non-leader (or follower) agents;
therefore, many segregated groups are affected by these
evangelists. Thus, the segregation phenomenon does not
play a significant role in this scenario, as Figure 6
implies, and many segregations are broken.

As comparing Figure 3 and Figure 5 reveals, the
trend of g in both scenarios are entirely different. In the
original scenario of the model, the diversity of opinion
population changes is much less than the centrality-
based scenario. It happens due to the various
assignments for p; and s; in both scenarios. I could be
regarded as a linear combination of two random
variables p; and s;. In the original scenario, p; and s;j have
the uniform distribution Uniform(0, 100), but in the
centrality-based scenario, corresponding variables have
power-law distribution according to the node degree
distribution in the Barabési-Albert network, P(k)~k”
with y=2.9+0.1 [36]. Since for y<3, the variance of the
power-law distribution is theoretically infinite and
empirically very greater than the variance of
Uniform(0,100), which is equal to 100%/12, the variance
of the linear combination random variable, I;, is very
greater and cause more diversity of S in the centrality-
based scenario advancing the time steps, as comparing
the Figure 3 and Figure 5 shows. More details about this
comparis

on are discussed in [12].

6. CONCLUSION

The segregation phenomenon and leadership power play
essential roles in the social impact model of opinion
formation. The results from simulations in this research
implies that when powerful leaders exist in a social
network, segregation has less impact on opinion
formation, and the leadership power of influential well-
connected leaders influences the opinion of society;
therefore, the final combination of opinion groups’
populations may differ much from the starting one due
to these few influential well-connected leaders’
existences.

On the other hand, without powerful leaders in a
network, segregation strongly affects opinion formation
in such a way that with a strong correlation, the more
segregated opinion group is less affected by the other
group and more affects the other opinion group. In this
case, society’s opinion may change, but the diversity of
change is not so much compared to the case with
powerful leaders.

According to the social impact model, influential
leaders with strategic points in the network and high
influential strengths connect many other individuals and
try to persuade them. However, the opposite opinion
segregated group(s) resist the leaders’ influential
strength. If the influential power dominates the
segregation resistance, leaders could achieve the major
opinion of the society; otherwise, segregated opposite
opinion group(s) persist their own opinion. Other
convinced people may emerge as opinion leaders during
a successful opinion spreading by the leaders, causing a
collective behavior breaking many segregated groups
until the majority opinion forms.

The conclusions mentioned above could justify that
influential well-connected leaders have essential roles to
lead society in many social movements. Without these
leaders, the segregation phenomenon determines
society’s opinion formation, which has less effect on
society’s opinion. In many social decisions, some
groups try to form their own desired opinion in society
and try to have an opinion leadership role, sometimes
using troll and bot networks.

Our conclusion is according to the real world from a
sociological viewpoint. Some studies have emphasized
the leaders’ structural positions in the network, the
central points in the network terminology. For example,
as discussed in [38], in social movements, social
structural conduciveness is necessary (but not sufficient)
for social movement mobilization; leaders create the
impetus for movements, and structural conditions affect
the emergence and effectiveness of leaders. In the online
networks, this process may happen at a much faster rate
and a larger scale [39, 40]. Furthermore, in some cases,
bots and trolls influence public opinions, and the main
leaders of the opinions are not clear for the public, such
as the suspected influence of Russia in Brexit [8] and
the 2016 U.S. presidential election [41].

On the other hand, highly segregated groups may
resist to opinion change persuasions. The political
science literature has confirmed the observation of
geographical segregation and partisan alignment, that
people tend to segregate themselves into their own
political worlds, blocking out discordant voices and
surrounding themselves with reassuring news and
companions [39].

In this research, we relaxed the noise parameter of
the social impact model of opinion formation. However,
this parameter is very important and depends upon other
parameters, including environment variables and
individuals’ behaviors in the opinion dynamics process.
Further studies could also consider the effects of the
noise parameter.

Although this study shows the correlation between
segregation and distribution of persuasion strength of
the agents in scale-free networks, further studies need to
be carried out to understand this correlation in other
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modeling social

networks and using various probability distributions for
persuasion strengths of the agents.

According to the results of this research, we

concluded a positive correlation between segregation
and forming the majority opinion in society using an
agent-based simulation approach. However, similar to
many other computational social science studies, this
conclusion could be more considered by social
psychologists using other tools and approaches.
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ABSTRACT

Epilepsy is one of the common neurological disorders which can cause unprovoked seizures. Currently,
diagnosis and evaluation are carried out using electroencephalogram (EEG) signal analysis, which is
performed visually by clinicians. Since EEG signals tend to be random and non-stationary, the visual
inspection often provides misrepresentation of results. Numerous studies have been proposed computer-
based analysis for epileptic EEG classification; however, there is still a gap to improve detection
accuracy with a small number of features. Therefore, in this study, we proposed an automatic detection
protocol for epileptic EEG classification. The proposed methods are relative wavelet energy and wavelet
entropy for feature extraction and combined with the classifier method for automatic detection. In this
study, three classes of EEG consisted of pre-ictal, ictal, and interictal were used as test data and also
evaluate the proposed method. EEG signals were decomposed using wavelet transform into five
conventional sub-bands, including gamma, beta, alpha, theta, and delta. The relative energy and entropy
were then calculated in each of these bands as a feature set. These methods are chosen with consider of
low-cost computing. We tested the performance of our feature extraction method using Support Vector
Machine (SVM), both linear and non-linear kernels. From the simulation, the highest accuracy was 80-
96.7% for ictal vs. pre-ictal, ictal vs. inter-ictal, pre-ictal vs. inter-ictal, and ictal vs. non-ictal. Finally,
this work was expected to help clinicians in the detection of epilepsy onset based on EEG signals.

doi: 10.5829/ije.2021.34.01a.09
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Wavelet Energy
NOMENCLATURE
v Basis wavelet
a Scale
b Shift
t Time

w Normal vector length
T Trade-off parameter
& Set of slack variables
a;, b; Training set

1. INTRODUCTION!

been developed to detect and analyze epilepsy based on
EEG signal so that it is more effective and accurate.

Epilepsy is one of the most common neurological
disorders. Patients may suffer seizures due to abnormal
or excessive of electrical brain activity [1]. Currently,
neurologists conduct the diagnosis and evaluation of
epilepsy patients based on analysis of EEG signals by
visual inspection [2]. This process takes a long time and
allows many error detections [3]. EEG signals show
dynamic changes in nerve activity concerning seizures in
the brain [4]. Nowadays, computer based-methods have

*Corresponding Author Institutional Email:
sugondo@telkomuniversity.ac.id (S. Hadiyoso)

EEG signals are processed to obtain features that can
represent information characteristics to be classified [5,
6]. According to literature [7], EEG signal classification
can be performed by processing the signals in the time
domain, frequency domain, time-frequency domain, and
many others using nonlinear techniques. Researchers
developed a wavelet method for extracting features on
EEG signals based on energy and entropy of the signal
[8]. Faust et al. [4] stated that wavelet transforms produce

Please cite this article as: S. Hadiyoso, I. D. Irawati, A. Rizal, Epileptic Electroencephalogram Classification using Relative Wavelet Sub-band
Energy and Wavelet Entropy, International Journal of Engineering, Transactions A: Basics Vol. 34, No. 01, (2021) 75-81
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detailed information of EEG signal to detect and predict
seizures. Wavelet transform has better representation
than other signal processing methods. Wavelet energy
describes energy information at different frequencies in
the EEG signal that is adjusted to the needs of the analysis
[9]. Entropy shows an index that illustrates brain wave
disorder. Wavelet entropy can analyze EEG signals with
very dynamic features [10]. Daubechies discrete wavelet
transform and wavelet harmonic used to characterize and
analyze epileptiform [11]. Wavelet analysis of EEG
signals may produced accurate features to analyze
different brain rhythm, even on a low scale. The other
study by Lee et al. [12] combined wavelet transforms,
phase-space reconstruction, and Euclidean distance to
classify the normal EEG and epileptic seizures on the
EEG signal. This method produced 24 features, and a
minimum of four features with the highest accuracy was
selected for classification using fuzzy logic. Guo et al. [9]
explored relative wavelet energy for representing the
EEG signal and classifying it using artificial neural
networks. In our previous work, we examined the
classification of seizure patterns on the EEG signal using
SVM. We divided four classifications scenarios, which
are three based on seizure and normal conditions from
feature extractions combination consisting of Hjorth
Descriptor, Independent Component Analysis (ICA), and
Mel Frequency Cepstral Coefficients (MFCC) [13].

Based on previous research, we proposed a new
method for seizure detection in epilepsy patients based
on the relative wavelet energy and wavelet entropy from
the EEG signal. In this study, a combination of wavelet
methods for feature extraction and SVM for
classification were conducted. Wavelet transform
segmented the EEG signals into five bands consisting of
gamma, beta, alpha, theta, and delta. Relative wavelet
energy and entropy are then calculated for these bands as
feature sets. Finally, we evaluate the performance of the
proposed feature extraction method using support vector
machine.

The rest of this paper is organized as follows. Section
2 illustrates the EEG dataset collection and methods that
support the findings of this study. The performance
evaluation and discussion are shown in section 3. The
conclusion and future works are drawn in section 4.

2. MATERIAL and METHOD

2. 1. EEG Dataset In this study, the epilepsy EEG
dataset, which was used for simulations, was taken from
the Hauz Khas Neurology and Sleep Center, India. It is
available on the
https://www.researchgate.net/publication/308719109_E
EG_Epilepsy Datasets. The EEG was taken from 10
epilepsy patients in the department and recorded using
Grass Telefactor Comet AS40 with 200 Hz sampling

frequency. The 10-20 system placement standard was
applied to 16 scalp electrodes. The EEG signal was pre-
processed with a band-pass filter (0.5 Hz and 70 Hz) to
reject large amounts of noise.

Furthermore, the EEG dataset was segmented into
pre-ictal, ictal, and inter-ictal. Each stage contained 50
segments of the EEG signal with a duration of 5.12
seconds. Our proposed method was tested in several
classification schemes included: ictal vs. pre-ictal, ictal
vs. inter-ictal, pre-ictal vs. inter-ictal, and ictal vs. non-
ictal.

2. 2. Proposed Method Figure 1 presents a
proposed method for epileptic EEG classification. First,
the EEG signal which consists of ictal, pre-ictal, and
inter-ictal is segmented into delta, theta, alpha, beta, and
gamma bands using Wavelet transform. The relative
energy and entropy are then measured for each band.
Finally, a performance evaluation was carried out using
a support vector machine with various kernels. The
following sub-sections describe the details of the
proposed method.

2. 2. 1 Band Segmentation Using Wavelet
Transform Wavelet transform (WT), or then called
wavelet decomposition, is generally a frequency
decomposition of sub-band signals where the
components are produced by decreasing the hierarchical
decomposition. Wavelet-based transformation methods
has been widely used over the past decades [14].
Implementation of wavelet transform can be done by
passing the high-frequency signal or high pass filter and
low frequency or lowpass filter [15, 16]. This method is
suitable for representing EEG signals that have
characteristics, high frequency in a short period, and low
frequency in a long period. Wavelet extracts features that
can be used for analyzing the diverse transient case in the
signal, as in the EEG signal. Wavelet transform has been
commonly used for EEG analysis, as reported in studies
[17-19], where WT produces high performance in signal
characterization.

In the family of wavelet, the mother wavelet is the set
of basis functions which is expressed in Equation (1)
below.

Yo, (1) = = ¥ (52) (1)

a

where W is basis or mother wavelet, a, beR, a # 0 is the
scale parameter, and b is the shift parameter, while ¢t is
the time.

In its function for signal segmentation or
decomposition, WT is often used as a filter bank (consists
of low pass and high pass filter) [20]. In this research, we
use wavelet decomposition to obtain the delta, theta,
alpha, beta, and gamma bands. Since the sampling
frequency is 200 Hz, 5-level decomposition was applied
to obtain these bands with Daubechies-2 (DB2) as the
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Figure 1. Proposed method for epileptic EEG classification

basis wavelet function. Sub-band D2 correspondence
with gamma, D3 correspondence with beta, D4
correspondence with alpha, D5 correspondence with
theta, and A5 correspondence with delta. The relative
energy in each band is then measured as a function of
normalization with the total energy of all bands. Shannon
entropy is also calculated on all bands as a representation
of the randomness or uncertainty of the signal. The
scheme of the WT method can be seen in Figure 2.

2. 2. 2 Classification with Support Vector Machine
(SVM)  Support vector machine (SVM) is one method
that is commonly used for classification problems in
biomedical signal processing [21-24]. SVM is a
supervised learning method. Initially, SVM was used to
classify two groups and then developed to solve multi-
class classification problems. In addition, SVM is also
able to overcome the problem of linear and non-linear
classification. SVM is used to find optimal hyperplane
functions by maximizing the distance between classes
[25]. Hyperplane can be determined by calculating the
hyperplane's margin and measuring its maximum point.
The closest pattern is called a support vector. The
hyperplane in SVM is illustrated, as shown in Figure 3.

In this study, linear SVM and non-linear SVM are
used to validate the proposed method. The function of
linear SVM is expressed in Equation (2).

min 1/, W2 + T 2, & @

Where w is normal vector length, T is the trade-off
parameter between training set errors and class
separation. Whereas ¢; is the set of slack variables. The
aim of this function is to find the minimum distance
between two hyperplanes (2[|w]]) by minimizing [|w]|.

Since the boundary line have variations by applying
other kernels, therefore non-linear SVM kernels
including quadratic and cubic SVM also simulated to find
the best performance in classification. This function is
obtained by Equation (3).

Relative energy and i Perfomance
entropy calculation » Feature sets evaluation
— d
k(a;, b)) = (a; b; +1) 3

where (a;, b;) is training set, meanwhile for quadratic
function the d = 2, and for cubic function, the d = 3.

3. RESULTS AND DISCUSSION

Figure 4 shows the results of the Wavelet transform
which generates the five conventional EEG bands,

50-100

D2: gamma
D3: beta

D4: alpha
D5: theta
AS5: delta

Figure 2. Wavelet decomposition and correspondence with
the EEG sub-band

Class-A

» X1

Figure 3. Hyperplane as a separator between classes [26]
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including delta, theta, alpha, beta, and gamma. Then the
relative energy and entropy are measured for each band.
The average values of the relative energy and entropy of
each EEG stage are shown in Figures 5 and 6. The
relative energy in the delta and theta bands in the ictal
stage tends to be higher compared to the non-ictal stage.
This indicates a slowing of the EEG wave in the ictal
stage. Pre-ictal and inter-ictal stages show that the
relative energy in the alpha, beta, and gamma bands is
higher than the ictal stage. Meanwhile, the entropy value
in the ictal stage is the lowest in all EEG bands compared
to the non-ictal stage.

Since entropy is related to the degree of complexity
of the dynamic system, the ictal stage has the lowest
signal complexity compared with other conditions. These
results were confirmed by Weng et al. [27], that the ictal
EEG decreased the complexity of the signal with the
entropy value of the pre-ictal stage higher than the ictal
stage. The parameters which are measured in this study
provide discriminant features between groups of epileptic
EEG signals. We also confirmed by conducting a
significance test using the analysis of variance
(ANOVA). In this study, features with statistically
significant differences if they have a p-value <0.05 and if
it generates a p-value <0.01, it has a higher degree of
significant difference. The results of the significance tests
for each classification problem are presented in Table 1.
From these results, we highlight that in all ictal vs. non-
ictal stage scenarios, there are differences with high
significance (p <0.01), which is almost generated by all
features. Meanwhile, in the case of inter-ictal vs. pre-
ictal, there were six features that did not have high
significance, two of which had p <0.05. This indicates
that these two stages have several similar signal
properties, which may be more difficult to classify. Next
is the performance validation of the proposed method
using SVM. In this study, the number of features which
is used as a predictor is 10 features from the measurement
of the relative energy and entropy of each EEG band.

200 100 00 00 000 1200
Gamma

w
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Figure 4. The results of decomposition using wavelet
transform in the ictal stage
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Figure 5. The average of the relative energy of the ictal,
inter-ictal, and pre-ictal stages
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Figure 6. The average of entropy of the ictal, inter-ictal, and
pre-ictal stage

TABLE 1. p-value for each classification scenarios

Ictal vs

Ictal vs Ictal vs pre- Inter-ictal  Inter-ictal
Feature . - X .
inter-ictal ictal vs pre-ictal Vs pre-
ictal

RGP 5.15E-09**  6.97E-03** 3.89E-03** 1.65E-07**
RBP 9.00E-18**  3.09E-05** 1.66E-03** 3.55E-13**
RAP 1.05E-05** 2.45E-02* 0.0971 2.76E-04**
RTP 1.14E-23**  4.95E-12** 0.0649 3.70E-21**
RDP 0.0812 0.117 1.08E-02*  1.37E-02*
EG 1.42E-26** 2.02E-24** 1.43E-04** 5.87E-31**
EB 2.88E-18** 2.38E-17** 6.35E-03**  4.89E-20**
EA 4.02E-18** 1.57E-16** 2.93E-02*  7.81E-20**
ET 2.88E-19**  2.33E-14** 0.435 4.80E-18**
ED 1.18E-14** 5.20E-11** 0.358 3.81E-14**

RGP = Relative gamma power; RBP = Relative beta power; RAP = Relative
alpha power; RTP = Relative theta power; RDP = Relative delta power; EG
= Entropy gamma; EB = Entropy beta; EA = Entropy alpha; ET = Entropy
theta; ED = Entropy delta

* p-value < 0.05

**p-value < 0.01
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Since SVM is a supervised learning method, a cross-
validation algorithm is needed to split the training and
test data. The use of this algorithm also aims to avoid
overfitting. 10-fold cross-validation with SVM is used to
evaluate the performance of the proposed method in the
four classification problems, as explained in the sub-
section above. The test results for each scenario are
presented in Table 2. In the case of classification between
ictal and pre-ictal the highest accuracy is 95%, with
sensitivity and specificity of 94 and 96%, respectively.
For ictal vs. inter-ictal cases, the highest accuracy, which
is achieved, is 96%. In this case, 100% specificity was
obtained, which means that the system is able to detect
all inter-ictal stages without miss classification.
Meanwhile, in the ictal vs non-ictal (pre-ictal and inter-
ictal) stage classification, the proposed method generates
an accuracy of 96.7 with 99% specificity in detecting
non-ictal onset. This scenario shows that the proposed
method is able to detect ictal and non-ictal onset with
high accuracy and has a consistent performance when
applied to ictal vs. pre-ictal or ictal vs. inter-ictal
classification problems. The simulation results in this
scenario are expected to be used to predict the onset of
seizures. In the pre-ictal vs. inter-ictal classification
problem, the system is able to produce the highest
accuracy of 80% and a sensitivity of 90%. This result is
quite good, considering both of the onsets have similar
characteristics. Where the two conditions are the onset
before the occurrence of seizures at different intervals,
from the simulations conducted using different SVM
kernels, it can be concluded that the quadratic kernel has
the best performance, providing the highest accuracy for
the three test scenarios.

The evaluation of the proposed method was also
carried out by comparing it with previous studies that
used the same dataset. In the ictal vs. pre-ictal scenario,

TABLE 2. The classification results for each scenario
Scenario SVM

Accuracy (%) Sensitivity Specificity

Linear 94 92 96
Ictal vs .
Pre-ictal Quadratic 95 92 96
Qubic 95 94 96
Linear 94 88 100
Ictal vs
Inter- Quadratic 95 90 100
ictal .
Qubic 96 92 100
. Linear 78 88 68
Pre-ictal
vs Inter-  Quadratic 80 90 70
ictal .
Qubic 76 86 66
Linear 96.7 92 99
clalve | Quadatic 96.7 92 99
Qubic 95.3 90 98

TABLE 3. The system performance comparison

Study by Method Class Acc. (%)
minimally mean  ;
ictal vs. pre-
squared ictalp 90
frequency
Sharma, et. al localized ictal
o] , et. (MMSFL)- pre-ictal vs. NA
optimal inter-ictal
orthogonal . .
wavelet filter inter-ictal 100
bank (OWFB) vs. ictal
|cta|_vs. pre- 797
] ) ictal
Discrete cosine
Gupta, et. al transform pre-ictal vs. 74.6
[29] (DCT), Hurst inter-ictal '
Exponent . .
mter_-lctal 96.5
vs. ictal
ictal vs. pre- 95
Relative ictal
Proposed Wavelet ictal
studp Energy (RWE) p_ret-lc f’itvls. 80
Y and Wavelet Inter-icta
Entropy inter-ictal
. 96
vs. ictal

the proposed method outperforms the study by Sharma et
al. [28] and Gupta et al. [29] where the accuracy was 90
and 79.7%, respectively. In the pre-ictal vs. inter-ictal
scenario, the proposed method also outperforms the study
by Gupta et al. [29], yielding an accuracy of 74.6%. This
is a good result and should notably since the two stages
have similar characteristics. Meanwhile, the ictal vs.
inter-ictal scenario has lower performance than the study
by Sharma et al. [28] and Gupta et al. [29]; however, the
gap is relatively low. A bDbrief summary of the
comparisons with previous studies is presented in Table
3.

4. CONCLUSION

This paper presents a method for epileptic EEG detection
using relative wavelet energy and wavelet entropy.
Wavelet transform was used to generate conventional
EEG bands consisting of the delta, theta, alpha, beta, and
gamma. Then relative energy and entropy were measured
as a feature set. From the measurement of relative power,
it was known that the delta and theta band in the ictal
stage was higher than in the non-ictal stage. Entropy
measurements showed that the value of entropy in ictal
tended to be lower than the non-ictal stage. The entropy
value in pre-ictal was highest compared to other stages.
This measurement was considered to be able to provide
discriminant features between epileptic EEG groups.
Therefore, performance evaluations were performed with
SVM and cross-validation to the feature vectors, which
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were generated by the proposed method. Performance
evaluation was done in the four classification problems,
including ictal vs. pre-ictal, ictal vs. inter-ictal, pre-ictal
vs. inter-ictal, and ictal vs. non-ictal. Each scenario
generates the highest accuracy of 95%, 96%, 80%, and
96.7%, respectively. In ictal vs. pre-ictal and inter-ictal
vs. pre-ictal scenario, the proposed method outperformed
previous studies. We notably highlighted the cases of
ictal vs. non-ictal, where the proposed method produced
high accuracy. It means that the proposed method was
expected to be used for the prediction of onset seizures.

In future works, the results of this study will be

simulated to a larger EEG epilepsy dataset. Moreover,
various feature extraction and classification methods will
be explored so that it becomes an opportunity to solve the
more complicated case of EEG signal classification.
Other classification parameters are also meaningful so
that research is more challenging to be addressed.
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ABSTRACT

This research work is concerned with the predictability of ensemble and singular tree-based machine
learning algorithms during the recession and prosperity of the two companies listed in the Tehran Stock
Exchange in the context of big data. In this regard, the main issue is that economic managers and the
academic community require predicting models with more accuracy and reduced execution time;
moreover, the prediction of the companies recession in the stock market is highly significant. Machine
learning algorithms must be able to appropriately predict the stock return sign during the market
downturn and boom days. Addressing the stated challenge will upgrade the quality of stock purchases
and, subsequently, will increase profitability. In this article, the proposed solution relies on the utilization
of tree-based machine learning algorithms in the context of big data. The proposed solution exploits the
decision tree algorithm, which is a traditional and singular tree-based learning algorithm. Furthermore,
two modern and ensemble tree-based learning algorithms, random forest and gradient boosted tree, has
been utilized for predicting the stock return sign during recession and prosperity. The mentioned cases
were implemented by applying the machine learning tools in python programming language and
PYSPARK library that is used explicitly for the big data context. The utilized research data of the current
study are the shares information of two companies of the Tehran Stock Exchange. The obtained results
reveal that the applied ensemble learning algorithms have performed better than the singular learning
algorithms. Additionally, adding 23 technical features to the initial data and subsequent applying of the
PCA feature reduction method have demonstrated the best performance among other modes. In the
meantime, it has been concluded that the initial data do not possess the proper resolution or
generalizability, either during prosperity or recession.

doi: 10.5829/ije.2021.34.01a.10

1. INTRODUCTION!

learning tools are also utilized for resolving financial
issues [4].

In recent years, machine learning methods are widely
used in different areas [1,2]; also, the stock return
predictability issue has been frequently investigated in
financial studies, and in this regard, forecasting the stock
returns for investment purposes is very imprtant [3].
Nowadays, the rapid increase in processing speed, low
data storage costs, the big data availability, as well as a
wide range of open-source software, have revolutionized
application of machine learning techniques. However,
the stated novel research field is not bound to computer
science or software engineering. Currently, machine

*Corresponding Author Institutional Email:
m.ghasemzadeh@yazd.ac.ir (M. Ghasemzadeh)

Since large companies are more involved in economic
activities and have a more transactions, they generate
more massive data. As CPU speed increases, larger data
packs could be analyzed; consequently, the data analyses
improve the investor predictions and concurrently reduce
the shareholders' uncertainties and company costs. The
big data field is expanding to the modern economy
context and may assist financial market participants to
make more informed choices about the companies in
which they intend to invest. Additionally, these data
affect the price, stock value, and investment decisions of
the mentioned companies [5]. Due to this, the stock return
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sign that is affected by the stock price is also influenced
by them.

Capital markets include recession and prosperity.
During prosperity, the stock return is positive in most
companies, and vice versa. In this regard, if a company
can Kkeep its stock return positive while the market is in
the state of recession, it is preferable for purchasing. Due
to the mentioned reason, forecasting stock returns during
the recession is highly significant. Machine learning
algorithms must be able to appropriately predict stock
returns in the times of market downturn and boom days.
The primary motivation of conducting the present
research is to study the predictability of machine learning
algorithms in the boom and bust cycles of the stock
market and to compare them in the context of big data.
The selected data have been employed in this field for the
first time. These data include 23 technical features, in
addition to the 10 basic features of the Tehran stock
market. In the current study, it has been sought to
examine the impact of adding 23 technical features to the
mentioned data in this case, in addition to the
predictability of machine learning algorithms in boom
and bust cycles in the big data field and its corresponding
tools. Moreover, the obtained results of the original data
and the new data of this field have been compared.

2. LITERATURE REVIEW

Machine learning is a scientific study that innovates
various algorithms to improve its performance on a
particular task gradually. Due to the remarkable ability to
extract valid information from datasets and the most
optimized pattern recognitions, numerous recent papers
have focused on the application of machine learning
techniques in financial subjects. These methods
encompass basic statistical models such as logistic
regression as well as artificial intelligence methods such
as decision trees, support vector machines, and artificial
neural networks. In contrast to traditional machine
learning models, ensemble models (i.e., a combination of
several models) are machine learning-based approaches
in which several basic algorithms are utilized for solving
a particular problem, and it has been proven that they
demonstrate a higher performance in predicting financial
time series in comparison to singular learning models.

In ensemble learning algorithms, bagging and
boosting are among the most popular techniques in the
machine learning field. Bagging (bootstrap aggregating)
that has been developed by Bryman [6] is one of the most
straightforward and most intuitive approaches in the
ensemble, which in addition to superb performance, it
also reduces the variance and prevents the occurrence of
overfitting. The begging algorithm is obtained from the
Bootstrap technique, which produces subsets of training
data by repeating the training data set. Each subset is

utilized for fitting a separate basic learner, and the final
prediction results are gathered through the majority
voting method. Boosting is another ensemble technique
that is according to the research of Freund and Shapir [7].
In contrast to the bagging technique, this method creates
various learners by applying a sequential weighting
algorithm to training samples. Any sample that has not
been classified by the previous learner will gain more
weight in the next round of training. Consequently,
unclassified training samples will usually occur in the
subsequent Bootstrap sample, and the bias can be
effectively reduced. The ultimate model of the Boosting
algorithm is a combination of all basic learners that are
weighted through their corresponding predictive
performance [4]. The random forest algorithm exploits
the bagging method, and the gradient boosted tree
algorithm uses the boosting method.

Two types of ensemble classifiers have been
organized (i.e., homogeneous and heterogeneous
ensemble classifiers) through utilizing the majority
voting and the bagging method by Tsai et al. [8]. In this
regard, the financial ratio and macroeconomic
characteristics in the Taiwan stock market have been
considered to examine the performance of stock return
forecasts. The result has indicated that ensemble
classifiers perform more beneficial than singular
classifiers from the aspect of forecast accuracy and return
on investment (ROI) [8].

Similarly, a comparative study has been conducted by
Ballings et al. [9] in which ensemble learning algorithms,
including random forests, and the AdaBoost, have been
compared to singular learning models, including neural
networks, linear regression, support vector, and k-nearest
neighbors algorithms. Afterward, the one-year stock
price direction of European companies have been
predicted. The AUC results illustrate that the random
forest is the superior algorithm among the examined
algorithms [9].

Random forest and XGBoost algorithms have been
applied for the classification problem by Basak et al. [10].
Moreover, according to the prevailing price of the past
few days, it has been predicted that stock prices would
rise or fall. Eventually, experimental results have
displayed that the performance of the forecasting process
for different types of companies has improved in
comparison to the available companies [10].

Regarding the perspective that macroeconomic
indicators can solely predict the accurate one-month
ahead price of major US stock indices, four ensemble
models of random forest quantile regression, quantile
regression neural network, bagging regression and
boosting regression have been created by Wong et al.
[11]. The results have demonstrated that the forecasting
performances of these ensemble learning methods are
superior to traditional time series models. Additionally,
this study proposes a hybrid approach of long short term



84 F. Qolipour et al. / I[JE TRANSACTIONS A: Basics Vol. 34, No. 01, (January 2021) 82-89

memory, and then, it proves that macroeconomic features
are pioneers [11].

3. MATERIALS AND METHODS

3. 1. System Model and Hypotheses The
structure of a machine learning model does not
necessarily require the development of an entirely novel
algorithm. Customization and utilization of investigated
models can also lead to improved prediction results. Even
the preprocessing of information before implementing
the model is also part of the study innovation. In this
research, through using 10 basic features of the Tehran
Stock Exchange, 23 technical features for two active
companies in the stock exchange, are extracted, and the
new data with 10 basic features along with the mentioned
23 technical features are generated. Afterward, the
recession and prosperity of these companies are
separated, and the predictability of the stock return is
compared by utilizing singular, and ensemble tree-based
algorithms such as decision tree and random forest
ensemble algorithms and gradient boosted tree in big data
space. Furthermore, it has been intended to evaluate the
impact of adding 23 technical features to the initial data
and exploiting the PCA feature reduction technique on
the performance of these algorithms. In this regard, the
general process of the study can be observed in Figure 1.

3. 2. The Proposed Method In huge markets
such as the stock market, which is daily encountered with
a massive amount of data and the prompt reaction of
shareholders is crucial, it is highly significant to be able
to select the right decisions as soon as possible.

:-_— - Proposed features | S
v data New data

|Bcomcycle | Bustcycle |

N\ /

| Feature reduction

—

| Data preprocessing ]

| Training data

| Testdata |

Figure 1. The procedure of proposed method

Accordingly, in forecasting the huge financial series
with machine learning algorithms, achieving the
minimum error rate in the minimum amount of time is
critical. The initial data of this study is the stock
information of two active companies in the Tehran Stock
Exchange that each stock data contains ten basic features.
These features include the date, initial price, highest
price, lowest price, final price, volume, value, number of
trades, and yesterday's stock price each day. Through
technical analysis, 23 technical features were measured
from the collected information of 10 basic features from
companies' stocks over ten years. The new dataset is
generated by extracting 23 technical features and adding
to the original data along with ten basic characteristics.

Proposed features, which are based on the technical
analysis are total price index, industry index, equal-
weighted price index, industries index, total return,
industry return, beta coefficient of industry return, beta
coefficient of total index, moving average divergence
convergence, three-day moving average, five-day
moving average, moving average Ten-Day, 20-Day
Moving Average, 30-Day Moving Average, Seven-Day
Moving Average, Weighted Moving Average, Relative
Strength Index, Bollinger Bands (Upper and Lower
bands), First Days of Each Week, Latest Days of Stock
Market, First Months of Each Year and Exchange rate
index).

After collecting the suggested features, through the
assistance of the total price index feature, a new feature
was generated that was called the period. In this regard,
it represents the market boom and bust cycles. If the stock
return sign can be predicted during the recession as well
as the prosperity, the great achievement will be acquired
due to the particular importance that they possess
recently in the capital market.

According to the period feature, the collected data
have been converted into two categories of prosperity and
recession periods with positive and negative signs,
respectively. In addition to comparing the prosperity and
recession period for each share, the impact of adding 23
technical features to the basic characteristics have been
considered, as well. To achieve this aim, the performance
of the decision tree, random forests, and gradient boosted
tree algorithms in six created modes have been
compared.

The six created modes are:

e prosperity period for each share and 10 basic
features

e  prosperity period for each share and new features
(10 basic features + 23 technical features)

e prosperity period and feature reduction utilizing
PCA feature extraction method

e recession period for each share and 10 base features

e recession period for each share and new features

e recession period and feature reduction utilizing the
PCA feature extraction method.
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After collecting the data and separating the boom
and bust cycle (recession and prosperity period) of both
companies stocks, with the assistance of the missingpy
library in Python programming language and random
forest technique, the missing or unassigned data values
have been filled. Afterward, for the process of
normalizing the data, through using the VectorAssembler
function in the pyspark library, which is a designated for
working with the big data, the available features were
converted into a vector. Furthermore, they have given as
inputs to the MimMaxScaler normalizer function; thus, a
normalized vector of the features was acquired through
the mentioned process.

The preprocessing step of data in the big data space
relatively differs from the corresponding step in common
data space. For the big data preprocessing task, after the
converting of properties into a single vector property by
VectorAssembler, the label property is also converted to
numeric data by the Stringlndexer function if it is in the
string data form. Consequently, the mentioned two
features are placed in a data frame by the existing
Pipeline function in pyspark; moreover, they are
considered as the model input.

In the field of time series prediction, by applying the
machine learning algorithms after the data preprocessing
step, it is necessary to convert the data into two
categories: a training set and a test set. The training set is
exploited for making the model, and the test set is used
to validate the accuracy of the model. Of course, it is
worth mentioning that the mentioned test dataset is
divided into two categories of test and validation, which
are used for evaluating the amount of training that has
been obtained from the training data set. The evaluation
outcome is solely applied to select the best training part,
and after finding this part, it has been utilized for the final
evaluation, which is examined with the test data. To
determine the test and training set for each share, 20% of
the total data have been allocated to the test set, and 80%
of it has been assigned for the training set.

In financial time series, traditional cross-validation
procedures such as K-fold is not utilizable due to random
and unbiased selection of training data sets as well as the
time dependencies in time series. As a consequence, the
stages of the cross-validation method in time series are as
follows:

First stage: the whole training data set has been
divided into several sections. The default value of this
segmentation number in the conducted implementations
is three; however, after performing several experiments,
the value of 10 has been selected for the segmentation
number. As a result, the training samples have been
separated into 10 sections, and each time, one section has
been selected.

Second stage: The first two sections, which contain
two-tenths of the training data, have been divided into
two sections. 50% of the data (equivalent to 10% of the

total training data) has been assigned for the training
purpose, and the other 50% for the validation purpose and
the test data.

Third stage: at this stage, one-tenth of the training
data has been added at each turn, and the newly added
section has been allocated to the test data, and further, the
previous sections have been considered for training
purposes. This process has been extended until all ten
sections are validated, as displayed in Figure 1.

The classification techniques have been utilized for
numerous applications in various fields of science. There
are several methods for the evaluation of classification
algorithms. Analysis of such criteria and their importance
should be appropriately interpreted to evaluate different
learning algorithms. In advance of introducing evaluation
methods, it’s preferable to express the fundamental and
significant concept of a confusion matrix for two-class or
binary classification purposes.

In the confusion matrix, four symbols are
encountered: TN, FN, TP, and FP. If the sample is
actually positive and is also classified as a positive
sample, it is regarded that the sample has been correctly
classified as positive; moreover, the "TP" symbol is
assigned for it. If the corresponding sample is actually
positive and is classified as negative, it is declared that
the sample is conversely classified as negative, and it is
displayed with the "FN" symbol. Accordingly, if the
negative sample is classified as a negative sample, the
sample is considered as a correctly classified negative
sample; furthermore, it is represented with the "TN"
symbol. Eventually, if the negative sample is classified
as a positive sample, it has been considered as a
misclassified positive sample and is exhibited with the
"FP" symbol. As can be observed in the following, the
confusion matrix is applied for the calculation of
numerous standard classification criteria.

Accuracy: It is one of the most common measures for
classification performance and is defined as the ratio of
correctly classified samples to the total number of
samples:

TP+TN

Acc= ————
TP+TN+FP+FN

@)
Recall: It represents the ratio of correctly classified
positive samples to samples that have been actually
labeled positive. This evaluation criterion is expressed as
follows:

TP
TP+FN

Recall = (2)
Precision: It indicates the ratio of correctly classified
positive samples to the total samples that are correctly or
incorrectly classified as positive ones. This evaluation
criterion is illustrated as follows:

TP
TP+FP

Precision =

@)
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AUC-ROC: A perfect and superb model has an Area
Under the Curve (AUC) of Receiver Operating
Characteristic (ROC) close to one, which means it has
adequate separability. A deficient model has an AUC
close to 0, meaning it has the worst separability.
Furthermore, when the AUC is 0.5, it means that the
model is not able for any class separability measures.

4. EXPERIMENTS

Afterwards, the above procedure was applied to the six
stated modes, and the results of three prediction
algorithms were compared. Table 1 shows, that
validation and testing of Pars Oil Company in the
prosperity period along with the PCA feature reduction
method for all three algorithms have obtained superior
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results in comparison to the initial and the new data with
33 features. Additionally, among the three selected
algorithms, two ensemble algorithms (random forests
and gradient boosted tree) have mostly acquired better
results in comparison to the singular algorithm of the
decision tree. Moreover, the achieved results for the test
data sets in the gradient boosted tree algorithm have been
better than other algorithms that demonstrate the
additional generalizability of this algorithm.

In Table 2, the obtained results of the Pars Oil
Company evaluation during the recession have been
examined. As illustrated in this table, the PCA method
leads to better results in most cases compared to the 10
basic features and the new data, which includes 33
features. However, it is crystal clear that adding 23
technical features to the initial data had positively
influenced the acquired results in all three algorithms.

TABLE 1. The evaluation results of Pars Oil Company during the prosperity period

The validation results of Pars Oil Company during the prosperity period

Models 33 features 10 basic features PCA Feature reduction algorithm
Au-Roc  Precision Recall ~Accuracy Au-Roc  Precision Recall Accuracy AucRoc Precision Recall Accuracy
DT 0.864 0.802 0.830 0.872 0.511 0.505 0.627 0.601 0.931 0.888 0.865 0.941
RF 0.889 0.836 0.804 0.873 0.525 0.442 0.536 0.608 0.944 0.888 0.865 0.955
GBT 0.927 0.803 0.830 0.865 0.526 0.460 0.627 0.605 0.973 0.888 0.865 0.953
The test results of Pars Oil Company during the prosperity period
Models 33 features 10 basic features PCA Feature reduction algorithm
Au-Roc  Precision Recall  Accuracy Au-Roc  Precision Recall Accuracy Au-Roc  Precision Recall Accurac
DT 0.559 0.687 0.427 0.618 0.498 0.5 0349 0.502 1.0 1.0 1.0 1.0
RF 0.720 0.723 0.533 0.666 0.503 0.490 0.728 0.487 1.0 1.0 1.0 1.0
GBT 0.743 0.776 0.504 0.681 0.526 0.502 0.980 0.507 1.0 0.990 1.0 0.995
TABLE 2. The evaluation results of Pars Oil Company during the recession period
The validation results of Pars Oil Company during the recession period
Models 33 features 10 basic features PCA Feature reduction algorithm
Au-Roc  Precision Recall Accuracy Au-Roc  Precision Recall Accuracy Auc Roc Precision Recall Accuracy
DT 0.873 0.927 0.861 0.898 0.514 0.344 0.321 0.637 0.971 0.963 0.987 0.969
RF 0.915 0.933 0.788 0.899 0.532 0.421 0.231 0.643 1.0 1.0 1.0 0.996
GBT 0.914 0.923 0.866 0.908 0.535 0.479 0.440 0.611 1.0 1.0 1.0 0.996
The test results of Pars Oil Company during the recession period
Models 33 features 10 basic features PCA Feature reduction algorithm
Au-Roc  Precision Recall Accuracy Au-Roc  Precision Recall Accuracy Au-Roc Precision Recall  Accuracy
DT 0.383 0.529 0.246 0.609 0.468 0.666 0.547 0.609 0.889 0.752 1.0 0.868
RF 0.857 0.931 0.561 0.807 0.505 0.0 0.0 0.598 1.0 0.858 1.0 0.934
GBT 0.759 0.921 0.479 0.774 0.539 0.666 0.027 0.604 1.0 0.752 1.0 0.868
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Furthermore, ensemble algorithms in this period, similar
to the boom period, have presented a more significant
performance with respect to the singular algorithm of the
decision tree, and all three algorithms have presented
appropriate predictability during the boom period. The
most generalizability to the new data has been observed
in the random forest algorithm along with the availability
of 23 technical features and the application of feature
reduction technique. On the other hand, for the case of 10
basic characteristics, the decision tree results in a better
performance in test data sets. Generally, both periods of
the prosperity and the recession, the PCA feature
reduction method has demonstrated a more significant
performance for the Pars Oil Company in comparison to
the two other cases. Moreover, the initial data have not
represented a suitable performance, and among the
applied algorithms, the ensemble algorithms had
achieved more excellent results in relation to the singular
algorithms.

In Table 3, the obtained results of the Shazand
Petrochemical Company during the boom period have
been investigated. As can be observed, in almost all of
the cases, the ensemble algorithms have performed better
than the singular algorithms. The performance of the
feature reduction algorithm on the company's data during
the prosperity period is also higher than the initial data
along with 10 basic features and the 23 technical features
utilization; thus, the mere initial data will not be an
appropriate  representative for prediction of the
company's situation in the future. As the obtained values
in validation and testing reveal, adding 23 technical
features and subsequent feature extracting from them
positively affect the performance of all three selected

algorithms. The class separability and generalizability of
these data in the absence of technical features and solely
considering the initial data are not appropriate; while in
these data, the use of technical features, as well as the
ensemble algorithms, are recommended in comparison to
the utilization of traditional singular algorithms.

In Table 4, the evaluation results of the Shazand
Petrochemical Company during the recession have been
reviews. As can be noticed, in both validation and testing,
the PCA feature reduction technique has demonstrated a
more significant performance compared to the other two
modes, and on the other hand, 10 basic features mode did
not present an appropriate performance. The stated fact
means that adding 23 technical features to the
corresponding data is also effective. Moreover, among
the chosen algorithms, in all three cases, ensemble
learning algorithms have performed better in the
validation process. Furthermore, these algorithms
represent proper generalizability in the test process.

The two ensemble algorithms of random forest and
the gradient boosted tree approximately have similar
results in all three modes, and for all four input data sets.
Additionally, they have exhibited higher performance in
comparison to the traditional and singular algorithm of
the decision tree in most cases. Generalizability and class
separability in ensemble algorithms, particularly in the
new data set, including 23 technical features in addition
to 10 basic features, as well as the application of the PCA
feature reduction method, are superior to the singular
learning methods. The predictability of algorithms during
the company's recession is as accurate as its prosperity
period.

TABLE 3. The evaluation results of Shazand Petrochemical Company during the prosperity period

The validation results of Pars Oil Company during the prosperity period

Models 33 features 10 basic features PCA Feature reduction algorithm
Au-Roc  Precision Recall Accuracy Au-Roc  Precision Recall Accuracy AucRoc Precision Recall Accuracy
DT 0.867 0.932 0.796 0.863 0.508 0.532 0.407 0.623 0.997 0.996 1.0 0.995
RF 0.936 0.939 0.782 0.898 0.573 0.463 0.364 0.627 1.0 1.0 1.0 1.0
GBT 0.920 0.894 0.862 0.890 0.544 0.558 0.573 0.629 1.0 0.997 1.0 0.998
The test results of Pars Oil Company during the prosperity period
Models 33 features 10 basic features PCA Feature reduction algorithm
Au-Roc  Precision Recall Accuracy Au-Roc  Precision Recall Accuracy Au-Roc Precision Recall Accuracy
DT 0.628 0.829  0.323 0.626 0.5 0.0 0.0 0.497 1.0 1.0 1.0 1.0
RF 0.773 0.706 0.733 0.712 0.429 0.365 0.142 0.444 1.0 1.0 1.0 1.0
GBT 0.707 0.607 0.885 0.655 0.490 0.483 0.695 0.473 1.0 1.0 1.0 1.0
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TABLE 4. The evaluation results of Shazand Petrochemical Company during the recession period
The validation results of Shazand Petrochemical Company during the recession period

Models 33 features 10 basic features PCA Feature reduction algorithm

Au-Roc  Precision Recall Accuracy Au-Roc  Precision Recall Accuracy AucRoc Precision Recall Accuracy
DT 0.919 0.885 0.867 0.9 0.499 0.543 0.625 0.993 1.0 0.993 0.995
RF 0.934 0.877 0.912 0.887 0.515 0.598 0.631 0.997 1.0 0.993 0.995
GBT 0.939 0.883 0.912 0.906 0.546 0.818 0.618 0.996 1.0 1.0 0.995

The test results of Shazand Petrochemical Company during the recession period

Models 33 features 10 basic features PCA Feature reduction algorithm

Au-Roc  Precision Recall Accuracy Au-Roc  Precision Recall Accuracy Au-Roc Precision Recall  Accuracy
DT 0.674 0.532  0.506 0.638 0.5 0.0 0.614 0.965 0.880 1.0 0.947
RF 0.809 0.944 0.419 0.766 0.517 0.024 0.609 0.990 0.964 1.0 0.985
GBT 0.718 0.579  0.493 0.666 0.531 0.617 0.538 0.957 0.880 1.0 0.947

5. CONCLUSION
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ABSTRACT

Random Telegraph Noise (RTN) is a stochastic phenomenon which leads to characteristic variations in
electronic devices. Finding features of this signal may result in its modeling and eventually removing
the noise in the device. Measuring this signal is accompanied by some noise and therefore we require a
method to improve the Signal to Noise Ratio (SNR). As a result, the extraction of an accurate RTN is a
remarkable challenge. Empirical Mode Decomposition (EMD) as a fully adaptive and signal dependent
method, with no dependency to the specific function, can be an appropriate solution. In this paper, we
evaluate the most recent methods and compare them with our proposed approach for the artificial and
actual RTN signals. The results show the higher accuracy and efficiency by about 54%, 61% and 39%
improvement in SNR, Mean Square Error (MSE) and Percent Root mean square Difference (PRD)
respectively for the optimized wited method. Finally, an indicator to evaluate the reliability in digital

circuits is introduced.

doi: 10.5829/ije.2021.34.01a.11

1. INTRODUCTION

In recent years, the noise issue has attracted the attention
of semiconductor industry. This phenomenon can
decrease the quality of the valuable data and negatively
impact the results of analysis and modeling. There are
some methods to improve the quality of measuring the
noise and data. However, if the noise and data are
combined together, their discrimination will be tough. In
addition, we have some limitations for our instruments
which cannot accurately capture the desired data.
Meanwhile, providing a solution by the software analysis
would be helpful to obtain the data accurately [1-3].

In the other side, as the scaling of transistor
geometries towards only a few tens of nanometers
continues, we find that small devices face new challenges
regarding their operation reliablity. Random Telegraph
Noise (RTN) is one of these challenges which happens
by trapping and detrapping of the carriers in the
transistor channel and it would make some variations on
the drain current. RTN is one of the most important time
variation sources having a prominent effect on the
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reliability of memories, digital and analog circuits [4, 5].
Therefore, capturing the features of RTN and its
modeling is of great importance. If we can measure the
RTN accurately, we can obtain an appropriate model for
it. However, this measurement is usually affected by
some noise and error and it calls for a method to improve
the signal to noise ratio.

In this area, Karatsori et al. [6] have characterized and
measured the low frequency noise in InAs MOSFET.
Stampfer et al. [7] has characterized the noise produced
by individual defects for MoS2 field-effect transistors.
Waltl et al. [8] employed an advanced algorithm based
on cumulative summation to detect the step levels in
RTN. Jech et al. [9], Lai et al [10] and Ullmann et al. [11]
have extracted and measured the low frequency noises in
MOSFET and also they have introduced a model for the
noise features. Feng et al. [12] investigated the effect of
RTN on the drain current variations as a Model for the
introduced FETs. Matsumoto et al. [13, 14] have
evaluated the impact of RTN on the CMOS logic circuits
for low supply voltages. Compagnoni et al. [15, 16],
Veksler et al. [17], Ling et al. [18] have analyzed the
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reliability of RRAM and Flash memory under the impact
of RTN to estimate the accuracy of data loss.

Imamoto et al. [19], Forbes and Miller [20], Chen et
al. [21], loannidis et al. [22], Pirro et al. [23] have tried
to decrease the level of RTN noise by changing some
parameters in the structure of MOSFET devices.
Although these methods can be effective, they might be
S0 expensive. Thus, they require the nanometer
instrument technologies and they are difficult to
implement. Islam et al. [24], Seo et al. [25], Kushwaha et
al. [26], Tanaka et al. [27] have considered the circuit
noise as a deterministic process and have introduced a
model based on the oxide trap density and energy level.
Gokcen and Demir [28], Mohanty et al. [29] have
considered the noise as a non-stationary and stochastic
process. For de-noising the drain current from the RTN,
some studies have been conducted. Diaz-Fortuny et al.
[30, 31] have introduced a method to remove the RTN
based on the detection and comparison of trace levels
between the fast and slow defects. However, this method
is consuming and cannot be implemented for real-time
applications. Gao et al. [32], Vaseghi [33], Petrychuk et
al. [34], Higashi et al. [35], Tega et al. [32-36] have
analyzed and extracted RTN using the Fast Fourier
Transform (FFT) and the Short Time Fourier Transform
(STFT). However, Fourier analysis cannot determine the
short-time variations of signal because it can only
decompose the signal to same infinitive sinus and cosine
series wherein all of the time information will be
removed. Du et al. [37], Principato and Ferrante [38],
Hendrickson et al. [39] have employed Wavelet
decomposition to separate the data and 1/f noise. They
have compared the shape of mother waves and
introduced the Haar function as the best Wavelet to
decompose the RTN. Then they have employed the
universal threshold to de-noise the RTN by the Wavelet
thresholding method. However, the Wavelet transform
depends on the mother wave function and is not adaptive
for every type of signal. Hence, it is not considered as a
useful tool. In this paper, Empiricl Mode Decomposition
(EMD) method is introduced which is the basis of the
adaptive orthogonal functions and can be appropriate for
non-stationary signals. This method is applied to diverse
RTN signals and its capability is shown in decomposing
the desired and undesired data.

2. METHOD

In this section, the proposed method for RTN signal is
introduced.

2. 1. Empirical Mode Decomposition In recent
years, Empirical Mode Decomposition has been
considered as one of the most practical and efficient
approaches in signal processing area. As opposed to the
Wavelet and FFT which use the specific orthogonal
parametric basis, this method decomposes the signal

based on the signal harmonics and is completely
adaptive. Therefore, it has a strong capability to
decompose non-stationary signals. This method creates
some Intrinsic Mode Functions (IMFs) and a residual
signal. The procedure to produce the IMFs is based on
the subtraction of the baseline function from the main
signal. The process continues untill the residual signal
becomes constant. Baseline function is considered as the
average of local extremum of the signal. The IMFs must
satisfy the two following conditions:

1. The number of the extremums and zero-crossings must
be equal or differ by at most one.

2. In each point, the average value of the defined
envelope by the local extremums must be zero. In another
word, IMFs must be symmetric functions around zero.

The algorithm can be considered as follow:

1. Find the upper and lower envelops of the signal x(t).
2. Subtract the average of envelopes (m(t)) from the
signal (d(t)=x(t)-m(t)).

3. If d(t) can satisfy the two conditions of IMFs, d(t) can
be saved as the first mode, otherwise re-calculate the
algorithm from the 1% step for d(t).

Then, the residue signal r(t) obtained from the subtraction
of the signal x(t) and the IMF1 is considered to calculate
the next modes.

To obtain the next residue, the current IMF must be
subtracted from the previous residue which will be
employed to obtain the mode. The summery of these
relations are

n—IMF, =r,
r,—IMF, =1,
@)

r,..,—IMF, =r,

whenever the reside rn does not have any extremum point
with almost the uniform behavior, the algorithm will be
finished.

Finally, the input signal x(t) can be expressed as the
summation of the IMFs and a residue

x(t) :iIMF(i)+ (o), @)

where n is the number of decomposition levels and r(t) is
the residual signal at the end of the algorithm [40-43].
EMD method can be summarized in Figure 1.

This method is applied to show the decomposed
levels on an actual noisy RTN in Figure 2.

For the first stage, because of the adaptive
decomposition of EMD, we can propose the EMD
thresholding instead of the Wavelet thresholding.

Another approach is that we can employ some
weights for the decomposed modes since it is clear that
our desired data has not been distributed in all IMFs
uniformly.
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Figure 1. The EMD algorithm

3. RESULTS

We considered two types of signals for our evaluation.
Firstly, the actual signal which is extracted from an
nMOSFET with Width = 0.16 um and Length = 2 pm,
which was biased by Ves=2.2 V, in temperature of 50 °C
based on the Measure-Stress-Measure (MSM) method
and secondly, the artificial signal which is obtained from
a stochastic defect modeling based on the Markov chain
to simulate the RTN signal according to Grasser [44]. For
the validation of our proposed methods, we applied our
methods on the artificial and actual RTN signals.

For the EMD thresholding, six levels of IMFs were
extracted and then the method is applied by using the
Universal thresholding and soft removing. The Wavelet
transform using the Haar function with six levels is used
in accompany with the Universal thresholding in this
method. For the weighted EMD method, we analyzed the
different combinations of IMFs to see which IMF is more
similar to the pure data and has higher SNR. Table 1
shows these results.

It is clear that the last IMFs are more related to the
pure RTN. The results in Table 1 were obtained for noisy
RTN with zero SNR. By analyzing, we understand that
some IMFs have less similarity to the pure RTN and have
less SNR when considered alone. However, if we add it
to other IMFs, we obtain a higher SNR. Therefore,
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Figure 2. Employing EMD to an actual RTN in six levels

removing an IMF would not be correct and we should
better consider a weight for each of the decomposed
levels as below.

S =a*IMF,+D*IMF, +C*IMF, + 0 *IMF, +e*IMF, + f*IMF, + g*r  (3)

For the next stage, we employed an optimization method
to reach a reasonable weights for 1000 RTN signals to
reach the highest level of SNR. The input data were
selected from diverse signal records with different levels
of noise. The data were collected in an excel file and
based on the genetic optimization algorithm with 0.8
mutation, the data were processed one by one in
MATLAB software. In Table 2 the weight results are
presented.

Finally, all of the mentioned methods are evaluated,
and samples of this analysis have been shown for
artificial and actual RTNs in Figure 3 and Figure 4
respectively.

For a better evaluation, three indicators, namely,
SNR, Mean Square Error (MSE) and Percent Root mean
square Difference (PRD) are calculated for the different
methods.

>
SNR =10log| —=— (4)
2 (%) -x®)

MSE:%i(i(t)—x(t))z (5)
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TABLE 1. SNR for different combination of IMFs

IMFs 1 2 3 4 5 6 r

D) D6) D) Y@B:r) D (4ir) Y.(5:r) Y.(6:r)

SNR 1.3347 0.2310 1.6905 1.4088 25321 29312 3.7918 14381 19105 4.8923 4.2648 53968 52189 4.4283

TABLE 2. Weights for the different decomposed levels

Factor a b c

d e f g

Value 0.0291 0.0467 0.3277

0.2809 0.5297 0.7384 0.9271

N

(%) -x(1)*

=1

> (<)

t=1

PRD =100 (6)

where X(t) is the clean signal and X(t) is the de-noised

signal.

The results of SNR, MSE and PRD have been
reported for the mentioned method for the various SNRs
in different RTNs in Tables 3, 4 and 5 respectively. The
results were obtained by averaging on 50 simulations. By
considering an indicator to evaluate the improvement rate
of the methods, we can define

SSNR -~ ISNR

i=1 EMD =l
N
D SNR
i=1 bwt

where tN is the number of the calculated SNRs. This
indicator can be utilized as well for the MSE and PRD to
evaluate the results.
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Figure 3. The results of the mentioned methods for Artificial
RTN signal: a) Noisy RTN b)Wavelet thresholding ¢) EMD
thresholding d) Weighted EMD
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Figure 4. The results of the mentioned methods for Actual
RTN signal a) Noisy RTN b)Wavelet thresholding ¢) EMD
thresholding d) Weighted EMD

Summary of the results is shown in Figure 5. The
results show 14%, 27% and 19% improvement in SNR,
MSE and PRD for the EMD Thresholding, respectively.
The results also show 54%, 61% and 39% improvement
in SNR, MSE and PRD for the Weighted EMD,
respectively.

In other side, we should consider the pros and cons of
the proposed method.

TABLE 3. SNR results for the mentioned methods

Input SNR (db) -5 0 -2.5 5 10
Method SNR

Wavelet

Thresholding -2.141 23456 4.2704 6.8205 10.6842
[39]

EMD

Thresholding -1.034 3.0356 4.8875 7.2971 11.0345

Weighted EMD 1629 5.1352 6.1970 8.3557 12.5159
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TABLE 4. MSE results for the mentioned methods

TABLE 6. Computation time of the mentioned methods

Input SNR (db) -5 0 -25 5 10 Method Computation-Time (s)
Method MSE Wavelet Thresholding [39] 0.023246599
Wavelet EMD Thresholding 1.152699315
Thresholding 0.0281 0.0145 0.0092 0.0064 0.0043 Weighted EMD 0.902714652

[39]

EMD
Thresholding

Weighted EMD  0.0105 0.0061 0.0047 0.0026  0.0007

0.0188 0.0119 0.0073 0.0045 0.0032

TABLE 5. PRD results for the mentioned methods

Input SNR (db) -5 0 -2.5 5 10
Method PRD

Wavelet

Thresholding 98.21 70.44 56.75 4211 36.08
[39]

EMD

Thresholding 7456 56.92 43.67 38.22 32.14

Weighted EMD 58.17 3858 33.71 2845 25.67
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Figure 5. The results of SNR, MSE and PRD for three
methods and in terms of different input SNRs

The computation time of the methods are evaluated in
MATLAB by “tic toc” command and the average of the
50 runs of the algorithms is shown in Table 6. In order to
obtain the computation time, we have employed a laptop
with 2.2 GHz CPU clock frequency.

According to the results, Wavelet thresholding has
the least computational time among the other methods,
which is about 38 times faster than the weighted EMD
method. However, the denoising approach is usually

analyzed after recording the data as an off-line
processing. Furthermore, the cost of computation in the
range of around one second will not be a critical
challenge and the denoising performance would be more
significant than the computational time.

The bottle neck of the weighted EMD would be the
process of finding the weights using diverse signals with
different levels before denosing. It is noteworthy that the
only bottle neck of this approach is finding appropriate
weights.

3.1.RTN Intensity Indicator Having de-noised
the RTN signals, we can consider a criterion for finding
out the energy level of RTNSs to show the intensity of this
phenomenon. In that regard, we can make use of the
following equation.

t1
I = [s(t)dt ®)
tO
where | is the intensity, s(t) is the de-noised RTN signal
and (to,t1) is the desired interval. It is clear that de-noising
would be necessary as sometimes noise might have a
considerable intensity and it could potentially make an
error.

This way, we can find out the quality and rate of the
reliability for digital circuits. Therefore, one of the
indicators to make comparison among the different
circuits would be the intensity (I) of RTN and we can
measure the circuits in diverse situations and capture
RTNs to compare the reliability rate.

4. CONCLUSION

One of the most suitable analysis methods for RTNs as a
non-stationary signal is EMD. In this paper, this tool and
its application were introduced and a comparison among
the existing methods was made. Firstly, we proposed the
EMD thresholding method that could have a better result
compared to the previous methods. Then, we analyzed
the intrinsic modes for RTN and found the last modes are
more similar to our desired data compared to the earlier
modes. Therefore, we proposed to weight the modes in
order to extract the pure RTN. The results show 14%,
27% and 19% improvement in SNR, MSE and PRD for
the EMD Thresholding, respectively. Furthermore, the
results also show 54%, 61% and 39% improvement in
SNR, MSE and PRD for the weighted EMD,
respectively.
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ABSTRACT

Particle swarm optimization has been a popular and common met heuristic algorithm from its genesis
time. However, some problems such as premature convergence, weak exploration ability and great
number of iterations have been accompanied with the nature of this algorithm. Therefore, in this paper
we proposed a novel classification for particles to organize them in a different way. This new method
which is inspired from president election is called President Election Particle Swarm Optimization
(PEPSO). This algorithm is trying to choose useful particles and omit functionless ones at initial steps
of algorithm besides considering the effects of all generated particles to get a directed and fast
convergence. Some preparations are also done to escape from premature convergence. To validate the
applicability of our proposed PEPSO, it is compared with the other met heuristic algorithm including
GAPSO, Logistic PSO, Tent PSO, and PSO to estimate the parameters of the controller for a hybrid
power system. Results verify that PEPSO has a better reaction in worst conditions in finding parameters

of the controller.

doi: 10.5829/ije.2021.34.01a.12

1. INTRODUCTION

Optimization makes an important role in many fields
such as social, economic and engineering. It could help
us to get more desirable results. These problems include
examples such as generating an optimal duty cycle which
varies with photovoltaic parameters in order to extract the
maximum power, estimating the parameter of a new
model of solar cells, returning the system voltages inside
the permitted range (for voltage regulation of MV
distribution systems), etc. As an inspiring, nature could
help us to design the optimization system for complex
computational problems [1-4]. Some evolutionary
algorithm (which are the most successfully ones and
inspired from the nature) are Genetic, Particle Swarm
Optimization, Ant Colony Optimization, etc. Among the
algorithms, PSO became one of the most popular
methods as a solution to solve the optimization problems,
due to its efficiency in complex optimization problems in

*Corresponding Author Institutional Email: Yahyazadeh@vru.ac.ir
(M. Yahyazadeh)

various fields [5]. It can be stated that, the main
advantages of the PSO algorithm are: simple concept,
easy implementation, relative robustness to control
parameters, and computational efficiency [6]. For the
first time, PSO algorithm was introduced. In this
algorithm, every particle has its own position and
velocity. The particles position and velocity are updated
according to each particle positions and velocity and the
best particles positions and velocity in the group, to find
the best solution [5]. However, besides its advantages,
the algorithm has problems like getting trapped in local
minima or weak convergence rate. Some efforts have
been done to overcome these problems includes
combining PSO with other algorithm like GA or using
modified discrete algorithm of PSO [7-9]. In a study, if
no achievement is resulted at the end of a certain number
of steps, PSO algorithm is stopped and the final point is
considered as the new beginning point. The process is
repeated through repositioning until the criterion is
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satisfied to decrease the locally capacity particles [10].
Particle Swarm Optimization — Grey Wolf Optimizer
(PSO-GWO) method has been also used to acquire the
optimal size of the different system components in order
to minimize the total cost of fresh water production [11].
A modified variant, named Repository and Mutation
based PSO (RMPSO) is proposed by Jana et al. [12]. In
RMPSO variant, two extra repositories have been
introduced and maintained. So, it is done for storing
personal and global best solutions which has the same
fitness values. When the dimension of the problem is
scaled up, the performance of the proposed algorithm
remains consistent in most of the cases in this method. In
the other study, the suitability of the No Speeds and
Coefficients Particle Swarm Optimization (NSC-PSO)
method is investigated to solve reliability optimization
problems [13]. It is done by approaching a set of test
problems which comprises two known Redundancy
Allocation Problem (RAP) case studies: Fault Tree
optimization (FTO) and Event Tree Optimization (ETO).
In another study it is suggested that the memory structure
of canonical PSO is modified by introducing a multi-
leader mechanism to overcome weak exploration ability
and premature convergence of PSO [14]. Applying
chaotic function besides a Gaussian distribution to give
particles more opportunities to jump out of the local
optima is also done to overcome these problems. The best
advantage of chaotic sequence is their unpredictability,
i.e., by their spread-spectrum characteristic, non-
periodic, complex temporal behavior, and argotic
properties [15]. In fact, incorporating a chaotic map for
the random number generation instead of the random
number generators (RNG), increases the efficiency of the
Basic PSO algorithm besides introducing diversity in the
solutions and is used as a compared algorithm in our
paper. Therefore, using hybrid algorithm could help to
combine the better characteristics of each one to achieve
the best approach. For example, GAPSO has been used
in constraint optimization problems [8].

According to what has expressed up to now, there are
some problems with basic PSO and should be noticed to
solved. Therefore, in this paper we propose a new
classification for particles called president election to
achieve the best solution in less iteration besides escaping
from local minima. This work is done by a good and
novel filtration on original particles to select the better
ones for upper level of the algorithm. This new
classification is introduced to give optimized particles to
a kind of modified PSO algorithm to accelerate the
process of election of proper particles besides avoiding
weak convergence rate. In PEPSO, by an original
refining, a proposed filtration is done at first. Center of
gravity method is used to choose better particles at this
step. In addition, by increasing the number of parties
(final classifications), which is described in PEPSO
algorithm, the chance to get trapped in local minima

extremely reduces. So, a fast and directed convergence
rate is achieved. On the other hand, because of giving
best particles to the modified PSO, a better solution is
achieved in less time. A modified PSO is a PSO which
has been used particles from president election level and
consequently avoiding functionless particles. To have a
comprehensive comparison, we used a practical case i.e.
hybrid power system with Fractional Order PID (FOPID)
controller. The results are also shown better convergence
of PEPSO in comparison with the other algorithms
including GA-PSO, Logistic-PSO, Tent-PSO, and PSO.
The rest of the article is organized as follows: Section
2 describes the problem by explaining the basic PSO
algorithm. The proposed method is also introduced in this
section. The optimization description of the algorithm
and mathematical analysis explained in section 3.
Description of the hybrid power system, FOPID
controller, objective function and error signal are
represented in section 4. Results demonstrate and
validate the effectiveness and robustness of the proposed
method represented in Section 5. Sections 6 and 7 are
devoted discussion and conclusions, respectively.

2. PROBLEM DESCRIPTION

To overcome problems with inspired algorithms such as
Genetic or PSO, some efforts have been done in the
literature [8, 11,12]. However, such systems lead to high
complexity especially for multi-dimensional systems,
which in turn as challenging issue, will demand to
propose novel method to modify this methods. In
addition, fast convergence and increasing reliability are
important issues in improvement of PSO. To this respect,
a new classification is proposed in this paper. All of the
achievements are based on the application of hybrid
power system.

2. 1. Basic PSO Algorithm PSO works with
particles contains the solutions of a problem. Each
particle has a position and a velocity. The evaluation is
achieved by the objective function of the optimization
problem. Particle position dimensions are the variables of
the optimization problem. Each particle has two
criterions. The criterions for updating are called Pbest
and Gbest which are the best position of each particle
position itself and the best position among all particles
achieved, up to last iteration implemented, respectively.
So, basic PSO method is based on moving the particle
position to a better position to find the best solution
according to the following equation:

v.'=z v, +b XRnd; x(p, " -p,)

id max  id

()

best, j

+ bz x RndZ x (pswarm,u - pwl)'
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where b, and b, are positive constants and represent the
acceleration coefficients, Rnd, and Rnd, are two random
variables within [0, 1]. v, is the velocity of individual i
ondimension d . p,, isith current position on dimension
d, pr' is the location of the best problem solution

id

vector found by i, pX’ s the location of the best

particle among all the particles in the population on
dimension d in iteration j, and z__ is the inertia

max
weight that warrants convergence of the PSO algorithm
[1].

A maximum velocity (v, ) for each modulus of the
velocity vector of the particles is also defined to control
excessive roaming of particles outside the user-defined
search space. Whenever a v,, exceeds the defined limit,

its velocity is set to v,,,,

There are some advantages with PSO algorithm and
also there exist some disadvantages to work on such as:
getting stuck in local optimum, population variety
reduction, increasing its convergence speed problem and
so on. Researchers have been trying to improve these
problems with basic PSO. As an example, applying
chaotic coefficient instead of random numbers is a
method to improve the chance of optimal solution
selection according to the following equation:

vi=z v +b xn(p™ - p)+bn,(p2) - xy, (3)

j+1

pi = piJ + ViJJrl ' (4)

where the random numbers (b, and b, ) is multiplied by
chaotic numbers n and n,. As discussed, various

approaches need an improvement. By using the new
approach called PEPSO or President Election Particle
Swarm Optimization, which is inspired from president
election procedure, we are trying to make some
improvement in iterations number in convergence to give
better solution.

2. 2. President Election Algorithm Each legal
age population has permission to vote their president in
every country. The president is a person elected among
the population. Every country consists of several
provinces or states. In other classification, it consists of
several parties (usually 2 parties in many countries).
Every party follows its goals in every province or states.
According to the fact that each candidate for president
election should qualify to introduce for election and each
party has at least a candidate for this vital election, an
optimization algorithm with a suitable convergence could
be introduced by using this model besides a modified

PSO algorithm for giving it as a good direction for
update. By a new classification inspired from president
election, persons who are the agent of population of a
country, vote to two or more candidate of parties for
election to elect the best particle which denotes the
president. Each person means one particle. By this
novelty, a good refining is done on all particles. After
giving the best particles to a modified PSO, a better
solution in less time is achieved.

As shown in Figure 1, population of a country is
generated at first. More population means more
opportunity. Two left and right parties are marked with
gray and red colors. The color of the rectangles shows the
distinction between states or provinces. Finally, a person
is selected to give a more optimal number. In here, by
applying a filter to the whole population, about 50% of it
has been removed. In this step, a center of gravity method
doses the filtration. Each person’s value which has less
than 50% of center of gravity’s value of the population is
removed. A random distribution is applied to the
remaining population, which we called legal age
population in this paper, to distribute and locate at states.
The number of states must be more than 2 to have at least
two parties for a competition. A similar filtration like step
1 is done again for each state. Persons whose values are
in the left part of the center of gravity are called left party
and persons on the other side are right parties. The best
person of each party in every state is one whose value is
nearer to center of gravity. Parties are made by collecting
best left and right party member of every state. We have
2 parties here at least. A modified PSO is applied to both
parties. A modified PSO is used, because the initial
particles of basic PSO is different from what has been
researched in this paper. At last after finding the best
particles (They are best candidates) of each party, the

RS NEN NN
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fa %m%&%ﬂ
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Figure 1. A graphic description of what has been done in
PEPSO algorithm. Red persons represent right party
members and the other color shows left party members



M. Yahyazadeh et al. / [JE TRANSACTIONS A: Basics Vol. 34, No. 01, (January 2021) 97-109 100

particle which called president here is elected by a
comparison. Algorithm procedure is discussed in detail
as following.

Algorithm Procedure:

Step 1. Initial particles generation:

A population is generated similar to PSO algorithm, as a
greater number like a country. At this step, variables by
its bounds and constants of the problem are determined.
This variables and constants could be as follows:
Number of population, positions of particles and best
particle, velocity of particles, number of provinces or
states, variable number of the problem and its bound,
maximum voted mans, inertia coefficient which has been
reduced when be running the program, constants b, and
b, which has been considered 1 here.

Step 2. Legal age classification from the whole
population by center of gravity method is done in this
step. About 50% of persons (particles) are rejected to
vote according to their distance from the center of gravity
point. Center of gravity point calculations are Equations
(5) and (6):

Let us consider particles p;;i=1..,n, each with
position m, (value of fitness function here) that are
located in space with coordinates r;i=1..,n, the
coordinate R (the position of the center of gravity mass
point here) of the center of mass, which satisfy the
following equation.

>m (5 -R)=0 ©)
Solving the equation for R yields the following formula:
1 n
R =— . I
vouLT (6)

where M is sum of the masses (fitness function values)
of all particles.

Step 3. Applying a random distribution of persons to
states:

A number of states are given to program as a constant.
More states give more accuracy. At first, 50% persons are
distributed to number of states and called maximum
voted mans (MVM ). Then by a random distribution and
a bound which is considered in range of [1,MVM],

E={12..,MVM} the number of legal age population in
each state is specified according to following equation:
N, =rand, (MVM); k={1,2,..,h}, 7

where N§ is number of persons that could be vote in one

state. The remaining persons are distributed to states in
equal ratio as follows:

Fy = NK+—R, @)

where F, Ny, and N are final number of persons that

could be vote, number of remaining persons and number
of states, respectively.

FNL =MVM _Z(FN—I) 9)

where F is final number of persons could vote in last

remaining state and F,_, is F, except last remaining

state.

Step 4. Similar to step 2 center of gravity points for every
state is calculated.

Step 5. The state population is dividing into two parties.
The right party is located in the right position of the
center of gravity point and the left party in against
position. By this classification in each state, the nearest
persons of right and left position to the center of gravity
point are selected as the agent of that party at that state
according to Equations (10) and (11).

P <C, <Cg, (10)

where B, C_, and C, are fitness value of persons in

right position of gravity point, fitness value of candidate
of right party in each state and fitness value of center of
gravity point, respectively.

C,<C <R, (11)

where C,, C, and R are fitness value of center of

gravity point , fitness value of candidate of left party in
each state and fitness value of persons in left position of
gravity point, respectively.

Step 6. At this step, in order to have better agents for
candidates in each party, we need to modify PSO
algorithm and then one is applied to each party agent to
find the best candidates. A modified PSO algorithm is
defined as follows:

The first and second step of using random number and
locating them in the fitness function in basic PSO
algorithm is omitted here. It is shown in Figure 2.

Step 7. Each candidate who has the minimum error and
proper solution between two parties is elected as the
president (best particle).

Step 8. End iteration criterion: If the minimum error is
close to zero (or a constant which could be defined in the
program) at first iteration the program will end and if not,
the next iteration starts again. The end condition for best
solution could be end iteration too.

3. OPTIMIZATION DESCRIPTION OF THE
ALGORITHM

3. 1. Explanations and Flowcharts of the
Algorithm By using this algorithm, an original
refining on the whole population is done by considering
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Figure 2. Diagram of modified PSO Algorithm. Yellow
color block show the differences between modified and basic
PSO algorithm. In PSO algorithm the particles are selected
randomly. In here an elected particles are given to the next
steps of basic PSO

the whole population experiences to elect the best
particles for upper levels. In other word, all particles are
acting as a deciding particle and vote the best particles to
be candidates. The particles are called intelligent
particles. This process which is done by center of gravity
method in this new approach, create several search spaces
which its number is in accordance with parties. So by
locating the best particles to avoid functionless particles
and using several search spaces in order to avoiding
getting stuck in local minima or an early convergence, a
better optimal point and faster convergence is achieved.
Flowchart of modified PSO algorithm is shown in Figure
2 and PEPSO algorithm is shown in Figure 3. As
illustrated in this figure, a considerable difference
between basic PSO and this modified PSO is original
refining which is done to achieve the optimal solution.
This difference has been shown by yellow color box in
this diagram. Since the limitation of calculation time for
all particles position in basic PSO algorithm which limits

the number of initial particles, the great number of
population of PEPSO, with respect to a country
population, is the other advantage of the approach that
increases the opportunity of an optimal particle selection.
In addition by the original refining, few number of best
particles elect for applying into modified PSO algorithm.
Due to kinds of properties of the new approach, less
iteration for every test is needed. Here just to have a
better comparison with the other models, the number of
iterations is selected 50.

3. 2. Analysis In PSO algorithm, each particle has
two criterions for updating called Pbest and Ghbest .
Phest is the last best position of each particle position
itself and Ghbest is the best position among all particles
achieved, up to last iteration implemented. All particles
are updated in each iteration. As clear from its name,
PEPSO are trying to choose the competent particle
among all population. So by an inspiring from what has
been done in president election procedure, it has been
trying to find the best and proper solution for the problem
(the best person as president for a country). A good
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Figure 3. Diagram of President Election Particle Swarm
Optimization Algorithm
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selection is the final result. In PEPSO, with respect to the
original refinery step which is done on primary particles
(intelligence particles) the number of functionless
particles has been decreasing effectively. Therefore the
upper steps in PEPSO algorithm is a kind of competition
and cooperation between better particles called candidate
here. As shown in Figure 3, in fact PSO is a step of
PEPSO algorithm which provides an iteration pass for
more proper particles. The number of search space could
also increased by an increase in number of parties. A
multi-party mechanism (two-party here) enhances
diversity of particles' search pattern to escape from local
minima and increase weak convergence rate of basic
PSO. So a greater chance space is created to find minima.
Fast convergence by escaping from local minima is also
achieved.

4. DESCRIPTION OF HYBRID POWER SYSTEM

4. 1. Hybrid Power System Due to the increasing
use of fossil fuels and amount of required energy, a
hybrid power system which benefited renewable energies
will become a necessity. In a hybrid power system there
are several energy components. Among them wind and
solar renewable energy depends on weather conditions
and the consuming load may at times exceed the
production values. So the use of energy storage devices
such as batteries, Ultra capacitors and flywheel along
with other equipments at a power grid, seems to be
necessary [16]. The dependence of each of the energies
on seasonal weather and climate conditions and also
using solar and wind energy together which are
connected to a power grid, a decline in one generation
could be compensated by the other. For these reasons,
researchers have been interested in using the hybrid
power system.

4. 2. Fractional-order Fuzzy Logic PID Controller
Selecting a superior controller for this hybrid power
system is also a question. Among the controllers, FOPID
(Fractional Order PID) controller is getting more
interested between researchers due to the design
performance and flexibility of fractional calculus [17]. So
according to a research on the controller of hybrid power
system, a FOPID controller is selected [16]. The
schematic of the hybrid power system using fractional-
order fuzzy PID controller is illustrated in Figure 4.

A structure of Fractional-order fuzzy logic PID
controller is shown in Figure 5. The controller parameters

are {K¢,Ky}and {K,,Ky}as an input and output
scaling factor, respectively. Parameters {/1, ,u} determine

the fractional order differential-integrals respectively.
The heart of system controller is formed of fuzzy
membership functions as shown in Figure 6.

Fly Wheel Energy
Storage System
Battery Energy
Storage System

Ultra Capacitor

Power of
Il Cell

Figure 4. Schematic of hybrid power system with its
components. This figure consists of 4 parts: inputs which
includes power of the wind, sun and Diesel generator, saving
parts which consists of battery, fly wheel and ultra capacitor,
control system and output delivered to loads. Parts of input
energy are given to fuel cell to run it [16]

Fractional
Block
ddt*

Fuzzy
Logic
controller

Fuzzy Output(FO)

Fractional
Block  +
et

Figure 5. Schematic of the fractional-order fuzzy PID
controller (The red line marks the use of a multiplexer which
acts as a fuzzy switch to select one of the fuzzy inputs. Afis
input signal)

H
2
-

Figure 6. Membership functions of the fuzzy PID controller

Fuzzy linguistic variables NL, NM, NS, ZR, PS, PM
and PL represent a negative large, negative medium,
negative small, zero, positive small, positive medium and
positive large respectively. The rule base considered for
the fuzzy controller is depicted in Table 1 and the
corresponding membership functions in Figure 6. The
method used to calculate the output of the fuzzy
controller has been chosen center of gravity
defuzzification. Fuzzy system consists of two input
variables and one output variable. In order to balance the
computational complexity and at the same time having a
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high degree of certainty, the number of membership
functions of fuzzy control was elected seven [18]. For a
simple analysis, Triangular membership functions have
been used. Figure 7 shows plot surface of fuzzy controller
for the control parameters.

4. 3. Objective Function and the Controller
Parameters An integral performance index has
been considered as the objective function for
optimization in Equation (12). The simulation period is
also considered T, =120s. At this equation the

weighted sum of squared frequency deviation and the
deviation of controlled signal v from its expected steady
state value v are used as follows:

T

J=[(a,ah) + v -v,)")dt. (12)
The first term represents the Integral of Squared Error
(ISE) of grid frequency deviation and the second one is
the Integral of Squared Deviation of Controller Output
for the disturbance rejection task of the controller. The
positive weight coefficients g, and ¢, determines the
relative importance of the first and second term and
considered g, =q, =1 here.

4. 4. Error Signal For all the cases (generated and
demand powers independent of controller structure and
Af , frequency deviation) there is a sudden jumps and

Figure 7. Fuzzy controller surface

TABLE 1. Rule base for error, fractional rate of error and FLC
output

e(de/,) NL NS NM ZR PS PM PL

PL ZR PS PM PL PL PL PL
PM NS ZR PS PM PL PL PL
PS NM NS ZR PS PM PL PL
ZR NL NM NS ZR PS PM PL
NM NL NL NM NS ZR PS PM
NS NL NL NL NM NS ZR PS
NL NL NL  NL NL NM NS ZR

stochastic component superimposed on a base value at
arbitrary instants of time to show a sudden large change
in the power at different time instants (40s and 80s in this
case). So the steady state control signal v changes after

each switching in the load and generation and shows a
proper performance of the control system. The ideal and
achieved output control signal has been depicted in
Figures 8 and 9, respectively [19]. Figure 8 shows the
ideal signal which expected to be achieved by some
controlled loads that have been given to the system. This
steady state output signal which varies after each
switching on generated power and consumption load is
based on the following equation:

V (t) = 0.81G(t) + 0.17G(t - 40) +1.12G(t - 80) (13)

G(t) is a step function. Figure 9 shows the real signal

which has been resulted by the controller. Error has been
resulted by a subtraction between these two signals (ideal
and achieved output by the controller) according to
Equation (14). Figure 10 shows error signal after
minimization by the controller.

E=1-A (14)

which E, I ,and A, are error signal, ideal output of the

controller, and achieved output of the controller,
respectively.

22

ES =N o 5
T T T

Uss (expected output)

[S)
T

1kF

‘ ‘

I
0 20 40 60 80 100 120
Time (Sec)

Figure 8. Desired output (reference signal). The ideal output
of the controller which should varies by controlled loads that
have been given to hybrid system

0.8

0.5 b

U (control signal)

L L I I
0 20 40 60 80 100 120
Time (Sec)

Figure 9. Real output of control signal produced by
controller after optimization
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5.RESULTS AND ALNALYSIS

In this section the application of PEPSO for parameter
estimation of FOPID controller will be evaluated and
corresponding results is presented. To validate the
superior performance of PEPSO, a comparison is done
with a couple of state of art algorithm including GAPSO
[19], Logistic [15], Tent [17] and Basic PSO [17].
Parameters estimation and optimization of a FOPID
controller of a hybrid power system have been used as
the case studies of this research. These parameters
estimation is done for all introduced above algorithm.
The number of parameters decision (dimension in an
optimization problem) is 6. For a fair comparison the
number of initial particles is set to 100 for all algorithm
all algorithm uses a same cost and fitness function. The
compared algorithm has been run for 50 times. For all
algorithmb, =b, =1and z is linearly decreased from 0.9

to 0.1. Used ranges for FOPID parameter controller of a

hybrid power system have also been tabulated in Table 2.
Basic PSO was introduced by its equations. Logistic

and Tent PSO are as follows:

Logistic chaotic function: This function is described by

Equation (15). « and x, are equal to 0.4 and 0.2027,

respectively.

X1 = 3%, (1=, ), (15)

Error signal

0 I . .
0 20 40 60 80 100 120
Time (Sec)

Figure 10. Output error signal after optimization

TABLE 2. Used ranges of FOPID parameters of the controller
in a hybrid power system

Parameters Lower bound Upper bound
Ko 0 1

Ke 0 1

Ko 0 40

Koo 0 40

A 0.01 0.99

H 0.01 0.99

Tent chaotic function: This function is described by
Equation (16) and resulted in a chaotic sequence in the

interval (0,1).

1 x, <0.7

. % : (16)
% Otherwise
0.3

which are replaced in Equation (3). GAPSO algorithm is
similar to Zhang et al. [19]. The objective function is also
described in section (4).

Table 3 briefly compares the performance of different
algorithm in control parameters. As clear from the table,
the best optimum value is obtained by PEPSO. In
addition since the aim of optimization system design is
often to achieve an optimal value in an appropriate time,
PEPSO shows an acceptable and optimum value in less
iteration and time. The corresponding and desired error
of Table 2 is obtained in minimum time by the PEPSO
illustrated in Figure 11. As it is clear from the figure,
PEPSO was achieved to a best optimal solution in all
iterations. Also it was achieved the best solution in initial
iterations, with a large difference in resulted value, than
the others. Therefore, the result showed a better
performance of this algorithm to the optimal value.

From the tabulated results in Table 4, the performance
of PEPSO against the other algorithm could be observed.
As it is clear from the table, PEPSO has the best
performance in normal conditions of hybrid power
system. The next is Logistic, Tent, PSO, and GAPSO.
Equation (17) shows the calculation equation of
performance ratio. In this equation k represents the
algorithm. Performance —Ratio, is the performance

difference percentage of the other algorithms in
comparison with PEPSO.

(ISE, 1SDCO, 3,11 )perso — (ISE, 1SDCO, J .. ),

(ISE, ISDCO, 3,1, )sesso ' @an
k € (GAPSO, LogisticPSO, TentPSO, PSO)

Performance — Ratio, =

Optimum value

Tteration

Figure 11. Optimum value achievement for 5 algorithms.
This figure shows that PEPSO has been resulted to an
optimal solution with significant difference than the other
algorithms (GAPSO [19], Logistic [15], Tent [15], and PSO
[16]) in initial iterations and the best solution
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TABLE 3. Comparison of the results for 5 algorithms in the optimal solution and running time

Parameters Lower bound Upper bound  Parameters Lower bound Upper bound Parameters Lower bound Upper bound

Ko 0 1 Ke, 0 40 A 0.01 0.99

Ke 0 1 Koo 0 40 Iz 0.01 0.99

Algorithm Type Ke Kb Kpi Kpp 2 Y7 Jmin Iteration Running Time

PSO 0.2312 0.0493 8.3117 3.3303 0.1372 -0.9900 3.2856 12 9016.898475

Chaotic PSO (Logistic map) 0.1906  0.1413  40.0000 142068  0.0100 -0.9900 3.1284 11 8935.013240

PEPSO 0.1993  0.0032 6.3430 3.2717 0.1762 -0.9713 3.0498 6 6987.518315

Chaotic PSO (Tent map) 0.2352  0.0959 12.0500 5.7828 0.0351 -0.9531 3.1895 11 7884.394049

GA-PSO 0.9023  0.0000 15141 0.8001 0.6528 -0.9900 3.3548 21 7018.75095
TABLE 4. Performance ratio of GAPSO, Logistic PSO, Tent PSO, PSO versus PEPSO

Algorithm ISE 1SDCO 3 Perform(;:\fnlcse Edecrease Performfilggecdgcrease of dePfrl:gsrgzng?J

PEPSO 1.0195 2.0303 3.0498 - - -

GAPSO 1.2390 2.1158 3.3548 -21.5 -4.21 -10.00

Logistic PSO 1.0828 2.0456 3.1284 -5.84 -0.75 -2.58

Tent PSO 1.1039 2.0856 3.1895 -8.28 -2.72 -4.58

PSO 1.0258 2.2598 3.2856 -0.61 -11.30 -7.73

5. 1. Robustness Analysis In this section, we
studied the parameter estimation of PEPSO and the other
algorithms at the worst state of the hybrid power system.
This is done by disconnecting FESS, BESS, DEG and
check the controller operation. To test the robustness:

1. The corresponding performance error measures by
each algorithm from nominal values against
disconnecting different energy storage component of the
hybrid power system are investigated in Table 5. The
percentage change of ISE, ISDCO, J from its nominal
value is calculated by each algorithm according to
Equation (18). In this equation k represents the opened
element and i represents  the  algorithm.

Performance —decreases, shows the  performance

decrease of each algorithm in opened element states of
the hybrid power system in comparison with normal
conditions.

Performance - Decrease, =
(ISE,ISDCO, J 0 ) nomina, — (ISE, 1SDCO, I ;).
(ISE, 1SDCO, J i1 nomina, '
k e (DEG, FESS, BESS),i € (GAPSO, LogisticPSO, TentPSO, PSO)

(18)

Results represent the best performance with PEPSO.
This also shows a better robustness investigation by
PEPSO in comparison with the other algorithm. The next
rank belongs to Tent for ISE, GAPSO for ISDCO and J.
So from the viewpoint of the best achieved ISE, ISDCO

and J, PEPSO outperforms all other optimization
algorithm.

2. The parameter of the transfer function of the
maximum power storing/producing component should be
modified to consider the worst state. This component is
UC [16]. So a 30 and 50% increase and decrease of the
UC transfer function parameters are given to the system
to test the robustness. Deviation and control signal in
accordance with 30% and 50% variation in parameters of
the UC transfer function are shown in Figures 12 and 13,
respectively. The control signal representations which
have been achieved by using different algorithms in
Figures 12 and 13 show system behavior at the worst.
Comparable results can be seen in Table 6. This table
shows that by a 30% increase in gain and time constant,
PEPSO has the best performance to achieve the minimum
error. This algorithm also shows acceptable performance
by a 50% increase in achieving to ISDCO (Integral of
Squired Deviation of Controller Output) and total
(ISDCO+ISE) error. Optimal performance of the
algorithm by a 50% decrease in gain and time constant in
ISE (Integral of Squired Error) is investigated from the
table. In some cases, in which the other algorithm
including Logistic and Tent PSO has better performance,
the output error achieved by PEPSO is so close to the
other optimization algorithms. Then, it could be deducted
that the best total error reduction refers to PEPSO.
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TABLE 5. Performance of each algorithm in error calculation when a part of the hybrid system (DEG, FESS, BESS) is opened

. REMOVED Performance measure Performance Decrease
Algorithm El t
emen ISE 1SDCO J ISE ISDCO J
Nominal 1.0195 2.0303 3.0498 - - -
DEG 1.1528 2.1052 3.2580 13.07 3.69 6.83
PEPSO
FESS 1.2213 2.2451 3.4664 19.79 10.58 13.66
BESS 1.1498 2.1100 3.2598 12.78 3.92 6.89
Nominal 1.2390 2.1158 3.3548 - - -
DEG 1.4989 2.2211 3.7218 20.98 497 10.93
GAPSO
FESS 1.6089 2.3485 3.9574 29.85 11.00 17.96
BESS 1.5520 2.1992 3.7512 25.26 3.94 11.81
Nominal 1.0828 2.0456 3.1284 - - -
DEG 1.2550 2.2675 3.5225 15.90 10.84 12.59
Logistic PSO
FESS 1.3509 2.3715 3.6924 24.75 15.93 18.03
BESS 1.2565 2.2783 3.5348 16.01 11.37 12.99
Nominal 1.1039 2.0856 3.1895 - - -
DEG 1.2695 2.3589 3.6284 15.00 13.1 13.76
Tent PSO
FESS 1.3307 2.4552 3.7859 20.54 17.72 18.70
BESS 1.2915 2.3931 3.6846 16.99 14.74 15.52
Nominal 1.0258 2.2598 3.2856 - - -
DEG 1.2633 24521 3.7154 23.15 8.51 13.08
PSO
FESS 1.3000 25112 3.8112 26.73 11.12 16.00
BESS 1.2397 2.4954 3.7351 20.85 10.42 13.68

TABLE 6. Robustness test against 30 and 50% variations of the transfer function UC parameters for different algorithm -optimal
values is shown by green color

Algorithm Parameter 30% decrease 50% decrease 30% increase 50% increase
ISE 1.5434 3.759%4 1.0604 1.0237
PEPSO ISDCO 50.8295 243.3733 11.2241 23.9957
Total 52.3729 247.1327 12.2845 25.0194
ISE 1.5396 3.7713 1.2024 1.0265
Chaotic PSO (Tent map) ISDCO 51.7938 243.365 11.3193 24.0153
Total 53.3334 247.1363 12.5217 25.0318
ISE 1.5654 3.8831 1.4056 1.0242
Chaotic PSO (Logistic map) ISDCO 50.868 243.3124 11.6293 24.0210
Total 52.4334 247.1955 13.0349 25.0452
ISE 1.6989 3.7558 1.1153 1.2174
GA-PSO ISDCO 52.0777 246.5943 11.2824 24.1207

Total 53.7766 250.3501 12.3977 25.3381
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Figure 12. (a) Deviation signal generated by 30% increase
in UC transfer function parameters. (b) Control signal
generated by 30% increase in UC transfer function
parameters

6. DISCUSSION

We used PEPSO algorithm in comparison with the other
algorithm including GAPSO, Logistic PSO, Tent PSO,
PSO. This is done to estimate the parameter of a FOPID
controller to test the performance of PEPSO in a realistic
example. Control system output and error are shown in
Figures 8 and 9, respectively in section (4). PEPSO has
achieved the optimal value in less iteration according to
Figure 11. This is due to the refining step before applying
particles to modified PSO algorithm. Robustness analysis
has also been studied in section (5). This is done to show
the best algorithm in parameters estimation of the
controller in worst state. So, we are trying to improve
convergence time by omitting functionless particles. This
is done at a refinery step called President Election. But
there are some challenges for every algorithm to execute.
Giving intelligence to the particles for this algorithm is
one of them. After researches and tests, center of gravity
method had been chosen. But there may be existed
another method for refinery step to improve this
algorithm. Another challenge is President Election

PEPSO)
Tent

Logistic
GAPSO

;J"m - IR | S

L L
o 20 1] & a0 [iH) L

Time (Sec)

@)

— PEPSO

3 | Temt

L Logistic
= GAPSO T

20 n ﬁill SI[J ]Illtl 120
Time (Sec)
(b)
Figure 13. (a) Deviation signal generated by 50% increase
in UC transfer function parameters. (b) Control signal
generated by 50% increase in UC transfer function
parameters

system which is different in every country. For this
problem, the main common principle which exists in
most countries has been selected. But every country
principle could be test as an individual.

7. CONCLUSION

A new algorithm called PEPSO was proposed in this
paper. It is inspired from president election procedure.
After an introduction of how this algorithm works,
performances of a variety of several heuristic algorithms
including PSO, GAPSO, LOGISTIC PSO and TENT
PSO on hybrid power systems, as a practical example,
was discussed and compared with PEPSO. At first basic
PSO was explained and then PEPSO introduced. After
that fractional order fuzzy logic PID controller which was
used as the heart of hybrid system was studied, objective
function is the next part. Results was discussed and
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studied at last. It has been observed that among the
algorithms, PEPSO algorithm had a better convergence
than the others. By using this proposed algorithm, the
iterations significantly reduced which is the main feature
of this algorithm. In this new approach, original refining
particles on the whole population was performed. So by
avoiding functionless particles and using several search
spaces in order not to getting stuck in local minima and a
faster convergence, a better optimal solution was
resulted. To test the robustness, the parameter of the
transfer ~ function of the maximum  power
storing/producing component was studied. Results in this
part have also shown a better performance of PEPSO
among all used hybrid algorithms in this paper.

Some future works could be done to improve the
algorithm or implementation on controller like using
adaptive fuzzy optimal controller design by referring to
fuzzy adaptive decentralized optimal control for strict
feedback nonlinear large-scale systems, fuzzy adaptive
output feedback optimal control design for strict-
feedback nonlinear systems, and the other similar
approaches. So, combining the other algorithms such as
genetic with this proposed approach in optimization
problem of the hybrid power systems is the testable that
can be conducive for further improvements.
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This paper investigates the effect of tail capacitance on phase noise of an LC-VCO (LC voltage-
controlled-oscillator). First, the analytical relations of the phase noise for different values of tail capacitor
(Cy) are derived and then for verifying them, simulation and calculated results are compared. For
simplicity, three scenarios such as small, medium and large values of C are considered. In a case study
an LC-VCO is designed in a standard 0.18um CMOS technology, and simulation and numerical results
have been presented for different values of Cr. In this case study, numerical analysis shows that for C+
=200fF (medium Cr) and Ct =10pF (large Cr), the phase noise at 1MHz offset from the 5.2GHz is -
96dBc/Hz and -118dBc/Hz, respectively. According to the results, the ISF (Impulse sensitivity function)
is improved by increasing the amount of C+. Numerical values also demonstrate that excessive increase
of Ct has no effect on the phase noise. While choosing bigger Cr can effectively reduce the noise
contribution of the tail by bypassing the noise of tail transistor, but low impedance path generated by C+
may degrade the phase noise by reducing tank quality factor.

doi: 10.5829/ije.2021.34.01a.13

1. INTRODUCTION

Oscillators are one of the important blocks in many
applications such as RF electronics and digital systems.
Since the oscillators have a non-linear behavior, it is very
hard to model and analyze them. One of the most
important parameters in oscillators is phase noise. The
noise injected into the circuit by active and passive
elements can show itself as a phase (frequency)
perturbation in the desired signal which is called phase
noise (or Jitter). Phase noise is one of the key parameters
to determine the spectral purity of a signal generated by
an oscillator. Depicted in Figure 1(a), single sideband
(SSB) phase noise is defined as the ratio of the spectral
power density measured at an offset frequency from the
carrier (in 1Hz bandwidth) to the total power of the
carrier signal and is stated as dBc/Hz. New
communication circuits need low phase noise oscillators
to satisfy the strict requirement of the modern
communication standards. Among different type of
oscillators [1], LC-VCOs attract many attentions due to

*Corresponding Author Email:  Hossein.firouzkouhi@gmail.com
(H. Firouzkouhi)

their superior phase noise performance, reliable startup
and ability for integration above standard CMOS
technologies.

So far, several models for the prediction of phase
noise were presented. Among these models, the most
well-known phase noise model is Leeson’s equation [2]
in which the noise behavior of an oscillator is assumed
linear-time-invariant (LTI). As reported in [2, 3] the
verified Leeson’s phase noise equation at offset
frequency Aw from the oscillation frequency o, is
expressed as Equation (1).

L{Ac}=10xlog {ziix HH ZQquwj }[n %}} 1)

inwhichk, T, Psand Q_ are Boltzmann constant, absolute

temperature, signal power and quality factor of the
inductor respectively. Aw, ., is also the corner frequency

/3
and F denotes an experimental noise factor parameter.
According to Figure 1(b) and (1), the plot can be divided
into three regions. First region where Aw >> w/2Q has a

Please cite this article as: E. Ebrahimi, M. Mos’hafi, H. Firouzkouhi, Effect of Tail Capacitor on Phase Noise in LC Cross-connected Oscillators:
An Analytical Investigation, International Journal of Engineering, Transactions A: Basics, Vol. 34, No. 1, (2021) 110-119
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Figure 1. (a) Output spectrum of a practical oscillator and
(b) different regions of phase noise vs frequency offset

flat profile and is dominated by the thermal noise. In
regions two and three (Aw << w/2Q) the white thermal
noise and flicker noise make the phase noise with the
slope of 1/Aw’and 1/ Aw®, respectively [4].

Alper Demir’s model is one of the complex and
accurate phase noise model (but almost without enough
circuit intuition) [5]. In addition, the Demir’s model can
predict cyclostationary noise and also can present a fast
simulation CADs [4].

As explained By Hajimiri et al. [3], in their phase
noise model introduces a general theory of the phase
noise for different kind of voltage-controlled oscillators
(VCO) [4]. This model has a lower complexity with
enough circuit intuition and can explain up and down
conversion of noise in the close frequencies to the carrier.
Another advantage of this model is that it introduces
impulse-sensitivity-function (ISF) concept to consider
the linear-time-variance (LTV) and cyclostationary
behavior of noise in oscillators. The ISF is calculated by
injecting an impulse current as the noise source of the
device and measuring the phase shift (zero crossing) at
the output voltage of the oscillator [6].

One of the oscillators which has the best performance
in terms of phase noise amongst all CMOS VCOs is
cross-connected LC-tank oscillator depicted in Figure 2
[3]. Figures 2(a) and 2(b) show two possible
configurations of a cross-connected oscillator, i.e.
without and with tail current source [7]. Using tail
transistor is one of the ideas in the design of the cross-
coupled LC-tank VCOs which was ignored in past
decades. Later, it was considered more in [6, 8, 9] and
discovered that it plays a prominent role in phase noise
of the LC-tank VCO.

(b)
Figure 2. LC-tank oscillator (a) without current source and
(b) with tail current source

Vours :ix(Rtlb) 2
T

While eliminating tail transistor in Figure 2(a) results in
higher voltage headroom, using tail transistor in Figure
2(b) is preferred due to several reasons: first it creates a
high impedance in series to the cross-connected
switching transistors, reduces the loading of LC resonator
and prohibits tank quality factor degradation [9]. Second,
it defines the bias current I, of the cross-connected pair
and the output voltage of the oscillator as Equation (2)
that results in more controllable and robust design against
supply variations [6, 7, 10]. (Rt is loss of the LC-tank and
Iy is the tail bias current.)

On the other hand, tail transistor can impose extra
noise to the VCO and degrade the phase noise. Since the
tail node (x) is a common mode node, the even harmonics
especially second harmonic are usually dominant in that
node. The switching cross-coupled pair, which acts as a
single-balance mixer, up/down converts low frequency
noise into two correlated sidebands around the
fundamental frequency. It should be noted that the low-
frequency noise in tail current source does not affect the
phase noise directly. In fact, noise frequencies around the
second harmonic is down converted close to the
oscillation frequency [7, 10, 11]. It should be considered
that because the level of the third and higher order
harmonics is low and can be filtered by the LC-tank
resonator, so the effect of the second order harmonic is
dominant and significant in phase noise [6].

Filtering technique is one of the best options for
eliminating the unwanted (second) harmonics caused by
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tail transistor and improving the phase noise of the
oscillators [7]. Therefore, several techniques for
attenuating the second harmonic in LC-tank oscillators
have been proposed [7-9, 12-14], but the preferred
technique is usually putting a capacitor in parallel to the
tail transistor to bypass the second harmonic noise to
ground. The tail capacitor acts as follows: (a) it attenuates
the high-frequency noise components at tail node x, (b)
prevents the up-conversion of the low-frequency noise of
tail transistor into phase noise [9], and (c) reduces voltage
variation at tail node and decreases the channel length
modulation [9].

While using tail in Figure 2(b) produces a high
impedance path, big shunt capacitor (Cr) bypasses it and
results in loading the LC tank with lower impedance. In
other words, LC tank is loaded through switching
transistors by a low impedance and its quality factor is
degraded. So, although a shunt capacitor to the tail node
results in lower harmonic distortion in the output of the
oscillator, it may degrade the quality factor of the LC-
tank and accordingly the phase noise caused by switching
transistors [6, 9]. In next section, we will conclude that
the effect of harmonics filtering by Cr is more dominant
than degradation of the quality factor on the phase
noise.

It is worth mentioning as reported in literature [6, 9]
the effect of capacitive noise filtering on phase noise is
only investigated by simulation but no analysis is
presented. Further, Andreani et al. [15] used a closed-
form symbolic formula for phase noise of cross-
connected oscillators in the case of negligible Cr is
obtained by using phase noise relation in (3) which was
introduced by Hajimiri [6] and others [15].

2 xi /Af
2% Q% XA’

L{Aw}=10xlog,, (Y ) (3)

where in2 I Af and T'mms represent the power spectral
density of the current noise source and the root-mean-
square of the ISF respectively. The maximum charge at
output capacitor is denoted by gmax. By neglecting Cr (i.e.
very small tail capacitances), a phase noise closed-
formula obtained from literature [6, 15] as follows:

n[®]

k,T
2 x(y+1+Tyng,)] (4)

L(Aw) =10x IOQ[W
in which Kg, gm, A and C are, respectively, the Boltzmann
constant, the transconductance of each transistor, the
amplitude of output voltage and total capacitance of LC
tank. 7[®] represents the tail current phase noise
coefficient [16], N=1 for single-ended and N=2 for
differential oscillators. Apparently, Ct and its effect are
not presented in (4).

Recently, Razavi [16] has been presented an intuitive
but very instructive discussion for the effect of tail

capacitance on oscillator phase noise. It was explained
that the tail capacitance bypasses the second harmonics
of tail node, produces a doublet around each zero-
crossing, results in up-conversion of flicker noise of
cross-connected transistors and also shunts the noise of
tail transistor (at 2, ) to ground.

On the other hand, along with different phase noise
analyses, several researches were also devoted to the
phase noise reduction of LC oscillators and different
techniques have been introduced in literature. Since zero
crossing points are strongly vulnerable to the noise, in
literature [17] a phase noise reduction technique is
presented by pushing high closed-loop gain to the non-
zero-crossing points of the outputs. In order to reduce the
close-in phase noise caused by the flicker noise of tail
transistor, a resistive feedback is used in literature [18]
and the flicker noise of the tail transistor has been
suppressed. However, such a diode-connected tail
transistor reduces the output impedance of tail and may
degrade the quality factor of the tank. Current-switching
as well as capacitive-degeneration techniques are utilized
simultaneously to reduce the flicker and thermal noise of
tail and cross-connected transistors [19].

In this paper the effect of different values of tail
capacitor on total phase noise is analytically studied and
compared with simulation results. The rest of the paper is
organized as follows: the phase noise analysis in a cross-
connected VCO for three scenarios of Cr are described in
Section 2 and a closed-formula for each ISF is presented.
Section 3 compares simulation results with numerical
values obtained by derivations. Finally, conclusions are
given in Section 4.

2. PHASE NOISE ANALYSIS FOR SMALL, MEDIUM
AND LARGE VALUES OF TAIL CAPACITANCES

In the LC-tank oscillator shown in Figure 3(a), the
differential cross-connected transistors make a negative
transconductance that can eliminate the loss of the LC
tank [6, 8, 9]. For an LC-tank oscillator with arbitrary
phase of sinusoidal output, the output voltage can be
described by Equation (5):

Vour: (9) = A xsin(g)
Vour- (@) = = A xsin(g)
Denoting DC bias current of tail transistor by 2lg, the

current of M; and M,, and the total current of them can
be written as Equations (6), (7) and (8), respectively.

®)

() =2 (A x5in(e) +V, (0))' ©
12(9) =2 (A x5in(e) +Vs (0)) a)
20, = 1,(0)+ 1,(¢) ®
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(b)
Figure 3. (a) Cross-connected LC-tank oscillator with Cr,
and (b) ideal current of transistor versus ¢

whereﬁzﬂcoxlﬂ ,and V, (¢) is given by Equation (9).

V(o) = %—Aﬂmsinz(w) ©)

The current of each cross-connected transistor (i.e. 11 and
I,) is depicted in Figure 3(b) for one period in which 2
is the conduction angle. By substituting Equation (9) into
Equation (7) and setting the equation to zero, the half
conduction angle @ is obtained as Equation (10).

. |
® = arcsin B 10
ﬂX AZTANK ( )

Considering (6), (7) and (9), the transconductance of M;
and M can be given by Equations (11) and (12).

U () = BAGIN(p) + [25in? (®) —sin?(p)) 11
U2 () = BA(=SIN(p) + /25in? (®) —sin’(p)) (12)

According to Figure 3(b) the cross-connected
transistors operate in four different zones during each
period. Due to switching of M1 and M the current of each
transistor is usually supposed as a square waveform
shown in Figure 3(b) (though the LC tank operates as a
narrowband filter and generates sinusoidal output
voltages). As discussed earlier, in order to reduce the
noise of tail transistor, a capacitor Cr is placed between
node x and ground. In this section, we will discuss about
the effect of tail capacitive filtering by derivation of the
ISF for three scenarios of Cr, i.e. very small, medium and
big Cr.

The ISF of tank resistance R at nodes Vour+ and Vour-
(denoted by T'ri+, I're-) is independent of tail capacitance
and has been derived Andreani and Wang [20] as
Equation (13).

oS oS
M@= 1 ()=- 250 19
2.1. Derivation of ISF When CT Is Medium In

prior works, the ISF of oscillator has been calculated with
the assumption of negligible Ct. In the case of non-
negligible Cr, the charge of Cr cannot be discharged
completely during each period. In order to model it, we
define a factor o as the ratio of discharged AQq to the total
charge AQ of Ct. The amount of charge for Ct during a
period (while discharging through transistors Mj2) is
obtained by Equation (14).

Q. () =AQxe " (14)

where 7 is the time constant of tail node x (t=C+/gma.2).
The charge variation (AQq) of node x can be calculated
by Equation (15).

AQ, =AQ-Q. =AQ(l-e 7) (15)
So, the factor o is obtained as follows:

_AQ o
afAQf(l er) (16)

2. 1. 1. Calculation of Tias
2.1.1.1.Zone 2 (®<p<7r-D) In this zone M,

is on and M is off. As shown in Figure 4(a), applying
iz, asan impulse current of area AQ charges C; and Cr
by AQ and-AQ, respectively. If we assume that Cr is

not so small, the time constant of node x is comparable
with period of oscillation and as a result Cr is not fully
discharged as shown in Figure 4(a). If only AQ, = -.AQ
is transferred from Cr to C: in each period, the final
charge of C; and voltage variation at output node are as
Equations (17) and (18), respectively.

AQ, = AQ-a.AQ = (1- 2)AQ (7)
AV, = (1-a)AV (18)

Also, the charge and voltage variation of Cr (i.e. tail
node) can be express as Equations (19) and (20),
respectively.

AQ, =—(1-2)AQ (19)
AV, = (a-1)AV, (20)
whrere,
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AV, = %Av1 (21)
As seen in Equations (20) and (21), contrary to the case
with negligible Cr, in this case the voltage of Cr is non-
zero and can affect tank voltage through M; (as a
common-gate configuration with gain Acg). Since the
voltage at Cy is amplified by Acc=gm1Rs, the total voltage
change at output node is obtained as Equation (22).

AV, = AV, + A x AV (22)

By substituting Equations (18), (20) and (21) into
Equation (22), we have:

A= (1= a)AV + A, (@ 1) %AV

. (23)
=AV=(1-0,,. R Fl)x (1-a)Av

As known from [16], AV results in - _c0s(¢) and thus
Rt N

according Equation (23) in this zone I'igs1 can be
obtained as Equation (24).

r,=0-8,R )Ty 24)

2.1.1.2.Zones 1 and 3 (-0<¢p<®, 7-O<p<z+®D)
Since Mz and M are simultaneously on in this zones, the
charge of —a.AQ this time is passed from Cr through
both of the transistors to capacitors Ci and C,, as depicted
in Figure 4(b). The final charge and voltage variation of
C. are obtained by Equations (25) and (26), respectively.

AQl:AQ* Im xaAQ: gm2+(17a)gm1A

G+ Oz Ot Iz (25)
AV, = Ono +(1-a) 0y AV (26)
Om + G2

Also, the final charge and voltage variation of C, are
given as follows:

—axXQy
AQ, = —=™ AQ 27
2 G+ O 7)
AV, = 2% 0m zy (28)
: I T Im2

Again, considering the effect of none-zero voltage of Cr
on Ciand C; and fully correlation of AV, with AV, [15],
total voltage change at Ci(i.e.AV)) is expressed by
Equation (29).

AV/'=AV, + A (1-a)x AV, —

AV, — A, (- @)AV, (29)

By replacing Equation (21), (26) and (28) in Equation
(29) we have Equation (30).

POV ER Sl YV S %)(a ~DAV -
ml m2 T (30)
ax ng Cl
>80 AV (g, R, )@ -1)AV
gml + ng CT

Simplifying Equation (30), Equation (31) is obtained.

4 C
AV1 = [(gm - gmz)(a *1) RT C—lJr

Q@)X g+ 0@ (1)

gml + ng

Finally, one can obtain I'  as Equation (32).

Ty (@) =[G~ Gy~ DR, 2+
« (32)
N (I+a)xg,, +(1_a)><9m1]xl—m
gm1+gm2
2.1.1.3.Zone4 (r+®<p<27-@) Apparently,

in this zone M; is off and does not contribute to the phase
noise of output voltage. So, we have: Tigi(e)=0.
Accordingly, the impulse sensitivity function of M;
during a period is summarized as follows:

[(9rs - 9ue)a~DR, -+

-D<p<d
1+a)x +(1-a)x
a( )Xy + (- ) 9m1]xrm($)
O + Oz
1-g,R 2)-a)r
e, f D<p<r-D®

T (0)- (33)

C
- )R, =X+
[(9ms = Gn2)(@ —DR; c, r-<p<zi®

L) 0y (@)
Ot + Iz

0 T+d<p<2r-P

It is worth mentioning that the channel current noise of
M; and M; is a cyclostationary noise and can be written
as Equation (34).

-(l-2)AQ

Vs o—{[CMs CI

- (b)
Figure 4. ISF derivation when Cris not small, (a) only Mz is
on and (b) both transistors are on
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i2(t) =iZxo(t) (34)

where i’is a stationary term and o (t)is the noise
modulation factor (NMF) which can be derived easily
from noise characteristic relation [3]. According to
Andreani et al. [15] and using gmi(¢p) in Equation (11),
the channel thermal noise of M; can be written as (35).
Comparing Equation (35) with Equation (34), the NMF
is easily obtained as Equation (36).

(1) = 4KT 79, () =

. , , (35)
— 4KT 7B A, x (Sin(p) ++/2sin* (@) —sin®*(p))
oft) = \/(sin((p)+JZsinz(cD)—sinz(go)) (36)

Based on Hajimiri’s theorem, in the case of
cyclostationary noise, effective root mean square (RMS)
of ISF (i.e. Tigserr) should be calculated from Equation
(33). Since the integral equation of I'igs efr has no algebraic
closed-form expression, the closed-form symbolic
formulas for RMS value of Equation (33) is not presented
here. Instead, using numerical methods the numerical
values of Tigserr for required @ are presented in the next
section.

2.1.2.Derivation of Tail ISF (T";,, ) As depicted
in Figure 5, the impulse current noise of i 2, charges Cr

with charge area of AQ . It should be noted that impulse
current only passes through C+ and does not charge Ci ..

2.1.2.1.Zones 1 and 3 In these zones both of the
transistors are on and axAQ from Cr is discharged
through M; and M to the output capacitors (Ci, Cy) that
results in charge variation of AQ, and AQ, respectively.

As similar to previous section one can calculate the
charge and voltage variation at outputs (C12) by Equation
(37) to Equation (40).

AQ = —2m s anQ @7
gml + gmz

AQ, =2 —xanQ (38)
gml + gmz

AV, = _Om x oAV (39)
Ot Oz

AV, =—Im oy (40)
gml + ng

Once again, considering the correlation between outputs
and effect of residual charge of Cr, the total voltage

variation due to i,%,; at capacitor C; can be written as:

AV, = AV, + A (1- @)AV, — AV, —

S A, (- 2)AY, “1)

Figure 5. Circuit for calculating ISF of tail noise when Cris
not small in zones 1 and 3

Using Equations (39), (40) and (21), Equation(41) is
rewritten as follows:

A= —9m oV 4 g R - aav -
gm1+gm2 CT

N O X @AV

gml + ng

. )
— 2Ry C*l(l*a)AV

As a result, the impulse sensitivity function of tail can be
derived as follow:

r - _
Tait () = (G gmz)[gm1+gm2+

. @3)
>R al(]-*a)]xrm (9)

2.1.2.2.Zone 2 In this zone My is on and My is
off and similar to previous section axAQ from Cr is
discharged to C; and total voltage change of output
voltage can be express as bellow.

AV/= AV, + A (1-2)AV,

C, (44)
= R (1-a)2]AV
[+ guRi( a)CT]

So, the ISF of tail in this zone is given by Equation (45).
Fra(0) = [0+ 8.iR (1-0) 1xTa (0) (45)

2.1.2.3.Zone 4 In this zone Mz is on and M is
off, charge axAQ is transferred to C, and results in
axAV . Considering the residual charge on Cy, total
voltage  variation at C, is given by
AV, =[a+gm2R,(1—a)%]Av . Again, with regard to the fully

T

correlation of differential outputs, Av,=-Av, and

accordingly ISF is obtained. So, the ISF of the tail in a
period is given by Equation (46):

C -D<p<®
~g,, ) [———+R —L(1-@)]xT
(8 gmz)[gml+gm2+ TCT( a)]xTe(0)
C, b<p<r-0
[+ 9uR U-a) 1T (o) oer
Tra(0)= (46)
a C T-0<p<a+®
—0,,)[————+R =~ (1-a)]xT,
(8 gmz)[gm+gm2+ TCT( a)xTe(0)
C +O<p<2r-0
fa+ 4, R (1-0) 1T (o) TrRsese
T
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2. 2.ISF Calculation When Cr Is Big In the case
of big Cr, we can replace@ =0 in Equation (33) and
Equation (46). Thus, the impulse sensitivity functions of
cross-connected and tail transistors are simply derived as
Equations (47) and (48), respectively.

[1_(gm1_gm2)R|%]XFm(¢) ~P<p<®
G O<p<r-D
1- 1 71—Rt
rg=] 4WRe) o
[1*(gm1’gmz)R[%]><l—Rl((p) T-O<p<m+®
0 T+O<p<27-@
(gml_gmz)[R‘%]er(w) “P<p<®
[gmag]xrm((p) O<p<r-0
Lra () =
(gml_gmz)[R‘%]er((p) 7-OP<p<r+® (48)
‘[ngt%]XFRt(tp) T+®<p<27-0

2. 3. ISF Calculation When Ct Is Small Although
the impulse sensitivity function of cross-connected and
tail transistors has been derived for very small values of
Cr in prior works [6, 15], just for the purpose of double
checking the derivations obtained in this paper, one can
substitute =1 in Equations (33) and (46) and obtain
Equations (49) and (50); those are exactly identical to
equations obtained by Andreani et al. [15].

7gzim; xulp)  T50<®
ml m2
0 O<p<n—-D
L, ()=
o 29, T-O<p<z+® (49)
g PO
ml m2
0 T+DP<p<2r -0
)
ml m2
| ()] D<p<r-d
Fra(0)= g —gm T-O<p<a+®
mL m2 o FR[ ((/7) ¢ (50)
O + G2
—l"m(‘ﬂ) 71'+(D<(/)<27[—(D

Comparing ISF obtained for non-small and small Ct from
literature [6, 15] reveals that the tail capacitance can
reduce phase noise contribution of tail transistor while it
adds some terms to TI'igs and may increase phase noise
contribution of cross-connected transistors. However,
more investigation is presented by numerical values of
phase noise for different tail capacitance in Section 3.

3. NUMERICAL AND SIMULATION RESULTS

For more investigation, an LC-tank cross-connected
oscillator has been designed and simulated with the

circuit parameters shown in Table 1 in a standard 0.18um
CMOS technology. Simulation results show that this
oscillator has an oscillation frequency of 5.2 GHz and the
power consumption is 8.87 mW. The output voltages are
also depicted in Figure 6. In this circuit the switching
angle is obtained @ =50°.

In continue, the simulated and analytical phase noise
of the VCO for different values of tail capacitances are
presented and the effect of different values of Cr on phase
noise is discussed.

3. 1. Case 1: Non-negligible (Medium) Cr As
mentioned before, the noise of cross-connected

transistors is cyclostationary and RMS value of each ISF

should be calculated byr2 =%Ir2((p)d¢,. Since, for a
given @, the integrals have no closed-form expression,
their numerical values for different ® are illustrated. Figs

7(@) and (b) ShoW T2, 4 aus and T, o for different

values of @ in the case of Cy=100 fF.

To calculate total phase noise of the circuit by (3), the
values of effective ISFs at desired @ are obtained from
Figures 7(a) and (b). The calculated phase noise versus
offset frequency for three different tail capacitances and
o is shown in Figure 8.

According to Figure 8, in the case of non-negligible
tail capacitance, increasing Cr results in phase noise
reduction. Also, it indicates that for a given tail
capacitance, lower time constant at node x (i.e. higher o)
is led to better phase noise.

TABLE 1. Circuit parameters for VCO

Parameter Value
Mei 16 um/0.18 um
My, 26.8 pm/0.18 um
Li=L, 1nH
Ry 6Q
C=C; 0.837 pf
Voo 18V
Vi 1V
25
: /
Z 15
5 — VouT+
0.5 VouT-
° 0 0.2 0.4 0.6 0.8 1

Time [ns]
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Figure 6. Output waveforms
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Figure 8. Calculated phase noise for different values of Cr
and a when Cr is not negligible.

3. 2. Case 2: Cr Is Big In the case of big tail
capacitances, the time constant of the tail node is bigger
than the period of oscillation and a=0. Using Equations

(39) and (40), numerical values of indsfeﬁfRMs and

I aws TOr different values of @ and Ct=1pF are shown
in Figures 9(a) and 9(b), respectively. As expected, the
effective ISF of cross-connected transistors (i.e. their
noise contribution) in Figure 9 is increased (deteriorated)
by increasing @. In contradict with Figure 7(b), effective
tail ISF for big tail capacitances is decreased by
increasing ®@.

Using Equation (3), total phase noise of the VCO for

Cr=1pF and ®=50"was calculated using MATLAB
software and shown in Figure 10. The simulated phase
noise of the oscillator (by ADS) is also depicted in Figure
10 that shows a good agreement with the numerical
results.

tail,rms

r
s £
2 5

a8 08 1 1d

(b)
Figure 9. Effective ISF of (a) the cross-connected current
and (b) tail transistors vs ¢ (radian) for Cr=1pF
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According to Figure 11, a bigger tail capacitance is
led to a lower phase noise, though for very large Cr
increase of Cr has a negligible effect on the phase noise.
Therefore, for each VCO, there is an optimum value of
Crin which the tail transistor has lowest contribution to
the total phase noise. For example, as shown in Figure 11
the optimum value for Ct is 10 pF and by increasing C+
the phase noise cannot be decreased anymore.

Phase noise (dBc/Hz)

Offset frequency (Hz)
Figure 10. Simulated and calculated Phase noise for Cr=1pF
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Figure 11. Calculated phase noise for different big tail
capacitances
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4. CONCLUSION

This paper presented an analytical study of the impact of
capacitive filtering on the phase noise in an LC-tank
oscillator. Considering the three scenarios for value of Ct
the ISF of each transistor has been calculated and the
effect of tail capacitance has been discussed. According
to the analysis, tail transistor dramatically deteriorates
total phase noise and the use of a parallel capacitance can
effectively reduce the noise contribution of the tail. It is
worth mentioning; the analysis also shows that the time
constant of the tail node (x) has a very important role in
the amount of noise rejection. While bigger tail
capacitance is led to a more noise rejection of tail
transistor, it creates a low impedance path and
deteriorates the quality factor of LC tank. So, the phase
noise caused by cross-connected transistors may be
increased. Although the ISF of transistors is usually
degraded by increasing conduction angle, our analysis
reveals, in the case of large Cr, tail ISF is improved by
increasing conduction angle.
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ABSTRACT

Multi-area economic load dispatch (MAELD) decides the measure of power that can be fiscally
generated in one area and transfered to another area. The goal of MAELD is to determine the most
prudent production arrangement that could deliver the nearby power requirement without violating tie-
line limits. This study presents a new swarm algorithm called as squirrel search optimization (SSO) to
solve the MAELD problems. The impacts of transmission losses, prohibited operating zones, valve point
loading and multi-fuel alternatives are additionally contemplated. SSO impersonates the searching
conduct of flying squirrels which depends on the dynamic bouncing and skimming procedures. To
demonstrate the potency of the suggested approach, it is examined on three different test systems for
solving the MAELD problems. Comparative examinations are performed to analyze the adequacy of the
suggested SSO approach with exchange market algorithm and different strategies revealed in the
literature. The experimental results show that the proposed SSO approach is equipped for acquiring
preferred quality solutions over the other existing strategies.

doi: 10.5829/ije.2021.34.01a.14

NOMENCLATURE

ajj» by Cjj Cost coefficients of generator j in area i nz, ng Total number of POZs and generating units
respectively

ejj, fij Cost coefficients of the VVPL effect of generator jinareai  Pp; Power demand in area i

Fii(Pi) Fuel cost of the generator j in area i Pap predator presence probability

nf Number of fuel alternatives Pij Real power generation of generator j in area i

M; Number of participated generators in area i Pij,mins P ijmax Minimum and maximum generation j in area i

m Index of prohibited zone Ti Tie line power stream from area i to area z

1. INTRODUCTION

are profoundly encouraging for utilizing in the power
grids.

Multi-area economic load dispatch (MAELD) is a
portion of economic load dispatch (ELD) which
concentrates on critical issues about energy management
of the modern power systems. In reality, MAELD
characterizes the amount of power which can be
monetarily delivered in one area and transferred to
another. The principle objective of MAELD is to
determine the most conservative power generation
strategy which could stream the nearby power demands
with no abusing tie-line limit limitations. As of late,
MAELD is considered as a new part of ELD issues which

*Corresponding Author Institutional Email: vp.sakthivel@yahoo.com
(V. P. Sakthivel)

In recent years, swarm intelligence algorithms have
been broadly used to solve the MAELD problem.
Jayabarathi et al. [1] proposed a proficient technique for
multi-area  economic  dispatch  problems  using
evolutionary programming (EP) approach. The
performance of the various evolutionary algorithms, for
example as real-coded genetic algorithm (RCGA),
particle swarm optimization (PSO), differential evolution
(DE) and covariance matrix adapted evolution strategy
(CMAES) on MAELD problems with Karush-Kuhn-
Tucker optimality confirmations were examined by
Manoharan et al. [2]. The simulation results revealed that

Please cite this article as: V. P. Sakthivel, P. D. Sathya, Squirrel Search Squirrel Search Optimization for Non-convex Multi-area Economic
Dispatch, International Journal of Engineering, Transactions A: Basics Vol. 34, No. 01, (2021) 120-127
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the CMAES algorithm offers preferred outcomes over
different algorithms considered. Sharma et al. [3]
investigated and analyzed the performance of different
DE strategies enhanced with time-varying mutation to
solve the reserve constrained MAELD problem.
Somasundaram and Jothi Swaroopan [4] introduced
another computationally efficient fuzzified particle
swarm optimization algorithm for solving the security-
constrained MAELD of an interconnected power system.
Basu proposed artificial bee colony (ABC) optimization
[5], teaching learning-based optimization (TLBO) [6]
and fast convergence evolutionary programming [7] for
solving MAELD problem with tie-line constraints,
transmission losses, multiple fuels and valve point
effects. Nguyen et al. [8] developed hybrid cuckoo search
algorithm to solve the MAELD problem. Ghasemi et al.
[9] presented hybrid DE-PSO technique for addressing
the MAELD, reserve constrained MAELD and reserve
constrained multi area ecological/economic dispatch
issues. Zhang et al. [10] introduced an improved
grasshopper optimization algorithm to take care of the
MAELD issue. The suggested approach considered the
tie-line constraints including transmission losses, POZ,
MFO and VPL impacts, and validated with different
meta-heuristics.

A new model was proposed to examine impacts of
uncertainties associated to component failures, load
demand and wind power on the generation scheduling
[11]. A dynamic optimization approach for optimal
choice of energy carriers in thermal power plants was
developed to analyse the substitution of energy carriers
in short-term planning of a power plant [12]. A hybrid
PSO and genetic operators was used for Pareto based
optimization of solar systems [13].

Recently, a new nature-inspired algorithm named red
deer algorithm (RDA) which mimicked the behaviour of
Scottish red deer was developed [14]. Furthermore, the
parameters and operators of RDA were made adaptive to
improve the performance of this optimizer [15]. The
effectiveness of improved RDA was proved on some
benchmarked functions and design optimization of
brushless motor. Fathollahi-Fard et al. developed a new
single-solution algorithm called social engineering
optimizer (SEO) which inspired the social engineering
phenomena [16]. An improved SEO was developed to
solve a truck scheduling problem in a cross-docking
system [17]. A multi-objective SEO was applied to solve
the HHC routing and scheduling problem [18] and an
integrated water supply and wastewater collection
network design problem [19].

From the review of the literature, many studies have
neglected MFO, VPL and the intertemporal constraints.
The MAELD problem with MFO and VPL effects
becomes highly non-convex and challenging. It is vital to
apply more effective heuristic approach to overcome the
curse of dimension and improve the solution accuracy.

To fill the research gap, a new approach, squirrel search
optimization is employed for solving the highly non-
convex MAELD problems with several operating
constraints. The SSO algorithm proposed by Mohit Jain
et al. [20] models the foraging activities of squirrel
individuals.

The primary contributions of this paper can be
summarized hereunder:

1. This paper models a more realistic formulation of the
MAELD problem by considering all actual
constraints and nonlinear characteristic  of
generating units including ramp rate limits, POZ,
MFO and VPL impacts.

2. The envisaged research work considers different
kinds of MAELD problems.

3. Todemonstrate the supremacy of the suggested SSO
approach, it has been examined on 2-area, 3-area and
4-area power systems, and compared with the state-
of-the-art approaches surfaced in the literature.

2. PROBLEM FORMULATION OF MAELD PROBLEM

The goal of MAELD is to endeavor the optimal set of
generation values in every zone just as shifting power
between various zones so as to minimize the objective
function subject to various imperatives.

The quadratic cost function of submitted generation
units in all zones can be detailed as follows:

Fo = 3.0, 2% Fiy(Py) @)

g «M;
2.2 22 (aij + bijPij + ciiPF) )

To display the impact of valve-points, a common
amended sinusoid commitment is added to the quadratic
function which is defined as:

F=%% 27;'1 aij + bijPyj + cijPh + ey x
sin(f;j X (Pijmin — Pij))|
Since generators are provided with multi-fuel sources,
every generator ought to be defined with a few piecewise
quadratic capacities superimposed sine terms mirroring
the impact of fuel type changes and the generator must
distinguish the most conservative fuel to consume. The

MAELD problem with VPL and MFO can be modeled
as:

®

F, = Z?fl Zy:il ijic + bijicPijic + CijiPliy + leijic %
sin(fijie X (Pijimin — Pijic))|
where k=1, ..., nf
The following equality and inequality constraints are
addressed to solve the MAELD problem.
The total power generated from a set of committed

units must fulfil the total load demand, tie line power
flow and transmission losses, and is given by:

4)
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M;
Xl Pij=Ppi+ P+ Y22 Tiz )

The real output power of thermal units ought to be in
their range between minimum and maximum limits:

Pijmin < Pij < Pijmax (6)

Because of security basis, power shifted between
various lines must not surpass their cutoff points. The
power transfer requirement between two unique regions
is characterized by

_Tiz,min < Tiz < Tiz,max (7)

The POZs are owing to the function of steam valve or
vibrations in the shaft bearings. The viable operating
sectors of unit is defined by

L
Pijmin < Pij < Pjjq
U L
Pij,k—l < PL'}' <P

-k k=2,...nzPY . < (8)
Pij < Pijmax

ijnz =

3. SYNOPSIS OF SSO

The hunt procedure starts when flying squirrels begin
scavenging. During fall, the squirrels look for
nourishment assets by skimming from one tree to the
next. At the same time, they change their area and
investigate various regions of trees. As the climatic
conditions are sufficiently hot, they can meet their every
day vitality needs more rapidly on the eating routine of
oak seeds accessible in bounty and thus they devour oak
seeds quickly after discovering them. The capacity of
hickory nuts will help them in keeping up their vitality
prerequisites in amazingly brutal climate and decrease
the expensive searching excursions and in this way
increment the likelihood of endurance.

Toward the finish of winter season, flying squirrels
again become dynamic. This is a monotonous procedure
and proceeds till the life expectancy of a flying squirrel
and structures the establishment of SSO. The SSO
refreshes the places of squirrels as indicated by the ebb
and flow season, the sort of squirrels and if chasers show
up.

Expecting that the quantity of the populace is N, the
upper and lower limits of the pursuit space are Xy and X..
N squirrels are arbitrarily created as follows:

X; =X, +rand(1,D) x (Xy — X;) 9

where, X; indicates the ith squirrel, (i=1: N); rand is an
random number somewhere in the range of 0 and 1; D is
the dimension of the problem.

SSO requires that there is just a single squirrel at each
tree, accepting the absolute number of the squirrels is N,
subsequently, there are N trees in the forests. All the N
trees contain one hickory tree and N, oak seed trees; the

others are typical trees that have no nourishment. The
hickory tree is the best nourishment asset for the squirrels
and the oak seed tree comes in just short of the win. The
squirrels are separated into three kinds: squirrels situated
at hickory trees (Wh), squirrels situated at oak seed trees
(Wa) and squirrels situated at ordinary trees (Wp).

The squirrels refresh their situations by skimming to
the hickory trees or oak seed trees as follows:
X+l — {Xlt + dch(Xéz - Xl.t) ifr = Py (10)

13

Random location otherwise
yevt = (X +dgGe(Xp —XD) if 12 2 Pay 1
= ) ) (11)
Random location otherwise

where, r1 and r; are random numbers in the range of [0,
1], Py is predator presence probability, Xh is the location
of squirrel individual which reached the hickory tree and
t indicates the current iteration. G¢ and dgy are gliding
constant and distance respectively.

Toward the start of every generation, the SSO
necessitates that the entire populace is in winter, which
implies all the squirrels are refreshed by Equations (10)
and (11). The squirrels are refreshed, regardless of
whether the season change is decided by the following
formulae.

2
Sé = \/Zg=1(xéi,k - Xﬁ,k) (12)

-6
Smin = W (13)

If Sic < Smin, Winter is finished and the season goes to
summer, or else, the season is unaltered. When the season
goes to summer, all the squirrels who float to Wy remain
at the refreshed area, and all the squirrels who skim to W,
and do not meet with chasers, move their locations as
follows:

Xinow = X, + Le'vy(x) x (Xy — X,) (14)

Le'vy is the arbitrary walk model whose progression
complies with the Le'vy appropriation and can be
determined by

axrg

Le'vy(x) = 0.01 x —3 (15)

lrplB

where, ra and r, are two randomly distributed numbers in
[0, 1], a and P are constants.

4. SUCCESSIVE PROGRESSION OF SSO FOR MAELD
PROBLEM

In this section, strategy to implement the SSO approach
for solving the MAELD problems has been depicted as
flow diagram in Figure 1.
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Read the input parameters of SSO and system data

a4
Randomly generate the real power within the
limits of all units to satisfy the constraints
v
Calculate the MAELD objective
value of each squirrel using Equation
v
Disseminate the locations of
v
Refresh the location of each
squirrel using Equations 10 and 11
w

Estimate the seasonal constraints and update the
location of each squirrel using Equations 12 and
v

.. No Yes
i+l iter = P>

A 2

Output the global location of squirrel as the optimal
generation scheduling for MAELD problem

Figure 1. Flow chart of SSO approach applied in MAELD
problems

5. NUMERICAL RESULTS

To assess the efficaciousness of the envisaged SSO
approach in solving the MAELD, computational
simulations are applied on three diverse test systems such
as two-area system with 6 generating units, three-area
system with 10-units and four-area system with 40 units.
Furthermore, to check the adequacy of the envisaged
SSO approach, the EMA approach is utilized for solving
the MAELD and compared with those of recently
published state-of-the-art approaches. The SSO and
EMA approaches are executed using MATLAB 7.1 onan
Intel core i3 processor with 4 GB RAM, and is executed
for 50 free runs for all the test systems. The
accompanying three case studies are contemplated.

Case study 1. MAELD with transmission line losses
and POZ impacts

Case study 2. MAELD with transmission losses,
VPL and MFO

Case study 3. MAELD with VPL impacts

5. 1. Parameter Tuning Taguchi method is used
to tune the parameters of the suggested SSO algorithm.
The parameters such as number of iterations, population

size, Pgp and G are chosen as independent design
variables. Each variable has three set values (level
values) as given in Table 1. Then, Ly orthogonal array is
used to determine the optimal SSO parameters. Table 2
presents the tuned SSO parameters. The parameters are
tuned at Run # 4 (a, b, ¢, d: 2, 1, 2, 3) for Case study 1,
and Run#5 (a, b, ¢, d: 2, 2, 3, 1) for Case studies 2 and
3 in the Taguchi array.

5. 2. Case Study 1 This case study considers a
two-area test system having six generating units. The
total power load is 1263 MW. The power balance,
generating unit limits, tie line limitations, transmission
losses and POZ are considered. In Ref. [5], the data of
cost coefficients, emission coefficients and POZ are
given. The power demand shared by area 1 and area 2 are
60 and 40 % of absolute load demand separately. The
power stream from area 1 to area 2 is limited to 100 MW.

The generation plan and the fuel cost procured by the
proposed SSO approach are tabulated in Table 3.
Besides, the area 1 imports power from area 2. Figure 2
shows a comparison between the fuel costs procured by
the SSO and EMA approaches, and other techniques
surfaced in the literature.

In Figure 2, it is obvious that the SSO approach has
obtained the minimum generation cost than the fuel costs
procured by the other aforementioned approaches.

5. 3. Case Study 2 In this case, 3 areas, 10-unit
test system with transmission losses, VPL and MFO is
taken into consideration. Area 1, area 2 and area 3
comprise 4, 3 and 3 generating units respectively which
are displayed in Figure 4. The power demand of this
system is 2700 MW. The power demand shared by areal,
area 2 and area 3 are 50 %, 25% and 25 % of total load

TABLE 1. Calibration of SSO

Parameters Level 1 Level 2 Level 3
a: Number of iterations 100 200 500
b: Population size 10 20 40

C: Pgo 0.05 0.1 0.15
d: G¢ 1.8 1.9 2

TABLE 2. Tuned parameters of SSO

Parameters Case study 1 Case study 2 Case study 3
Number of iterations 200 200 200
Population size 10 20 20

Pip 0.1 0.15 0.15

G 2 1.8 18
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TABLE 3. Best dispatch solution acquired by the envisaged
SSO approach for case study 1

Unit Power generation (MW)
P1,1 500

P1,2 200

P13 149.9909

P2,1 204.3295

P2,2 154.6983

P2,3 67.5957

T21 82.7642

PL1 9.4267

PL2 4.1891

Generation cost ($/h) 12255.3789

12256.65

12256.35

12256.05

12255.75

Generation cost {$/h)

12255.45

12255.15
RCGA  EP DE ABC EMA S50

Figure 2. Comparison of generation costs procured by
various approaches for Case study 1

TABLE 4. Best dispatch solution acquired by the envisaged
SSO approach for case study 2

Unit Fuel types Power generation (MW)
P11 2 225.7694
P12 1 211.5842
P13 2 491.3265
P14 3 238.5371
P21 1 252.6869
P22 3 235.7538
P23 1 264.7952
P31 3 236.4286
P32 1 330.8961
Pss 1 247.9518
Tn 17.2813
Ta 9.8161
Ts 8.6328
Generation cost ($/h) 654.4665

demand respectively. The power stream from one area to
another area is restricted to 100 MW. Table 4 presents the
simulation results acquired by the proposed SSO
approach. It can be seen that the optimal generation cost
acquired by the SSO approach is 654.4665 $/h which is

the least among the compared approaches. The Area 1
imports power from areas 2 and 3, and area 3 exports
power to area 2. The comparison between the results of
SSO approach with those of EMA, RCGA, EP, DE and
ABC approaches are illustrated in Figure 3. The results
show that the proposed strategy obtains the best
generation scheduling in comparison with different
strategies.

5. 4. Case Study 3 A four-area with forty units’
system is utilized in this case study. All the units have
VPL impacts, and thus the cost functions are non-arched.
The cost coefficients of this system are accessible in Ref.
[5]. The system has a total load equivalent to 10500 MW.
The schematic diagram of this four area test system is
shown in Figure 6. Each area consists of 10 generation
units. The distribution of power demand for area 1, area
2, area 3 and area 4 are 15, 40, 30 and 15 % of total load
demand respectively.

The power flow from area 1 to area 3, area 2 to area
3 and area 2 to area 4 are restricted to 200 MW. The tie-
line limits for area 1 to area 4, area 2 to area 4 and area 3
to area 4 is 100 MW. The optimal generation dispatch
acquired by the envisaged approach is given in Table 5.
The area 2 imports power from areas 1, 3 and 4; the area
1 imports power from areas 3 and 4, and area 4 exports
power to area 3. In this case study, the effectiveness of
the SSO approach has been compared with that of the
EMA, RCGA, EP, DE and ABC approaches.

Figure 4 outlines the results of this examination. Once
more, the SSO gave prevalent results than the previously
mentioned approaches.

5. 5. Sensitivity Analysis The sensitivity analysis
is performed for the number of food sources (Nss), and the
results are tabulated in Table 6. It is seen from the
investigation that the expansion in number of food
sources brings about upgraded precision and stability of
the approach. The expanded level of Nt prompts more
focuses in search space around which search is engaged.
Consequently, new solutions are discovered and better
investigation of search space is accomplished.

5. 6. Managerial Insights The application of SSO
to the MAELD problem demonstrates new managerial

G558

657

656

855

Generation cost {$/h}

B54
653
RCGA EP DE ABC EMA 530
Figure 3. Comparison of generation costs procured by
various approaches for Case study 2
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TABLE 5. Best dispatch solution acquired by the envisaged
SSO approach for case study 3

Power generation

Power generation

Unit Unit

(MW) (MW)

Pis 110.8909 Pss 523.8627
P2 110.5472 P32 523.558
Py 97.9593 P33 523.7572
Pis 1785386 Psa 523.7537
Pis 88.2575 Pss 523.3404
Pis 140 Pss 523.5308
P 258.8407 Ps7 10

Pis 284.2543 Pss 10

P 284.5497 Pss 10

Pito 130 Pato 86.4694
P 164.7045 Pas 190

P22 168.9706 Pa2 1535285
Pas 141.9572 Pas 189.7943
Pas 393.5854 Pas 164.1622
Pas 393.8418 Pus 164.6892
Pas 470.9157 Pas 164.3112
P 489.7922 P 87.6541
Pas 489.9491 Pus 87.2630
Pso 510.9340 Pas 108.1656
Paio 510.7577 Pato 512.9133
Ti 195.1514 Ta 60.5383
Ta 35.7749 Te 90.9470
Ta 178.4934 Tas 95.9961

Generation cost ($/h) 122268.82

1.3x10°

1,28x10°
1.26x10°

1.24x10°

Generation cost (5/h)

1.2200°

1,2010°

RCGA  EP DE ABC EMA 550

Figure 4. Comparison of generation costs procured by
various approaches for Case study 3

insights. This method provides a better performance in
comparison with other heuristic approaches. Examining
the results obtained by the SSO and other approaches, the
following points can be noticed.

Tables 1-3 provide that the minimum fuel costs
accomplished by SSO approach. The fuel cost obtained
are 12255.3789 $/h, 654.4665 $/h, and 122268.8214

TABLE 6. Sensitivity analysis with different the number of
food sources

Number of food Fuel cost ($/h)
sources (Ne), (%) Casestudy1 Casestudy2 Case study 3

20 12256.1364 655.2347 122292.6732
40 12255.3789 654.8431 122284.3763
60 12255.3789 654.4665 122268.8214
80 12255.3789 654.4665 122268.8214

$/h for case studies 1, 2, and 3 respectively. Those fuel
costs are less when compared with the revealed results in
recent literature as shown in Figures 2-4. This fact
demonstrates that the SSO algorithm is capable to obtain
solutions of a better quality and more stable than the other
algorithms.

The quality of the solutions is evaluated based on a
sequence of runs. In this paper, 50 independent runs are
performed for EMA and SSO approaches. For this
sequence, the values of the best, average, worst and
standard deviation of the generation costs are recorded.
The statistical values obtained from the EMA and SSO
approaches are tabulated in Table 7.

The low value of the standard deviation indicates that
the SSO algorithm have the ability to reach stable
solutions, when more runs are performed (50 runs).
Furthermore, the SSO has a better one than the EMA
strategy.

The convergence comparison of SSO and EMA
approaches is shown in Figure 5. It can be observed that
the SSO approach takes lesser number of cycles to unite
into the global optimal solution. Figure 6 shows the
average CPU time adopted by the SSO, EMA and other
strategies for the case study 3. It is significant that time
prerequisite is less and better than other referenced
techniques. Consequently, it tends to be noted that the
SSO technique is computationally productive when
compared with the recently referenced strategies.

Finally, Wilcoxon rank-sum test is performed for all
the case studies. the A p-value beneath 0.05
accomplished utilizing this test is estimated as plentiful
proof over the null hypothesis. Figure 7 shows the p-
values acquired by SSO versus EMA using Wilcoxon

TABLE 7. Comparison of results between EMA and SSO

Case study 2 Case study 3
Fuel cost
EMA SSO EMA SSO
Best cost 654.6 654.46 122525.75 122268.82
Average cost 656.86 655.53 122854.83 122352.95
Worst cost 657.99 656.96 123148.32 122653.37
Standard deviation ~ 0.954 0.74 35.78 20.36
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Figure 7. Comparison of Wilcoxon test results for all the
Case studies

rank-sum tests. It is apparent from the figure that the p-
value for each study is lower than the ideal estimation of
0.05. Consequently, the SSO approach produces
statistically significant results.

6. CONCLUSION

In this paper, a new swarm insight approach, squirrel
search optimization (SSO) approach is effectively
bestowed to solve the MAELD problem. To assess the
potency of the suggested approach, a benchmarking
analysis is directed between the SSO, EMA and different
heuristic approaches surfaced in the literature. Three
sorts of non-smooth MAELD issues; MAELD with
transmission losses and POZ (2-area with 6-unit system),
MAELD with VPL impacts (4-area with 40-unit system),
and MAELD with VPL and MFA impacts (3-area with
10-unit system) are addressed. The main conclusions of
the paper are itemized hereunder:

e In SSO, the predator presence behaviour and a
seasonal monitoring condition are incorporated to
update the position of squirrel in a better way, which
enhances the exploration and exploitation search

abilities of the algorithm significantly. The global
search ability of the algorithm is further enhanced by
Levy distribution. Accordingly, the convergence
behaviour and the global optimization capability of
the suggested SSO approach are better than those of
the other heuristic approaches in solving different
MAELD problems.

e Simulation results prove that the suggested SSO
approach is of prominent dominance in both solution
quality and computational efficiency.

As a scope of further research, the SSO algorithm can be

applied for solving more complex large-scale static and

dynamic ELD problems, large-scale multi-area economic
environmental dispatch, and unit commitment problems.
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1. INTRODUCTION pre-positioning [3]. These relief supplies include food,
potable water, medicine, vaccines, medical equipment,
tents and generators [4]. Pre-positioning is one of the

Although many advances in science and technology have . >
appropriate strategies employed to reduce human

contributed to the increased immunity of human beings . R
against natural disasters, numerous crises have caused casualties and damages to the logistics infrastructure.

various socioeconomic damages annually. As evidenced This strategy may develop several benefits, including an
in 2015, natural disasters affected more than 90 million improved response time and better purchase price of

people with 23000 people losing their lives in 113 supplies for relief organizations [5].
countries. Added to this, the damage caused by these Management of the emergency warehouses network

disasters is estimated to be $ 66.5 billion [1]. Owing to is considered the responsibility of the central government
both human and financial losses, interests and efforts are in most countries, and the design of this network is
devoted to the development of disaster management usual_ly cen_tr_allz_ed at the upper-lev_el of governance.
strategies. It consists of four sequential stages: Facility positioning is one of the key issues in de_s!gn!ng
mitigation, preparedness, response, and recovery. At the a network of emergency warehouses for pre-positioning
preparedness stage, the aim is to decrease the operation relief items. In some countries, the central government’s
time in the response phase [2]. Pre-positioning of deC|5|_ons on the positioning _of national resources have
emergency warehouses is one of the main tasks been_lgnored by regional demgon-mak_ers. Accordlpgly,
concerning the preparedness stage. Positioning relief provincial managers and parliamentarians use national

supplies near the expected location of disaster is called facilities for their representative area regardless of
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planning prospects, influencing the central government’s
optimal decisions. Clearly, in field studies of facility
positioning for managing logistics at times of disaster,
the modeling approach of most previous studies was
based on classical optimization techniques. The use of
single-level programming to model the problem of
positioning emergency warehouses in these countries is
not highly efficient. Therefore, to encourage the greater
participation of lower-level decision-makers in the
planning process, the bi-level programming approach can
be used to model the problem of pre-positioning
emergency warehouses. In this paper, a bi-level
optimization model is designed to apply location-
allocation to national and regional warehouses. Owing to
the bi-level optimization model complexity, in this paper,
three innovative solution approaches are presented by
full enumeration and the nested evolutionary sequential
approach. The main contributions of this research can be
summarized as follows:

o Introduction of a bi-level programming structure for
the use of national and regional decision-makers in the
field of emergency warehouse positioning

o Development of a bi-level model to locate and allocate
national and regional warehouses for relief supply pre-
positioning

o Design of nested evolutionary approaches and an exact
method based on full enumeration to solve binary bi-
level location-allocation models

o Comparison of nested genetic and heuristic algorithms
with different allocation modes to solve a model with
a large number of variables

The remaining of this article is organized as follows.

Section 2 and 3 are dedicated to review of the literature
on pre-positioning problems and the application of
single-level and bi-level programming in disaster
logistics. Section 4 presents the bi-level model for
location-allocation. Section 5 is related to the approaches
to solve the model. Section 6 is devoted to the results of
solving the optimization model. The final section
presents conclusions and suggestions.

2. LITERATURE REVIEW

2.1.Single-level Emergency Warehouses Location
Many review articles are found on the application of
optimization in disaster management, of which [6-8]
have especially addressed the pre-positioning problem.
Balcik, Bozkir and Kundakcioglu [9] reviewed and
categorized the pre-positioning based on problem
characteristics and the structure of optimization models.
Rawls and Turnquist [10] modeled the pre-positioning
problem to determine the location of the distribution
center, level of relief items and assignment of distribution
centers to demand points, using the stochastic mix-
integer model and the Lagrangian L-shaped method
(LLSM). In their next study, they developed the previous

model considering the service quality constraint [11].
Bozorgi-Amiri, Jabalameli, Alinaghian and Heydari [12]
presented a multi-objective optimization model for the
pre-positioning  problem. They wused a robust
optimization approach to model uncertainty. Verma and
Gaukler [4] designed two models for facility positioning
in the United States’ Strategic National Stockpile, one
being deterministic and the other stochastic. The amount
of damage inflicted upon response facilities and
population centers was considered a probabilistic
function of distance-damage. The results indicated that
the costs of facility locationing in the stochastic model
were less than those in the deterministic model. Rezaei-
Malek, Tavakkoli-Moghaddam, Zahiri and Bozorgi-
Amiri [13] developed a stochastic model to analyze the
location of warehouses and design a distribution plan.
The objective functions were considered to be the
response time post-disaster and operation costs at the pre-
disaster phase. Mohammadi, Ghomi and Jolai [14]
presented a stochastic multi-objective model for the relief
supply pre-positioning problem in which the demand
covering and total cost and satisfaction ratio were
considered objectives. Javadian, Modares and Bozorgi-
Amiri [15] formulated the relief supply chain to locate
local distribution centers and central warehouses. They
proposed two multi-objective evolutionary algorithms
and compared them with e-constraint method based real
data in Iran case study. Aslan and Celik [16] proposed
two-stage stochastic programming in which the first
stage includes the emergency warehouse location and
relief supply transportation planning in the second stage.
Their optimization model’s innovation was taking into
account the probabilistic cost of repairing damaged
roads.

2. 2. Bi-level Location in Disaster Logistic
Decentralized decision-making problems are typically
modeled under the Stackelberg game [17]. These
problems can be modeled in the form of bi-level
programming. In other words, an optimization problem
as the leader (upper-level) is limited by another
optimization problem as the follower (lower-level) [18].
In bi-level programming, the leader sets his/her decision
first, and then the follower decides to optimize his/her
goals while being aware of the decision taken by the
follower. Not until does it reach the equilibrium point,
this process continues [19]. The general form of the bi-
level programming model is formulated as follows:
min F(x,y)

xeX,yeY

St

y € argmin{f(x,y): g(x,y) <0,y = 0} 1)
yeEY

G(x,y) <0

x>0
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where G(x,y) and g(x,y) denote the upper and lower
level constraints, respectively.

The application of bi-level location in disaster
logistics is concerned with evacuation, relief distribution,
facility location, and pre-positioning. Each of these
problems can be divided into two phases (pre and post-
disaster). As Table 1 shows, most studies have focused
on evacuation, and fewer researches have investigated
the effect of pre-positioning emergency warehouses.
Kongsomsaksakul, Yang and Chen [20] provided a bi-
level optimization model for an evacuation plan, based
on a problem presented by the Stackelberg game.
Planning authority and evacuees were considered to be
the leader and the follower, respectively. The leader
determined the number and locations of shelters, and the
follower selected the target shelter and route. Hua-li,
Xun-ging and Yao-feng [21] developed a location-
routing problem in the urban emergency system as bi-
level programming in which the objective of the upper-
level was to maximize the total time satisfaction served

and the lower-level was to minimize the total cost. Li,
Nozick, Xu and Davidson [22] in their study developed a
scenario-based bi-level model for evacuation planning.
The facility planner and network user were considered as
upper and lower decision-makers, respectively. The
upper-level was a two-stage stochastic programming
model for location and allocation. The lower-level model
was concerned with the network decision-maker
regarding route selection. Camacho-Vallejo, Gonzalez-
Rodriguez, Almaguer and Gonzalez-Ramirez [23]
proposed a bi-level programming model to optimize the
location of distribution centers in humanitarian logistics.
The government of the affected country and non-profit
international organizations were considered to be the
upper-level and the lower-level, respectively. The
objective functions of the upper and lower level model
were known to be the minimization response time and the
minimization cost of sending relief items to the storage
center. Gutjahr and Dzubur [24] developed a multi-

TABLE 1. A review of recent researches on bi-level location in disaster logistic

Upper-level Lower-level
Author’s Problem Disaster it ioti Solving Uncerainty
Decision Objecfuve Decision Objec_tlve
function function
Kongsomsaksakul, Evacuation General Shelter Evacuation Route Travel Nested )
Yang and Chen [20] location time({) choice Time(!) evolutionary
Ng, Park and Waller . Shelter Evacuation Route Travel Nested
[27] Evacuation Manmade location time(d) choice Time(l) evolutionary )
Apl\_/atanagul, . . location- Risk, travel Route Travel Heuristic
Davidson and Evacuation Hurricane Allocation time({) choice Time({) algorithm *
Nozick [28] g
Li, Nozick, Xu and . . location- Route Travel Heuristic
Davidson [22] Evacuation  Hurricane Allocation Cost(l) choice Time(!) algorithm *
Hua-li, Xun-ging Facility - Route Time Genetic )
and Yao-feng [21] location General Location Cost(t) choice satisfaction(T) algorithm
Camacho-Vallejo,
Gonzélez-
Rodriguez, L . Response . Shipping Heuristic )
Almaguer and Distribution  Earthquake  Allocation time(l) Allocation cost(l) algorithm
Gonzélez-Ramirez
[23]
. Costs({),
Gutjahr and Dzubur Distribution General Location Uncovered Allocation W_ard_rop Exact method -
[24] equilibrium(l)
demand({)
Xu, Wang, Zhang I - Weighted Route Transportation Genetic
and Tu [25] Distribution ~ Barthquake  Location i oneory  choice times(l) algorithm *
Chen, Tadikamalla, - . Nested
' ' Pre- location- Response - Allocation . -
Shang and Song L Earthquake - : Allocation - differential -
[29] positioning Allocation time({) fairness(!) evolution
Safaei, Farsad and Pre- Location- . .
Paydar [26] positioning Flood Allocation Cost({) Allocation  Supply risk(l)  Exact method +
Haeri, Motlagh, . Unsatisfied .
Samani and Rezaei Pre- Earthquake Location- demand(l)  Allocation Transportation  Fuzzy goal +
[30] positioning Inventory Cost(l) costs({) programming
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objective bi-level optimization model to locate
distribution centers in a relief supply chain. The aid-
providing organization was regarded as the leader and the
beneficiaries as followers. The objectives of the leader
were to minimize the total opening cost for distribution
centers and total uncovered demand, and the followers’
objective was to provide user equilibrium related to the
leader. Xu, Wang, Zhang and Tu [25] proposed a multi-
objective bi-level programming for the location-routing
problem in the post-earthquake phase. The leader
(Rescue Control Center) decided on the location of
distribution centers, and the follower (Logistics
Company) selected an optimal route to collect relief
supplies from distribution centers. Road conditions were
considered a source of uncertainty in this optimization
model. Safaei, Farsad and Paydar [26] utilized a bi-level
programming model to locate distribution centers and

National level (I.eader)

National \'\

warehouse
1)

e sl Demand city
ona

warchouse
_— e o

select suppliers. The leader’s objective function was to
minimize operational costs and uncoated demands, and
the lower-level aimed to minimize the risk of the
supplier’s choice.

3. PROBLEM DESCRIPTION

In this paper, the disaster emergency network was
assumed to comprise three stages (see, Figure 1). The
first stage includes a set of national warehouses, the
second contains regional warehouses, and the last is
comprised of demand cities. Regional warehouses
receive their relief supplies from national warehouses.
Demand cities are serviced only from regional
warehouses, and the direct shipment of goods from
national warehouses to demand cities is prohibited.

Regional level (Follower)

(k)

Upper lev el (lead er)
Ohbjective function:

Decision variables:
Z.,X; € {0=l}
N B

Determine:
L ocation of national warehouses

Minimizing: sum of the total weighted distance between
national warehouses and regional warehouses

| Allocation of national to regional warehouses |—

L 2

Determine:

Ohbjective function:
Minimizing: sum of the total weighted distance between
regional warehouses and demand points

Decision variables:

Z;.¥Vp € {0.1}

Location of regional warehouse s

Lower lev el (Follow er)

Allocation of regional warehouses to demand points

Figure 2. Framework of model for bi-level location-allocation problem
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According to Figure 2. the problem has a bi-level

structure for which the national top-level decision-maker

is regarded as the leader and regional decision-maker as

the follower. The aim of both decision-makers is to locate

warehouses that completely cover all demands. The

leader makes the decision on the location of national

warehouses, and their assignment to regional

warehouses. The case holds the same for the follower

deciding on the location of regional warehouses and their

assignment to demand cities. The following assumptions

are considered for modeling:

e This model considers a single relief item

e The capacity of each emergency warehouse at both
levels is based on the proportion of demand covered
by candidate cities.

e Each demand city cannot be served by more than one
regional warehouse.

e Each regional warehouse cannot be served by more
than one national warehouse.

e The total capacity of all located regional warehouses
must be more than the total weight of demand cities.

e The total capacity of all located national warehouses
must be greater than the capacity of all regional
warehouses.

There is no shipping between the same warehouses in

each stage.

Indices
I set of candidate cities for national warehouses
J set of candidate cities for regional warehouses
K set of demand cities
Parameters:
urd;; Road distance of national warehouse i
from regional warehouse j
Ird;, ~ Road distance of regional warehouse j from
demand cities k
ldw,, Demand weight associated to demand cities k
ucap; Capacity of national warehouse i
lcap;  Capacity of regional warehouse j
umax Number of national warehouses to establish
Imax Number of regional warehouses to establish
Decision variable:
Z;=1 if a national warehouse is established at
candidate city i, and O otherwise.
X;j =1 ifregional warehouse j is allocated to national
warehouse i, and O otherwise.
Z;=1 if a regional warehouse is established at
candidate city j, and 0 otherwise.
Y =1 if demand point k is allocated to regional
warehouse j and 0 otherwise.
udw; Demand weight associated to each regional
warehouse j

(udw; = Xf_, ldwy, = Yy,)

BL-EW-LAP Model:
Upper-level model (ULM)

min o1 2eq udwiurd, i X 2)
Subject to: Y7, Z; = umax ?3)

=1 Xij =1 vj 4
YL udwiX; < ucapiZ; Vi (5)
Yoy ldwy Yy = X udwX;; V) (6)
Z;, X;; €{0,1} U]

Lower-level model (LLM)

Min Z}leﬁzlldwklrdjkl/jk (8)
Subject to: Y7L, Z; = lmax 9)
SPaVe=1 vk (10)
YKoy ldwy Yy < lcapZ; (11)
Tk ldwy Yy = (T udwiX;;)Z; V) (12)
Z; Yy €{0,1} (13)

Equations (2)-(7) refer to the upper-level model
(ULM), whereas Equations (8)-(13) represent the lower-
level model (LLM). Equations (7) and (13) set binary
conditions for the decision variables of both levels. The
objective function of the upper-level is to minimize the
total weighed distance between national and regional
warehouses. Equation (3) ensures that the maximum
number of national warehouses that can be established on
the candidate sites is equal to (umax). From equation
(4), it is guaranteed that each regional warehouse j is
likely to be allocated to national warehouse i. Equation
(5) is to ensure that the regional warehouse allocated to
the national warehouse will not exceed the capacity.
Equation (6) is a balance constraint for each regional
warehouse. In other words, the amount of demand
weights of cities allocated to a regional warehouse should
be equal to the value allocated from the national
warehouse. Similar to that of the upper-level, the
objective function of the lower-level model minimizes
the total weighed distance between regional warehouses
and demand cities (Equation (8)). The interpretation of
Equations (9)-(12) is similar to that of Equations (3)-(6).
In fact, in Equation (12), udw; is equal to ¥, ldwy, * Yj;
therefore, udw; becomes a decision variable.
Consequently, the equation will be non-linear. To
linearize Equation (12), we utilize Aj, as an auxiliary
variable and introduce the following sub-situations:

Yho1 ldwy Yy = X1y Yoy ldwi A Xy Vj (14)

A <Yy Vjk (15)
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A <Z; Vjk (16)
A 2Yp+Z; —1 Vjk 17
Aj, €{0,1} (18)

4. SOLUTION ALGORITHMS

Several approaches have been proposed to classify
algorithms for bi-level optimization problems that can be
generally divided into two groups; classical and
evolutionary approaches [31]. For bi-level programming
to be a strong NP-hard problem [32], utilization of
evolutionary algorithms for this type of problems is well-
suited. Applications of evolutionary algorithms for bi-
level programming can be divided into four groups: i)
Single level transformation, ii) Nested, iii) Multi-
objective, iv) Co-evolutionary [33]. Genetic algorithm is
one of the most effective evolutionary algorithms
frequently used for bi-level optimization problems. In
[34-37], the genetic algorithm is utilized in the nested
evolutionary sequential approach. Different types of
evolutionary algorithms have also been used to solve
facility location bi-level programming models. Huang
and Liu [38] developed an interactive evolutionary
framework for mixed integer bi-level programming in the
location-allocation problem. They employed genetic
algorithm for the lower-level model and enumeration
vertex method for the upper-level model. Chen,
Tadikamalla, Shang and Song [29] developed an
improved differential evolution algorithm (IDE) to solve
a binary bi-level model for the emergency warehouse
location-allocation problem. The computational results
of IDE were compared with the results of conventional
differential evolution algorithms.

As Table 2 shows, there have been three approaches
developed to tackle the BL-EW-LAP. The first approach,
named Full Enumeration and Exact Algorithm (FE-EA),
is based on explicit complete enumeration methods. The
general structure of the second and third approaches is
based on the Nested Evolutionary Approach (NEA).
These approaches have been named Nested Genetic and
Exact Solution (NG-ES) and Nested Heuristic Local
Search and Exact Solution (NHLS-ES), for which the
genetic algorithm and the heuristic local search algorithm
have been proposed to solve ULM. In both approaches,
the LLM has been solved by the exact algorithm. In this

TABLE 2.The solution approaches for BL-EW-LAP

Name of Type of Upper-level Lower-level
Algorithm approach solution solution
FE-EA Full ) EXE_lCt EXZflCt
enumeration algorithm algorithm
NG-ES Nes_ted Gengtlc Exgct
evolutionary algorithm algorithm
nested Heuristic Exact
NHLS-ES evolutionary local search algorithm

study, GAMS was used with branch-bound algorithm as
an exact algorithm in the proposed approaches.

4. 1. Full Enumeration and Exact Algorithm (FE-
EA) According to Figure 3, in the first step, the
FE-EA algorithm identifies all the allocation modes of
national warehouses to regional warehouses (X;;). In the
second and third steps, (X;;) are sent to the LLM and the
optimal solutions of the LLM (Z;",Y;,") are calculated by
the exact algorithm. In steps 4 and 5, (Y}, ") as a parameter
are sent to the ULM and the optimal solutions of the
ULM (z;*,X;;*) are calculated for all cases through the
exact algorithm. Finally, the best solution of the ULM is
determined to be the optimal solution for the bi-level
problem.

4. 2. NEA for the BL-EW-LAP Model In this
approach, in the first step, an initial solution
(Zi, Xij, Z;,Y;y,) is generated for the bi-level model. In the
next step, X;; is sent as a parameter for LLM. In the
sequel, through the exact algorithm, optimal solutions of
the LLM (Z_;-‘,Y]-;;) are calculated. In the next step, the
values (Z_]f, Y;,) are transferred to ULM and replaced with
the previous solutions. Then, the evaluation phase is
performed. In this framework, the genetic algorithm and
the heuristic local search algorithm are proposed
separately. In the initial solution phase, (Z;,Z;) are
generated randomly, and (X;;, Y;,) are calculated through
the two heuristic allocation algorithms (Demand
algorithm or Average distance algorithm), presented in
[39]. In both heuristic allocation algorithms, assignment
of facilities is based on the nearest distances. The
difference between heuristic methods is the sorting
criteria of nodes and their priority determination in the
assignment. In the demand algorithm (DE), regional
warehouses and demand cities with higher demand
weights (udw;, ldwy, ) are of higher priorities. In Average
distance algorithm (AD), regional warehouses with the
highest average distance to national warehouses and
demand cities with the highest average distance to the
regional warehouses are of higher priorities. Since
allocation processes at upper and lower levels are
performed through two allocation methods, in the NEA
framework, four algorithms can be separately used to
solve the model for each approach.

4. 3. Nested Genetic-Exact Solution (NG-ES)
Generally, this algorithm consists of two phases; the
initial solution generation and the evaluation phase.

Construct all allocation modes of the ULM (X;;)
Let X;; be as a parameters into the LLM
Calculate Z;, V;, by an exact algorithm

Let Yj; be as a parameters into the ULM
Calculate Z;, X}, OF;,, for each Y}, by an exact
algorithm

Find Min {OF; )}

L O

ook

@

Figure 3. Pseudo-code of FE-EA algorithm
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Figure 13 presents the Pseudo code of NG-ES. In the
initial solution phase, an initial population (POP,) is
generated. As Figure 4 shows, the structure of the
chromosome is composed of two parts, the first one
assigned to locating the national warehouse and the
second dedicated to locating the regional warehouse. The
length of the array for both parts is equal to the maximum
number of warehouses, which can be placed at national
and regional levels(umax, Imax). A solution is made by
unique integers between 1 and m for part 1 and unique
integers between 1 and n for part 2. In this phase, demand
cities are allocated to regional warehouses, and (Yj;) is
calculated by one of the heuristic allocation algorithms.
In the next step, the weight associated to each regional
warehouse (udw;) is calculated using equation
(X ldwYj). Again, through the heuristic allocation
algorithm, regional warehouses are allocated to the
national warehouse, and (X;;) is calculated. Next, (X;;)
is sent to LLM as the parameter. In the next step, LLM is
solved using the exact algorithm. Afterward, the optimal
solution of LLM(Y;) is sent for ULM.
Regarding (¥ ), (X;;) is modified and replaced with the
previous solution.

In the evaluation phase of the algorithm, crossover
and mutation operators were applied to the existing
solutions. A two-point crossover operator was designed
according to Figure 4. In the crossover operation, one of
the two parts of the chromosome is randomly selected
with the same chance (probability of selection = 0.5), and
the two-point crossover operator is applied to that part. If
each chromosome part contains a duplicate index
indicating an infeasible solution, it will be modified as
observed in Figure 5. Similar to the crossover operator,
the mutation operation selects one part of the
chromosome randomly with the same chance. Afterward,
one cell is randomly selected and replaced with an index
not existing in the parent. Therefore, the mutation
operator produces an offspring from one parent
chromosome.

umax I max

[ e |

[3Va4J2 11 [3]6[7]4[572][1]Parentt

(421316 2]3]72T]3] paent2
1

| $

(BTl 1376171452 1] offspring1

(4742731 [6]2]3[7]2]3] Offspring2

Repair Step @

[3]o2J1[5]3]6J7[4]5[2]1] Offspring1

[STATZT3 T8 2 31T 213] ofprng?

Figure 4. Two-point crossover operator

[slafaf7 [3fe]a[afs]2fr] Parent

Other candidates {2, 3, 8., 6, and 9} @

[s]s5]4]7 3 6]7]4]5]2]1] offspring

Figure 5. Mutation operator

4. 4. Nested Heuristic Local Search-Exact Solution
(NHLS-ES) The general structure of NHLS-ES
is similar to that of NG-ES. Figure 12 presents the Pseudo
code of the NHLS-ES algorithm. The initial solution
generation is the same as the NG-ES algorithm. The
evaluation phase uses the mutation operator to generate a
neighborhood solution. Mutation operator selects one
part of the chromosome randomly. The probability of the
selection for the first and second parts of the chromosome
is calculated based on formulas (19) and (20),
respectively. Figure shows the neighbor search operator.

Pfirse = U Max/(umax+1max) (19)

Psecond = | Max/(u max-+ I max) (20)

The mutation operator is sequentially three-point,
two-point, and one-point. In each iteration of the
mutation process, if it is better than the best solution, the
objective value of a new solution is considered the best
solution. At each stage of mutation, the Sub-lter is
specified as the number of internal repetitions. If in that
number of repetitions, the objective value is not
improved, the type of mutation is changed from three-
point to two-point and eventually from two-point to one-
point. Generally, unless the best answer improves the
number of iterations (MaxCon), the algorithm stops.

5. RESULTS

5. 1. Case Study The model parameters were
adjusted based on the Iran case study. Nine large cities
and all centers of provinces in Iran (31 provinces) were
selected as national and regional warehouses candidates,
respectively. Furthermore, 118 cities with more than
150000 people were considered demand cities.
According to formula (21), (udwy) is calculated based
on the earthquake risk (ER) and the population of the city
(PO). Population statistic was extracted from the

[8[1Jaf7[o]6]7T4[5]2]1] Curentsolution

One of the cell is randomly selected and replaced by a candidate that does not exist
in the current solution: {3, 8, 10}
@ Mutation

‘3‘1|4‘7 ‘9|3‘3‘4‘5‘10|1‘ Neighborhood solution

Figure 6. Neighbor search operator
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Statistical Center of Iran website based on the Population
and Housing Census (2016). The Iranian Code of
Practice for Seismic Resistant Resign of Building,
Standard N0.2800 was used to calculate the earthquake
risk of the cities (ER).

udw, = ER, * PO, (21)

In this paper, to calculate the distances matrix

between nodes (urd;;, Ird;;), road distance was
obtained from the Google Maps Platform and Distance
Matrix API service. A code was written in Python
programming language to determine the distance matrix
of nodes (urd;;, lrdy).
5. 2. Computational Results The small size
problem was solved by FE-EA, and the optimal location
and allocation were reported. When the lower-level
problem was solved to optimality, the performance
assessment of the bi-level problem was conducted using
the upper-level objective [33]. Table 3 reports the
numerical results obtained by NG-ES and NLS-ES
algorithms for the upper-level. As Table 3 show, two
algorithms from NG-ES and one from NLS-ES were
obtained as the optimal solution.

Owing to the inefficiency of FE-EA in large-size

problems, it is only solved by NHLS-S and NG-ES.
Tables 4 and 5 report the best and the average values for
all algorithms. The minimum value of the leader’s
objective function is related to NG-ES with the DE-AD
code. This algorithm uses the DE and AD algorithm to
allocate facilities at upper and lower levels, respectively.
As Figures 7 and 8 show, based on the best and average
value, NG-ES (DE-AD) outperforms other algorithms
and is selected as the appropriate algorithm for BL-EW-
LAP. According to Figure 9, all types of NG-ES
algorithm have better performance than NHLS-ES for
standard deviation. In addition, NHLS-ES is converged
much faster than NG-ES is (Figure 10). Since BL-EW-
LAP is a strategic and long-term problem, CPU time is
not considered the important criterion to select an
appropriate algorithm.
Figure 11 illustrates the behavior of the objective
functions and the effect of the leader’s response on the
follower for different solutions. The leader is
monotonically decreasing, while the follower has some
fluctuation. Table 6 depicts the effect of parameters
(umax, lmax) change on the value of the objective
function. With the increasing number of national
warehouses, the objective function of both levels is

TABLE 3. Results of all algorithm for the upper-level in the
small size problem

NHLS-ES NG-ES Algorithm code
912589320.2 912589320.2 DE-DE
946221123 912589320.2 DE-AD
946221123 946221123 AD-DE
946221123 1101597134 AD-AD

reduced, but the increase in the number of regional
warehouses does not affect the objective function of the
leader and follower models.

2.4E+09 === NHLS-ES
2.2E+09 a=@==NG-ES
2E+09
1.8E+09
1.6E+09
1.4E+09
1.2E+09
1E+09

Objective value for ULM

DE-DE DE-AD AD-DE AD-AD

Figure 7. Best solution (NG-ES,NHLS-ES)

2.9E+09 @@ NHLS-ES
2.7E+09 NG-ES

2.5E+09
2.3E+09
2.1E+09
1.9E+09 o~
1.7E+09
1.5E+09

Objective Value Avarage for
ULM

DE-DE DE-AD AD-DE AD-AD
Figure 8. Average of solutions (NG-ES,NHLS-ES)

1E+09 NHLS-ES
900000000 =@ NG-ES
800000000
700000000
600000000
500000000
4
3

Standard deviation
objective value for ULM

00000000
00000000
200000000

~—

DE-DE DE-AD AD-DE AD-AD

Figure 9. Standard deviation of solutions (NG-ES,NHLS-
ES)
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4200
3700 =@ NG-ES
3200
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2200
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Time (s)

DE-DE DE-AD AD-DE AD-AD
Figure 10. CPU time of Algorithms (NG-ES,NHLS-ES)
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TABLE 4. Results of NHLS-ES algorithm for the large size problem
Algorithm code Average of leader solutions  Best solution Leader Best solution follower ~ Standard deviation =~ CPU time
DE-DE 1929385300 1356849145 19240511260 708256048.8 797.2
DE-AD 2062886677 1548416948 12505727872 529921735 943.8
AD-DE 2287684536 1610141001 16760613398 920550513 736.8
AD-AD 2810441087 2293225935 15642906833 602752285.6 560.3
TABLE 5. Results of NG-ES algorithm for the large size problem
Algorithm code Average of leader solutions  Best solution Leader Best solution follower ~ Standard deviation CPU time
DE-DE 2161814222 1186002289 15220205195 377314775 2448
DE-AD 1665766868 2135123991 12515807758 449096980 2821
AD-DE 1904908088 1610141001 13067224449 330637134 4015
AD-AD 2033692902 1725735466 16780294548 329650646 3307

4 leader

COSSo0o000e”

Best solution

Iterations
Figure 11. The variations of objective functions

TABLE 6. Impact of change (umax,lmax) on objective
functions

Leader objective Follower objective

umax  lmax function function

2 3 912589320.2 2913096362
2 4 912589320.2 2913096362
2 5 912589320.2 2913096362
3 4 768888241.7 2709942156
3 5 768888241.7 2709942156

6. CONCLUSION

In this paper, a new bi-level programming model was
designed for location-allocation emergency warehouses
in the pre-positioning relief supply problem. In this
model, the leader makes a decision on the location and
allocation of national warehouses by predicting the
location of regional warehouses and allocating them to
demand cities. The application of this type of modeling
suits countries where the design of the relief network is
decentralized. The contribution of our problem in the pre-

positioning literature is to model the location-allocation
emergency warehouses problem in the framework of bi-
level optimization. This model can also be used in the
decentralized business supply chain. One requirement of
logistic planning in disaster management is a limitation
in the dispatch time of relief items from national
warehouses to regional warehouses and the regional
warehouse to service demand points. Accordingly, as a
future suggestion, some constraints can be considered on
the response time or coverage radius for national and
regional warehouses. This helps the optimization model
to become more realistic. Furthermore, there is more than
one decision-maker at national and regional levels,
leading to the design of multi-leader and multi-follower
bi-level models. This kind of problem has more
complexity than single leader/follower bi-level
programming, especially for discrete problems. Another
modeling suggestions is to consider various objective
functions for upper-level and lower-level models.
Furthermore, this problem can be modeled in the context
of critical facility location.

Based on the comparison of NG-ES and NHLS-ES, it
can be concluded that the developed algorithms compute
the solution of the acceptable accuracy with a reasonable
amount of time for a real problem. The NG-ES approach
exhibited better results in this paper in terms of the
standard deviation of solutions. The genetic algorithm
exploits the well observed solutions, and it increases the
intensification of the algorithm. NG-ES (DE-AD)
outperformed all the sub-groups of NG-ES and NHLS-
ES with the best, average and standard deviation of
solutions for models with many variables. The main
reasons behind the superiority of NG-ES (DE-AD) over
three other nested genetic algorithms are concerned with
the allocation method. The solution generation of all
modes of NG-ES and NHLS-ES is a bottom-up approach
(lower-level model to upper-level model), meaning that
to calculate (;;), (Yj) must be calculated first. In certain
cases, the generation of good solutions for the follower
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may exclude the generation of good solutions for the
leader. This mechanism reduced the exploration of the

search

space  (diversification), influencing its

performance considerably. The development of nested
evolutionary with different initial solution mechanisms
and an exact method to solve these large size problems
precisely can be a suggestion for further research.
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8. Appendix: Pseudo Code of Solution Algorithms

13:
14:

15:
16:
17:

Input

Let Sub — iter be internal loop iteration

Let Lmax be number of local search method

Let CON be a counter that initially set to 0

Let MaxCON be the maximum number of trials that the
algorithm is not improved improve the solution*/
Generate an initial solution/*integer string™ /

For all chromosomes

Calculate Y;, by the allocation heuristic algorithm
Calculate udw; = ¥, ldw; Y

Calculate X;; by the allocation heuristic algorithm
Let X;; be as a parameters into the LLM

*

Calculate, Kk by an exact algorithm

Let X peasa parameters into the ULM

Update udw; and calculate X;; by the allocation heuristic
algorithm based on chromosome

L=1

Best Solution = Current Solution

While Con < MaxCon

10.
11.
12.
13.
14.
15.
16.
17.

18.
19.
20.

21.
22.

iter =1
Repeat
Create new neighborhood by mutation method
Calculate new neighborhood objective function
If FNew < FBest
Current solution = new neighborhood
Iter=iter+1
Until (iter < Sub-iter)
If current solution < Best Solution
Best Solution = current solution
L=L
Con=0
Else
L=L+1
If L>Imax
L=1
Con=Con+1
End
Output best solution found
Figure 12. Pseudo-code of NHLS-ES

Input
Let P bethe percentage of Crossovers population

Let P be the percentage of Mutation population
Let POP pe the size of population

Let spr be the percentage of Selection pressure rate

Let CON be a counter that initially set to 0

Let MaxCON the maximum number of trials that the

algorithm is not improved

Selection method of parent /*Roulette wheel selection*/
Initial Solution generation

Generate an initial population of chromosomes (P°Po)
[*integer string*/
For all chromosomes
Calculate Y;, by the allocation heuristic algorithm
Calculate udw; = ¥, ldw;Y;
Calculate X;; by the allocation heuristic algorithm
Let X;; be as a parameters into the LLM
Calculate Y;; by an exact algorithm
Let Yy, be as a parameters into the ULM
Update udw; and calculate X;; by the allocation heuristic
algorithm
Evaluation phase:
While CON < MaxCON

*

Ne = MPOPT P/ % number of chromosomes that will be
generated by crossover*/
i=1;
While i<n./2
Select two chromosomes as parents based on Roulette wheel
selection
Generate two offspring chromosomes by crossover operator
Ny = NPOP * P, | * number of chromosome that will be
mutated*/
j=1
While j <n,,
Select a random chromosome
Mutate chromosome

For each new chromosome
Repeat 10 to 17 steps
Calculate OFy,,, of each new chromosome
Merge and sort population
Update stop condition

If the best solution not improve

CON = CON +1

Else

CON =0
End
Output best solution

Figure 13. Pseudo-code of NG-ES
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This paper discusses the problems of short-term forecasting of cryptocurrency time series using a
supervised machine learning (ML) approach. For this goal, we applied two of the most powerful
ensemble methods including Random Forests (RF) and Stochastic Gradient Boosting Machine
(SGBM). As the dataset was collected from daily close prices of three of the most capitalized coins:
Bitcoin (BTC), Ethereum (ETH) and Ripple (XRP), and as features we used past price information
and technical indicators (moving average). To check the effectiveness of these models we made an out-
of-sample forecast for selected time series by using the one step ahead technique. The accuracy rate of
the forecasted prices by using RF and GBM were calculated. The results verify the applicability of the
ML ensembles approach for the forecasting of cryptocurrency prices. The out of sample accuracy of
short-term prediction daily close prices obtained by the SGBM and RF in terms of Mean Absolut
Percentage Error (MAPE) for the three most capitalized cryptocurrencies (BTC, ETH, and XRP) were

within 0.92-2.61 %.

doi: 10.5829/ije.2021.34.01a.16

1. INTRODUCTION!

Cryptocurrencies are one of the popular modern
financial assets. Despite the fact that in the last decade,
since the appearance of the first cryptocurrency namely
Bitcoin, their exchange rates and market capitalization
have undergone several dramatic ups and downs. The
total market capitalization of cryptocurrencies amounted
to $ 15.6 billion at the beginning of 2017; at the
beginning of 2020 it was about $ 230 billion, and the
maximum market cap had reached almost a trillion
dollars ($ 860 billion) in the middle of 2018 [1].

The role and position of cryptocurrencies in the
global financial market is a controversial and debatable

*Corresponding Author Institutional Email:
vitalinababenko@karazin.ua (V. Babenko)

topic [2-4]. Significant fluctuations in their prices and
legal uncertainty of the transactions performed with
them in most countries causes significant uncertainty
and, as a result, high investment risk of these assets.

A vast majority of economists and researchers
inclined to believe that cryptocurrencies are speculative
financial assets, intended primarily for short-term
investments horizon (see, for example [2-6]). That’s
why for decision-making in the cryptocurrency market
it would be necessary to develop adequate forecasting
tools.

It should be noted, that cryptocurrency time series
are characterized by high volatility, non-Gaussian
distributions, heavy tails and the presence of abnormal
and extreme events [7-8]. At the same time, the key
drivers which determine the price of cryptocoins are still
poorly understood and identified [4-6].

Please cite this article as: V. Derbentsev, V. Babenko, K. Khrustalev, H. Obruch, S. Khrustalova, Comparative Performance of Machine Learning
Ensemble Algorithms for Forecasting Cryptocurrency Prices, International Journal of Engineering, Transactions A: Basics Vol. 34, No. 01,
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Therefore classical approaches based on statistical
frameworks, time-series and econometric models, which
were efficiently used for modeling and forecasting
traditional assets (fiat currencies, commodity prices,
securities value, etc.), in the case of cryptocurrencies
have proven to be ineffective.

Thus, the main purpose of our research is exploring
and comparing the efficiency of Machine Learning
(ML) ensembles-based approaches, such as Random
Forest (RF) and Gradient Boosting Machine (GBM) on
the problem of short-term forecasting of cryptocurrency
prices.

2. LITERATURE REVIEW

Recently, ML methods and algorithms, which have
shown significant effectiveness in many areas of
complex systems research (biomedicine, neurorobotics,
image and voice analysis, pattern recognition, machine
translation, etc.) [9-12], have been applied to financial
time series analysis [13-16].

The most common ML algorithms in financial
forecasting are Artificial Neural Networks (ANNSs) of
various architectures [16-20], and Support Vector
Machines (SVM) [20-23].

These approaches have proven to be effective for the
forecasting of financial assets [19-24] and
cryptocurrencies [18, 23, 25-28].

Several studies [18, 26, 28] presented the results of
predicting cryptocurrency exchange rates by using
ARIMA (as baseline) and different ML approaches.
Summarizing their results allows us to conclude that
ML algorithms outperform time series models in
predicting both cryptocurrency prices (or returns) and
their volatility.

There is a number of research papers (see, for
example, Makridakis et al., [13]; Bontempi et al., [14];
Persio and Honchar, [15]), which presented results
stating that ANN outperformed other ML methods at
forecasting cryptocurrencies prices.

However, Hitam and Ismail [27] compared
forecasting performance of different ML algorithms by
using cryptocurrency time series (prices). They tested
ANNs, SVM and Boosted NN for top-six cryptocoins
and conducted that SVM has better predictive accuracy
(in terms of Mean Absolut Percentage Error, MAPE)
than others.

Mallqui and Fernandes [28] examined Bitcoin price
direction and daily exchange rate predictions using
ANN and SVM. Regarding obtained results, the SVM
presented the best performance for both price trend
change (classification problem, accuracy 59.45%) and
exchange rate predictions (regression problem, MAPE
within 1.52-1.58%).

During the last few years the main attention of
researchers has been focused on the application of Deep

Learning (DL) approaches in the field of financial
forecasting, including cryptocurrencies [18, 29-33].

Sezer et al. [29] recently prepared a detailed
overview devoted to applying DL techniques for
forecasting financial time series.

McNally [18] focused on predicting Bitcoin trends
(classification problem) by using Recurrent Neural
Network (RNN) and Long Short Term Memory
(LSTM). He used only past prices and several technical
indicators such as the simple moving average for
prediction. The accuracy that he obtained for predicting
changes in the direction of the Bitcoin trend was within
51-52% for both of the methods.

Kumar and Rath [22] compared the forecasting
ability of LSTM and Multi-Layer perceptron (MLP) for
predicting the direction of price changes in Etherium.
They used daily, hourly, and minute data and concluded
that LSTM requires significantly more training time;
despite this it did not significantly outperform MLP.

In the study of Yao et al. [31], devoted DL
forecasting cryptocurrency prices, was used extended
dataset, which included lagged prices value, market cap,
trading volume, circulating and maximum supply.
According to their results the prediction accuracy has
been significantly increased when a wider dataset is
used.

Chen et al. [32] developed two stage forecasting
strategy. On the first stage they used ANN and RF for
feature selection of several economic and technological
factors, and on the second stage they made predictions
on the Bitcoin exchange rate by using LSTM. As to
their results, LSTM had better forecasting performance
than ARIMA and SVM. Moreover, incorporating
economic and technological factors as additional
predictors increases prediction accuracy.

It should be noted that if we are solving the complex
problem of regression (forecasting) or classification, it
often happens that none of the models provides the
desired quality and accuracy. In this cases, we can build
an ensemble of individual models (algorithms) in which
the errors of each other are mutually compensated.

This idea is based on another powerful class of ML
approaches of designing ensembles C&RT: Random
Forest (RF) [34-35] and Gradient Boosting Machine
(GBM) [36-37], which used bagging (RF) and boosting
(GBM) technique. Both RF and GBM are powerful
methods that can efficiently capture complex nonlinear
patterns in data.

But much less attention has been paid to these
algorithms in the field of financial time series analysis.
Thus, Varghade and Patel [21] tested RF and SVM to
forecast stock market index S&P CNX NIFTY. They
noted that the Decision Trees model outperforms the
SVR, although RF at times is found to overfit the data.

Kumar and Thenmozh [22] explored set of
classification models for predicting direction of index
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S&P CNX NIFTY. Their empirical results suggest that
both the SVM and RF outperforms the other
classification methods (NN, Linear Discriminant
Analysis, Logit), in terms of predicting the direction of
the stock market movement, but at the same time SVM
it turned out to be more accurate.

Recently appeared several papers devoted to
applying ensembles approaches for forecasting
cryptocurrency prices [38-40]. Borges and Neves [38]
tested four ML algorithms for price trend predicting:
LR, RF, SVM and GBM. All learning algorithms
outperform the Buy and Hold investment strategy in
cryptomarket. The best result was obtained by
ensembles voting (accuracy 59.3%).

Chenet et al. [39] applied a set of learning models
including RF, XGBoost, Quadratic Discriminant
Analysis, SVM and LSTM for Bitcoin 5-minute interval
and daily prices. The authors used a large dataset
including technological, market and trading, socio-
media and fundamental factors. A somewhat
unexpected result was that for daily prices, better results
were obtained by using statistical methods (average
accuracy 65%) as compared to ML methods (average
accuracy 55.3%). Among ML models the SVM was the
best performing, with an accuracy of 65.3%.

Sun et al. [40] developed a novel method of the price
prediction trend of cryptocurrency market (42 coins) by
using modification of GBM (LightGBM). The authors,
besides past prices, also included several
macroeconomic factors: Dow Jones index, S&P 500
index, WTI crude oil price index and others which
affect the price fluctuation of cryptocurrency market.
They tested different time period (2-days, 2-weeks, 2-
month) and the best performance has been received for
two week forecasting time horizon: accuracy whiting
0.52 (RF) to 0.61 (SVM, LightGBM).

For instance of rewired papers [38-40], which
examined the prediction of price trend changes
(classification problem), we focused on forecasting
exchange rates (prices) by using RF and GBM
(regression problem). Moreover, we used the stochastic
GBM (SGBM), which has some advantages such as less
learning time, less used memory and higher accuracy.

3. METHODOLOGY

3. 1. Supervised Machine Learning Approach
In our study we will apply supervised machine learning
technique to forecast cryptocurrency time series.
Consider a sample of pairs of features
x= (%, % Xy Xy ) (lagged  daily  prices

Yia YiczwYiep, 1>p  and
indicators Xp.y,...,Xy ), and the target variable (price on

several technical

We believe that between the target and features there
is an unknown functional dependence f , which can be

parameterized by an approximation function:
y~ f(x)= f(x,0). 1)

Let L(y, f) be the loss function, which characterizes

the deviations between the actual and predicted values
of target variable. Thus, our task is to minimize the loss
function in the sense of mathematical expectation on the
available dataset:

f(x)=arg (n;in Ly, f(x)=
=arg (rr)lin EXyL(y, f(x,0)= f(x,0)

@

For solving (2) we have to optimize L(-) using
parameters &

H=argminE,,L(y, f (x,6))=

- Ej[Ey(L(y, F(x.0)x)]

In this context we can approximate the empirical
loss function for N steps using:

®

Lo (é)= g L(yi, f(Xi ,é)), 4)

>

0=>0. )

N
=1

There are a lot of numerical technics to minimize
loss function 1,(6). The efficient approach is the

gradient descent method, according to which we need to
calculate gradient of loss function on each step
t=12...,N:

VLA@){W} (6)

It should be mentioned that when we employ an ML
method it is necessary to solve the problem of Bias-
Variance trade-off.

This is the problem of simultaneously minimizing
two sources of error that prevent supervised learning
algorithms from generalizing beyond their training set
[9]:
e The bias is an error from erroneous assumptions in
the learning algorithm, high bias can cause an
algorithm to miss the relevant relations between
features and target outputs (underfitting);

e The variance is an error from sensitivity to small
fluctuations in the training set, high variance can
cause overfitting, i.e., modeling the random noise
in the training data, rather than the intended
outputs.
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Therefore, when adjusting the model parameters, we
have to find a compromise between the forecast error
caused by its bias and the unstable parameter values
(high variance).

Consider the quadratic loss function:

|
Ly, f(x.8))= ;( f(x.0))". @)
Then the mean square forecast error PE can be
represented in the form of sum of three terms:

PE=E,, [(y,

The first component characterizes the bias of the
training method, that is, the deviation of the average
response of the trained algorithm from the response of
the ideal algorithm. The second component
characterizes variance, i.e., the scatter of the responses
of trained algorithms compared to the average response.

The third component characterizes the noise in the
data and is equal to the error of the ideal algorithm;
therefore, it is impossible to construct an algorithm
having a lower standard error.

Our main goal is to make a one-step-ahead forecast
cryptocurrencies price based on available data set, their
past values and compare predictive ability of different
ML algorithms for solving this task. Thereby we
investigat the ML methods including Random Forest
(RF) and Gradient Boosting Machine (GBM). These
ensemble ar methods based on using a set of “weak
learning” algorithms, in general Decision Trees
(C&RT). Despite the fact that each of them has low
accuracy (both for classification and regression), we can
get enough strength by combining the base week
learners into ensembles model, which allows to achieve
a better forecasting performance. This is because an
ensemble technique helps reduce bias and / or variance
described above (8).

] Bias (f )+ Var(f )+ o’ (8)

3. 2. Random Forest RF proposed by Leo
Breiman and colleagues [34, 35] is one of the most
powerful ML approach. It is based on bagging
technique that uses compositions of basic algorithms.
Training data set is divided into many random subsets
with replacement (bootstrap samples) and each of base
classifier is trained on its own sub-set. The final
classifier a,(x,6) is built as the average of the basic

algorithms h; (X) (for regression):

1N
ay (x.0)=5 2 (x.0) ©)
where N represents the number observations (samples)
in training set (X, Y )i, -

Unlike boosting, which will be described in the next
section, all elementary classifiers used in bagging are

trained independently. The idea is that the classifiers do
not correct each other's mistakes, but compensate them
by voting. Basic classifiers must be independent
(uncorrelated), so they can be classifiers based on
different groups of methods (for example, linear
regression, decision trees, neural networks and so on) or
trained on independent data sets. In the second case, we
can use the same basis algorithm.

Thus bagging efficiency is achieved by training the
basic algorithms in different sub-sets obtained by
bootstrap. Also in RF the feature used for branching in
the certain node is not selected from all possible
features set, but only from their random subset of size
m. Moreover they are selected randomly, typically with
replacement, that’s why the same feature can appear
several times, even in one branch. The number of
features for training each tree is recommended to choose

as mz% (for regression task), where M is the total

number of features.

The base models alone are not very accurate, but
their ensemble allows significantly improves the quality
of the prediction.

RF uses fully grown decision trees. It tackles the
error reduction task by reducing variance. The trees are
made uncorrelated to maximize the reduction in
variance, but the algorithm cannot reduce bias (which is
slightly higher than the bias of an individual tree in the
forest).

It should be noted that RF are used in deep trees
because basic algorithms require low bias; the spread is
eliminated by averaging the responses of various trees.

3. 3. Gradient Boosting Machine Over the past
two decades boosting has remained one of the most
popular ML methods along with NN and SVM.
Boosting, in contrast to bagging, does not use simple
voting but a weighted one. The major attractions of
boosting are that it is easy to design computationally
efficient weak learners. A very popular type of weak
learner is a shallow decision tree: a decision tree with a
small depth limit.

In following, Friedman [36, 37] will cover the basic
steps of GBM. By analogy with RF (see expression (9))
we will build a weighted sum of N basic algorithms

()= 2 (0) (10

and the initial algorithm hy(x,6) can be defined, for
example, in the following form:

hy(%.0) =2 y,, 1)

I:1

where | is the number of samples in training set (1 <n,
asarule 1~0.7+0.8n).
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Assume we have already built ensemble a,_,(x,6) of
N —1classifiers on the N —1step. Then we select the
next basic algorithm h, (x) in such a way that the error
given by (13) can be reduced as much as possible:
|

S [L(ysay 4 (x;.0)+ 7hy (%,.0))] > min. 12)

i=1 7nohy

If we choose hy(x;.6) in the following form

hy (x,0)=argmin IZ(h(xiﬁ)*si ), (13)

h(x,) =1

and put the deviation s; equal to the anti-gradient of the
loss function L()

aL()
S =——~ 14
2/ z=ay, (%) ( )

we will take one step of the gradient descent, which is
being implemented by moving towards the fastest
reduction of the loss function. Thus, we perform
gradient descent in the I-dimensional space of algorithm
predictions on the objects of the training set.

As soon as a new basic algorithm is found, it is
possible to select its coefficient yy by analogy with the

gradient descent:

[
yn =argmin ZL(yilaN—l(xile)+7NhN (x;,0)) (15)

y i=1

Note that unlike the RF, GBM is prone to retraining,
which leads to increase errors on the test sample and on
out of sample data. Because of this, as a rule, shallow
decision trees are used in boosting. These trees have a
large bias, but are not inclined to overfitting.

One more of the effective ways to solve this problem
is to reduce the step: instead of moving to the optimal
point in the direction of the anti-gradient, a shortened
step is taken by

ay (X’ ‘9) = aN—l(X’ 6)+ j’(?/N hy (X)), (16)

where 1 [0,1]is the learning rate.

It should be noted that both of the above described
ensembles approaches (RF and GBM) have their own
advantages and disadvantages. Boosting works better on
large training samples. It can properly reproduce the
boundaries of classes with complex shape. Bagging is
preferable for short training sets, it also allows efficient
parallelization of calculations, while boosting is
performed strictly sequentially.

GBM is based on weak learners (high bias, low
variance). In terms of decision trees, weak learners are
shallow trees, sometimes even as small as decision
stumps (trees with two leaves).

The main advantage of boosting is that it reduces
both variance and bias in forecasting, nonetheless the

reduction of the forecast error is still carried out mainly
due to the reduction in bias. That’s why the bias
correction leads to a greater risk of overfitting. It can be
argued that in financial applications, RF based on
bagging is usually preferable to boosting. Bagging
solves the overfitting problem, while boosting solves the
underfitting one.

4. DATASET

To limit our analysis to the most popular
crypticurrencies, we use the daily close prices and
trading volumes of the three most capitalized coins:
Bitcoin (BTC), Ethereum (ETH) and Ripple (XRP). Our
initial dataset covers the period from 01/01/2015 to
31/12/2019 for BTC and XRP (1826 observations), and
from 07/08/2015 to 31/12/2019 for ETH (1608
observations) according to the Yahoo Finance [41].
Figure 1 shows the daily closing prices for the selected
coins.

For training the models, fitting and tuning their
parameters, the dataset was divided into training and
test subsets in ratio of 80 and 20%. Moreover, the last
92 observations (from 01/10/2019 to 31/12/2019) were
reserved for validation which was performed by out-of-
sample one-step ahead forecast BTC, ETH, and XRP
prices.

5. EMPIRICAL RESULTS

5. 1. Feature Selection Since we focus on ML
approach of forecasting cryptocurrencies data, the main
purpose of our paper is to get the most accurate one-step
ahead forecast of daily prices, based on their past values
and several other factors.

According to some empirical studies devoted
forecasting cryptocurrencies prices [9, 42, 43], there is a

5000,00
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50,00

— BTC
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1000*XRP

5,00

01/07/15 17/03/16 02/12/16 19/08/17 06/05/18 21/01/19 08/10/19
08/11/15 25/07/16 11/04/17 27112117 13/09/18 31/05/19

Figure 1. Daily closing prices for BTH, ETH, and XRP ($
USD ) from 07/08/15 to 31/12/19 (log-scale)
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seasonal lag which is a multiple of 7 if we use daily
observations. In our opinion, this is due to the fact that
cryptocurrencies (unlike traditional financial assets, for
which a lag of 5 is often observed) are traded 24/7. The
results of our correlation analysis also showed the
existence of statistically significant lags, multiples of 7,
for selected coins.

Therefore, we used the previous values of daily
prices for the last four weeks as predictors (lagged daily

prices Y1, Yipw- Yigg)- TO take into account the

changing trends, we used moving average prices of
different orders: “fast” — 3,5,7 days, and “slow” — 21, 28
and 35 days.

In addition, we also included in the dataset two
exogenous variables: daily trading volumes and the
growth rates of daily trading volume with a lag of one
day. Thus, the final dataset contains 36 features.

5. 2. Hyper-parameters Tuning It should be
noted that hyper-parameters tuning is an important and
sophisticated step of the model design. First of all, it is
necessary to choose the functional form of the loss
function given by Equation (5). To cover the main
purpose of our study, the quadratic loss (8) was
selected, which generally used for solving the regression
problem,.

For both of the methods (RF, and GBM), the data is
randomly partinioned into training and testing sets. A
GBM modification that uses such a partition is called
Stochastic GBM (SGBM) [37], which we applied in this
study. The training sample is used to fit the models by
adding simple trees to ensembles. Testing set is used to
validate their performance. For regression tasks,
validation is usually measured as the average error. We
selected 30% of the dataset as test cases for both the
approaches.

Since the RF is not inclined to overfitting, one can
choose a large number of trees for the ensemble. We
designed RF model with 500 trees. At the same time, in
order for the model to be able to describe complex
nonlinear patterns in data, it is necessary to use complex
trees. So we have chosen a maximum of 15 levels.

Other important parameter for RF is the number of
features to consider at each split. As noted in Section
3.2 for regression task it is recommended to choose this
value as mz%, where M is the total number of
features. We tested different RF models with value m
between 8 and 12.

As a stop condition for the number of trees in
SGBM (boosting steps) we took the number of trees at
which the error on the test stops decreasing. This is
necessary in order to avoid the overfitting. For boosting,
unlike the RF, the simple trees are usually used. That’s
why we fitted maximum number of levels in trees and

number of terminal nodes by the criteria of lowest
average squared error on both training and test samples.

The final values of hyper-parameters setting are
reported in Table 1.

An important parameter for GBM is the learning rate
(shrinkage). Regularization by shrinkage consists of
modifying the update rule (16) by tuning 4. We
selected this value on the grid search according to
minimum prediction error on the test set.

The natural logarithm is derived from all features for
stabilizing the variance. This is special case of Box-
Cox transform.

5. 3. Forecasting Performance The short-
term forecasts were made for the selected coins using
the absolute values of prices. The target variable is the
prediction value of close prices for each
cryptocurrencies in the next time period (day) although
we used daily observation. Both SGBM and RF models
were trained with the same set of features.

For testing efficiency of both approaches, we carried
out prediction prices of the selected coins on the hold
out last 91 observations by using one-step ahead
forecasting technique. The final results are shown in
Figures 2-4.

Analysis of the graphs allows us to conclude that
both of the ensemble approaches generlally well
approximate cryptocurrencies time series dynamics, but
one can see a certain delay in the model graphs in
comparison to the real data.

For comparing prediction performance of different
ensembles (SGBM, and RF) we applied Mean Absolute
Percentage Error (MAPE) and Root Mean Square Error
(RMSE). Table 2 shows summary of the estimation
accuracy for our models using these metrics.

Thus, we can conclude that both methods have the
same order of accuracy for the out-of-sample dataset
prediction, although boosting is somewhat more

TABLE 1. Final hyper-parameters setting

Parameters RF GBM

Loss-function quadratic  quadratic

Training / test subsamples proportion, % 70/30 70/30
Random subsample rate 0.7 0.7
Number of trees in ensemble 500 250
Maximum number of levels in trees 15 4
Maximu_m number of features to consider at 12

each split

Maximum number of terminal nodes in trees 150 15
Minimum samples in child nodes 5

Learning rate (shrinkage) 0.1
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Figure 4. Out of sample prediction XRP prices

accurate. The best prediction performance is produced
by SGBM for XRP- 0.92 %, and the best obtained
result by RF is 1.84% for XRP.

Our results are comparable in MAPE accuracy
metrics with the other research. In [28], the authors
obtained prediction error for Bitcion close prices
(MAPE) within 1-2% by using SVM and ANN.

TABLE 2. Out-of-sample accuracy forecasting performance
results

SGBM RF
MAPE, % RMSE MAPE, % RMSE
BTC 231 263.34 2.61 305.95
ETH 3.02 5.02 2.26 6.72
XRP 0.92 0.0029 1.84 0.0057

6. CONCLUSION AND DISCUSSION

Our research has shown the efficiency of using ML
ensemble-based approaches for predicting
cryptocurrency time series. According to our results, the
out of sample accuracy of short-term forecasting daily
prices obtained by SGBM and RF in terms of MAPE for
three of the most capitalized cryptocurrencies (BTC,
ETH, and XRP) was within 0.92-2.61 %.

By designing models, we explored different sets of
features. Our base dataset contained only past values of
the target variable with 14, 21 and 28 lag depth. In this
case a larger dataset provided better training of the
SGBM and RF, and gave more efficient results. The
inclusion of additional features into the model , in
particular technical indicators (moving averages), and
trading volumes, led to an increased accuracy (MAPE)
both on in- and out of samples on average from 1 to 3%.

In our opinion, forecasting accuracy can be
improved by including additional features, for example,
open, max, min and average prices, fundamental
variables, different indicators and oscillators, such as
Price rate-of-change, Relative strength index, and so on.

Future research should extend by investigating the
predictive power of both features described above and
others additional features. In the conclusion, we note
that the proposed methodology by the development of
combined ensemble of C&RT with other powerful ML
models, such as NN and SVM is a promising approach
to forecasting not only time series of cryptocurrencies,
but also other financial time series. Moreover, it seems
promising to us to use DL approaches for feature
selection.
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Given the complexities of the electricity market, various factors, such as uncertainties, the ways upon
which the markets are set, how the debts are settled, the market structure and regulations, production
prices, constraints goveming the units and networks, etc. are influential in determining the optimal
pricing strategies. Various methods and models have been presentedto resolve the pricing issue in the
competitiveelectricity industry. The most prominent ofwhich include pricing methods are based on the
prediction of competitors’ behavior; also pricing methods based on the forecasts of market price,
methods based on the game theory and lastly, pricing methods based on the intelligent algorithms.
Therefore, this study was conducted to provide an optimal strategy in order to forecast the electricity
market priceset in thecompetitive Iranian electricity market (based on thedata collected). In this paper,
the proposed method uses a compound network based on the neural networks. The analyzed data include
the amount of the consumed energy as well as temperature (if applicable) and theprice set for the past
daysandweeks. T he self-organizing map (SOM) network was used for the input clustering based on the
similar days. A number of multilayer perceptron (MLP) neural networks were used to combine the
extracted data consisting of the energy levels, the price set, and temperature (if possible). The resuts
showed improvements in the performance of the smart systems based on the neural networks in
predicting the electricity prices.

doi: 10.5829/ije.2021.34.01a.17

1. INTRODUCTION

and environmental issues [4, 5]. Today, electrical energy
became an essential element of human life as one of the

Since the industrial revolution, energy has become a key
factor in everyday life. Fossil fuels have become the most
primary energy production in the world [1]. However,
with  the population growth and technological
development, the current world is facing two vital
problems, environmental pollution, and energy resource
shortages [2]. One way to overcome problems is to
improve efficiency and reduce emission [3]. The other
way is to develop alternate energy resources [2]. Most
recent research paid attention to renewable resources for
their properties of environmental-friendly and sustain-
ability. The most competitive renewables include water,
wind, photovoltaic energy, and biofuel. Many of them
have been proved to be advanced in addressing energy
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most favorable types of energy. In order to supply this
energy, vast and extensive power systems have emerged
in various countries. The management and control of
such systems was initially the responsibility of
governments or quasi-public institutions, and if assigned
to the private sector, would have a vertically integrated
management structure. Most of the previous theories
presented about power systems were based on the idea
that electricity is a public service sector with intrinsic
monopolistic properties. Many renewable sources have
been applied to the electricity market. In the last few
years, electricity market prices decreased a lot due to the
close-to-zero marginal costs from renewable energies
[6]. Therefore, the electricity market participants are

Please cite this article as: S. M. Kavoosi Davoodi, S. E. Najafi, F. Hosseinzadeh Lotfi, H. Mohammadiyan, Provision of an Optimal Strategy to
Forecast the Prices Set by the Electricity Market in the Competitive Iranian Energy Market in Fall, International Journal of Engineering,

Transactions A: Basics, Vol. 34, No. 1, (2021) 149-161



mailto:IJE.author@NIT.ac.ir

150 S. M. KavoosiDavoodi et al. / IJE TRANSACTIONS A: Basics Vol. 34, No. 1, (January 2021) 149-161

seeking ways to be more competitive in the market. Many
companies have adopted new electricity price plans [7],
for example, time-of-use electricity price plans. These
plans charge higher rates when demand is high, and lower
rates when demand is low. This encourages customers to
wisely decide their electricity usages and reduce on-peak
energy usages [8]. This situation makes not only the
producers but also the customers pursue more precise
forecasts of the electricity market prices than ever.
However, electricity price usually has complex features,
such as highly volatile behavior and non-linearity, which
makes it rather difficult to build a precise forecasting
model [9, 10].

Accurate electricity price forecasting may help
electricity market participants to formulate reasonable
competition strategies. Specifically, power producer scan
use the forecasting results to optimize unit output, while
power consumers can use the results to optimize purchase
portfolio [11]. However, the complex features of
electricity prices such as periodicity and high volatility
make the forecasting pretty difficult [12].

In recent years, a lot of models have been proposed for
electricity price forecasting [13, 14]. In general, the
commonly used models can be classified into two primary
categories:soft computing models [15, 16] and time-series
models [17, 18].

The amount of information available to participants in
the market is a fundamental issue in selecting the type of
method used to resolve the pricing issue. Since the
competitors in the electricity market do not adopt a
specific predictable procedure because of the market’s
competitive nature; thus, producers’ behavior in pricing
strategy regulation is not logical and the assumption of
profit maximization is not rational to predict competitors’
behavior. Thus, the application of the game theory and
smart algorithms is not appropriate due to the restrictive
hypothesis in problem modelling, such as predicting
competitor power plant costs and the rationality of their
behavior in setting pricing strategies.

Recently, interests regarding algorithms used to
controlforecasting issues are referred to as artificial neural
networks (ANNs). The interesting feature of neural
networks is their ability to utilize price properties which in
general, either cannot be determined or entail arduous
computations for their synthesis. The development of
computer technology has enabled vast competencies to
combine methods in one place and at onetime. A number
of papers published in the forecasting field often
implement the neural networks method.

In spite of the achievements reported in the field of
forecasting, the price forecast issue remains problematic.
As an example, there is no general forecaster that can be

employed to forecast prices in any geographic region, the
reason being that factors that affect prices differ in terms
of area and region e.g. if load is considered as one of the
influential factors on pricing, it is clear that the system
load varies in each geographic region, and the
consumption level in one area cannotbe considered as the
system load for other areas.

The development of statistical methods necessitates
significant time and costs to achieve normal operation
while the use of a neural network requires a short time
period to configure. Herein, the Genetic Algorithm,
another section of artificial intelligence, plays an integral
role in optimizing game engineering functions. One of the
issues of using neural networks is the lack of a solution
and specific relationship to determine the number of layers
or neurons of the hidden layers, since the determination of
the aforementioned parameters depends on experience and
cannot be determined definitively. However, the use ofthe
Genetic Algorithm to determine neurons is an efficient,
expeditious, and reliable method that may be achieved by
integrating it with the neural network to a hybrid network,
which significantly enhances forecast accuracy [19].

With the emergence of competitive electricity markets
around the world, the issue of optimal pricing strategy has
been raised. Electricity vendors in the world’s prominent
electricity market often have various options for
generating revenue at any given time, with various
technical and non-technical constraints. Thus, vendors in
the electricity market are continuously faced with an
optimization issueto make optimal decisions. Since 2003,
Iran’s electricity market was incepted amidst the
reconstruction of Iran’s infrastructure. Currently, the
market is active only on the production section. Amidst the
strengthening of Article 44 of the Iranian Constitution and
the transfer of power plants to the private sector, the
pricing strategy issue in the electricity market has become
more prominent. In Iran, the fear of losing out has always
led to pricing being set with high caution. Also, the study
of pricing history pertaining to power plants across the
country indicates that most vendors have difficulties in
selecting the optimal strategies in fuel constraint
conditions [20].

The purpose ofthis research is to answer the following
question:

What is the optimal strategy for predicting the price of
electricity in a competitive electrical energy market within
the framework of the laws and regulations of the Iranian
electricity market?

In this regard, in the present research, the following
hypotheseswill be used to explain the utilized approaches:

Among the types of power plants, only the thermal
power plant is examined. In determining the optimal
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pricing strategy, the prediction of the next day load is
considered definitive.

However, to demonstrate load variances in the results,
sensitivity analysis is conducted for load variations. The
electricity market, as with all other markets, will be a
demand-driven market. As with the real electricity market,
the supply suggestion function in this market will be linear
and ascending relative to the production level, and the
demand function will also be linear but descending
relative to the demand level.

To determine the optimal price strategy, the DC load
distribution is used in the market pricing model. For
instance, Panapakidis and Dagoumas [21] used artificial
neural networks (ANNs) model for electricity price
forecasting in Southern Italy. Sandhu etal. [22] employed
the neural networks to forecast Ontario electricity prices.
To better capture the characteristics of electricity prices, a
combination of ANN models and other models is often
presented. For instance, Ortiz et al. [23] proposed a
combined model based on artificial neural networks. Keles
et al. [24] develop a model based on ANNs and optimal
parameter model. Singh etal. [25] presented a combined
model with generalized neuron model and wavelet
transform. Itaba and Mori [26] utilized the general radial
basis function network and fuzzy clustering. Wang et al.
[10] develop a hybrid model combined with ANNs and
decomposition technique. It should be noted that although
the ANNs model can describe the nonlinear characteristics
of electricity price series, it cannot well deal with the linear
fitting problem [27]. To describe the linear features of
electricity prices, the time series model is often applied,
which is considered as one of the most effective
techniques [28]. Traditional time series models, such as
autoregressive integrated moving average (ARIMA),
autoregressive and moving average (ARMA) and
generalized autoregressive conditional heteroscedasticity
(GARCH), have been frequently applied to forecast
electricity prices. Besides, Diongue et al. [29] and Girish
[30] proposed some new time series models such as
GIGARCH and autoregressive-GARCH. To better capture
the features of electricity prices, some other models have
been combined with time series models [9, 31]. Since
electricity price series is composed by linear and nonlinear
components, the integrated models that have linear and
nonlinear fitting capabilities can improve the forecasting
accuracy [32, 33]. For this reason, the empirical mode
decomposition (EMD) approach has been used for
electricity price decomposition by some researchers [34,
35].

A study conducted entitled “assessing the methods of
forecasting the price of electricity in the energy market”
where they stated that: today, decision making for market

participants to increase profitability is highly complicated
[36].

Another study conducted entitled “Simultaneous
forecasting of price and demand in a smart electricity
distribution network”. In this paper, a forecast framework
is proposed that provides dynamic forecasts for electricity
price and demand [37].

A conducted study titled “Short-term forecast of
electricity prices using time-fuzzy neural networks” where
it was stated: in the restructured environment, one of the
most vital issues in the planning of independent operators
and vendors is the forecasting of electricity prices [38].

Other study conducted by Shayeghi and Ghasemi on
daily electricity price forecast using an enhanced neural
network based on wavelet transform and the chaotic
gravitational search algorithm [39].

Meng et al. predicted a model for energy
consumption in residential building in rural areas of
Chongqing [40]. Recently, a new hybrid artificial neural
networks and fuzzy regression model for time series
forecasting has been proposed [41]. Artificial neural
network (ANN), as the main approach in the field of
Artificial Intelligence (Al), has attracted much interest
over the past decade for its ability to forecast financial
performance [42]. A systemdynamics approach is used to
capture the long-run behavior of electricity markets and to
characterize the evolution of the electricity prices and the
demand [43]. Khedmati et al. [44] proposed time series
forecasting of bitcoin price based on autoregressive
integrated moving average and machine learning
approaches.

2. RESEARCH METHODOLOGY

Since the forecast in this study takes place in Iran, which
has specific climate conditions, thus it was attempted to
utilize a new combination of the parameters and to
categorize the data into various classes with higher
accuracy. Parameters, such as the past load price,
temperature and humidity were considered in each
category with a novel combination of these traits. Data
categorization methods and precise selection of the
parameters are discussed further.

In this project, information onthe consumed electricity
load price for time duration 2014-2017 in Mazandaran
province was used, as well as considering the temperature
during this period. Upon the data collection stage, data
were analyzed and dynamically identified in order to
categorize the data into smaller groups based on their
common characteristics and to create a separate model for
each group. Numerous studies have emphasized that
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various pricing activities cannot be presented by one
model.

In this vein, initially, the consumed loads during the
defined period were forecasted with no favorable results
without considering the specific data categorization.
Given the substantial changes in the electricity
consumption amidst season changes, categorization
should first be conducted based on the seasons. Hence,
they were are categorized into four groups, i.e., spring,
summer, fall ,and winter. Although, it should be noted that
the forecasts in all the seasons with the exception of
summer were accurately conducted by the currentsystens
and human expertise.

Various days of the week have their own curves, even
though it has been claimed that the curves of mid-week
consumed loads (for Iran, from sunday to wednesday)
were similar. For the holidays, different consumed load
curves were used. Moreover, the consumed load curves on
days before and after the holidays differ from the normal
days of the week. However, in the real world, it is not
possible to manually conduct such categorization.
Therefore, in this paper, a categorization method is
presented to schedule these cases.

The holidays are among the other factors influencing
the consumption price curve. Since, there are two types of
holidays in Iran, i.e., religious and national holidays, both
should be taken into consideration. In this project,
forecasts of the religious and national holidays were
conducted separately. Although, it should be noted that
according to the comparisons of the consumed load price
from 2009 to 2012, the consumed load in Iran and experts
opinions indicated no need for the forecasts for some of
the holidays since, the consumed loads on these days were
similar to that of the previous years. For example, the
consumed loads on 2" April and day of Ashura were the
same as the previous year.

2. 1. Hybrid Neural Network Artificial neural
networks (ANNs) are suitable tools for modeling and
forecasting the data. Various types of neural networks
have been introduced, each with a specific application.
One of the main and beneficial capabilities of the neural
networks is their function on the vast quantities of
variables as well as on the complex systems. Despite the
simplicity of utilizing the neural networks, there are also
drawbacks, such as setting the parameters of the network
architecture and placing the network in local optimizations
and extension of the learning process time period. In this
regard, various solutions have been proposed to resolve
each issue; one of the most favorable of which is the
combination of these networks. The combination of the
neural networks varies in different applications. The use

of a non-monitored neural network to cluster the similar
data,and in the next stage, to train the supervised networks
using the similar samples in one cluster is one of the most
valuable functions of this type of network . Anotheruse of
the hybrid networks is that the inputs are of different
ranges entailing the lack of appropriate network training
and the negligence of a number of traits. In this regard, the
traits that are of different nature are trained with different
networks, and ultimately these types of networks are
combined.

The hybrid networks are used to forecast the price of
the consumed load due to the existence of several effective
factors. Due to the lack of access to all of these factors,
two ofthe most valuable features i.e., temperature and cost
of the previously consumed loads are used. These two
parameters are highly influential on one anotherbut at the
same time, are extremely different in nature. The most
important reasons for this include:

1) Temperature difference of a few degrees may multiply
the consumed load price by a few hundred. Therefore,
the slightest temperature changes in the network
should be accurately modelled.

2) The range of temperature changes is within 5-30°Cif
the consumption load is between 200-1500 MW in the
province under assessment.

3) The effect of temperature variation in different hours
of the day exhibits a different trend. As an example, a
temperature change of two degrees between 13-15
hours shows a significantly greater effect on the
consumption compared to a two -degree changein the
early hours of the day.

4) Temperature changes in various seasons do not exhibit
the same effect. For example, a one -degree
temperature change in the summer exhibits a different
change compared to the same change in winter.

5) Temperature changes within temperature ranges are
also significant. For example, a temperature variation
of two degrees within a temperature range of less than
20 degrees may not exhibit much effect on the load
consumption buta temperature variation of one degree
at temperatures over 24 degrees will exhibit a
significant effect on the consumption load.

As previously mentioned, these parameters are of
completely different nature in terms of the size but are
highly influential on one another. For this reason, two
different networks were used in this project for these two
parameters.

2. 2. Clustering It should be determined that to
which cluster the data belong, and this process is repeated
as long as the representatives of the clusters no further
change. Clustering is different from the classification. In
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the classification, the input samples are labeled; however,
they are not labeled in the clustering. In fact, clustering
methods make the identical data to be identified and
implicitly labeled. Actually, prior to the data classification
operation, a sample clustering process can be performed
and then, the centers of the resulting clusters can be
specified. Afterwards, a label can be assigned to the cluster
centers, and the classification operation can then be
performed for the new input samples.

In the recent years, many methods including k-means,
fuzzy k-means, neural network-based clustering, such as
self-organizing map (SOM)-based clustering, and
othershave been proposed for the clustering.

2. 3. Self-organizing Map Neural Network The
SOM neural network is an unsupervised network used for
clustering the data. On each application to an input, this
algorithm maps its self-organizing Kohonen feature with
respect to the neurons from a one or two -dimensional net
type neuron. This net type network of the neurons is
organized by the input samples ultimately approximating
the distribution of the network inputs in a discrete
environment. This network is consisted of two layers; the
first layer is the input layer where the input samples are
inserted and through which they are applied to the network
neurons. The second layer includes the output neurons. In
a normal state, each neuron has only one binary output
possessing avalue ofone or zero. If the neuronin question
wins the competition over the resources, its output will
acquire the value of one and the remaining neurons will
have zero outputs. The neuron that its weight has the most
resemblance to the input sample is considered the winning
neuron for a specific input. In this case, its output will
acquire the value of one and the output of the remaining
neurons will be zero. The weight vector of the winning
neuron is corrected along with its neighboring neurons.
This correction causes the progression of the neurons’
weights towards the recent input, whilst the weights of the
other neurons will remain unchanged.

This is one of the most important parameters for
detecting the number of clusters (the number of
similar days for this project). For this purpose, the k-
mean and Fisher’s hybrid algorithm were used in this
project.

2. 4. Genetic Algorithm The genetic algorithm
(GA) is a programming technique that uses the genetic
evolution as a problem -solving model. Its input is the
problem to be solved and the solutions are coded
according to a pattern called the fitness function
evaluating each possible solution, most of which are
randomly selected [45].

The GA, as a search technique is used in the computer
science to determine the optimal solution and address the
search issues [46]. These algorithms are a type of
evolutionary algorithms inspired by the branches of
biological sciences, such as heredity, mutation, saltation
(biology), natural selection, and composition.

Evolution starts from a completely random set of
entities and is repeated in the subsequent generations. In
each generation, the most suitable ones are selected
instead of the best. Three criteria are typically used as the
stopping criterion:

1. Runtime Of The Algorithm
2. Number Of The Generations
3. Convergence Error Criteria

The most prominent applications of the GA include the
hydrological routing of runoff in a dry river network,
assistance in resolving the multi-criteria decision issues,
multi-objective optimization in the water resources
management, optimization and loading of the electricity
distribution networks, etc.

2. 5. Selection of the Input Parameters and
Variables Based on the prior assessments, the
time and temperature variables were selected as two
factors influencing on the price and the previously
consumed loads. Among the climate variables, only the
temperature variable is used since, most of other climate
factors are included in this variable. Given the fact that the
temperature has a significant influence on the
consumption trend, namely in the northern region of the
country and since, the forecasts are on an hourly basis
apparently, using the temperature parameter on an hourly
basis or closer time intervals will entail the improved
operation. It is important to consider the previous number
of days and weeks in terms ofthe consumed load price and
temperature. According to the studies and opinions of the
experts in the field of electricity distribution, the use of
load and temperature at various hours of the previous days
and weeks is highly effective (although it can be
equivalent to the hours of the forecasted day). In this
project, data of the preceding two days and two equivalent
days of the previous weeks were used. In addition, the
information on hourly temperature of the forecasted day
was also used. Other utilized useful information included
the load price and temperature of the preceding hour.
Since, the information on the preceding 24 hours of the
forecasted day was available thus, the data pertaining to
the previous hours were used as the input in order to
forecast those of the next hours [47].

2. 6. Proposed Method forecasting the short-
term load price is a vital factor in the future planning of
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the power systems and electricity market management . In
the recent years, various methods have been presented to
improve the performance of such systems due to the
significance of this issue. In this paper, a modern method
is presented to forecast the short term hourly electrical
energy costs based on the hybrid neural networks. In this
method, influential parameters playing a key role in the
accuracy of these types of systems are identified and the
most prominent ones are selected. Due to the varying
electrical price fluctuations amidst different days and
seasons, these parameters do not adhere to a common
pattern. In this regard, the data are divided into the classes
that are close in nature in order to improve the forecasts.
Since, detection of the similar successive days during the
week is one of the effective forecast parameters , data
pertaining to the various seasons are analyzed separately.
In the proposed method, initially, similar days are placed
in the close clusters using the SOM network. In the next
stage, the price and temperature parameters of the similar
days are trained separately in two MLP neural networks
due to their difference in the nature and range of changes.
Finally, the two networks are merged with another MLP
network. In the proposed hybrid network, the evolutionary
search method was usedto assign a suitable initial weight
in order to train the neural network. Due to the changes in
the price data, the price of the previous hour has a
significant effect on forecasting the current state. Thus, in
the proposed method, the forecasted data of the preceding
hour were used as one of the inputs for the next stage.

Figure 1 shows an overview of the proposed method.
In the proposed method, the trained dataset was initially
allocated to the SOM neural network. In this stage, the
number of clusters was determined using the k-means and
Fisher$ criterion hybrid method. This number varied for
each hour of the day. Thus, network training for 24 hours
was conducted separately and in succession. In the
proposed structure, upon specifying the number of
clusters, it should be determined that each sample entering
to the network from the trained dataset belongs to which
cluster and in the next stage, the associated MLP network
is setup based on the selected cluster. Essentially, each
MLP network is trained with the dataset pertaining to its
relevant cluster. Finally, for the test dataset, the sample
distance from the clusters is initially determined along
with its relevant cluster. Then, the test sample is evaluated
using the MLP network associated with the cluster.

In the proposed method, each cluster does not only use
one MLP network, buta combination of MLPs is utilized.
The input dataset is divided into two categories i.e., load
price and temperature which are of extremely different
nature and their effects vary significantly according to the
range of changes. In the proposed method, two separate

24 hours of the ., MLP
day bafore LS
[ »
v >l LR Output of
1 hour
:5‘ - -
Q
o
™
LR J
LR pl
o) L]
MLP
{ o
v
L J
]
MLP
Coosomed o °
d L owoe o MLP
SOM _‘ e
Mans Lore,
g 4 l o0 - <
« 8 "Bt Output of
% Tempefatef 24 hours
o . H »
n e .
L
Cpumed o o
losd | ¢ 0
™ a » > 9 »
»
—— LR >
»I L T \‘ &
Temperatu® o o MLP
MLP

load price of the next 24 hours

networks are used for the temperature and load. Finally,
the outputs from these networks are merged with other
MLPs and the forecast is achieved. In the proposed
method, the output for each hour is used as the input for
the next hour. In the process of training the perceptron
neural network, a GA is used to obtain the initial weights
in order to raise the accuracy of the price forecasting.

Data analysis was done using the MATLAB software.
In this paper, evaluation criteria, such as the mean absolute
error (MAE), mean absolute percentage error (MAPE),
and R? were used. The MAE refers to the difference
between the predicted value and the real value, which is
shown by Equation (1).

MAE = %Z?ﬂb’i— Pil )
The MAPE is calculated using the Equation (2):
1 Vi
MAPE = 137, |9Tiy| x 100 @)

The RZ criterion statistically measures how close the data
are to the fitted regression line. RZ is also called as the
coefficient of determination for detection coefficient. The
definition of the coefficient of determination (R2) is
relatively simple:” the coefficient of determination (R2)
indicates the percentage of variations in a dependent
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variable determined by the independent variable” or in
other words, the coefficient of determination indicates “to
what extent the variations in the dependent variable are
influenced by the independent variable and the rest of the
changes of the dependent variable are related to other
factors”. The coefficient of determination is always
between 0.0-100%. Zero percentage indicates that the
model does not describe the response data variability
around its mean, and 100% indicates that the model
describes all the response data variability around its mean
[48]. Equation (3) is used to calculate this coefficient.

R2=1— St ®)

tot

In Equation (4), SSresand SStot are derived as:
SStot = X,(y; —3)? (4)

In the above equations, y is the mean of the main data
derived by y = X, v, .

3. RESULTS

Table 1 presents the network structure related to the
temperature for different seasons. In this table, forecasts
for each year were conducted separately.

It is noteworthy that the values associated with the
number of neurons, number of hidden layers, and
threshold of the validated set were also calculated. In this
regard, Figure 2 shows asample of the results obtained for
the summer for these parameters. As shown in Figure 2(a),
the optimal number of neurons is equal to 5. According to
Figures 2(b) and 2(c), the number of hidden layers and the
threshold are equal to 0.1. All the results for subsequent
tests were achieved using the validated data.

The parameters used for estimation of the neural
network based on the validated data, (&) number of the
neurons, (b) number of the hidden layers, and (c)
threshold. A structure similar to Table 1 was used to
design a price-related network. In the proposed structure,
the number of price traits is one less than the input
structure presented in Table 1, which is related to the
forecasted hour. In this network, the forecast of the
preceding stage is used for the load of the preceding hour
(with the exception of 1 a.m.). Essentially, the forecast for
the current hour is the input for the next hour. Table 2
shows the MLP neural network structure used for
combination of the previous two MLP networks.

In this research, separate tests were designed for each
season to analyze the consumed loads in each season
separately. Although, it should be noted that the
fundamental issue for this type of data concerns the
summer season, which should be considered despite the

favorable results achieved for all the seasons. The training
results and test data for the consumed load in fall were
presented. Moreover, a comparison was made between the
proposed hybrid method and the MLP method.

Initially, the number of clusters was determined
through the k-means clustering method and Fisher’s
criterion. Figure 3 shows the results of a specific hour in
fall. Evidently, the number of clusters for this specific hour
was equal to 4. Essentially, a network was considered for
the temperature and price for each cluster.

TABLE 1. MLP network configuration parameters for load and
temperature inputs

2 temperature trait of
previous weeks

2 temperature trait of
the previous days

2 loadtrait of the
previous weeks

2 loadtrait of the

Number of input neurons 11 previous days

1 temperature trait of
the preceding hour

1 loadtrait of the
preceding hour

1 temperature trait of
the forecasted hour

Number of trained samples 46 samples for each hour

Number of validated samples 10 samples for each hour

Number of test samples 23 samples for each hour

Number of hidden layers 1
Number of neurons in the hidden layers 5
Learningrate 0.05
Maximum number of
repetitions 100
Error Error thresholdtostop
back learnin 01
propagation g
algorithm Slope of activation
function 1
value of B in f(x) =
tanh(fx)
Initial population 200
Number of generations 10
. Size of each 30
Genetic chromosome
Algorithm

Selection function @selectiontournament
Termination function ~ @crossoversinglepoint

Mutation function @mutationgaussian
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Figure 2. Errors vs number of neurons, number of hidden layers and threshold

TABLE 2. Multi-layer perceptron neural network configuration
parameters to combine networks

1 output trait related

to the MLP network
with load price input
Number of input neurons 2 1 output trait related
to the MLP network
with temperature
input
Number of trained samples 46 samples for each hour
Number of validated samples 10 samples for each hour
Number of test samples 23 samplesfor each hour
Number of hidden layers 1
Number of neurons in the hidden 3
layer
Learningrate 0.05
Maximum number of
repetitions 100
Errorback  Error thresholdto 01
propagation stop learning '
algorithm
Slope of activation
function 1
value of Bin f (x) =
tanh(fBx)
Size of initial
population 200
Number of
generations 10
Genetic Size of each 9
Algorithm  chromosome
Selection function @selectiontournament
Termination function @crossoversinglepoint
Mutation function @mutationgaussian

In the next step, the GA was used to calculate the initial

weights, the results of which are shown in 10 iterations in
Figure 4.

Criterion

5 \

Cluster
Figure (3). The rate of change in Fisher’s criterion in regard
to the number of clusters in the load set pertaining to fall

Best: 0.043 Mean: 0.3

5

Fitness Value

05

1 2 E] 4 5 (] 7 B ] 10
Generation
Figure 4. The achieved fitness value using the Genetic
Algorithm in 10 repetitions



S. M. Kavoosi Davoodi et al. / IJE TRANSACTIONS A: Basics Vol. 34, No. 1, (January 2021) 149-161 157

Figures 5 and 6 show the results obtained for the
training and test datasets in fall. Clearly, the results
achieved for summer and fall using the proposed method
were superior to those obtained using the MLP -based
method. Overall, the hybrid MLP and SOM method
exhibited the superiorresults. Table 3 shows a comparison
between the results obtained from the MLP network in
various seasons and those obtained using the proposed
method.

R= 099208 Tain Data:  MeanEmorTrain: 65111

Train data

3% 400 450 %00 5% 600 650
Train Preciction

(a) MLP network

R= 059307 Tan Data MeanEmorTrain 60416

Train data

400 450 500 550 600 650
Train Prediction

(b) MLP-SOM hybrid network
Figure 5. Results achieved in the training stage for fall

R=0.9210% Test Data:  MeanEmorTest 18 8852

200 450 500 550 800 §50
Test Predicton

(a) MLP network

Re 054005 Test Data.  MeanErrorTest: 16.6862

Data
—

650 YaT o

o

50

Test dma

500

450+

w0 ) 500 550 800 650
(b) MLP-SOM hybrid network
Figure 6. Results from the test stage for fall

TABLE 3. Comparison between the load forecasts achieved
using the simple M LP method and those obtained from the M LP-
SOM hybrid method

Year Season Method R
MLP 90.57%
Spring
Proposed method 93.4%
MLP 85.2%
Summer
Proposed method 91.28%
2016
MLP 92.10%
Fall
Proposed method 94%
MLP 94.49%
Winter
Proposed method 95.72%
MLP 91.32%
Spring
Proposed method 94.02%
MLP 87.70%
Summer
Proposed method 92.89%
2017
MLP 90.17%
Fall
Proposed method 93.45%
MLP 93.65%
Winter
Proposed method 94.36%

Figures 7, 8 and 9 show samples of the achieved
results. Figure 7 shows proposed systemoutput in month
8 of 2017. Figure 8 shows the proposed systemoutput in
month 10 of 2016. Figure 9 shows the proposed system
output in month 4 of 2015. Figure 10 shows the chart of
real and forecasted price changes of 365 days in 2015.
Figure 11 shows the results achieved by the proposed
method for various seasons of 2016.
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Figure 7. Chart of price changes in Iran October 2017
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Figure 8. Chart of price changes in Iran December 2016
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Figure 10. Chart of price changes for 365 days in 2016

Chart of forecasted prices for spring 2016
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Figure 11. Results achieved by the proposed method in 2016

4. CONCLUSION

The provision of a smart system to forecast the price of
electricity can entail an integral contribution to the
competitive market in the dependentindustry and counttry.
In this regard, herein, a solution was presented based on
the neural networks. Results showed an improved
performance of such systems. Nevertheless, efforts can be
made for further improving these systems. In this section,



S. M. Kavoosi Davoodi et al. / IJE TRANSACTIONS A: Basics Vol. 34, No. 1, (January 2021) 149-161 159

the suggestions are presented that may aid the researchers

and enthusiasts in this field based on the experiences

attained in this study.

1) Data should be extracted in addition to the energy and
temperature data

2) A fuzzy systemshould be applied to extract the rules
governing the market of such energy. Essentially,
there are rules and regulations for the complex
forecast systems, such as energy, which are typically
extracted based on the experiences, e.g., the effect of
stockchanges in the stock market or political changes
in a country severely influencing the precision of
forecasting. To this end, it is possible to acquire and
analyze these changes using a fuzzy system.

In the proposed method, as well as in the
implementation phases of the project, there were some
limitations which upon elimination will appease many of
the issues pertaining to the price forecasting systems.
Some of the limitations of this paper and relevant
applications are as follows.

Since, the load and temperature-related information is
not available in many regions on an hourly basis, the
design of a comprehensive system to gather hourly
temperature and load information may be significantly
effective in improving such applications. For example,
herein, the temperature information was used for Iran.

The availability of price and load-related information
pertaining to the numerous years may be vital in designing
a comprehensive system and statistical analysis of the
information, butregrettably for Iran, only the information
related to 5years i.e., from 2011 to 2016 was available.

Upon considerable inquiries, the information was
extracted for the Mazandaran province in Iran.
Unfortunately, such information is not archived in many
of Iran’s provinces and thus, it cannot be studied
comprehensively.

Numerous factors, such as political and economic
events have a significant effect on the energy prices.
Unfortunately, there was no comprehensive information
on the important events in Iran to be used in this
investigation. If such information is available, it could
result in improvements in the proposed method.
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ABSTRACT

Most production environments face random, unexpected events such as machine failure, uncertain
processingtimes,thearrival of newjobs, and cancellation of jobs. For the reduction of the undesirable
side effects of an unexpected disruption, the initial schedule needs to be reformed partially or entirely.
In this paper, a mathematical model is presented to address the integrated cell formation and cellular
rescheduling problems in a cellular manufacturing system. As a reactive model, the model is developed
to handle thearrival of anewjobasadisturbance to the system. Based on the principle of resistance to
change, the reactivemodel seeksa newsolution with theminimum difference from the initial solution.
This is realized through a simultaneous minimization of the total completion time and the numkber of
displaced machines. For the investigation of the performance of the proposed model, some numerical
examples are solved using the GAMSsoftware. The results demonstrate the ability of the reactive mocel
to obtain solutions resistant to unexpected changes.

doi: 10.5829/ije.2021.34.01a.18

NOMENCLATURE

Setsand Indices

Set of machine types (m €
M a2 M

Set of partsin theinitial plan

TE, Intercellulartransportationtime for part p

p Completiontime of the k™ operation of part p in theinitial plan
A binary parameter that takes value 1 if, in the initial plan, the k" operation of part p is

P (re{1,2..,P) Xigmic processed on the /™ duplication of machine type m in cell ¢, and takes value 0 otherwise
P’ 3? gf{qarzts |n;r’1}e)react|ve plan D The occurrence time ofthe disturbance (the unexpected arrival ofa newjob)
Ms Set of duplications of machine Y. A binary parameter that takes value 1 if, in the initial plan, the j" duplication of machine
m typem (j,j' €{1,2,...,MS,,}) mie type misallocated tocell ¢, and takes value 0 otherwise
c Set of cells (¢, ¢’ € Yy' Abinary variable that takes value 1 if cell c is formed after the disturbance, and takes value
{1,2, ..., Cocsc)) ¢ 0 otherwise
Operation sequenceof part p A binary variable that takes valug 1if the k" operation of pa_rt p _is processeq after the
K, (k k'€ {1 2 K }) Z'wpipm;  disturbance before the k™ operation of part p’ onthe j"" duplication of machine type m, and
’ N takes value 0 otherwise
. . A binary parameter that takes value 1 if the starting time of processingthe k™ operation of
My, ngtr fr: :glﬁrgégzlrigz:]cglfnpe;rﬂes Vip partp i?\/ {)he initialplan is beforethe occurrence ofg the dist u?bance, ar?d takes varl)lue 0
otherwise
Parameters Decision Variables
Cin m&'mgg}gmggr of cells that Fep Completiontime of the k™ operation of part p (after the disturbance)
c Maximum number of cells that ¥ Abinary variable that takes value 1 if the k™ operation of part p is processed after the
™ should be formed kpm je disturbance on the j™ duplication of machine type m in cell ¢, and takes value 0 otherwise
BL Minimum number of machinesin v A binary variable that takes value 1 if the j" duplication of machine type m is allocated
each cell mje after thedisturbance tocell ¢, andtakes value 0 otherwise
BU Maximum number of machines in Yy' Abinary variable that takes value 1 if cell c is formed after the disturbance, and takes valie
each cell ¢ 0 otherwise
A binary variable that takes value 1 if the k" operation of part p is processed after the
L A large positive number Z' yprprmj - disturbance before the k'™ operation of part p’ onthe j* duplication of machine type m,
andtakesvalue 0 otherwise
Teom Processing time of operation k of FYip Abinary variable that takes value 1 if the completion time of the k" operation of part p in

part p on amachine oftypem

the reactiveplan changes concerning that in the initial plan, and takes value O otherwise
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1. INTRODUCTION

Scheduling is a decision problem that plays a crucial role
in manufacturing and service systems. In today’s
competitive environment, it seems inevitable to have a
scheduling process and an efficient operation sequence, a
necessity for survival in the commercial space. For
example, companies are required to adhere to the pre-
promised delivery times, and failure to comply with them
can lead to loss of significant profit. They should also
plan their jobs so that they can utilize the available
resources most properly. Scheduling addresses resource
allocation over specific time frames and is aimed at
optimizing one or more specified variables. Many
researchers often assume that manufacturing systens
operate in static environments in which no unexpected
events occur. However, many manufacturing systems are
in dynamic and random conditions, and at any moment,
they may encounter unexpected events such as machine
failure, the arrival of new jobs into the system,
cancellation of jobs, delay in the arrival or shortage of
materials, and change in the job priority. This leads to the
non-optimality and infeasibility of the initial schedule. In
order to address unexpected disruptions in a
manufacturing system, an appropriate approach must be
adopted. A framework of strategies for rescheduling
manufacturing systems has been presented by Vieira et
al. [1]. Wojakowski and Warzolek [2] presented a
classification of scheduling problems under production
uncertainty. Scheduling can provide better coordination
in manufacturing systems to increase efficiency and
reduce operating costs. Ideally, the manufacturing system
should follow the schedule as far as possible; however,
unexpected events can change the status of the system
and affect its performance.

In general, there are three approaches for addressing
random disturbances, as listed below. (1) Proactive
approach. This approach attempts to provide a schedulke
that minimizes the negative effects of disturbances,
which will occur in the future by predicting the
occurrence of unexpected events and incorporating them
into the initial schedule. (2) Reactive schedule. This
approach first provides the initial schedule regardless of
the effects of unexpected disturbances, and as soon as
unexpected events occur, it modifies the initial schedule
given the reactive measures that need to be taken. In
general, these reactions are divided into two categories.
One involves reactions that seek to modify and improve
the initial schedule and the other concerns reactions that
attempt to provide a completely new schedule. A
dispatching rule is a reactive model that schedules jobs
based on a predefined criterion. Rescheduling is another
reactive approach, which modifies the initial schedulein
order to adapt the status of the systemto the disturbance
that has occurred. Most conducted studies have generated
the modified schedule based only on workshop

performance criteria. When operators process jobs based
on an initial schedule, the other parts of the system, such
as the inventory control, are also planned based on the
initial schedule. The modified schedule may be
completely different from the initial one. Hence, since the
other activities of the system have been planned
according to the initial schedule, it has a significant effect
on the activities of the other departments, which leads to
infeasibility or non-optimality in the system. For this
reason, the corrective measures must be taken such that
minimal changes are required in the system while
workshop criteria are considered. (3) Proactive-reactive
approach. This approach is a combination of the above
two and consists of two stages. At the first stage, it
provides an initial schedule, like the proactive approach.
At the second stage, which is the reactive stage, a new
schedule is presented as soon as an unexpected event
occurs.

The pace of change in customer needs has increased,
and in such a competitive environment, manufacturers
are forced to produce a wide variety of products in
different volumes. Under such conditions, manufacturing
systems should, on the one hand, have high flexibility to
produce awide range of products, as in a job shop system
and, on the other hand, produce high volumes of products
over short periods, as in a flow shop system. Group
technology (GT) and its relevant manufacturing systens
are an accepted solution to the problem of semi-mass
production of various products. Cellular manufacturing
system(CMS), the most well-known application of group
technology, attempts to identify manufacturing
similarities of parts, based on which part families are
formed and produced using relatively independent
production units called machine cells. Some of the
important benefits of CMSs are that they can simplify and
reduce material transportation, reduce material flow in
manufacturing, reduce setup and production time and
costs, improve production control, and increase
flexibility. The process of CMS design consists of four
main steps: (1) cell formation (CF) (e.g., Sakhaii etal. [3]
and Soolaki and Arkat [4]), (2) cellular layout (e.g., Arkat
et al. [5] and Rahimi et al. [6]), (3) cellular scheduling
(Arkat and Ghahve [7]), and (4) resource assignment
(e.g., Mehdizadeh and Rahimi [8] and Bagheri et al. [9]).

A comprehensive review of published articles in the
field of the CMS scheduling problem has been presented
by Feng et al. [10]. Given the unexpected disruptions in
production systems, which lead to the reduction of
system efficiency, an appropriate approach should be
adopted to address these disruptions in CMSs. Rahmani
and Ramezanian [11] have presented a comprehensive
literature review in the field of dealing with random
disturbances in scheduling problems. In the area of
CMSs, few studies have examined addressing
unexpected disturbances, most ofwhich have presented a
knowledge-based approach. Olumolade [12] proposed a
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reactive approach to solve the CMS scheduling problem
when machine failure occurs. They assumed that the
CMS did not include additive machines. Weckman [13]
presented a framework for reactive scheduling in the
cellular manufacturing environment using the notions of
neural networks, genetic algorithms, and simulation in
such a way that the neural network was used to generate
the initial solution to the genetic algorithm. The solution
obtained by the genetic algorithm was applied to the
simulation model for the specification of the efficiency
of the scheduling based on the performance criteria. Li
and Murata [14] presented a mixed-integer programming
model for the reactive scheduling problem for waiting
jobs in a CMS against occurrences of machine failure.
They proposed a hybrid binary particle swarm
optimization  algorithm and simulated annealing
algorithm for solving the problem. When the initial
schedule changes, the workforce resists against the
change directly or indirectly. In other words, after each
disruption, the operators and internal parts of the system
prefer to process jobs based on the initial schedule and to
process new ones at the end. Therefore, they resist any
changes intheinitial plan. The research conducted in this
area by Caruth et al. [15], Giangreco, and Pecci [16], and
Rahmani and Ramezanian [11] shows that worker
dissatisfaction and resistance to change may increase
processing time.

The implementation benefits of CMSs include
reduction of setup times, reduction of material
transportation, reduction of the work-in-process
inventory, better production efficiency, and higher-
quality, shorter response times to the customer
requirements. Of course, it is worth noting that the
benefits of implementing a CMS for a company arise
when the implemented CMS is based on the results of
solving models that properly consider all the features of
the system. Most of the CMSs considered in previous
studies postulate an initial set of jobs to be processed in
the manufacturing system, while a new, unexpected job
may arrive in the manufacturing system during the
program execution for which there is no predetermined
plan. The purpose of this research is to investigate how
to handle the arrivals of new, unexpected jobs in the
CMS, events that lead to changes in the system
parameters, and, consequently, non-optimality of the
optimal solution found for normal conditions. For
specification of how to address unwanted changes in
input parameters, a reactive model is presented for the
conditions that hold after the occurrence of a disturbance.
The primary purpose of the model is to determine how to
change the decisions (concerning cell formation and cell
scheduling) so that the systemis encountered with the
slightest consequences in terms of costs and time. In
order to consider the cost and time consequences, the
reactive planning approach is formulated in such a way
that the decision variables in the initial plan are

considered as the parameters of the reactive model.
Moreover, the notion of resistance to change (RTC) in
the reactive scheduling problem, which has received little
attention, is introduced.

2. PROBLEM STATEMENT AND MATHEMATICAL
MODEL

In this section, a cellular manufacturing system is
investigated, where there is the feasibility of processing
non-sequential operations of parts on identical machines.
These parts are referred to as reentrant parts. It is also
possible to process some of the operations of the parts
using several alternative machines. Here, the number of
formed cells is unknown a prior and considered as a
decision variable. Each machine has several identical
copies, and each part has a number of alternative process
routings. The number of machines in each cell and the
number of cells each have a known minimum and
maximum. Intercellular transportation time is assumed to
be constant, and processing times include setup times.
With an initial plan outlining machine grouping and part
process routings, as well as the cellular scheduling, the
goal is to make appropriate changes to address the
situation where a part is added as a new order. Since a
new, unexpected job may arrive in the systemduring the
execution oftheinitial plan, we presentamodified model
to provide a new plan considering the original workshop
criterion and the stability criterion. The proposed
mathematical model seeks to presenta plan which is not
only minimizes the main criterion of the workshop (total
completion time of parts) but also makes the slightest
changes as compared to the initial plan. For this purpose,
the notion of resistance to change is used, which
increases in processing time. We apply the RTC concept
creatively by combining it with the concept of system
stability.

For this purpose, the set of parts in the plan on the
arrival of a new job is indicated by P". The following sets
of parameters and decision variables are also introduced.

The mathematical model of the problem is as follows:

min Yo, cpr F’Kp_p (1)
mianEMZjEMSmZCECI y‘r,njc - ij (2)
S.t.

Fip 2 Fy—M (1 —vy,)  VpeP.keK, @)
Fip < Fip + M (1 = v) VpeP, keK,, ()
YeecVmje =1 vmeM, jeMS,, )



V. Rahimi et al. / IJE TRANSACTIONS A: Applications Vol. 34, No. 01, (January 2021) 162-170 165

z"CECZmeMkI[,Z}'EMSmXlépmjc =1 _Vkp VpeP',ker (6)

X,épmjc < Y,’nj vmeM,ceC,peP, keK,, je MS,, )
BL.YY! < YmemZ jems, Yimjc < BU . YY. VceC ®)
YYCI = YYCI+1 Vee€ = {Crnax} C)
Zcec‘ YYC' = Cmin (10)
Ep k1 =
2 TeeclZ % jems, (X (-

2 HCceC|EAMEMy S jEMS )\ k+1,pmjc

Vier1,p) + X 1,pmje- Vi 1,p) — (11)
ZmeMk'ijeMSm(Xlépmjc '(1 - Vkp) +

Xipmjc- vkp)| VpeP, keK,, — {Kp}

Flrp 2 Z:ce(,‘zmeMM,ZjeMSm Tlpm' (leij' le) +

: : , (12)
Tipm - (Xipmjc -(1 =v1p))  VpeP

! !
Fk+1,p 2 ka +
z:ce(]z:meMker z:jeMSmTk+ 1,pm- (Xk+ 1,pmjc Vk+1,p) +

Tlé+1,pm '(Xlé+1,pmjc : (1 ~ Vit l,p)) +
tprir1 VPEP, keK, — {Kp}

(13)

’ ’ _ ’
kak’p'mj + Zk’p’kpmj = ZCGC(kaij . (1 - Vkp) +

kaij' Vkp)' (Xlé'p’mjc '(1 - Vk'p’) +

Xy vk:pr) Vp,p’eP',ker, k'err,p =
p'and k=

k' are incompatible; VjeMS,,, meM,, N
Mk'p" ceC

p'mjc

(14)

Fip = Frpr + L. (L= Ziryiomi) = Tiepm - Viep +
Tipm-(1 = Vip) VD,D'€P’, keK,, k'eK 1, p =
p'and k= k' are incompatible;

VjeMS, meM, N My, ceC

(15)

Fep +L.Viy 2D +

' ' 16
ZCECZmEMkijEMSmTkpm'kaij , vaP,'kEKp ( )

|Fip = Fip| <L .Fyy, VpeP'keK, 17
Tipm = Tkpm + & FYip -Tiym VDEP', k€K, meM,,, (18)

Y‘r’njC’X]épij' lecpk’p'mj' YYC" Fyka{O,l} (19)

The objective function (1) minimizes the total
completion time of parts. The objective function (2)
minimizes the total number of displacement machines in

the reactive plan as compared to that in the initial plan.
Constraints (3) and (4) showthat the completion times of
operations, the processing of which has started before the
occurrence of the disturbance, do not change in the
reactive plan. Constraint (5) indicates thateach machine
should be allocated maximally to onecell. Constraint (6)
guarantees that if the processing of each operation of a
part has not started before the disturbance, it will be
processed on one machine in a specific cell. Constraint
(7) ensures that operations assigned to a specific cell are
processed on machines allocated to that cell. Constraint
(8) set the number of machines in each cell. Constraint
(9) indicates that cells are formed sequentially according
to their numbers; i.e., cell 1 is first formed, cell 2 is
formed next, and the following cells are formed in the
same order if needed. Constraint (10) applies the lower
bound of the number of formed cells. Equation (11)
calculates the transportation time between ki and
(k + 1)t operations of part p. Constraint (12) guarantees
that the completion time of the first operation of part p is
as large as its processing time. Constraint (13) indicates
the precedence relationships among the operations of
each part. Constraint (14) defines the precedence relation
between operations of two different parts or two different
operations of the same part on a machine. Constraint (15)
guarantees that maximally one part is processed on each
machine at a time. Constraint (16) shows that the
completion time of operation, the processing of which
has not started, is at least as large as its processing time
as well as the disturbance time. The pair of Constraints
(17) and (18) are considered to calculate the processing
times of operations of parts after the disturbance. This
means that if the completion time of each part changes
with respectto thatin the initial plan, its processing time
will increase. Constraint (19) shows the range of the
decision variables.

The mathematical model presented is nonlinear. It has
been reformulated as a linear model in order to solve the
problem with exact methods.

3. COMPUTATIONAL RESULTS

For validation and verification of the proposed model,
two numerical examples are presented. These problems
are solved using the GAMS software on a PC with an
Intel Core i5 processor1.6 GHz anda 6-GB RAM. In the
following, the numerical examples are presented first.
Then, we assume that we have an initial plan for the
presented examples that are used at the presented
mathematical model. Finally, it is assumed thata new job
arrives during the execution of the initial plan, and the
presented model is used to present the reactive plan for
addressing the disturbance. Given that the model of the
reactive plan is bi-objective, we use the normalized
weighted sum method in this paper, and in order to
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present one of the solutions, we select the same weight
for the objective functions.

Numerical example 1

The first example includes seven parts and six machine
types, and the upper and lower bounds are 2 and 3,
respectively. Machine type 5 has two duplications, and
the othertypes have only one. Other data for this examp le
is shown in Table 1.

Table 1 shows the information concerning the
operation sequence of parts, processing times on
alternative machines, and intercellular transportation
times of parts for the first example. Also, Table 2
illustrates the optimal solution for the initial plan, which
its information is presented in Table 3.

Now, we assume that a new job arrives in the system
for processing during the execution of the presented plan.
We refer to this part as part 8. We assume that the new
part includes four operations on machines 4, 6, 3, and 2
with processing times 5, 9, 8, and 12, respectively, and
that the intercellular transportation time is 9. We modify

TABLE 1. Production data for the first numerical example

Machine type m (T pm)

Part TE,
k=1 k=2 k=3 k=4 k=5
3(7), 2(5),
1 1@ 402 5G)  o0n shg
36),  4(12),
2 5((4)) 6((10)) 50) 9
3 38) 24)  6(7)  3(5) 12
4 22) 3(4)  6(14) 5
12), 40,
5 %@ s o
6 1(3) 35((?)' 8
4(4),
7 W) 56 UD 56 g 10

TABLE 2. The initial plan for the first numerical example

Cell Machine Part
Type 2 3 4 1 5 6 7
2 2 1 5
3 1,4 2 4
1
5 1,3 3
6 2 3 3
1 1 1 1 3
2 4 2 2 i
5* 2 2,4

* T his represents the second copy of machine type

TABLE 3. Operations starting and completion times for the
initial plan of the first numerical example

Starting time and Completion time of part operations
Part Fip
k=1 k=2 k=3 k=4 k=5

1 5,13 13,25 31,34 34,41 41,46
2 0,4 4,14 14,19

3 0,8 8,12 14,21 21,26

4 0,2 8,12 21,35

5 0,2 3,8

6 2,5 58

7 0,3 8,13 13,20 20,26 26,30

the initial schedule using the model presented for the
reactive plan. Given that the disturbance time is also
important in the presentation of the reactive plan, we
examine the reactive plan at different disturbance times
(the arrival time of a newjob D). Below, we first examine
the reactive plan concerning D = 13. Based on the
solution to the reactive model, the results shown in
Tables 2 and 3 are updated as Tables 4 and 5.

Based on the results obtained from the sensitivity
analysis of the values of the arrival time of new jobs (D),
as shownin Table 6, the higher the arrival time of a new
job at the initial times, the higher the required
computational time. On the other hand, it is observed that
the values of the objective functions change as does the
arrival time of a new job, and this change can also be due
to the initial plan changes in terms of the starting time,
the formed cells, or both.

TABLE 4. Results concerning the reactive plan for the first
numerical example

Machi Part
ﬁe ne
Type 2 3 4 8 1 5 6 7
2 e 1** 4 5
*x *
. 3 L
* %k
s 10 3
6 2%* 3 3 2
1* 1* 1*
1 * * * 3
2* 1**’
2 4 1 2 * 5
2* 2**’
5* . 4

** This represents the operations of parts that their processing has
been started before arriving new job
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TABLE 5. Operations starting and completion times for the
reactive plan for the first example

Starting time and Completion time of part operations
Part Fig
k=1 k=2 k=3 k=4 k=5

1 5,13 13,25 31,34 34,41 41,46
2 0,4 4,14 14,19

3 0,8 8,12 14,21 21,26

4 0,2 8,12 21,35

5 0,2 3,8

6 2,5 58

7 0,3 8,13 13,20 20,26 30,34.06
8 25,30 39,48 48,56 56,68

TABLE 6. Sensitivity analysis on the arrival time of the new
job

D Z1 z2 Time
5 236 0 0.464
10 239.645 0 0.519
15 244.06 0 0.291
20 244.06 0 0.306
25 231.225 4 0.16

Numerical example 2

The second numerical example includes 10 part types and
8 machine types, and the upper and lower bounds are 3
and 4, respectively (e, P=10,M =8,Cpy, =
3and C,,,, = 4). The machine types 5 and 6 have two
duplications (i.e., MS; = MS, = 2), and the other types
of machines have only one duplication. The information
generated on this problem is shown in Table 7. Besides,
BL =2,BU =5. (The numerical example has been
taken from Feng et al. [10].)

Table 7 shows the information concerning the
operation sequence of parts, processing times on
alternative machines, and intercellular transportation
times of parts for the second numerical example.

The information in Table 8 shows that three cells have
been formed. The machines 2, 3, 6, 7, and 8 have been
assignedto cell 1, machines 1and 4, and the second copy
of machine 5 have been assigned to cell 2, and machines5
and the second copy of machine 6 have been assigned to
cell 3. Moreover, for operations that can be processed
with more than one machine type, one of the machines is
selected for processing. For example, both machine types
3 and 5 can process the first operation of part 3, and,
based on the results, the first copy of machine 5, which
has been assigned to cell 3, is selected for processing.
Many parts are processed without intercellular

TABLE 7. Production data for the second numerical example
Machine type (T ipm)

Part TE,
k=1 k=2 k=3 k=4 k=5
1 18) 4(12)  5(@3) 53((173*) 4§(1§))* 6
2 35)  8(10)  3(4)  6(7)  5(6) 09
36),  6(10),
3 2 saz 5O 12
4 220 7¢4)  6(14) 5
5 415 1)  5(6) 11
6 38)  8(4)  6(7)  3(5) 57((12))’ 8
7 g((fgj 211 7(5) 10
8 12),  6(6),
2((3)) 8((5)) 12
9 13) ?é((g)) 11
10 6(7),

4(3) 5(5) 1(7)  5(6) 10

8(4)

movements and in single cells totally, while other parts
are processed in two or more cells, where the intercellular
transportation time of the part is needed. For example, the
fourth operation of part 2 is processed in cell 1 on
machine type 6, while its fifth operation is processed on
machine type 5 in cell 3. In this case, the intercellular
transportation time of part 2 between cells 1 and 3 is
needed. The information in Table 9 specifies the starting
and completion times of the parts. For example, the first
operation of part 1 is started on machine 1 in cell 2 at time
3, and it is completed at time 11, given the time required
for processing the operation.

TABLE 8. The initial plan for the second numerical example

Cell Machine Part
Type 2 4 6 7 8 1 5 910 3
2 1 2 1
3 13 14 4
1 6 4 3 3 1
7 2 5 3
8 2 2 2 5 5
1 1 2 1 3
2 4 2 1 1
5* 3 3 224
3 5 5 13
6* 2

* Thisrepresents the second copy of machine type
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TABLE 9. Operations starting and completion times for the
initial plan of the second numerical example

Starting time and Completion time of part
operations Fy,

Part

k=1 k=2 k=3 k=4 k=5
1 3,11 18,30 30,33 39,46 46,51
2 0,5 8,18 18,22 31,38 38,44
3 0,4 4,14 14,19
4 3,5 59 9,23
5 3,18 18,23 24,30
6 5,13 18,22 23,30 30,35 35,40
7 0,8 8,19 19,24
8 0,3 3,8
9 0,3 3,6
10 0,3 6,11 11,18 18,24 34,38

Now, we assume that a new job arrives in the system
for processing during the execution of the presented plan.
We refer to this part as part 11. We assume thatthe new
part includes four operations on machines 5, 8, 4, and 3
with processingtimes 10, 4, 8, and 13, respectively, and
that the intercellular transportation time is 9. Below, we
examine the reactive plan concerning D = 13. Based on
the solution to the reactive planning model, the results
obtained in Tables 8 and 9 are updated, as shown in
Tables 10 and 11.

TABLE 10. Results concerning the reactive plan for the second
numerical example

cell Machine Part
e 4 7 8 5 9 10 1 2 3 6 11
1 2 1% 2% 1*
7 2% 3 5
2 1 2 1% 3% 1*
G 3 2% 2%4
6 3% 1* 5
3 3 4 1*3  1%4 4
4 1* 1* 2 3
5 3 5 1%3 1
6* 4 2% 3
8 2% 5 2% 2 2

** This represents the second copy of machine type

* Thisrepresents the operations of parts that their processing has been
started beforearriving newjob

TABLE 11. Results concerning the starting and completion
times of the part operations for the reactive plan for the second
numerical example

Starting time and Completion time of part
operations F',

Part

k=1 k=2 k=3 k=4 k=5
1 3,11 18,30 30,33 37,44 44,49
2 0,5 8,18 27,31 32,39 39,45
3 0,4 4,14 14,19
4 3,5 59 9,23
5 3,18 18,23 24,30
6 5,13 21,25 25,32 32,37 45,50
7 0,8 8,19 19,24
8 0,3 3,8
9 0,3 3,6
10 0,3 6,11 11,18 18,24 24,31
11 19,29 29,33 36,44 44,57

Through a comparison of the results obtained for the
reactive plan with those for theinitial plan, it is observed
that some changes have occurred in cell formation and
selection of alternative machines for the numerical
example. As observed, machine 6 is displaced from cell
1 into cell 2, machines 3 and 8 from cell 1into cell 3, and
machine 4 from cell 2 into cell 3. The fifth operation of
part 10 is processed on the other alternative machine, i.e.,
machine 6, in cell 2 rather than on machine 8. The new
job arriving into the system has also been assigned to a
machine for processing. Moreover, it is observed through
a comparison of Tables 9 and 11 that jobs are processed
according to the initial plan, and the processing of the
operations of parts is started earlier or later in some cases.
Furthermore, the job having arrived newly in the system
starts its processing at time 19 on machine 5in cell 3, and
its following operations are started at times 29, 36.345,
and 44.345 on machines 8, 4, and 3, respectively.

4. CONCLUSION AND SUGGESTIONS FOR FUTURE
RESEARCH

Since manufacturing systems operate in dynamic,
uncertain conditions, unexpected events often take place
in these systems. The occurrence of unexpected events in
manufacturing environments may lead to the infeasibility
and non-optimality of the initial plan. In order to
overcome unexpected disturbances, the initial schedule
needs some modifications. In this paper, we considered a
cellular manufacturing system, including many design
features, the objective of which is to minimize the total
completion time of parts. First, we assume that we have
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aninitial planin the cellular manufacturing system. Then,
we presented a mathematical model in order to react to
new arrivals of jobs into the system. The presented
reactive model has been designed such that it considers
both the classical scheduling criterion (total completion
time of parts)and two new criteria (stability in the system
and resistance to changes). In the presented mathematical
model, machines are allocated to manufacturing cells,
processing routes are selected for parts, and the sequence
of operations are processed on machines in such a way
that the total completion time of parts is minimized as the
first objective function. The total number ofreplacements
of machines in the reactive plan is minimized as
compared to thatin the initial plan as the second objective
function. For validation of the proposed model, some
numerical examples were generated and solved using the
GAMS software. The results of the numerical examples
showthat the reactive plan is sensitive to the disturbance
time, and the closer this time to that at the beginning of
the plan, the greater the computational time. Moreover,
changes inthe occurrence time of disturbance change the
values of the objective function and the optimal solution.

Finally, suggestions for future studies are made below.

e Given that machine failure and unavailability is
another  unexpected  disturbance in  the
manufacturing system, it can provide an appropriate
area of research to present a reactive planning
model in addressing unexpected failures of
machines in cellular manufacturing systems.

e Given the importance of the operator assignment
problem in cellular manufacturing systems, it can
provide an appropriate topic for continuing the
present study to investigate the new model (initial
planning model and reactive planning model) by
considering the operator assignment problem.

e Given the importance of production planning in
manufacturing systems and its dependence on the
cell formation problem, it can provide an
appropriate research area to integrate it with the
problem under review in this paper.

e The arrival of a new job into a cellular
manufacturing systemas an unexpected disturbance
was investigated in this paper. The reverse may also
take place, where a customer cancels one or more
jobs, the operation of which has not been started. It
can be another future research area to investigate
this state.
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ABSTRACT

The features of theorganization information support for business processes on the typical virtual
machine-building enterprise (VME) witha multi-nomenclaturenature of productionin the framework
of Industrial 4.0 were considered. It has been established that in accordance with the concept of
Industry 4.0,namely with the individualization of production and consumption, a modern virtual
machine-building enterprise must adapt tothe production of goods in small batches, moreover in a
large assortment andwith frequent change of nomenclature in a wide range. It is shown that under
these conditions, the effectiveness of the implementation of production processes directly depends on
the effectiveness of information support at all stages of the product life cycle (PLC). Amethodology is
proposed forevaluating the effectiveness of information support for PLC processes in the conditions of
multi-nomenclature production of a virtual engineering enterprise. The methodological basic concepts

Product Life Cyck are web-mining and multi-agent technology. Acomparative analysis of the activities of a typical VME
was carried out, which showed that the introduction of information support tools increased the
efficiency of VME business processes.

doi: 10.5829/ije.2021.34.01a.19

NOMENCLATURE

PLC Product Life Cycle TVME Typical VME

VME \irtual Machine-building Enterprises

1. INTRODUCTION

The development of the internet, information and
technologies,

communication

automation to a new, fourth stage of industrialization.
Industry 4.0-transition to a fully automated digital
production, controlled by intelligent systems in real time
in constant interaction with the external environment,
going beyond the boundaries of one enterprise, with the

sustainable

communication channels, cloud technologies and digital
platforms has led to the emergence of open information
systems and global industrial networks that go beyond
the boundaries of an individual enterprise and interact
with each other. Such systems and networks have a
transformative effect on all sectors of the modern
economy and business and transfer industrial

*Corresponding Author Institutional Email:
vitalinababenko@karazin.ua (V. Babenko)

prospect of combining things and services into a global
industrial network [1, 2]. Many developed countries and
business giants are active participants in the fourth
industrial revolution: state programs, commercial
associations and nonprofit organizations are created
with the goal of removing barriers to the creation of
Industry 4.0.

The basis of Industry 4.0: interoperability,
virtualization, decentralization and real-time operation.
Cyberphysical systems, cloud computing and big data

Please cite this article as: V. Babenko, 0. Demyanenko, V. Lyba, O. Feoktystova, Assessment the Cost-effectiveness of Information Support for
the Business Processes of a Virtual Machine-building Enterprise in the Framework of Industry 4.0, International Journal of Engineering,
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technologies, the internet of things are becoming
increasingly popular in business, along with vertical and
horizontal integration, virtualization and digitalization
of the entire process of creating a value added chain [3].

Industry 4.0, thanks to the flexibility and
adaptability provided by cyberphysical systems, will
help to implement mass production on individual orders,
which will reduce the price of products. The classical
methods of organizing production suggested that only
large batches of goods could be produced by the flow
method. Thanks to the new principles of organizing
production processes, it becomes possible to produce
single products in an industrial way. Today, there is a
steady trend towards a transition from tight centralized
management of production processes to a decentralized
model for collecting, processing information and
making decisions. Moreover, the level of autonomy is
constantly growing. Ultimately, such a system becomes
an active component capable of independently
managing its production process [4].

Industry 4.0 has led to the emergence of a new type
of production, such as virtual, which does not have a
fixed organizational and territorial structure, and in
which the process of creating information for software-
controlled technological equipment and the manufacture
of the product itself can be distributed in time and space
between many enterprises [5]. The most intensively
indicated type of production is developing in the field of
mechanical engineering, by acquiring the form of virtual
machine-building enterprises (VME) [6, 7]. The key
element determining the effectiveness of the VME
functioning is a special information environment,
implemented on the basis of a special applied
information technology.

At the moment, in the publications of foreign and
domestic authors, issues related to the justification of
the economic efficiency of the creation and operation of
VME have not been considered. The main reasons for
this research gap is that the technology for creating,
deploying and supporting the operation of VME in other
countries lies in the field of private business and
constitutes elements of know-how. In Ukraine, however,
there is practically no experience in organizing such
enterprises and, therefore, publications devoted to the
problems associated with justifying the economic
efficiency of creating and functioning of VME.

The main advantage of VME, which is the almost
complete absence of fixed assets, also creates
vulnerability for enterprises of this type, since a failure
in information communications between subcontractors
disrupts the coordination of the entire production
process, which entails significant financial losses, up to
the financial collapse of VME. Thus, the problem of
ensuring the financial efficiency of VME basically boils
down to the problem of ensuring the efficiency of
information support for business processes in such
enterprises.

The aim of the article is to set out the concept of
organizing information support for business processesat
the VME as typical production facilities within the
framework of Industry 4.0, as well as to assess the cost-
effectiveness of its implementation at the VME.

2. MATERIALS AND METHODS

VME lifecycle management methodology includes
conceptual and methodological parts.

The VME concept is based on the following
principles: a virtual enterprise searches for new partners
with resources, knowledge and abilities corresponding
to market needs for joint organization and
implementation of this activity [8, 9].

Methodological support of VME lifecycle
management involves the choice of a paradigm for
creating the appropriate software, and within the
framework of the chosen paradigm - the development of
methods that ensure the creation and support ofa VME
unified and information space.

Thus, the most important characteristic of a virtual
organization is a flexible, adaptive, dynamic network
structure. Since such an information space does not
exist in the real physical world, but is created through
the information integration of the resources of partners
(subcontractors). The information of VME activities
was carried out within the framework of a concept that
covers key aspects of the activity of such an enterprise,
namely, planning production volumes, based on an
analysis of the market situation, as well as the
organization of production, by making an informed
choice of subcontractors. Based on the features of VME
described above, the methodological part of the
methodology should be based on the agent-based
programming paradigm [10], as the most appropriate to
the specifics of VME. Within this paradigm, two
methods have been developed: the method of
information support of business processes of VME and
the method of forming coordinating decisions by agents
when choosing subcontractors for manufacturing
products at the VME.

The method of information support of business
processes of VME is based on the use of multiple agents
in the form of one-page web resources. The generalized
description of the method includes five stages, three of
which are implemented when creating a multi-agent
web-oriented environment, and the fourth and fifth - in
the process of its functioning:

1. Development of an online store for the sale of VME
products.

2. Development of the main site of the VME with the
implementation of the functions of informing users
about: the structure of the VME, additional
characteristics of the products, the systemof discounts,
service.
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3. Development of a set of reflexive agents in the form
of doorway sites, the number of which coincides with
the range of products manufactured by VME. In
addition to information about a particular type of
product, the agent carries information about the VME.

4. Formation of a plan for the production of VME
products based on market analysis (this stage is
implemented directly in the process of functioning of a
multi-agent web-oriented environment).

5. Formation of a community of agents whose mission
is to select subcontractors for the implementation of the
plan for the production of VME products formed at the
previous stage.

The fifth stage of the method of VME business
processes informational support is the most critical for
ensuring the effective functioning of the VME, since
here the greatest number of production risks arise.

Formulate a formal model of the process of selecting
subcontractors G when ordering S, taking into account

input information about conditions, terms and quality:

G =(A.Dy Co Ty By P2 AT A”C° D E7), )

where T,— many requirements regarding the
subcontractor selection process; A, — the set of all
technological operations of filling S; Dy — a set of
units (operations), which includes order S; c,

subcontractors for performing operations from the
plurality Dy; P, — set of parameters of the operation

D, elements E_; AT,A° — mapping, are set by the
technological operations of order manufacturing; C°® —

mapping is determined by the database; E,— set of

elements that are included in the transaction; D ,E” —
are in the design documentation for the manufacture of
the order (device).

Thus, based on the foregoing, describe the
method of forming coordinating decisions by agents
when choosing subcontractors for manufacturing
products at the VME:

1. For each operation of selecting a subcontractor G

for manufacturing order S select (using the mapping
K, - the result of the first recognizer in the created

system) signs of potential conflicts H* : K, < H, and
form a conflicting set of operations from A, .

2. Determine the type of each potential collision.
Form two subsets - signs of resolvable K, and

insoluble K, collisions in an automated mode. For

insoluble collisions, execute a request to the user to
form possible coordinating decisions.
3. For each resolvable collision, from k; determine

the  participating subcontractors (@ subset
D, = f (K}, ) as the full prototype of the signs of

resolvable collisions).

4. By analyzing the subcontractors (suitable for
performing the necessary operations— CP) determine
the previous subcontractors C, participating in such an

operation involved in the conflict and the corresponding
recognizer.
5. Form the necessary restrictions o for the

requirements of the execution of the order from A, .

6. To verify the real existence of a collision by
completing a request to the appropriate recognizer

(determine the truth) P°(0, )= P ).
7. In the event of a conflict (if P°(0;)=P))

determine the method for resolving it using the existing
apriiority knowledge base for resolving typical
conflicts.

8. Form a coordinating decision (from O, ) for each

conflict identified and fill out a draft output form for the
user.

3. RESULTS AND DISCUSSION

To verify the effectiveness of implementing the research
results, it is necessary to analyze the financial activities
of a typical VME (TVME) to determine the results of
implementation supportive information of business
processes [11-13] for the last three years of the activity
of a typical VME - RSA “Vector” (hereinafter referred
to as TVME). Moreover, the analysis is based on
comparing the results of the activities of TVME without
the introduction (2017, 2018) with the implementation
(2019) of the described information support tools.

First of all, we will conduct an assessment of
business activity [14]. It is aimed to analyze the results
and effectiveness of the current main production
activities of TVME. The value of the analysis of
business activity lies in the formation of an
economically sound assessment of the effectiveness and
intensity of use of the organization’s resources, as well
as in identifying reserves for their increase. Reflect the
main indicators of the enterprise in Table 1.

Analyzing Table 1, we can conclude that TVME
operates at the expense of borrowed funds of customers.
In 2019, the cost of production decreased, which should
have reflected in revenue from sales and, accordingly,
net profit in the negative direction, but with a decrease
in the cost of production by 939 thousand c.u. net profit
increased by 6.5 thousand c.u. The average headcount of
TVME personnel is noticeably allocated - 4 people,
which is associated with the virtual form of organization
of such an enterprise.

To calculate the total liquidity ratio, it is necessary to
summarize all the assets of the enterprise with
weighting factors, depending on the speed of their
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TABLE 1. Main technical and economic indicators of TVME

No Indicator, thousand c.u. 2017 2018 2019
1 Income (revenue) from product 16053 13731 13941
sales

2 Cost of sales 1104.8 1201.1 11072
3 Net profit 1.0 8.8 15.3
4 Equity 11.8 11.8 11.8
5 Current responsibility 694.7 262.9 357.7
6 Fixed assets 148.0 151.9 153.2
7 Current assets 580.9 261.1 353.7
8 Average number of personnel 2 4 4

feasibility, and assess liabilities by the maturity of
obligations. Next, we calculated the total liquidity ratio
of TVME taking into account the breakdown of assets
into groups. At the final stage of applying the
methodology, profitability ratios were calculated.
Summary calculations are shown in Table 2.

Based on the data in Table 2, construct graphs that
display the visibility of the results (Figures 1-4).

Turnover ratios bear a positive trend, as there is an
increase in the indicator. This is due to the fact that the
periods for which the full production cycle takes place
became longer, and consequently, the profit increased.

It is necessary to track the ratio of the turnover of
receivables and payables for the analyzed period
(Figure 2).

TABLE 2. Summary performance indicators of TVME for
2017-2019 years

Name ofindicator 2017 2018 2019 . Rate of
increase (4
Asset turnover ratio 2.00 2.40 3.03 0.63

Current assets turnover

ratio 2.26 3.26 4.53 1.27

Accountsreceivable

turnoverratio 5.76 7.23 15.78 8.55

Accounts payable
turnoverratio 2.66 3.06

4.5 1.44
Inventory turnoverratio 3.04 4.87 3.85 1.02
Equity turnoverratio 38.9 34.93 2715  -7.78

Accounts payable to

total assets ratio 0.82 0.64 0.71 0.07

Total liquidity ratio 0.26 0.28 0.008 -0.272
Production profitability 220 3.32 275 057
ratio

Return on sales ratio 0.00062 0.0064 0.01 0.0036
Direct cost margin 0.09 0.73 1.38 0.65

From Figure 2 it is seen that the accounts payable
turnover ratio has a higher growth rate than the
receivable turnover ratio. Those TVME manages to
repay the borrowed funds for the production of the order
faster than it receives funds for the purchased goods.

TVME profitability indicators for 2017-2019 in
graphical form are shown in Figure 3.

Let us analyze the main indicators that directly affect
the profit of the enterprise - the coefficient of
profitability of direct costs, the coefficient of
profitability of production. Figure 3 shows that the gross
cost of TVME significantly decreased, which led to an
increase in profit. An increase in the profitability ratio of
production indicates an increase in the profitability of
production due to the continuous improvement of the
means of information support of business processes at
TWME

Figure 4 shows the main performance indicators of
TVME. This figure illustrates the change in the
coefficient of profitability of sales and the coefficient of
total liquidity of the enterprise for 2017 - 2019. The
overall liquidity ratio for a virtual manufacturing
enterprise is very heterogeneous, because manufacturing
enterprises are characterized by a direct relationship
between the liquidity ratio and the financial stability of
the enterprise. In our case, the liquidity ratio has the
opposite value, since TVME exists at the expense of
borrowed funds of customers without having fixed
assets and stocks in stock.

B Asset turnover ratio

BCuxrent asset
turnover ratio

Coefficient Values

Dlnventory turover
atio

2017 2018 2015

Years

Figure 1. Turnover of TVME assets for 2017-2019 years

v B Accouats payatle
4 X tumover ratio
g
§ 151
g
g 104 O Accouats
8 06 < e 5
o) ) 78 receivable
54 ! tomoverraio

2017 2018 2019

Years
Figure 2. The ratio of the turnover of receivables and payables
TVME for 2017-2019 years
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Figure 4. The main performance indicators of TVME for
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4. CONCLUSION

It is shown that in the conditions of Industry 4.0, VMEs
are one of the main types of production facilities. The
concept of information of VME activity is presented,
which covers two most important stages - technical and
economic planning and technical preparation of
production. The methodological basic concepts are web-
mining and multi-agent technology. A comparative
analysis of the activities of a typical VME was carried
out, which showed that the introduction of information
support tools increased the efficiency of VME business
processes.

The main significance of the results obtained is that
their application in practice makes it possible, on the
one hand, to expand the capabilities of top managers of
traditional manufacturing engineering enterprises to
diversify order fulfilment by selecting subcontractors,
and, on the other hand, to automate the lifecycle
management process of existing VMEs.
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ABSTRACT

In this study, at first step nanopowder particles of a-Fe,Os (Hematite) and CosO. were synthesized
separately thorough simple chemical method froman aqueous solution of iron (111) nitrate nonahydrate
(Fe(NO3)3.9H:0) and cobalt (11) nitrate hexahydrate (Co(NO3)2.6H20) as precursors. Afterthat, three
composites from synthesized nanopowders of Fe,Oz with 8, 16 and 24 wt.% of CosO4 were prepared
Graphite nanopowder was added to one composition of samples in weight percentages of 1.17 and 2.35.
The composition and morphology of the composites were investigated by XRD and FE-SEM,
respectively. FE-SEM analysis showed that the morphology of the powders and composites were all
spherical in nanoscale. The photocatalytic activity of the composites was examined by measuring the
photo-degradation of the aqueous solution of methyleneblue under simulated solar light. To determine
the photo catalytic activity, the degradation of methylene blue (MB) in the absence of light (dark test)
was taken aswell. Results showed that addition of Cos04to Fe;O3 decrease the activity of photo-catalytic
process while nano-graphite enhanced photo-catalytic process by upward of ~2 % with respect to the
composite without graphite nanoparticles. Stoichiometric calculations showed that the amount of
hydrogen produced by water by the composite of Fe,03-16% Co30,-2.35% Graphite nanoparticles wes
27 umol Ha/h.g under solar light irradiation.

doi: 10.5829/ije.2021.34.01a.20

1. INTRODUCTION

on the other hand, does not pose a challenge of
conversion point, whereas it does require energy from an

Today's political, economic and economic crises, such as
limiting the viability of fossil fuel reserves,
environmental  concerns, population  congestion,
economic growth, and consumption coefficient, are all
world-wide issues that push researcher to finding new
solutions [1]. In an age where we are all concerned about
the side effects of fossil fuels, such as global warming,
pollutants spreading, and the termination of these fuels,
hydrogen can be taken into consideration[1-3]. There are
four ways to produce hydrogen gas from different
sources: hydrogen gas from natural gas, oil, coal and
water electrolysis, sharing 48, 30, 18 and 4% of
Hydrogen production respectively [4]. When hydrogen is
produced from hydrocarbons such as fossil or bio-fuels,
trapping CO2 and isolating it are among the requirements
of production program. Hydrogen produced from water,

*Corresponding Author Institutional Email: z-khakpour@merc.ac.ir
(Z. Khakpour)

external source[5]. If this energy comes from a renewable
energy source such as solar energy, hydrogen could be
potential option of green energy and supplying energy to
any device from laptops to submarines [2, 3]. Photo
catalytic of water is one of the inexpensive and clean
methods for producing hydrogen gas [4]. Hematite (a-
Fe20z3) posses some of essential features such as an ideal
band gap of 2.2 eV with broad visible light absorption up
to 590 nm which enable it to absorb 40% of the
wavelengths. It also has excellent stability underaqueous
operating conditions and a valence band positioned
sufficiently low for oxidizing that made hematite as one
of the most attractive materials for photo-electrochemical
(PEC) water splitting [6, 7]. However, relatively low
efficiency (12.9%), low electron mobility, lower
potential conduction band than needed for hydrogen

Please cite this article as: F. Mansouri, Z. Khakpour. A. Maghsoudipour, Synthesis and Characterization of Photocatalytic Activity of Hematite/
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reduction and high rate of recombination of electrons/
holes are classified as major limitations [7, 8]. To
overcome these disadvantages application  of
nanotechnology has provided improvement by producing
nanoparticle catalysts and morphological modification in
order to minimize the charge collection distance while
maintaining good light absorption. For instance, H.
Wender et al reported that synthesis hematite nano-rings
altered the edge of the bandage in a way to increase
hydrogen gas production from an aqueous solution [9].
Other ways are doping strategy and making composite
with othersemiconductor materials or metals that modify
the function of the photo-catalyst. Ch. Liu et. al in 2017
reported that hematite/carbon composite improves photo-
catalytic performance ofhematite [10]. They claimed that
120 mg photo-catalytic powder could produce 6.667
umol Hao/hg. Therefore, it is of great interest to study the
photoelectric properties of a-Fe2Oz nanostructures in
combination with other materials to make composite for
their promising application in photo-catalysis or
photoelectric conversion device. For instance, in of
TiO2/BiVOs composite, BiVOs nanoparticles promoted
absorption and production of electrons, TiO2 is key role
to convert electron to water [11]. In another endeavor
using nanoparticles of Gold and TiO2> composite reduced
the probability of electron-holes recombination [12]. A
number of other n-type semiconductors, such as TiO>
[12, 13], ZnO [13] and Co304 [14, 15] have been studied
as photo anode materials for water splitting however, all
requirements have not yet been accomplished by that
compounds. These materials are good candidates for
making composite by hematite. Perry et al. Reported that
Co304 nanoparticles produce 2000 pmol Hz/hg from
water: ethanol (1:20) solution under light radiation [16,
17].

In this study, we synthesize hematite and Co3O4
nanoparticles in order to prepare composition of
hematite/Co30s. In order to promote electron transfer
mechanism and improve the performance of photo-
catalytic properties Graphite is added to hematite. The
photo activity performance of hematite in composition
with cobalt oxide and graphite in form of Co304/Fe20s
nano-composite and Co304/Fe20s /G (FCG) nano-
composites are studied for the first time and result have
been discussed.

2. MATERIALS AND METHODS

2. 1. Material Synthesis To prepare a Fe20s-
Co304 nanocomposite at first step a-Fe2O3 (Hematite)
and Coz04 nanopowders were separately synthesized by
the chemical route. (Fe (NOs)3.9H20) (99.9%, Merck),
(Co (NO3)2.6H20) (99.9%, Merck), (NH4)2C204 (99.9
Merck) and ethanol C2HsOH (99.5 % Merck) were used
as the starting materials. Distilled water was used as a
solvent. For synthesis of o-Fe203 (Hematite), Fe

(NO3)3.9H.0 was dissolved in distilled water with
stirring at room temperature. After a while, ethanol
solution was added dropwise to the stirring mixture at
room temperature. The pH value was defined according
to the experimental conditions given in reference [18].
The resulting dark dispersionwas continuously stirred
for 1 h at room temperature and then temperature was
raised to 80 T and maintained until yielding a black
powder. The black powder was calcined in a furnace at
500 °C for 3 h to obtain a complete crystalline nano-
powder. The synthesis procedure of Cos3Os included
dissolving Co (NO3)2.6H20 (99.9% of Merck) in 100 ml
of distilled water and di-ammonium oxalate (NHs) 2C204
(99.99 Merck) separately as well. Ammonium oxalate
solution was immediately poured into the cobalt nitrate
solution at room temperature that led to precipitation of
pink cobalt oxalate with the chemical formula of CoC20sa.
During the precipitation process, the solution is stirred
continuously until completion. At this stage, cobalt
oxalate is conformed completely, and stirrer is turned off
to deplete the sedimentary sediment and the waste
solution. After drying, the sediment was transferred into
an electric furnace for calcination where it was kept at
500 C for 3 hours resulting in Co3O4 black powder [19].

2. 2. Preparation of Composite Catalysts
Composite catalysts were prepared in different weight
ratios of Co30a4/ Fe20s, thermal operation was performed
for 1 hour at 700 C and the products were labeled FCx
(= 8, 16, 24 wt. %) corresponding to the weight ratio of
the Cos04/Fe203 nanocomposites. The Co304/Fe203 /G
(FCG) nano-composites were prepared by adding
Graphite nanopowder to Co304/Fe203 in weight values of
1.17 and 2.35% wt% of graphite to determine the effect
of graphite addition on photoactivity. After adding
graphite, the resulting composite was heated for one hour

at 700 C in an electric furnace.

2.3. Characterization The prepared nanopowders
and composites samples were characterized with X-ray
powder diffractometer (XRD). The XRD used was
Philips X-Ray Diffract meter with Cu Ka radiation
source (A = 1.54274).The morphology of samples was
characterized by Field emission scanning electron
microscopy (FESEM) Vega Tescan. Synthesized
powders were ultrasonically dispersed into ethanol and
the suspensions were then spread on the surface of
aluminum foil to prepare sample for FESEM. Gold
coating was performed before observation for better
conductivity.

The UV-Vis diffused reflectance spectra (DRS) were
taken using a Perkin Elmer, Model Lambda 25.

2. 3. Photocatalytic Activity Test The prepared
composites were used to degrade Methylene Blue (MB)
under a 55 W xenon lamp, and its photocatalytic
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performance was studied through comparison with P25.
Photocatalytic samples of 10 mg were added to 100 mL
of a 10" Molar of MB solution and magnetically stirred
for 0.5 hin the dark to obtain the adsorption—desorption
balance, and the xenon lamp was then turned on. A5 mL
sample of the solution was taken out every 20 min and
centrifuged at a high speed; then, it was tested using a
UV-vis spectrophotometer in 664 nm, with distilled
water as a contrast. The concentration of MB was
calculated according to Lambert-Beer’s law. The
concentration of MB can be determined from the
intensity of the color peak (664 nm) of solution. A
standard calibration curve was constructed in the
working range of 1.8-3.1 ppm (Figure 1).

The measurements were carried out over the
wavelength range of 400-1000 nm. The concentration of
MB was calculated according to Lambert—Beer’s law by
using Equation (1) that indicates relation between UV
absorption and MB concentration:

C =5.3968 A — 0.564 @)

where C (ppm) is MB concentration and A is the
absorption value obtained in UV-Vis measurements.

3. RESULTS AND DISCUSION

The crystalstructure of the synthesized catalysts a-Fe20s
nanoparticles and Co3CO4 nanoparticles were examined
via XRD measurement and the data is shown in Figure 2.
The observed pattern after heat treatment at 500 C of the
collected products exhibited all the expected peaks from
the o-Fe203 structure (a) and CosCOs (b) without any
detectable peaks from impurities and other phases.
Powder X-ray diffraction (XRD) data can be indexed to
the characteristic peaks of hematite (JCPDS 33-06 64)
and Cobalt Oxide (JCPDS 01-076-1802).

4.1
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Figure 1. UV-Vis spectroscopy calibration curve for MB
concentration
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Figure 2. XRD patterns of the synthesized a) Hematite and
b) Co304 powder after calcinations at 500 C

Morphologies of the synthesized a-Fe2Oz and Coz04
nanoparticles were characterized using scanning electron
microscopy. The SEM images of the samples are shown
in Figure 3. It can be seen that the synthesized C0304
nanopowder catalysts have very homogenous
morphologies, regular dispersion and with nearly
spherical shapes varying in size from approximately 30
to 50 nm. A closer look, specifically on a-Fe20s, allows
to see that these particles consist of significantly smaller
sphere —like grains with the size around 40-60 nm
confirming that the synthesized nano-sized o-Fe»Os
particles have formed these soft agglomerations.

Figure 3. SEM images of the synthesized Co3Ox (a, b) and
a-Fe203 (c. d) nanoparticles after calcinations at 500C
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Composites of powder were prepared with heat treatment
specified amounts of each of the powders after
mechanically mixed together. All heat treatments were
performed at a temperature of 700 ‘C. Figure 4 shows
XRD pattern of Fe203/Co304/Graphite  (FC3G2)
composite (2.35 wt.% Craphite was added to FC3: 84
Fe203/16C030s (Wt.%)). It shows that the composite
comprises of all three compounds of Fe203, Co304, and
Graphite.

The three different compounds of synthesizd
hematite nanopowder, 84 Fe;03/16C030s (Wt.%)
composite  and  Fe203/Co304/Graphite  (FC3G2)
composite (2.35 wt.% Graphite added to FC3) were
characterized by UV-visible absorption spectra to
compare their optical absorption properties. Results are
shown in Figure 5. The spectra show changes in the
behavior of absorbance wavelengths when cobalt oxide
and graphite were added to hematite powder and formed
composites. Accordingly, it can be concluded that the
absorbance of ultraviolet waves (wavelengths 190 to 200
nm) in FC3G2 composite is about 7.36% more than that
of hematite; nevertheless, in visible ranges (between 400
and 700 nm) hematite absorbs about 30% more lights
compared to FC3G2 composite. By adding cobalt oxide
to hematite, the absorption peak is shifted to the left
(indicated by green color in Figure 5), indicating an
increase in the energy of band gap. With the addition of
graphite to the two based composite of Fe203/C030s, the
absorption edge has increased (blue curve), which means
that graphite has no effect on the energy band gap and has
only increased the absorption of ultraviolet waves.

The photocatalytic activity was examined by a
colorant decomposition test using MB, which is very
stable chemical dye undernormal conditions. In general,
absorption spectra can be used to measure the
concentration changes of MB in extremely dilute

aqueous solution. The MB displays an absorption peakat
the wavelength of about 664 nm. Time-dependent photo-
degradation of MB is shown in Figure 6. In all curves in
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Figure 4. XRD patterns of the FeO3/Co30./Graphite
(FC3G2) composite powder after heat treatment at 700 C
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Figure 5. UV-visible absorbance spectrum
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Figure 6. Changes in MB concentration photocatalytic degradation in the presence of different compounds of catalysts
nanopowders: Pure Fe;O3 (FC1), Composites of Fe203/C0304 (FC2, FC3 and FC4), Composite Fe203/Co304/Graphite (FC3G2)
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the first 30 minutes, decreasing in methylene blue
concentration will be due to surface absorption of the
powder since the test was performed in absolute darkness
for 30 min. after which radiation was started up to 130
min that exhibited the photocatalytic activity of the
catalysts powder. It is illustrated that MB decomposes in
the presence of pure hematite and in composite samples
of Fe203/Co304 with 8, 16 and 24 wt.% of Co304. The
results of the dark tests showed that increasing Coz0a did
not follow a fixed pattern for surface adsorption of
methylene blue molecules. Methylene blue is a cationic
dye that is widely used in the textile industry [20]. The
surface charge of hematite particles is negative [21],
while the surface charge of Co304 particles is positive +
41[22]). Therefore, raising the amount of Co304 leads to
decrease of the absorption of methylene blue molecules
on the surface of the composite powder. According to
those results, the distribution of hematite and Co3O4
particles is expected to be such that the hematite particles
surrounded the cobalt oxide particles, in which case the
effect of adding cobalt oxide to the absorption or
excretion of methylene blue molecules is reduced
because there are fewer interfaces between cobalt oxide
particles and methylene blue molecules. For instance, in
the FC3 composite containing 16% cobalt oxide, Cos04
particles are more surrounded by hematite than in the
FC4 composite with 24 wt.% cobalt oxide. Accordingto
the results shown in Figure 6, the highest amount of
adsorbentin dark belongs to FC3 and the lowest surface
absorbance is for FC2 containing 8% cobalt. Moreover,
according to Fabrizio Creazzo et al. [22], if the FCC
network of Co3Os4 cuts from the side of (110), one side of
the disconnected network will have a negative charge,
while the other side will have a positive charge [22].
Based on this, it can be predicted thatin the composition
containing 16% cobalt oxide, the levels of sections with

25 A

[ N
v o

MB C/CO (%)
=
o

Dark (30min)

Radiation (100 min)

negative charge of cobalt oxide had a higher level of
common with methylene blue solution, which caused
more absorption of methylene blue molecules and in the
composition containing 8% cobalt oxide had a more
positively cross-sectional area with the methylene blue
solution.

The results reveal that the introduction of Graphite
improves the photocatalytic activity by reducing the
surface absorbance. This can conclude that Graphite as a
conductive material reduces the recombination of
electrons and holes that leads to improving photoactivity.
It is seen from Figure 6 thatin FC3G2 samples with 2.35
wt.% Graphite, the photo activity increased by 1.89%
compared to FC3 sample without Graphite.

The photo activity of nano-composite FC3G2 in the
two concentrations 0f100 ppm and 200 of catalysts were
compared and result is shown in Figure 6. The photo
activity of nano-composite in concentration of 100 ppm
showed better result. The decrease in photo activity by
increasing the amount of photocatalytic powder is due to
raising the population of particles that leads to more
collision between particles, then decreasing the active
surface for absorbing electromagnetic waves. The
photocatalytic activity of catalysts reduces about 2% by
increasing the amount of photocatalytic powder to 200
ppm.

Figure 7 shows an overview of the performance of all
synthesized nano-composites. The highest rate of photo
activity is related to hematite nanoparticles (FC1), and
among the composites, the best photocatalytic
performance belongs to the FC3G2 composite with 2.35
wt.% Graphite. On the other hand, the lowest amount of
photo activity is related to FC4 composite, which
contains the highest amount of cobalt oxide. Therefore,
adding cobalt oxide to the composite has not yielded to
desired results.

BFC1 BFC3 BFC3G1 BFC3G2 BFC2 BFC4

Total (130 min)

Figure7. Comparing photocatalytic activity in the presence of different compounds of catalysts nanop owders
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The photo activity of nano-composite FC3G2 was
examined under sunlight. The results of this experiment
showthat the photo activity of the nano-composite under
irradiation of the solar light is about 4.5 times higher than
that of the photo activity in the xenon 55 W lamp that
caused degradation of about 55% of methylene blue. The
higher removal efficiency of methylene blue over FC3G2
composite compared to all experiments done under
radiation of xenon 55 W lamp is probably due to increase
in dye adsorption on the photocatalyst surface undersolar
light which will react with active species in the photo
catalysis process.

Calculations show that this photocatalytic nano-
composit powder can produce 5.7 pmol H2 per hourin a
1 liter of water under radiation of xenon 55 W. However,
this same composite produced 27 pumol H2 per hour
undersolar light irradiation. The results indicated that the
removal efficiency of photo activity could be enhanced
effectively in FC3G2 composite under solar light
irradiation; that phenomenon has been reported by S Lub
et al. [23].

4. CONCLUSION

Nano-hematite and nano-cobalt oxide were successfully
synthesized by simple chemical method without using a
surfactant or templates. The synthesis process employs
low-cost raw materials and vyields a phase-pure,
polycrystalline product. Compositing strategy in order to
promote photocatalytic properties of hematite was
studied. According to the UV-vis experiment graphite
improves the photocatalytic activity of hematite.
However, adding Co304 to hematite transports the edge
of the adsorbent to lower wavelengths, which means that
the band gap has increased. The photocatalytic activities
of the nano-hematite were determined by investigating
the degradation of MB upon irradiation of UV lamp and
solar light in the presence of the hematite and other
composites. Of the various compounds synthesized,
hematite nanoparticles were found to have the best
photocatalytic performance during the degradation of
MB, however among the composites, FC3G2 composite
(containing 2.35% graphite and 16% cobalt oxide) had
the best photocatalytic performance. Photocatalytic
activity of FC3G2 composite undersolar light was higher
than that of UV irradiation. Photocatalytic activity of
FC3G2 composite under solar light was higher than that
of UV irradiation.
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Bone char (BC) is one of the most common adsorbent with extensive applications in the removal of
pollutions. T he adsorption capability of BC is proportional tothe crystallineindex, i.e, theatomic ratio
of Ca/P. Thisstudy is an attempt tomodel thecrystalline index of BC that by thermal decomposition of
natural bone usingartificial neural network (ANN) and genetic expression programming (GEP). In this
regard, 100 various experimental data used to construct the ANN and GEP models, separately. Through
the data collection step, heating rate, the typeof precursor, calcination temperature, and residence time

selectedas the inputs for the preset output as Ca/P ratio. T he results reveal that the minimum amount of
Ca/P ratio are at the heating rate 10 °C/min, HNO31.6 M as activation agent, calcination temperature
1000 °C, and residence time 2 h. R squared indices is used to compare the performance of extracted
models. Finally, the best ANN uses to investigate the effect of each practical variable by sensitivity
analysis and revealed that the residence time is the most effective parameter on the crystalline index
while acid activation is of secondary importance.

doi: 10.5829/ije.2021.34.01a.21

1. INTRODUCTION

Due to the increasing growth of various industries and
industrial products around the world, challenges about
the severe damages to the environment are increasing.
Therefore, to reduce the environmental degradations, it is
necessary to reduce the amount of waste by consideration
of a logical and cost-effective solution. Solid waste, e.g.,
animal waste, are a potential source of renewable
materials. Thermal conversion of solid waste into char
has been widely studied as a promising solution for waste
disposal. During this conversion, a valuable by-product
is produced that can be used in many fields of industrial
production to reduce the environmental damages [1, 2].
Bone char (BC) is a black, porous, granular substance
that prepared by heating of animal bones. It is one of the
most common sorbents with unique characteristics
including eco-friend, accessible, cheap, and excellent

*Corresponding Author Institutional Email: khayati@uk.acir
(G. R. Khayati)

regenerating specification. Adsorption of pollution is one
of the most common applications of BC, e.g., water
treatment process, in the industry. It traditionally uses as
discoloration agent in the sugar industry [3, 4].
Adsorption of F, Cd, Zn, Ni, Cu and As from aqueous
solution with low cost are the other applications of BC.
Therefore, finding a solution to produce and control the
characteristics of BC is of great importance [5, 6]. There
is a significant dependency between the compositions of
BC to its preparation methods. There are 50-80 wt.%
hydroxyapatite, 10-16 wt.% CaCOs, and 7-10 wt.%
carbon in the chemical composition of BC. Incomplete
combustion of natural bones with controlled oxygen is
the main approach for the preparation of BC. Table 1
illustrates the physical and chemical properties and
application of BC that have been prepared by different
methods. There is a strong dependency between the
crystallinity index of BC (i.e., the ratio of Ca/P) on its
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capacity as an adsorbent agent [7]. In this regard,
optimization of theamount of Ca/P ratio plays a key role
for design and preparation of BC with a betteradsorption
performance. P and Ca are the main constituentsofbone.
The other constituents with lower contents are Na, C, Mg,
and O. In general, stoichiometric amount of Ca/P ratio in
boneis 1.67 [8, 9]. However, based on Table 1, the Ca/P
ratio is completely variable and the charring of animal
bones is the main preparation method of BC. Some
advantages including low production and activation
process caused the evolution of charring of animal bones
as a promising approach for the preparation of BC.
Unfortunately, this process suffers from the
comprehensive investigation on the analysis of
complicated interaction between the practical variables
including pre-process or activation of bones by acidic
solutions, calcination temperature, heating rate, and
residence time. To the best of our knowledge, several
methods have been used to produce BC. However, no
research has been done to model the crystalline index of
BC based on practical variables, so far. Hence,
illustration of reliable models based on experimental data
is strongly proposed to enhance the performance of BC.
This study aims at constructing new predictive models
based on gen expression programming (GEP) and
artificial neural network (ANN), for determination of the
Ca/P ratio as a function of practical variables. To
constructthese models, 100 reliable trails were done for
the preparation of BC. The dataare used to train and test
GEP and ANN models. The calcination temperature
changed between 400 °C to 1000 °C, the residence time
is considered in the range of 1to 4 h, and the heating rate
changed from 5 to 12 °C/min. The performance of both
models are compared to each other. Finally, the effect of
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each practical variable is investigated by sensitivity
analysis.

2. MATERIALS AND METHODS

The thigh bone of cow is used as a precursor to prepare
the bone char. As a first step, selected thigh bone washed
for 2 hin boiling deionized water to wipe out meat and
fat residues and left 24 hto dry. Then, the dried bones are
crashed (with the particle size lower than 1 mm) and uses
as mother sample for the preparation of BC.

2. 1. Specimen Preparation A CVD furnace
equipped with the ceramic holder is used through the
calcination step. At first, the origin bones sample divide
into 100 parts. 60 parts directly heated to prepare BC. The
remained 40 parts pre-processed by the addition of 490
mL of HNOs (with various concentrations including
0.49, 1.1, 1.6 M) to 50 gr of crashed bones in Erlenmeyer
flask on a hot plate at the temperature of 80 °C. The
prepared solution is mixed for 24 h. Then, the solution is
cleared, and the pre-processed samples locate in a
porcelain capsule. Finally, the prepared BC sample
stored in a micro tubes for further analysis. As shownin
Table 2, the BC samples that directly used identified by
1 and the pre-processed bones with 0.49, 1.1, and 1.6 M
HNO:z solutions are identified by 2, 3, and 4, respectively.
BC samples synthesized under the special conditions of
pyrolysis including the calcination temperature (400-
1000 °C), heating rate (5-12 °C/min), residence time (1-
4 h) and argon gas (400 mL/min). EDX analysis is
utilized to investigate the weight percentages of Ca and P
elements to calculate the crystalline index (Table 2).

TABLE 1. Chemical composition of BC as a function of preparation condition and its applications

Ref. T?\Itv?()/co)a -(r\?vtti!/ol)p I\?vttél /OC): Hydrogo:;\patite Application of BC

[10] - - 9-11 70-76 Adsorption of toxic ions

[11] - - 11.0 76 Adsorption of fluoride

[12] 13.4 125 Filtrations of P

[13] 28 15.2 13 Filtrations of P

[14] - 15 6.3 85 Adsorption of fluoride

[15] 39 20 - 80 Water treatment

[16] 30.7 14 - 69 Filtrations of P

[17] 27.1 12.7 18.0 Used as P-fixing soil influenced by root-mycorrhiza-bio char interactions
[18] 18.5 14.9 11.2 Improvement the phosphorus-cadmium-interaction

[17] 33.7 15.3 8.2 Used as P-fixing soil

[19] 23.9 15.7 - 89 Adsorption of Cr (I11) from water solution

[20] 24.2 11.5 3.8 Absorption the methylene blue

[21] 23.8 13 10.4 56 Improvement of the transformations of P in plant-based structure
[22] - - 10.0 80-90 Enhancement of photocatalytic performance by ZnO/BC composites
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TABLE 2. Summary of the experimental design used to the synthesis of BC

o Inputs Output
Precursor® Calcination temperature (°C) Heating rate (°C/min) Residence time (h) Cal/P Ratio
1 3 1000 7 1 1.31
2 4 400 5 1 1.27
3 3 700 5 4 1.45
4 3 400 12 3 1.41
5 2 1000 3 1.72
6 2 400 4 1.92
7 4 700 3 1.03
8 2 700 12 1 1.69
9 1 900 10 2 2.02
10 3 800 10 2 1.30
11 1 500 7 2 2.30
12 1 600 10 3 2.14
13 1 800 5 1 2.24
14 3 500 10 1 1.46
15 4 600 7 4 1.05
16 3 900 12 3 1.17
17 2 600 5 2 1.93
18 2 500 10 4 1.79
19 2 800 7 3 1.75
20 4 500 12 2 0.99
21 4 900 5 1 1.03
22 1 800 12 4 1.97
23 4 700 10 2 0.96
24 2 600 12 1 1.74
25 1 500 5 3 2.34
26 1 400 10 1 2.28
27 1 1000 12 2 1.92
28 1 900 7 4 2.07
29 4 800 10 3 0.89
30 3 400 5 2 1.63
31 2 1000 10 4 1.55
32 3 600 5 4 1.50
33 2 900 7 2 1.73
34 1 700 7 1 2.23
35 3 600 7 1 1.50
36 4 1000 7 2 0.91
37 4 900 10 1 0.88
38 2 800 12 2 1.63
39 4 500 12 4 0.95
40 1 400 12 3 2.18
41 1 700 5 4 2.22
42 2 500 5 3 1.95
43 3 700 10 3 1.33
44 2 400 10 4 1.83
45 3 800 7 4 1.35
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1.15
0.99
1.22
1.08
1.69
1.76
1.19
211
1.55
2.04
1.49
2.08
1.12
1.83
1.40
1.18
1.85
1.65
1.00
2.04
1.26
2.04
1.69
1.11
0.82
0.93
2.24
2.26
2.22
2.13
1.58
0.88
1.40
1.02
1.76
1.54
1.82
1.39
1.37
2.06
2.23
0.95
1.12
1.12
1.81
2.15
2.12
1.16
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94 2 1000
95 3 400
96 1 800
97 3 700
98 3 900
99 3 600
100 4 1000

7 2 1.68
7 4 1.53
5 2 2.22
5 3 1.47
12 2 1.19
5 1 1.56
12 4 0.92

*Number of 1, 2, 3, and 4 referto the sample that uses as-cleaned bone, initial bone sample modified with 0.4, 1.1,and 1.6 M of HNO, respectively.

3. METHODOLOGY

3. 1. 1. Genetic Expression Programming (GEP)
GEP is the hybrid version of genetic algorithm (GA) and
genetic programming (GP) to enhance the performance
of each one [23-27]. The main elements of GEP are
terminal set, fitness function, and termination condition.
GEP different from GP in the way of the solution
representation condition. The creation of a fixed length
of character strings to show the solution as a computer
model in a tree-like structure is the administered
approach in GEP. These trees named expression trees
(ETs) [24, 25, 28]. The operation of GEP element is
performed at chromosome level and leads to the
simplification in the creation of genetic diversity.
Multigenics is another characteristic of GEP.
Accordingly, it provides a higher capability for the
solution of more complex problems. GEP elements take
the value of independent input data and can convert or

process them [29]. +,%. /a,b,c are typical GEP
operations where a, b and c are the function sets of

elements. +, x and v~ are the terminal nodes. Karva
notation or K-expression used this notation to illustrate
the proposed model [23]. Besides the expression-trees,
K-expression can report the proposed model in GEP. The
root of ET is the first position in K-expression [27, 30].
The transformation of ET starts from the root and
readsthrough the string one by one. The size of the
corresponding ETs as a function of the complexity of
process changes within the GEP process. As a general
law, the length of each expression must be equal or less
than the length of genes. Validation of the randomly
selected genome is performed by the head-tail methods.
Head and tail are the main components of the gene. The
former composed of the function and terminal symbols,
while the latter only concluding terminal symbols [28].
Selection and copy of individuals through the GEP
employed the roulette wheel strategy. The validation of
the population is determined by various operators,
including rotation, crossover, and mutation. It is
necessary to note that, rotating the sub-parts of the
genome respect to the randomly chosen point was
performed by rotation operators. Validation of proposed
GEP models is carried out by the employment of
statistical indicator, including the mean square error

(MSE; Equation (1)), correlation coefficients (Equation
(2)) [31] and mean absolute percentage error (MAPE;
Equation (3)).

1 N
Mo =, El(ti - ®
n
5 > (5-07)°
i=1
R =1- 15— 2
2 0
i-1
MAPE J[E tioi]xlOO (3)
=1l b

where, 0, t and n are the predicted value, the actual value
and the total number of data, respectively. GEP model
has higher accuracy, when MSE and MAPE are closer to
zero, and R2 closer to 1. Figure 1 shows the flowchart in
GEP and, Figure 2 illustrates the chromosome with two
genes and its decoding in GEP.

3. 1. 2. Evaluation of the Existing Models
Table 2 shows the collected experimental dataset
including 100 samples. 70 samples are used in training
step and 30 in testing step through the construction of
GEP models. The practical parameters include the type
of precursor (activated or non-activated by HNO3),
calcination temperature (°C), residence time (h), and
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Figure 1. Flowchart of GEP
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Figure 2. Representation of the typical chromosome with
two genes and its decoding in GEP

heating rate (°C/min) selected as inputs. Ca/P ratio
(crystalline index) is considered as the output. For GEP-
based formulas, fitness (fi), from a single program, is
measured by Equation (4):

1= &y =) @

where, Cij is the value returned by the individual
chromosome, Tjthe target value for the fitness case j, and
(i) for fitness case and M the range of selection j. The
benefit of this fitness functions is that the system can
discoverthe optimal solution. In otherwords, to construct
the chromosomes, fundamental functions (e.g., In, 3Rt,
x2) and basic arithmetic operators (e.g., -, *, /, +) are
chosen. Parameters of the training of GEP models are
shown in Table 3.

3.1. 3. GEP Model Results GEP proposes adistinct
mathematical model for the prediction of target value.
Figure 3 showed the expression-trees of the most
appropriate GEP model in which d0, d1, d2 and d3 in the
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TABLE 3. lllustration of parameters applied in GEP models

Parameters

Setting

Function set

Chromosomes

Headsize

Number of genes

Linking function

Fitness functionerror type
Mutationrate
Inversionrate

One-point recombination rate

+,-,% /,In, %% 3Rt, Atan,
Tanh, Avg2, Inv, NOT

25
6
5
Addition
RRSE
0.002
0.004
0

order represented the type of precursor, calcination
temperature, heating rate and residence time. Equation
(5) gives the prediction of the Ca/P ratio obtained from
GEP expression tree. In Equation (5), Tp, Ct, Hr, Rt
represent the type of precursor, calcination temperature,
heating rate and residence time, respectively.

41.31- (Tp)j|

Rt

+|:Tanh[(Tp)2j+ Atan[('_")x(-rp)2 j} (5)
19.48 2

12.86 1
-eS0, -
Hr  Atan(Tp)

y = Atan |:Tanh (Tp) — Atan (ZCt) +

+Tanh[ +O.3(Tp)} +24.69

The comparison of empirical and predicted values by
GEP models for Ca/P in training phase is depicted as
regression plots in Figure 4.
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Figure 3. Expression-trees of most appropriate GEP model (dO: thetype of precursor, d1: calcination temperature, d2: heating rate

and d3: residence time)
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Figure 4. Illlustration of (a) testing and (b) training
regression in GEP model

3. 2. 1. Artificial Neural Network (ANN)
Artificial neural network (ANN) is a powerful technique
to model the data with complicated interaction between
the input/output parameters. The unique characteristics
of neural networks caused to the evolution of this
approach as a good alternative to determine the nonlinear
dependency and extensively used in the processing of
materials, e.g. simulation of the behavior of complex
materials [32]. As shown in Figure 5, an ANN structure
is generally separated into three sections:the input layer,
the hidden layer, and the output layer. The nodes or
neurons are connected by weights, which is similar to the
intensity of the bioelectric transfer between node cells in
a real neural network. Trained results can be summarized
in terms of weight and bias [33]. The number of neurons
in the outputand input layers are equal to the output and
input parameters, while the hidden layer is more than one
layer and the number of neurons in each layer is tolerated.
Network structure adjustment plays a key role in
improving network performance [34].

Nin_[Nl_NZ_'“_Nh:Ih_Nout (6)

where, Nout and Nin refer to the number of output and
input variables, respectively. Subscript h shows the
number of hidden layers, and Nn, N1, N2 and are the
number of neurons in any hidden layer.

The network receives data from the input layer,
decomposes data into hidden layers, and next outputs
through the output layer. In each output layer and hidden
layer, neurons consider the output of the neurons in the
previous layer as their new input. Data using the weight
bias and transfer subordinate in the neuron to obtain the
output as shown in Equation (7).

x{" = f[zwi}n)xi(n_l) +b(j")J @

where, Xj"is the output of a node j in the n¢ layer, W;"
the weight from the node, i in (n-1) the layer to nodej in
the ntn layer, and bj (n) the bias of a nodej in the nt layer
[35].

During the training phase, the network will set up
hundreds of data cycles with data, weight, and bias until
it reaches the correct error level or is maximized [36].
The simulation of weight and bias can be obtained as
Equation (8):

oE

()

" () =" (k1) - ©

In Equation (8), a illustrates the learning rate, and k refers
to the repetition [37]. Figure 6 represents the schematic
representation of the connection between the output and
input resultant of a neuron.

Type of precursor

Calcination
tem perature (°C)

Heating rale

Residence tme (h)

W=
Figure 5. The schematic structure of an artificial neural
network with input, output, and testing parameters

Hidden Ouiput
layer Iayer

Transfer
function

XF.+J
Figure 6. Schematic explanation of the connection between
the output and input resultant of a neuron
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3.2.2.Implementation In general, sufficient
practical data is required to create an efficient neural
network. Architecture, training strategy, transfer
commutable, and other elements of the neural network
must attentively determine and refined to be optimized.
Therefore, a well-trained neural network can be used to
analyze the new input data.

An ANN performance assessment coming back to
step 2 if the implementation is not satisfactory, uses the
trained network to simulate or predict the process
parameters in operational database area. In summary,
ANN including the collection and application of practical
information, network training and configuration, an ANN
performance assessment, coming back to step 2 in the
case that the implementation is not satisfactory and use
of trained network to simulate or predict the process
parameters.

3. 2. 3. Evaluation of the Existing Models In
present study, 70 experiments were utilized for training,
and 30 for testing of ANN models through the prediction
of Ca/P ratio. The inputs and output are the same as GEP
modeling.

3.2.4.ANN Model Results Figure 7 represents
the linear regression plots of appropriate model through
training of neural network.
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4. RESULTS AND DISCUSSION

Based on the experimental data and EDX analysis, it is
found that by decreasing Ca/P ratio, the crystalline index
is increased in the BC sample. Comparison of empirical
and predicted values by GEP and ANN models for the
Ca/P ratio are shown in Figures 4 and 7, respectively.
Accordingly, the best constructed model by GEP has
MSE =0.0015 and R? = 0.9784 in testing and MSE
=0.008 and R? = 0.9863 in training. While, the best ANN
model has MSE =1.81 and R? = 0.9897 in testing and
MSE =0.9800 and R? =0.9989 in training. Since the error
indices in both models are less than 3% [24], R? was used
as a criterion and model ANN was selected for further
analysis.

4. 1. Sensitivity Analysis of the ANN Model To
determine the effective parameters in the pyrolysis
condition on the Ca/P ratio, sensitivity analysis has been
used by employment of ANN model. In this analysis, a
step-by-step approach to ANN is performed by changing
each of the input parameters once at a constantspeed. In
this study, various constants are obtained at 2, 6, and
10%. For each input parameter, the output percentage is
changed due to the variation in the input parameter. The
sensitivity of each input parameter is calculated using
Equation (9).

Validation: R=0.9982
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Figure 7. Regression plots of the trained neural network model that shows the linear regression factor for training, testing, validation,

and all the data set
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1 N U% Change in outpur]
si(0)=— T T — ©)
N J=I\ % Change in input |
where, S;i (%) represented the sensitivity of an input
parameter, and N is refers to the number of data set used
to test the network. Figure 8 shows the results of
sensitivity analysis. It shows that residence time is the
most effective parameters in the Ca/P ratio, while
precursor type has a relatively smaller effect on it.
Furthermore, it shows thatany increase in residence time
increases the Ca/P ratio and decrease the crystalline
index Theresults of GEP and ANN are relatively similar
to the empirical results, and confirm the conclusive role
of residence time and type of precursor on Ca/P ratio.
Since the reaction happens through calcination, the effect
of residence time is considered along with the type of
precursoron the values of the Ca/P ratio, which is shown
in the 3D surface plot in Figure 9 (a). This surface is
plotted for calcination temperature of 700 °C, and
10 °C/min heating rate. To better understand the 3D
surface, the contourplot is depicted in Figure 9 (b). The
shaded region shows the extrapolation area of the model,
which can be used for other conditions of pyrolysis. This,
along with the unshaded region confirmed the above
explanation.

4. 2. Confirmation Test Toensure the accuracy
of the proposed model by ANN, a confirmation test is
done. In this regard, the BC sample is prepared using un-
activated crushed bone at the temperature of 700 °C,
10°C/min heating rate and 2 h residence time. As shown
in Table 4, the predicted value of Ca/P ratio in the ANN
model is 2.52, while based on EDX analysis the actual
value of this ratio is 2.55. This consistency indicates the
high accuracy of GEP model. Figure 10 shows the EDX
spectrum of this sample.

Sensitivity Analysis
60 s

S0

£
T

MAPE (%)
=

Residence time

Type of precarsor Calcimation temperature Heating rate

Figure 8. Comparison of theeffect of thetype of precursor,
calcination temperature, heating rate, residence time on Ca/P
ratio using sensitivity analysis
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Figure 9. (a) 3D surface plot of Ca/P ratio that predicts by

ANN model in calcination temperature of 700°C and heating

rate 10°C/min; (b) the contour plot of the 3D surface; the

shaded area shows the extrapolation region of ANN model.

TABLE 4. EDX spectrum of the validation test (un-activated
crushed bone that heated at 10°C/min heating rateto 700°C, and
residence time 2 h)

o) 48.96
Na 0.92
Mg 0.42
P 13.78
S 0.74
Ca 35.17

A T VM S S P i S
Figure 10. EDX Spectrum of prepared BC using un-
activated crushed bone that heated at heating rate 10°C/min
to 700°C, and residence time 2 h
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5. CONCLUSION

In this study, various pyrolysis conditions used to
produce BC. ANN and GEP techniques are employed to
model the Ca/P ratio based on the practical conditions. In
summary:

1: BC is prepared from crushed boneas precursor in the
form of as-cleaned and activated by HNOs in pyrolysis
technique;

2: Data collection is done using the design of experiment
by consideration of heating rate, the type of precursor,
calcination temperature, and residence time as practical
parameters;

3: The Ca/P ratio selects as criteria for the estimation of
the crystalline index of BC;

4. The excellent ability of ANN and GEP techniques are
proved to model the Ca/P ratio based on pyrolysis
conditions;

5. By consideration of R squared, ANN has the higher
accuracy with respect to GEP to model the Ca/P ratio;

6. Validation of results is done using confirmation test;
7. Sensitivity analysis of proposed ANN model revealed
that the residence time and the type of precursor in
regular are the most effective parameters on Ca/P ratio.
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ABSTRACT

This paperis concemed with the dynamic stability study of a gliding parachute-payload system along its
gliding path. T o scrutinize the respective dynamic response characteristics after releasing from high
altitude, a modified multi-body model is developed. In the stability analysis procedure, the yawing
motionof the payload is considered in system dynamics, whichin turn creates a state-dependent matrix
in the stability analysis and makes the linearization algorithm more cumbersome. To solve the problem,
a unified Jacobian-based symbolic differentiation algorithm is implemented and the dynamics is
linearized about various operating points along gliding segment of a typical planned trajectory. Based
on results, the systemhas short period and phugoid modes in longitudinal channel just like an aircraft.

éﬁg?dra;‘izgle In addition to dutch roll mode, the system has a low frequency coupled roll-spiral mode in lateral-
iaing ra directional channel which is a result of effective canopy anhedral angle. Itis shown, the coupled mode
can be decomposed intotwo distinct roll and spiral modes for small anhedral angles. Based on results,
as the parachute descends, both the period and dampingratio forthe short period mode were increased
by 18 and 30%, respectively. For the phugoid mode the period of oscillations is decreased by 20% and
the damping ratio, almost remains constant. For the lateral-directional channel,. As the parachute
descends, the dutch roll mode is destabilized whereas the other modes are stabilized. Furthermore, from
a practical point of view, lengthening the suspension lines stabilizes the coupled roll-spiral mode whereas
destabilizes the other modes.
doi: 10.5829/ije.2021.34.01a.22
NOMENCLATURE
Se Canopy reference area (m?) Greek Symbols
[foI°.[m T Constraint force and mpment vector acting on the confluencepoint (N, N.m)  ¢..6;,;  PaylodEuler angles (deg)
IGG N s Mass moment of inertia tensors for thegliding parachuteand payload (kg.m?) ~ # Canopy Rigging Angle (deg)
mé*A mP Mass of parachute and included air mass, mass of the payload (kg) Subscripts
Spo 19 po Canopy reference area (m?) C,GE,P Canopy, gliding parachute,

earth, payload frames

1. INTRODUCTION

it is called an asymptotically stable system. As, it
achieves a new trim condition; it is called a marginally or

Basically, a high glide ratio cargo delivery parachute is
deployed from high altitude to attain a large stand-off
distance and so may experience different trim conditions
through the gliding segment of their trajectory.
Parachute system can be perturbed from its trim
condition, in presence of a disturbance. In this situation,
when the parachute systemreturns to its initial trim point,

*Corresponding Author Institutional Email: ma.ghapanvary@isrc.ac.ir
(M. A. Ghapanvary)

neutrally stable and otherwise it is called an unstable
system. Up to now, several researches were carried out
about the dynamics and stability analysis of different
systems such as torsional micro-actuators [1], axis
gimbal system[2]. Also, many studies are devoted to
investigate the control of the system vibration and
oscillatory platforms. In this respect, the stability of the
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system was provided with a fuzzy controller [3].
Oscillatory transporting Platform was used to sieving
extremely wet earth mass [4]. The vibration of a system
was controlled wusing tuned mass dampers [5].
Meanwhile, due to the highly coupled dynamics and
complex behavior of the parachute and payload system,
its stability has not been extensively discussed, as yet.
However, in some studies, the stability analysis of the
systemwas evaluated for a simplified model at sea level.
The parachute stability characteristics were consideredas
a function of the inertia properties of the payload and
obtained that the damping ratio and period were
increased as related inertia increased [6]. The center of
gravity and lift coefficient limits for a parachute were
analyzed and various conditions and expressions for
forward and backward centerof gravity limits were given
in literature [7]. The effects of scale and wing loading on
a parachute using a linearized model for aerodynamic
coefficients were studied in literature [8]. The lateral
mode of parachute with a simplified model for a
personnel-type parachute was modeled but the effect of
apparent mass and inertia were not considered in the
analysis [9].

The apparent mass force and moment coefficients
were proposed by Lissaman and Brown [10]. Also, it was
reported that canopies with wing loading less than
5kg/m? suffered from adverse effects of apparent mass
during motion. It has beenreported by Lingard [11], that
by increasing the line length may destabilize the
parachute whereas increasing the altitude had a
stabilizing effect for the parachute. Also was concluded
that increasing the aspectratio resulted in increasing the
static stability. The stable trim points were extracted
using bifurcation analysis [12]. The main disadvantage of
this method is stringent dependency of analysis to initial
conditions. Moreover, several researches have been
performed to model the behavior and dynamic response
of the parachute systems. These works are summarized
to model the parachute dynamics with different degrees
of freedom and to study the systemdynamics behavior.
Usually, low-fidelity models with a reduced order were
used to design the guidance, navigation and control
(GNC) system. In this respect, a model with 4-DOF was
presented which consist of planar dynamics with
capability to roll and yaw [13]. Some models with 6-DOF
were introduced in literature [14,15] that considered the
parachute and payload system as a single rigid body
system. Another 6-DOF model was presented in which
the longitudinal mode was controlled by changing
canopy incidence [16]. Turn response to asymmetric
deflections and response to the gust was simulated using
an 8-DOF model [17]. Another 8-DOF model was
developed by Redelinghuys [18] for parachute with a
suspended Unmanned Aerial Vehicle (UAV) and so the
additional analytical constraints were added to the
equations of motion. Other 8-DOF model with payload

pitching and yawing motion was presented in which the
constraint forces and moments were analytically solved
during solving equations of motion. A comparison
between 7-DOF and 8-DOF models was carried out and
it is shown that a 7-DOF can describe the parachute
dynamics when payload was connected in four points.
Therefore, in case of a four-point connection of parachute
to the payload, the payload yawing motion can disturb
the overall system’s response. Specially, when speaking
aboutthe lateral-directional responses, separation of the
parachute and payload into one connection point leads to
rolling, pitching and yawing motion with respect to the
canopy which needs to a 9-DOF model. In this respect,
different 9-DOF models were developed. It was assumed
that there was only asymmetric TE deflection which was
used to control the parachute in Ilateral-directional
channel and the longitudinal channel was controlled by
varying the canopy incidence angle [19]. Therefore, the
symmetric brake deflection is replaced with canopy
incidence angle in equations of motion. Mooij et al. [20]
presented method similar to the approach proposed by
Slegers and Castello [21], the equations of motion were
solved simultaneously with constraint forces and
moments, whereas in analytical dynamics required
artificial constraint stabilization to satisfy the constraint
at the confluence point [22]. The parachute systems had
two modes of short period and phugoid in longitudinal
channels and roll, duch roll and spiral modes in lateral-
directional channel. In recent studies, using a 6-DOF
linearized model discussed in litrature [23, 24], a
dynamic stability study was carried out for a powered low
anhedral canopy parachute. The eigenvalues of
longitudinal and lateral-directional channels were
obtained whereas the trim points were extracted through
a static 4-DOF model of straight trimmed flight in which
the effect of relative pitching motion of the payload on
the dynamic modes was considered.

Clearly, achieving a large gliding distance
necessitates releasing the gliding platform from a high
altitude which in turn results in a wide variation of air
density. This changes the parachute velocity from release
to the impact points. Moreover, the apparent mass and
inertia terms and so the dynamic response will change
due to this variation. Evidently, in order to design of a
gliding parachute, it is necessary to take the stability
characteristics into account. Therefore, since the flight
condition is varying, it is important to investigate the
trend of the dynamic stability over the flight envelope.

On the otherhand, as a significant design variable for
gliding parachutes, the anhedral angle can affect the
dynamic response as well as the gliding capability. The
effective values of this design variable may result in
different lateral-directional dynamics. Therefore, this
paper is inspired by these problems to study each mode
of system dynamics at different operating points along
the gliding flight path. In other wods, the effect of



M. A. Ghapanvary etal. / IJE TRANSACTIONS A: Basics Vol. 34, No. 01, (January 2021) 195-201 197

variation of altitude and the anhedral angle, which is the
most important control parameter in lateral channel, on
each dynamic mode of the systemis scrutinized. This
issue was ambiguously discussed in aforementioned
studies. Herein, the yawing motion of the payload is
considered in systemdynamics creates a state-dependent
matrix in dynamic equations which has not been
considered for the parachute-payload systemas yet. So,
due to the complexity of the linearization of the airdrop
system, the stability analysis procedure is difficult and
time-consuming. This paper presents a unified jacobian-
based symbolic differentiation algorithm that the system
of equations is linearized by means of the algorithm.

2. PARACHUTE MODEL DESCRIPTION

For a parachute system model, when parachute and
payload are considered as separate bodies, components
of constraint forces and moments will be appeared.
Hence, the rotational motion of the payload in space can
be expressed as a combination of parachute rotational
motion in space and a relative yawing motion. So, to
avoid prolonging the paper with repetitive relationships,
a model is used and modified for longitudinal trailing
edge control surface instead of incidence angle, as
longitudinal control input.

The schematic of the high glide ratio parachute-
payload systemis shown in Figure 1. Based on the figure,
there are 4 different reference frames for deriving
equations of motion. These frames are attached to the
canopy, gliding parachute (includes the canopy and
suspension lines), payload and earth as an inertial
reference frame.

By rearranging the translational, rotational and
kinematic constraint equations, the complete set of

Figure 1. High glide ratio parachute-payload system

equations of motion which describes the parachute-
payload dynamics is summarized in a nonlinear state-
space form as below:

MX =F @)
In which the respective matrices are as follows :
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in which the right hand side expression for the force and
moments can be expressed as:
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Using lyapunov indirect method herein, local response
characteristics are obtained for the decoupled dynamics
with varying trim points. Since the state matrix is state
dependent, the conventional differentiation is not
applicable. For this purpose, the state matrix is inverted
and taken to the right hand side of the equation. Then the
Jacobian operator is applied to linearize the unified
symbolic expression. Finally, by expressing the
equations of motion in a compact form (2), the nonlinear
system can be written in a matrix form as below:

Mx =f (5,0)
(LR T o N Y S 7 P 4

C‘ ><‘
Il

Herein, the systemdynamics should be linearized about
an operating point including system states and control
inputs. The inputs of the systemdynamics are symmetric
and asymmetric trailing edge deflections during a steady
gliding flight. Therefore, equilibrium points vector can
be assigned as follows:

X =[U,,01,,0,0,0,0,6,,0,0,0] , U,,=[0,0] ()

Based on lyapunov linearization method, a nonlinear
systemhas a behavior similar to its linear model in small
motion intervals [20]. In order to study the effect of each
input on systemresponse, itis necessary to omit the other
inputs, thus the control inputs are set to be zero. So, the
parachute system which has relatively slow dynamics,
can be linearized about its operating points as an invariant
systemas follows:
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It should be noted that, since the matrix M is state
dependentand a function of the payload relative yawing
angle, the inverse of matrix M should be considered in
calculating the Jacobian matrix in linearization
procedure. In this respect, the diagram of the dynamic
stability analysis procedure of parachute-payload
assembly is shown in Figure 2.

As shown in Table 1, to compare the present
algorithm with a practical case, the methodology is used
to determinte ALEX PADS modes. As a desireable
matching and ignorable errors, the algorithm is verified
and consequently is applicable for all parachute models.

Deorive the System
Nonlinear Dynamics
Mx = f(x,u)

Calculate the Symbolc
Inverse of Matrix M Yo form

x=M"f

Calculate Jacobian
Matsix
Maes & Geomety M 1)
Data 4= 2

'R

Stabity . Provide Yﬂn.v Points from
Derivatives M7 =0

Evaluate State Matrix A

Cheock Eigen Vaues of
State Matrix A

Figure 2. Novel algorithm flowchart for dynamic stability
analysis of multi-body parachute-payload system

TABLE 1. Estimation of Alex dynamic modes [26]

Now, a high penetrating GPDAS platform with a
maximum 1000 kg rigged cargo, the dynamic response
can be studied. The platform can achieve a desired stand-
off distance of more than 30km. The parachute
specifications are listed in Table 2.

3. RESULTS AND DISCUSSION

In order to investigate the dynamic behavior of the
present parachute, two cases were considered in which
several trim points are obtained for different altitudes
along the gliding path, for a fix payload mass and
different anhedralangles. The extracted trim points along
the gliding path are given in Table 3. As can be seen in
the table, from the maximum operational altitude to
minimum level, the velocity decreases gradually whereas
the pitch angle remains constantforafix rigging scheme.
The root loci for the longitudinal channel modes are
illustrated in Figure 3. The arrows show the direction of
increasing in altitude from the sea level to its maximum
value. Based on results, as the parachute descends, both
the period and damping ratio for the short period mode
are increased by 18 and 30%, respectively. For the
phugoid mode the period of oscillations is decreased by
more than 20% whereas it’s damping ratio, almost
remains constant. Overally, the systems stability level in
longitudinal channel is improved during the parachute
descend. In otherwords, applying brakes at high altitudes
to control the glide ratio may deteriorate the system
longitudinal stability particularly in faster mode.

TABLE 2. Parachute specification

Parameter Value
Chord(m) 5.5
Span (m) 16.5
Rigging angle (deg) 2
Parachute mass (kg) 32
Number of main Lines 40
Line diameter (mm) 0.003
Line Lengthtospan ratio 0.85
Payload Dimensions (m) 1*1*1

Dynamic Period Estimated Damping E;r'nr%?;es
Mode (s) period (s) Ratio Ratio
Short period 1.1 1.2 0.58 0.5
Phugoid 8.4 8.3 0.4 0.36
Dutch Roll 1.8 1.87 0.19 0.2
Roll-Spiral 6.7 7.06 0.47 0.5

TABLE 3. Trim points along the gliding path

h (m) Uc (m/s) Wc (m/s)
0 15.49 2.61
2500 17.54 2.95
5000 20 3.37
7500 23 3.87
9000 25.14 4.23
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Figure 3. Root locus of the longitudinal modes

On the other hand, the root loci for the lateral-
directional modes are provided as shown in Figure 4.
Based on results, the lateral-directional modes include a
pair of complex conjugate root which characterizes the
dutch roll mode and another pair of complex conjugate
root which introduces a coupled roll-spiral mode. The
arrows show the direction of increasing in altitude from
the minimum to its maximum value.

For arced circular canopies, increasing the anhedral
angle will decreasethe line length which leads to a small
rolling moment. Hence, the resultant rolling and yawing
moments produce a coupled roll-spiral mode in which
roll and spiral modes are combined together. The vlaues
of line length and trim points evaluated at lowest altitude,
are given in Table 4.

Based on the above results, when the line length
increases, the damping of the coupled roll spiral mode
tends to 1 and so the combined mode decomposes into
two real eigenvalues which represent the conventional
roll and spiral modes. The root loci of the longitudinal
and lateral-directional channels are shown in Figures

Eigen Values Of The Lateral Channel
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Figure 4. Root locus of the lateral-directional channel

TABLE 4. Anhedral angles and respective trim points

Wec

ﬁﬂgf N (rggleg) % Uc(mhs) () 009
32.70 0.6 155 318 -430
15.0 1 15.36 254 413
9.74 15 14.99 249 -3.89
7.24 2 14.76 251 -3.82
5.76 25 14.58 254  -3.80

5 and 6, respectively. Based on results, in longitudinal
channel, variation of the suspension line length has a
significant effect on phugoid damping whereas the short
period damping changes slightly.
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Figure 5. Root locus of the longitudinal modes for different
anhedral angles
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Also, for the lateral-directional channel, both the
dutch roll and coupled roll-spiral modes change
considerably. In fact, the values of the line to span ratio
from 1.5 to 2 are not practical butshowhow the root loci
move in s-plane. In all channels the period of the dynamic
modes is directly proportional to the suspension line
length. In other words, the higher the line length is, the
higher the period of all modes becomes. Hence, for the
practical values of the line length, except the coupled
roll-spiral mode in the lateral-directional channel,
increasing the line length will decrease the levels of
stability in the othermodes, i.e. short period, phugoid and
dutch roll.

4. CONCLUSION

In order to realize the gliding parachute dynamic
behavior over the gliding envelope, using a multi-body
model, the dynamic stability of a large gliding parachute-
payload assembly was studied. The eigenvalues for
different trim points along the gliding segment were
obtained for decoupled longitudinal and lateral-
directional channels.

Unlike the conventional flying vehicle modes, theroll
and spiral modes of the present gliding parachute were
coupled to each other that arose from effective anhedral
angle of the canopy. The coupled roll-spiral mode has a
higher damping ratio as compared to the lightly damped
dutch roll mode. The dynamic stability analysis showed
that, as the parachute glided from the maximum
operational altitude to the sea level, the system stability
level in longitudinal channel was improved. In this
respect, the period and damping ratio of the short period
mode were increased. For the phugoid mode, the period
was decreased whereas its damping ratio almost
remained constant. Forthe coupled roll-spiral mode, both
the period and the damping ratio of oscillations were
slightly decreased. As the parachute descended, among
the dynamic modes, the dutch roll mode along the gliding
path was destabilized. Therefore, as a worst case for
evaluating the level of stability of the system modes
particularly in conceptual design phase, it is
recommended to perform the systems dynamic stability
analysis at maximum operational altitude for the short
period mode and at minimum altitude for the dutch roll
mode. On the other hand, the eigenvalues were extracted
for different line length to analyze the effect of the
anhedral angle on system dynamics, especially in
coupled mode. Based on results, in longitudinal channel,
changing the suspension line length had a significant
effect on phugoid damping whereas the short period
damping was slightly changed. Also, for the lateral-
directional channel, both the dutch roll and coupled roll-
spiral modes were considerably changed. In all channek,
the period of the dynamic modes was directly

proportional to the suspension line length. So, the higher
the line length was, the higher the period of all modes
became. Based on results, as the parachute descends,
both the period and damping ratio for the short period
mode were increased by 18 and 30%, respectively. For
the phugoid mode the period of oscillations was
decreased by more than 20% whereas it’s damping ratio,
almost remained constant. Generally, the systemstability
level in longitudinal channel was improved during the
parachute descend.

In all channels the period of the dynamic modes was
directly proportional to the suspension line length.
Hence, for the practical values, except the coupled roll-
spiral mode of the lateral-directional channel, increasing
the line length decreased the levels of stability for the
other modes. In addition, increasing the line to span ratio
by twice herein, resulted in separation of the roll and
spiral modes from each other. So the suspension line
length which represented the canopy anhedral angle, was
the main responsible for the mentioned coupled roll-
spiral mode. For the practical values of the suspension
line length, only the coupled roll-spiral mode showed
improving in the system stability with lengthening the
lines whereas the other modes were destabilized. Also,
the linearized symbolic model was verified by comparing
the results with an available parachute data, with a
negligible error in prediction of the dynamic modes.
Therefore, the model could be used during design cycle
and was applicable to all gliding parachutes
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ABSTRACT

The present article is an attempt at utilizing a feedback control system based on cylinder rotary
oscillations in order to attenuate the two-degree-of-freedom vibrations of an elastically-supported
square-section cylinder in presence of flow. The control system benefits from the cylinder rotational
oscillations about its axis that acts according to lift coefficient feedback signal of the cylinder. Based on
the performed numerical simulations, it becomes clear that the active control system has successfully
mitigated the two-degree-of-freedom vibrations of square cylinder both in the lock-in region and
galloping zone. For a Reynolds number of Re = 90 located in the lock-in region, the active rotary
oscillating (ARO) controller has achieved a 98% reduction in the cylinder transverse vibration amplituck,
while the corresponding value forthein-line vibration is 88%. Moreover, for a Reynolds number of Re
= 250 in the galloping zone, the ARO controller has successfully attenuated the cylinder transverse
vibration amplitude by 72%, while the same value for the in-line vibration is 70%. One also observes
that the ARO controller decreases the amplitude of lift and drag coefficients in the lock-in region by,
respectively, 95% and 94%. In contrast, the corresponding percentages for the cylinder in the galloping

zone are 24% and 39%, respectively.

doi: 10.5829/ije.2021.34.01a.23

1. INTRODUCTION

Fluid-solid interaction has been a subject of interest for
engineers due its enormous importance in the design of
marine risers and platforms, submarine transport
pipelines, cooling systems in power plants especially
nuclear plants, heat exchangers and suspending bridges
[1-3]. Vortex-induced vibrations (VIV) are a subset of
flow-induced vibrations (FIV) in which frequency
synchronization between vortex shedding frequency and
structural natural frequency generates high-amplitude
self-excited vibrations. In addition to VIV, galloping is
considered to be atype of FIV happening for cylinders of
the non-circular cross section such as square cylinders [4,
5]. Galloping is defined as the self-excited instabilities
that result in high-amplitude and low-frequency
oscillations in Reynolds number ranges higher that VIV
[6, 7]. In the galloping zone, the transverse motion of
structure generates aerodynamic forces which in turn
increase oscillations. Right after the flow velocity

*Corresponding Author Institutional Email: rabiee@arakut.ac.ir
(A. H. Rabiee)

exceeds the critical value related to galloping, the
vibration amplitude continuously rises with increasing
flow velocity. High-amplitude vibrations related to VIV
and galloping can bring about fatigue failure.
Consequently, reduction of such instabilities using
passive and active control strategies is of critical
importance [8-10].

A plethora of passive methods have been utilized for
FIV reduction. Passive methods are not dependent on
external energy sources and are usually easier to
implement compared with active control strategies [11,
12]. However, passive controlmethods are effective only
in certain working conditions. In fact, to effectively
reduce FIV, one needs to determine the physical
properties of passive control systems beforehand. After
that, changing these physical characteristics is either too
difficult or impossible as the structural and
environmental conditions would be changed. Active
control approaches, unlike passive methods, alters the
structure-flow systembehavior by the direct application
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of energy to the system using actuators. Common
examples of active control include acoustic excitation
and rotating the cylinders, as well as suction and blowing
[13-16]. Benefitting from constant rotation and/or
oscillating rotation of cylinder is one of the most effective
methods for controlling the oscillating forces exerted on
a stationary cylinder as well as the vibration of an
elastically-supported cylinder. This has been the center
of attention of numerous researchers.

There have been several studies concerning flexibility
mounted cylinders with cross-over vibrations; while
relatively little research has been done on rotational
oscillating or rotary cylinders. Dimotakis and Tokumaru
[17] were probably the first researchers to investigate the
open-loop strategy for flow behind an oscillating non-
vibrating cylinder. They demonstrated that the strength
of vortices could be severely decreased, along with
noticeable suppression of drag coefficient. The drag
suppression demonstrated by Dimotakis and Tokumaru
[17] were confirmed by 2D flow calculations by He et
al. [18]. Ray and Christofides [19] investigated the effect
of a rotating control cylinder on the reduction of drag
force exerted on a long cylinder using an open-loop
control approach. Nazarinia et al. [20] investigated the
flow around a cylinder subjected to forced translational
and rotational oscillations, both numerically and
experimentally,  guiding them for a detailed
understanding of flow control and wake structure. Lu et
al. [21] used an active feedback control method to
significantly suppress the lift force of a flow excited
rotary oscillating circular cylinder. Leontini and
Thompson [22] investigated externally applied rotary
oscillations to control the flow behind a cylinder, which
can only vibrate in the cross-overdirection. They display
that applied rotational oscillation can significantly
increase the amplitude of cross-over vibration, which is
beneficial for power generation. Du and Sun [23] used an
active control approach in which applied torsional
vibrations are used to suppress cross-over cylinder
displacement. The FIV  magnitudes in the
"synchronization" region were significantly reduced by
changing the vortex shedding frequency to the rotational
oscillation frequency. Wong et al. [24] offered an
experimental study of the dynamic behavior and vertical
structure of a circular cylinder that rotates harmoniously
and experiences flow-induced transverse vibrations.
Hasheminejad et al. [13] adopted active control approach
toreduce the 1D-VIV a circular cylinder at using external
torsional vibrations.

Numerous methods have been proposed with regard
to the reduction of vibrations caused by vortex-shedding
of circular cylinders. On the contrary, few studies have
been carried out on square-section cylinders. Owing to
their sharp corners, these cylinders display a completely
different behavior from circular cylinders [25, 26].
Minewitsch et al. [27] benefited from a finite element

method (FEM) to study the interaction between the wake
and streamwise oscillations of cylinders at Re = 200.
Yang et al. [28] conducted numerical investigations
based on FEM for rectangular-section cylinders
oscillating in the cross-over direction. They found out
that the vortex-shedding mechanisms of circular and
rectangular cylinders are completely different. Singh et
al. [29] considered the forced cross-over oscillations of
square cylinders at different frequency ratios. Sen and
Mittal [30] numerically evaluated the free vibration of a
square cylinder able to oscillate in the transverse and
streamwise directions in the Reynolds number range of
60-600. For a zero structuraldamping and a mass of ratio
of 10, they noticed that the lock-in region starts from Re
= 87, while galloping begins from Re = 175. Zhao et al.
[31] studied the effect of flow-approaching angle on the
two-degree-of-freedom (2-DoF) vibrations of a square
cylinder with the mass ratio of 3 at Re = 100. In another
study, Sen and Mittal [25] examined the 2-DoF
vibrations of square cylinders for various mass ratios.
They observed that the transverse vibrations of square
cylinders in the galloping region increase at mass ratios
higher than 5. Zhao [32] investigated the effect of aspect
ratio, defined as the ratio of cylinder dimension in the
transverse direction to the dimension in the streamwise
direction, on the 1-DoF and 2-DoF vibrations of square
and rectangular cylinders with a mass ratio of 10 at Re =
200.

A number of methods have been proposed with
regard to the reduction of vibrations caused by vortex-
shedding of circular cylinders. On the contrary, few
studies have been carried out on square-section cylinders.
Venkatraman and Narayanan [33] conducted a study on
the active control of vibrations due to the vortex-
shedding ofa circular cylinder as well as the galloping of
a square prism. They modeled the oscillating cylinder as
a 1-DoF linear oscillator, on which the fluid effect was
considered as an external disturbance. By applying a
sinusoidal wave on piezoelectric ceramic actuators
installed on a square cylinder, Cheng et al. [34]
concurrently controlled the flow and structural
vibrations. Dai et al. [35] investigated the effectiveness
of time-delay control systems to reduce the high
amplitude of an elastically-supported square cylinder.
They demonstrated that time-delay controller can
postpone the beginning of galloping vibrations. Using
numerical simulations, Wu et al. [36] investigated the
effect of twist angle on the vibration attenuation of a
square cylinder that freely vibrated in the transverse
direction. They showed that the twist of cylinder surface
alters the separation point of vortex shedding which in
turn changes the frequency of vortex shedding, hence the
reduction in vibrations.

The above literature review shows that although
extensive studies have been performed in the field of
controlling the VIV of circular cylinders, few researches
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have been conducted on the effect of employed
techniques for square cylinders. Accordingly, this article
considers the subject of active control of square cylinder
based on the rotational oscillations of the cylinder as one
of the best approaches for FIV mitigation that has
successfully been applied for circular cylinders.

The rest of the article is as follows: section 2.1
presents the equations of flow and oscillator, followed by
a summary of the solution technique of fluid-structure
interaction in section 2.2. The mechanism ofactive rotary
oscillating (ARO) controller is presented in section 2.3
and the validation of current study is delineated in section
2.4. In addition, section 3 demonstrates the results and
discussions related to the ARO controller via several
figures. Finally, the most important findings are outlined
in section 4.

2. NUMERICAL APPROACH

2. 1. Equations of Flow and Oscillator The
numerical analysis starts by utilizihng the two-
dimensional (2D) incompressible equations of Navier-
Stokes (NS) for flow simulation which are concisely
expressed as:

a_ —(uV).u-vp +ivzu ,
ot Re 1)
Vu=0,

where u=(u, /U,u /U) is the non-dimensional vector of

flow velocity in which U represents the free flow
velocity, p is the pressure, p is the density of fluid in
question, and Re signifies the Reynolds number.

By submerging a rigid body in fluid, the vacillating
torques and forces initiate the motion of body. In this
article, the 2-DoF vibration of an elastically-supported
rigid square-section cylinder is studied that is under the
action of external rotary oscillations applied through the
feedback control system. The schematic of problem is
shown in Figure 1. Furthermore, the nondimensional 2-
DoF motion equation developed for the cylinder is
written as:

V2C,
2m"’

6;% +47I§%Q‘+47r2Qi - @)

where Q, =X and Q, =Y represent the nondimensional

values of square cylinder motion amplitude along xandy
directions, respectively. They are expressed as
Q =q,/D inwhich g, is thereal displacement value and

D signifies the side length of the studied cylinder. Also,
§:C/(2M) is the damping ratio quantity in which
damping and stiffness coefficients are defined by ¢ and
k, respectively, V, =U / f D depicts the reduced speed

o(t) §

i
u !
= Tl
N -'-""\_"' | x
—

Figure 1. Schematic of flow-induced vibration on square-
section cy linder

in which f_is the structural natural frequency, C, =C,
and C,=c, . Finally, m"=m/m, represents the mass
ratio in which m and m, are the mass of, respectively,
cylinder and displaced fluid.

2. 2. Description of Fluid/Structure Solvers A
brief introduction of the employed fluid/structure solvers
and their most important properties are provided here.
Aided by the computational fluid dynamics software
package, ANSYS Fluent, along with a UDF otherwise
known as user-defined function, Equation (1) is solved
based on a time iteration approach. The computational
domain of the cylinder is considered to be a rectangle.
The distance between the cylinder center and the pair of
domain upstream and downstream boundaries is shown
by (L,,L,) as depictedin Figure 2. The dimension of the

lateral boundary is displayed by H. In addition, the block
ratio is defined as B=D/H . By considering a blockage
ratio of 0.05, the finite volume mesh in question is
displayed in Figure 3. The triangle meshes are deformed
at each time step using the moving-deforming mesh
function while the vibration and rotation of the cylinder
inside the studied domain take place. The UDF written in
C programming language decides what movement should
be made in the central region. At the same time,
unstructured meshes are rearranged in the external zone.
The flow is considered as laminar unsteady for
simulation purposes. An implicit pressure-based solver
of first order is in charge of computing hydrodynamic
loadings based on existing continuity and momentum
relations. Other assumptions include non-slip boundary
conditions on cylinder surface, free-stream velocity at the
inflow, stress-free condition at the downstream
boundary, zero cross-flow velocity and zero stress
components on upper and lower boundaries.
Furthermore, the UDF calculates the movement of the
sprung cylinder according to the applied hydrodynamic
forces. Fluent receives transverse and in-line velocities
through the macro. In addition, surface boundary
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Figure 2. Block diagram of active rotary oscillating
controller

Figure 3. Utilized computational domain

condition (X5, ¥,.) =(U,,u,) is used to repeatedly

determine various quantities including surface flow
velocity, mesh arrangement and cylinder location. Refs.
[37, 38] provide a more detailed explanation of flow-
structure interaction.

2. 3. Active Rotary Oscillating Controller To
restrain in-line and transverse movements in the current
FIV arrangement, feedback control approaches are
suitable choices in conjunction with the rotary
oscillations of the cylinder. To this aim, one may choose
the lift coefficient c, (t) as the feedback signal from

which the data on the flow-field close to the cylinder
including the vortex shedding frequency are obtainable.

Hence, the description of the proportional closed-loop
controller can be written as:

o(t) = ae(t), ®)

where (t) represents the nondimensional angular
velocity of the cylinder in question, «>0 signifies the
proportional gain of the controller. Also, e(t) is
described as:

e(t) =C(t) - C,(t), 4

where C!(t) is the desired quantity oflift coefficient. The
present study assumes a zero value for C!(t), thus the
control output is found to be:

oft) =—aC, (t). ®)

One should note that he minus sign in Equation (5) shows
that the direction of obtained lift coefficient c () is
opposite to the imposed rotary oscillations o(t). The

overall arrangement of the control system is shown in
Figure 2.

2.4.Validation  The inputparameters for validating
the performed numerical simulations are as follows:
m =10,£=0,B=0.05;F, = f,D/U =14.39/Re. These
values are used to obtain the changes in the peak
amplitude of transverse oscillation for a 2-DoF sprung
square-section cylinder with respect to different
Reynolds numbers at a fixed blockage ratio of 0.05. As
shown in Figure 4, a good agreement exists between the
results of this study and those of Sen and Mittal [25], the
latter of which is based on a special finite element
analysis.

3. NUMERICAL RESULTS

To investigate the performance of ARO controller for the
considered square cylinder with regard to the 2-DoF VIV
and galloping, the parameters of the validation section
are used [25]. In addition, the Reynolds numbers for the

14y — 3
| |me—sen and mittal
121 | & present
I |5
Z 087
=~ 06
04-
0.2t
o4 : A h b o4 R
50 100 150 200 250

Revoolds number
Figure 4. Variation of cylinder transverse displacement
amplitude with Reynolds number
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lock-in and galloping regions are taken as Re = 90 and
Re = 250, respectively. For a blockage ratio of 0.05, the
computational domain with H =20D is displayed in
Figure 3 in which the center square section containing
7000 grid cells is located in a larger domain of 20000 grid
cells.

First, the effect of control parameter value (« ) onthe
transverse vibration amplitude of the square-section
cylinder is investigated. For brevity, only the final results
are reported here. The active rotary oscillating controller
has a successful performance in the attenuation of
cylinder transverse oscillations for a wide range of
control parameters. As the control parameter increases,
the maximum transverse displacement amplitude of
cylinder first decreases and then rises. The maximum
amount of reduction in cylinder transverse vibrations is
achieved at Re = 90 with the control parameter «=1.5.

The time evolution response of the non-dimensional
cross-flow and streamwise displacements of the cylinder
for both controlled and uncontrolled cases can be seen in
Figure 5 at the critical Reynolds number of 90 that is
located in the lock-in region when the control parameter
is a=15. One notices the sinusoidal response of cross-
flow displacement whose frequency of oscillation is
close to the vortex shedding frequency. On the other
hand, the frequency of oscillation for the in-line
displacement is twice as much. The ARO controller
decreases the cross-flow vibration magnitude by up to
98%. The corresponding value for streamwise vibrations
is 88%.

As discussed earlier, due to the different nature of
galloping from VIV, it is good practice to separately

(Re = 90)
0.2 T T
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a0 A
0.1
-0.2
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: = controlled |
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=0l
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0
-0.05 ! : : . :
L[] 50 100 150 200 250 300
Time

Figure 5. The time evolution of the non-dimensional cross-
flow and streamwise displacements for controlled and
uncontrolled cases at Re = 90

study the effect of the active controller on the galloping
of the square cylinder. A wide range of parameters are
studied at Re = 250 in the galloping zone. It is noticed
that « =1 yields the highest amount of reduction in the
galloping of the square cylinder. The time evolution
response of the non-dimensional cross-flow and
streamwise displacements of the cylinder for both
controlled and uncontrolled cases can be seen in Figure
6 at Re = 250 thatis located in the galloping zone when
the control parameter is « =1. The amount of reduction
in cross-flow vibration by the active controller is 72%.
The corresponding value for the attenuation of
streamwise oscillation is 70%.

Comparing Figures 5 and 6 show that the
uncontrolled response of the cylinder, especially for in-
line oscillations in the galloping zone has significantly
increased with respect to the lock-in region. Moreover,
the amount of reduction in the vibration of the square
cylinder in the lock-in region is more than the galloping
zone. Next, to find the main reason behind the reduction
of square cylinder vibrations by cylinder rotary
oscillations in addition to the difference between the
vibration reduction capability in the lock-in region and
galloping zone, the values of force coefficients and
vortex shedding frequency are inspected. The calculated
values of controlled and uncontrolled lift and drag
coefficients at Re = 90 (lock-in region) for =15 as in
the time evolution responses are shown in Figure 7. The
computed magnitudes of lift and drag coefficients are
decreased by as much as 95% and 94% using the ARO
controller. This shows the capability of active rotary
oscillating controller in decreasing the amplitude of lift
and drag coefficients exerted on the square cylinder

(Re = 250)
1.5 :
Lk
05+
-0
05"
Af
Gl . . . |
0 50 100 150 200 250 300

1 uncontrolled
[ controlled

U] Slu lllll] 1 :ﬂl) lelll 2_%0 300

Time
Figure 6. The time evolution of the non-dimensional cross-
flow and streamwise displacements for controlled and
uncontrolled cases at Re = 250
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in the lock-in region. This in turn significantly reduces
the transverse and in-line oscillations of the cylinder. The
calculated values of controlled and uncontrolled lift and
drag coefficient at Re =250 (galloping zone) for « =1 as
in the time evolution responses are shown in Figure 8.

The computed magnitudes of lift and drag
coefficients are decreased by 24 and 39% using the ARO
controller. As observed, the amount of reduction in the
lift and drag coefficients of galloping zone are much less
than the lock-in region. In addition, the regular and

(Re = 90)

C,
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Figure 7. Thetime evolution of the lift and drag coefficients

for controlled and uncontrolled cases at Re = 90
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Figure 8. The time evolution of the lift and drag coefficients
for controlled and uncontrolled cases at Re = 250

periodic oscillations of the controlled lift and drag
coefficients related to the lock-in region have turned
perturbatory. It is in fact concluded that the reduction
mechanism of in-line and transverse vibrations for the
lock-in region and galloping zone are different from each
other.

For a more detailed evaluation, the power spectral
densities corresponding to the active rotary oscillating
controller as well as the uncontrolled cylinder are
provided in Figure 9 for Re = 90 and Re = 250. The
normalized  vortex shedding frequency of the
uncontrolled cylinder in this case (f/f,=1) at the
Reynolds number of 90 is a sign of structural resonance,
i.e. the vortex shedding frequency becomes equal to the
natural frequency of structure. Using forced rotational
oscillations of the cylinder, the feedback control system
has successfully shifted down the normalized vortex
shedding frequency from f/f =1 to f/f,=09. Hence,
frequency synchronization is disturbed and consequently,
the energy transfer from flow to cylinder by the increase
in the variations of lift coefficient has decreased
significantly. These results in a reduction of cylinder
transverse oscillations by 98%. On the other hand, at Re
= 250 in the galloping zone, the normalized vortex
shedding frequency is equal to f/f, =0.87.. In this case, in
which frequency synchronization has not occurred, the
active controller has shifted down the vortex shedding
frequency from /¢ =0.87 t0 f/f, =055.

Therefore, it is concluded that the main reason behind
a reduction of 72% in the cross-flow oscillations of the
cylinder in the galloping zone is the disturbance of
surrounding flow and the weakening of flow-structure
coupling and not the de-synchronization-type action.
This explains why the reduction percentages of lift
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Figure 9. Power spectral density of cross-flow cylinder
displacement for uncontrolled and controlled cases
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coefficient and transverse vibrations of the cylinder are
different in the lock-in region and galloping zone.

Figure 10 shows the time history of the relative error
of controlled cylinders at Re = 90 and 250. As observed,
the relative error in both the lock-in and galloping zones
are small, although the performance of ARO controller in
reducing the transverse oscillation of the cylinder in the
lock-in region (Re = 90) is better than that in the
galloping zone (Re = 250).

At this stage, to show the efficacy and robustness of
ARO controller against possible structural uncertainties,
the mass and stiffness of the cylinder are changed and
numerical simulations are repeated with the same
designed controller based on the nominal model. In this
regard, Figures 11 and 12 show the time history of the
transverse displacement of the square cylinder for £20%
variations in the cylinder mass and stiffness at Re = 90
and 250, respectively. As observed,the ARO controller,
despite being developed according to the nominal model,
has maintained its proper performance in spite of
significant structural uncertainties.
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Figure 10. The time evolution of the relative error for
controlled cases at Re = 90 and 250
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Figure 11. The robustenss of ARO controller with respect
to £20% perturbation in (m, k) at Re = 90
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Figure 12. The robustenss of ARO controller with respect
to £20% perturbation in (m, k) at Re = 250

Finally, the correlations between the presented results
are summarized as follows. The disturbance of frequency
synchronization for the cylinder in the lock-in region
reduces the lift coefficient, which in turn reduces the
transverse oscillations of the cylinder. As a result, the
main reason for the reduction of cylinder oscillations in
the lock-in region is the disturbance of frequency
synchronization. Regarding the cylinder in the galloping
zone, the rotary oscillation disrupts the flow around the
cylinder and weakens the fluid-structure coupling. This,
and not the disturbance of frequency synchronization, is
the main reason for the decrease in the transverse
oscillations of the cylinder in the galloping zone.
Reducing the lift coefficient as well as the transverse
oscillations results in a relatively more smooth flow
around the cylinder. Furthermore, as the equations of
motion of the cylinder are coupled due to the flow, the
drag coefficient on the cylinder also decreases.
Accordingly, adecrease in streamwise oscillations owing
to the reduction in the transverse oscillations of the
cylinder can be observed in both the lock-in and
galloping zones.

4. CONCLUSIONS

A closed-loop active control strategy was implemented
to attenuate the two-degree-of-freedom vibrations of a
square-section cylinder freely oscillating in the
transverse and in-line directions in the lock-in and
galloping regions. The control systembenefited from the
cylinder rotary oscillations about its axis which was
based on the feedback signal from cylinder lift
coefficient. Due to the difference between VIV and
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galloping mechanisms, the effectiveness of control
strategy was separately studied in both regions. VIV
occurs when the vortex-shedding frequency equals the
oscillator natural frequency. Galloping is specific to non-
circular cylinders and causes high-amplitude, low-
frequency oscillations in a range of Reynolds numbers
greater than that of VIV. As soon as the flow velocity
surpasses a critical value associated with galloping, the
amplitude of vibrations continuously rises with
increasing flow velocity. High-amplitude oscillations as
a result of VIV and galloping can lead to catastrophic
failures of structures. Thus, attenuating such instabilities
is of utmost importance.

The main observations of the present study are
discussed in what follows. The maximum percentage of
reduction in cylinder transverse vibration was achieved
in the lock-in region (Re = 90) for a control parameter
value of a=15. At this Reynolds number, the ARO
controller successfully reduced the amplitude of
transverse and in-line vibrations of the cylinder by 98 and
88%, respectively. In addition, the reduction in the lift
and drag coefficients in this region was equal to 95 and
94%, respectively. Moreover, the maximum amount of
reduction percentage in cylinder transverse amplitude in
the galloping zone (Re = 250) was realized using the
control parameter « =1. At this Reynolds number, the
ARO controller successfully decreased the amplitude of
cylinder transverse vibration by 72%, while the
corresponding value for the in-line vibration was 70%.
Furthermore, the reduction in the lift and drag
coefficients in this zone was, respectively, 24 and 39%.
The normalized vortex shedding frequency for the
uncontrolled square cylinder in the lock-in region was
f/f,=1, indicating the synchronization of vortex

shedding frequency with the natural frequency of
structure. Here, the utilized control system successfully
shifted down the vortex shedding frequency to f/f,=0.9

. On the otherhand, for a square cylinder in the galloping
zone, the normalized vortex shedding frequency was
equal to f/f,—os87 that was further reduced to

f/f, =055 with theaid of control system. Thus, it can be

concluded that the main reason behind the reduction in
the cylinder transverse vibration in the galloping zone is
the disturbance of flow around the cylinder and
weakening of structure-flow coupling and not the de-
synchronization-type action. This describes the
difference of lift coefficient and transverse vibrations of
cylinder in the lock-in and galloping regions.
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Machine Leamning (ML) based condition monitoring and fault detection of industrial equipment is the
current scenario for maintenance in the era of Industry-4.0. T he application of ML techniques for
automatic fault detection minimizes the unexpected breakdown of the system. However, these technicues
heavily rely on the historical data of equipment for itstrainingwhich limits its widespread application
in industry. As the historical data is not available for each industrial machine and generating the cbta
experimentally for each fault condition is not viable. T herefore, this challenge is addressed for gear
applicationwith tooth defect. In this paper, ML algorithms are trained using simulated vibration data of
the gearbox and tested with the experimental data. Simulated data is generated for the gearbox with
different operating and fault conditions. A gearbox dynamic model is utilized to generate simulated
vibration data fornormal and faulty gear condition. A pink noise is added to simulated data to improve
the exactnesstothe actual field data. Further, these simulated-data are processed using Empirical Moce
Decompositionand Discrete Wavelet Transform, and features are extracted. These features are then fed
to the training of different well-established ML techniques such as Support Vector Machine, Random
Forest and Multi-Layer Perceptron. To validate this approach, trained ML algorithms are tested using
experimental data. Theresults showmorethan 87% accuracy with all three algorithms. The performance
of the trained model is evaluated using precision, recall and ROC curve. These metric show the
affirmative results for the applicability of this approach in gear fault detection.

doi: 10.5829/ije.2021.34.01a.24

NOMENCLATURE
I . Torsional damping of flexible coupling
Im /1 /1y/19  Massmomentof inertia of rotor/load/pinion/gear Cplcy Input/Output
M{ /M, Input/Output torque from Motor/Load ki /ko Vertical Radial stiffness of bearing Input/Output
L Vertical Radial viscous damping coefficient of
my /my Mass of pinion/gear c/co bearing Input/Output .
Rog /Rop Base circle of pinion/gear yilys (Ij_ilrr;ecetlirodrllsplacement of Pinion/Gear in they-
kp kg Torsional stiffness of flexible coupling Input/Output On!6y 16,165  Angular displacement of motor/load/pinion/gear

1. INTRODUCTION

these conditions causes gear to degrade and leads to the
failure. Failure of gear causes the transmission system

Rotating machinery are the most essential systems of the
industrial machinery. Gearboxes are the most widely
used sub-systems of the rotating machinery that are
vulnerable to failure and system breakdown. As they
operate under harsh operating conditions, which may
develop fault on gears. Also, continuous operation under
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breakdown, production and economic loss.

Different maintenance strategies such as breakdown
or unplanned, preventive or scheduled and Condition
Based Maintenance (CBM) are employed to ensure the
satisfactory operation of rotating machinery over its
useful life. Earlier was the breakdown or unplanned
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mailto:vishwadeepch@gmail.com

V.C. Handikherkar and V. M. Phalle / IJE TRANSACTIONS A: Basics Vol. 34, No. 01, (January 2021) 212-223 213

maintenance in which maintenance is carried out only at
the breakdown; preventive or scheduled maintenance
was carried out at predefined intervals, and CBM was
carried out based on the information on the condition of
machine [1]. Out of this CBM strategy gained popularity
in the industry as it avoids unnecessary maintenance. In
current Fourth Industrial Revolution (i.e. Industry 4.0)
for industry equipment maintenance, machine learning
based condition monitoring system are being developed
for automatic fault diagnosis [2]. Machine learning has
been applied notonly in industry equipment maintenance
butalso in different fields such as roadways maintenance
[3], predicting student grades [4] etc.

Vibration analysis is a most widely used condition
monitoring technique for gear fault daignosis. In
literature two approaches have been used for the gear
fault diagnosis, one is data driven approach and other is
physical model based approach. The data-driven
approach purely rely on the historical or in-service data
of gearbox to predict the faults in gear, and physical
model based approach makes use of physics based
models to create a virtual systemto mimic the vibration
characteristics of gearbox under different operating
conditions [5]. Subsequent section discusses the
literature on these two approaches.

Several researchers have used Machine Learning
(ML) techniques for developing automatic fault detection
of industrial machinery based on the data driven
approach. Recently, Lei et al. [6] presented a review of
different ML techniques employed for machine fault
diagnosis. To develop a fault diagnosis technique based
on the data driven approach using the ML techniques,
require a historical data of in-service equipment or
experimental data to train the ML algorithms. ML
techniques like Support Vector Machine (SVM), k-
Nearest Neighbour (KNN), Artificial Neural Network
(ANN) Ensemble techniques etc. [6] have been employed
for the bearing and gear fault diagnosis. Samanta [7] used
this approach for the binary classification (i.e. healthy
and faulty) of gear using SYM and ANN. In this input
features were selected and optimized using the genetic
algorithm, SVM resulted in better classifier over the
ANN. Similarly, Samanta et al. [8] used three different
ANN classifiers suchas Multi-Layer Perceptron (MLP),
Radial Basis Function Network and Probabilistic Neural
Network for the bearing fault classification. Using
genetic algorithm and Probabilistic Neural Network a test
accuracy of 100% was obtained. Further, the
effectiveness of pre-processing of data using Discrete
Wavelet Transform (DWT) on the classification by SVM
and ANN was studied by Tyagi and Panigrahi [9], and
results show that pre-processing improves the
performance of both the classifiers and that SVM
outperforms ANN. Discrete wavelet transformand multi-
layer perceptron was used by Sanz et al. [10] to determine
the gear condition status and the model is able to predict

1% decrease in the mesh stiffness. Shen et al. [11] useda
transductive SVM for gear fault classification for data
having more numbers of unlabeled data than labelled
data; in this features were extracted using Empirical
Mode Decomposition (EMD). Shao et al. [12] also
utilized an EMD technique with higher-order cumulant
method for gear fault classification and developed a
virtual system for gear damage detection. Li et al. [13]
proposed a bearing fault detection method using
Improved lIterative Windowed Interpolation Discrete
Fourier Transform technique. For the combined gear and
bearing fault detection Dhamande and Chaudhari [14]
proposed that, features extracted using continuous and
discrete wavelet transform have been more prominent in
detecting the combined fault than time and frequency
domain features. A highestaccuracy of 90% and 97% for
training and testing respectively was obtained using the
SVM. Attaran et al. [15] developed bearing fault
detection technique based on kurtogram in time-
frequency domain using ANN. A 100% training accuracy
was noted for ANN. Bajric et al. [16] used features
extracted using the discrete wavelet transform and time
synchronous averaging method for a wind turbine
gearbox fault detection. Researchers have also utilized
ensemble techniques such as Random Forest (RF) for the
fault classification. Han and Jiang [17] used RF classifier
for the bearing fault classification; in this the variational
mode decomposition and autoregressive model
parameters have been employed for the fault feature
extraction. Cerrada et al. [18] utilized RF classifier for
the gear fault classification and used a genetic algorithm
to select the best features and a best precision value of
0.9781 was obtained. Patil and Phalle [19] have used
Random Forest, Gradient Boosting Classifier and Extra
Tree classifier ensemble techniques for the bearing fault
classification, in this features were ranked using decision
tree and randomized lasso feature ranking technique and
fed to these classifiers. Results showed that the features,
ranked using DT technique, when fed to the classifier
provided better accuracy compared to randomized lasso
with fewer features and execution time. A highest
accuracy of 98.21% was recored using DT ranking
technique. In literature cited above fault diagnosis system
was developed based on the data driven approach and
utilized an experimental testrig to generate the training
dataset for the training of ML algorithms.

In physicalmodel based approach, dynamic model is
used to mimic the actual operating conditions of the
gearbox, and vibration response of gearbox under
different conditions can be studied theoretically.
Numerous dynamic models of the gearbox have been
developed by researchers to study the vibration
characteristics of the gearbox under healthy and faulty
gear conditions. Liang et al. [5] presented a review of
different gearbox fault dynamic models developed. The
vibrations in gears are caused due to fluctuation in
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applied load, speed and Time-Varying Mesh Stiffness
(TVMS), transmission errors etc. When faulty tooth
engages the TVMS changes, due to this change in
vibration response is observed. Therefore, the calculation
of the TVMS for normal and faulty gear condition is
essential. Researchers have developed different
