
International   Journal   of   Engineering
Journal Homepage: www.ije.ir

 Volume 33,   Number 09,   September 2020

Lorem Ipsum

      TRANSACTIONS C: Aspects

I. R. IRAN

Materials and Energy Research Center

ISSN:   2423-7167
e-ISSN: 1735-9244



 

In the Name of God 
 

 

 

 

DIRECTOR-IN-CHARGE 
A. R. Khavandi 

EDITOR IN CHIEF 
G. D. Najafpour 

 
ASSOCIATE EDITOR  

A. Haerian   

 
EDITORIAL BOARD 

S.B. Adeloju, Charles Sturt University, Wagga, Australia A. Mahmoudi, Bu-Ali Sina University, Hamedan, Iran 

K. Badie, Iran Telecomm. Research Center, Tehran, Iran O.P. Malik, University of Calgary, Alberta, Canada 

M. Balaban, Massachusetts Ins. of Technology (MIT), USA G.D. Najafpour, Babol Noshirvani Univ. of Tech. ,Babol, Iran 

M. Bodaghi, Nottingham Trent University, Nottingham, UK F. Nateghi-A, Int. Ins. Earthquake Eng. Seis., Tehran, Iran 

E. Clausen, Univ. of Arkansas, North Carolina, USA S. E. Oh, Kangwon National University, Korea 

W.R. Daud, University Kebangsaan Malaysia, Selangor, Malaysia M. Osanloo, Amirkabir Univ. of Tech., Tehran, Iran 

M. Ehsan, Sharif University of Technology, Tehran, Iran M. Pazouki, MERC, Karaj, Iran  

J. Faiz, Univ. of Tehran, Tehran, Iran J. Rashed-Mohassel, Univ. of Tehran, Tehran, Iran 

H. Farrahi, Sharif University of Technology, Tehran, Iran S. K. Sadrnezhaad, Sharif Univ. of Tech, Tehran, Iran 

K. Firoozbakhsh, Sharif Univ. of Technology, Tehran, Iran R. Sahraeian, Shahed University, Tehran, Iran 

A. Haerian, Sajad Univ., Mashhad, Iran A. Shokuhfar, K. N. Toosi Univ. of Tech., Tehran, Iran 

H. Hassanpour, Shahrood Univ. of Tech., Shahrood, Iran R. Tavakkoli-Moghaddam, Univ. of Tehran, Tehran, Iran 

W. Hogland, Linnaeus Univ, Kalmar Sweden T. Teng, Univ. Sains Malaysia, Gelugor, Malaysia 

A.F. Ismail, Univ. Tech. Malaysia, Skudai, Malaysia L. J. Thibodeaux, Louisiana State Univ, Baton Rouge, U.S.A 

M. Jain, University of Nebraska Medical Center, Omaha, USA P. Tiong, Nanyang Technological University, Singapore 

M. 
Keyanpour rad, Materials and Energy Research Center, 

Karaj, Iran 
X. 

Wang, Deakin University, Geelong VIC 3217, Australia 

A. Khavandi, Iran Univ. of Science and Tech., Tehran, Iran 
 
 

EDITORIAL ADVISORY BOARD 
S. T. Akhavan-Niaki, Sharif Univ. of Tech., Tehran, Iran A.  Kheyroddin, Semnan Univ., Semnan, Iran 

M. Amidpour, K. N. Toosi Univ of Tech., Tehran, Iran N. Latifi, Mississippi State Univ., Mississippi State, USA 

M. Azadi, Semnan university, Semnan, Iran H. Oraee, Sharif Univ. of Tech., Tehran, Iran 

M. Azadi, Semnan University, Semnan, Iran S. M. Seyed-Hosseini, Iran Univ. of Sc. & Tech., Tehran, Iran 

F. Behnamfar, Isfahan University of Technology, Isfahan M. T. Shervani-Tabar, Tabriz Univ., Tabriz, Iran 

R. Dutta, Sharda University, India E. Shirani, Isfahan Univ. of Tech., Isfahan, Iran 

M. Eslami, Amirkabir Univ. of Technology, Tehran, Iran A. Siadat, Arts et Métiers, France 

H. Hamidi, K.N.Toosi Univ. of Technology, Tehran, Iran C. Triki, Hamad Bin Khalifa Univ., Doha, Qatar 

S. Jafarmadar, Urmia Univ., Urmia, Iran    
 
 

TECHNICAL STAFF 
M. Khavarpour; M. Mohammadi; V. H. Bazzaz, R. Esfandiar; T. Ebadi  

 
 

DISCLAIMER 
The publication of papers in International Journal of Engineering does not imply that the editorial board, reviewers or 

publisher accept, approve or endorse the data and conclusions of authors. 
 
 
 
 
 
 
 
 

International Journal of Engineering Transactions A: Basics (ISSN 1728-1431) (EISSN 1735-9244) 
International Journal of Engineering Transactions B: Applications (ISSN 1728-144X) (EISSN 1735-9244) 

International Journal of Engineering Transactions C: Aspects (ISSN 2423-7167) (EISSN 1735-9244) 
Web Sites: www.ije.ir & www.ijeir.info  E-mails: ije.editor8@gmail.com, Tel: (+9821) 88771578, Fax: (+9821) 88773352 

Materials and Energy Research Center (MERC) 

INTERNATIONAL JOURNAL OF ENGINEERING 
Transactions C: Aspects

http://ije.ir/files/CV/m-bodaghi.pdf
http://www.ije.ir/
http://www.ijeir.info/


 International Journal of Engineering, Volume 33, Number 9, September 2020 

ISSN: 2423-7167, e-ISSN: 1735-9244 

CONTENTS: 

 

Chemical Engineering 
 

  

M. Asgharian 

Marzabad;  

B. Jafari;  

P. Norouzi 
 

Determination of Riboflavin by Nanocomposite Modified 

Carbon Paste Electrode in Biological Fluids Using Fast 

Fourier Transform Square Wave Voltammetry 

1696-1702 

Civil Engineering 

 

  

U. Ramakrishna;  

S. C. Mohan 

 

Experiments on Coupled Technique for Adjacent Similar 

Buildings 

1703-1709 

A. Jahangir;  

K. Esmaili;  

M. F. Maghrebi 

 

Experimental Investigation of Porosity, Installation Angle, 

Thickness and Second Layer of Permeable Obstacles on 

Density Current 

1710-1720 

E. Shoja;  

H. Alielahi 

An Investigation of the Seismic Interaction of Surface 

Foundations and Underground Cavities Using Finite 

Element Method 

 

1721-1730 

W. A. Zakaria Intrusion of Geomesh in Gypseous Soil Under Single 

Footing 

 

1731-1736 

A. L. Hayal;  

A. M. B. Al-

Gharrawi;  

M. Y. Fattah 

 

Collapse Problem Treatment of Gypseous Soil by 

Nanomaterials 

1737-1742 

Electrical & Computer Engineering 
 

  

N. Nikbakhsh;  

Y. Baleghi 

Damavandi;  

H. Agahi 
 

Plant Classification in Images of Natural Scenes Using 

Segmentations Fusion 

1743-1750 

S. Behjat;  

N. Nahavandi 

 
 

Quay Cranes and Yard Trucks Scheduling Problem at 

Container Terminals 

1751-1758 

Material Engineering 

 

  

R. M. Babaheydari; 

S. O. Mirabootalebi; 

G. H. Akbari 

Investigation on Mechanical and Electrical Properties of 

Cu-Ti Nanocomposite Produced by Mechanical Alloying 

1759-1765 



 International Journal of Engineering, Volume 33, Number 9, September 2020 

ISSN: 2423-7167, e-ISSN: 1735-9244 

J. Arasteh Effect of Mechanical Alloying and Sintering on Phase 

Transformation, Microstructural Evolution, Mechanical 

Properties and Density of Zr-Cr Alloy 

 

1766-1772 

Mechanical Engineering 

 

  

F. Rahmani; 

S. M. H. Seyedkashi; 

S. J. Hashemi 

 

Experimental Study on Warm Incremental Tube Forming 

of AA6063 Aluminum Tubes 

1773-1779 

K. Reza Kashyzadeh; 

S. Ghorbani;  

M. Forouzanmehr 

Effects of Drying Temperature and Aggregate Shape on 

the Concrete Compressive Strength: Experiments and 

Data Mining Techniques 

 

1780-1791 

A. S. Prasanth;  

R. Ramesh;  

T. S. Kavinesh 

Sankaar 

 

Ballistic Testing and Simulation of Co-continuous 

Ceramic Composite for Body Armour 

1792-1796 

M. H. Sangdani;  

A. R. Tavakolpour-

Saleh 

Particle Swarm Optimization Based Parameter 

Identification Applied to a Target Tracker Robot with 

Flexible Joint 

 

1797-1802 

M. R. Nakhaei;  

G. Naderi 

Modeling and Optimization of Mechanical Properties of 

PA6/NBR/Graphene Nanocomposite Using Central 

Composite Design 

 

1803-1810 

S. A. Rizvi Effect of Heat Input on Microstructural and Mechanical 

Properties of AISI 304 Welded Joint Via MIG Welding 

 

1387-1396 

K. R. Argimbaev, 

D. N. Ligotsky, 

K. V. Mironova, 

E. V. Loginov 

Investigations on Material Composition of Iron-containing 

Tails of Enrichment of Combined Mining and Processing 

in Kursk Magnetic Anomaly of Russia 

1431-1439 

 



IJE TRANSACTIONS C: Aspects  Vol. 33, No. 9, (September 2020)   1696-1702 
 

  
Please cite this article as: M. Asgharian Marzabad, B. Jafari, P. Norouzi, Determination of Riboflavin by Nanocomposite Modified Carbon Paste 
Electrode in Biological Fluids Using Fast Fourier Transform Square Wave Voltammetry, International Journal of Engineering (IJE), IJE 
TRANSACTIONS C: Aspects  Vol. 33, No. 9, (September 2020)   1696-1702 

 
International Journal of Engineering 

 

J o u r n a l  H o m e p a g e :  w w w . i j e . i r  
 

 

Determination of Riboflavin by Nanocomposite Modified Carbon Paste Electrode in 

Biological Fluids Using Fast Fourier Transform Square Wave Voltammetry 
 

M. Asgharian Marzabada, B. Jafarib, P. Norouzi*b,c 
 

a CEITEC—Central European Institute of Technology and Department of Chemistry, Faculty of Science, Masaryk University, Kamenice 5, Czechia 
b Center of Excellence in Electrochemistry, School of Chemistry, College of Science, University of Tehran, Tehran, Iran 
c Biosensor Research Center, Endocrinology & Metabolism Molecular-Cellular Sciences Institute, Tehran University of Medical Sciences, Tehran, 
Iran 

 
 

P A P E R  I N F O   

 
 

Paper history: 
Received 13 March 2020 

Accepted 12 June 2020 

 
 

Keywords:  
Fast Fourier Transforms Square Wave Voltammetry 
Riboflavin 
Reduced Graphene Oxide 
Samarium Oxide 

 

 
 
 
 
 
 
 
 
 
 
 

 

A B S T R A C T  
 

 
 

Herein, fast Fourier transformation square-wave voltammetry (FFT-

SWV) as a novel  electrochemical determination technique was used to 
investigate the electrochemical behavior and determination of 

Riboflavin at the surface of a nanocomposite modified carbon paste 

electrode. The carbon paste electrode was modified by nanocomposite 
containing Samarium oxide (Sm2O3)/reduced graphene oxide (RGO) 

(2:1) to improve detection sensitivity of Riboflavin under optimal 

experimental conditions. Furthermore, the signal-to-noise ratio was 
significantly increased by application of discrete fast Fourier 

transformation analysis, background subtraction and two-dimensional 

integration of the electrode response over the selected potential range 
and the time window. Obtained cyclic voltammograms demonstrated a 

diffusion-controlled reversible electron transfer reaction for Riboflavin 
in phosphate buffer solution (pH=7.2). The peak potential values were 

pH-dependent, involving the same numbers of protons and electrons. To 

obtain the maximum sensitivity, some effective parameters such as scan 
rate  (10 mV/s), accumulation time  (0.2 s) and potential (+400 mV), 

frequency (1420 Hz) and amplitude (20 mV) were optimized. As a 

result, determination of Riboflavin using FFT-SWV showed a linear 
range of response from 10 to 400  nM (R2=0.9993), with limit of 

detection of 0.86 nM. An acceptable recovery percent was also obtained 

for Riboflavin in human plasma samples as criteria of measurement 
applicability of the proposed modified electrode. 

doi: 10.5829/ije.2020.33.09c.01 

 

 

Vitamin B2 or Riboflavin is a renowned water-soluble 

vitamin from Vitamin B group with a chemical structure 

shown as Scheme 1. Riboflavin could be found in 

natural foods,  like milk and dairy products; meat, eggs, 

cereals, and fresh vegetables [1]. As this vitamin would 

not be stored in human body, regular daily consumption 

would be so critical. In order to ensure the daily 
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recommendations of riboflavin intake, accurate and fast 

method for determination of Riboflavin in 

pharmaceutical and serum samples is crucially 

important.  

Riboflavin comprises two coenzymes, flavin adenine 

dinucleotide (FAD) and flavin mononucleotide (FMN). 

In general, FAD and FMN [2] can easily loss or gain 

one or two electrons or hydrogen atoms through 

bonding to specific enzymes, thus Riboflavin 

participates in redox reactions [3]. Several techniques 

have been used for determination of Riboflavin such as 

chemiluminescence [4], high-performance 

 

1. INTRODUCTION
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chromatography (HPLC) [5] coupled with fluorometric 

[6] or ultraviolet, voltammetry, surface plasmon 

resonance (SPR), fluorescence, and spectrophotometry 

[1]. Although, these methods having their own 

advantages, they mostly are time-consuming, exclusive 

instruments, and include intricate sample preparation 

and procedures. Today, modern electrochemical 

determination techniques are more striking due to their 

unique properties like being low-cost, having high 

sensitivity, long-term reliability and reproducibility [7]. 

In addition, it is proved that combining classic 

electrochemical techniques such as SWV with fast 

Fourier transform (FFT) could successfully lead to gain 

higher sensitivity compared with using the conventional 

technique. Based on literature [8], the electro-reduction 

of Riboflavin is a reversible process including two 

electrons and two protons (Figure 1). 

In electrochemical systems, the working electrode 

has known to have special place since it has a highly 

determinative role in the result outcome both from 

sensitivity and accuracy aspect. One of the most 

important  criteria is being able to be chemically 

modified by vast range of nanomaterial types. Among 

all carbon based nanomaterials, graphene, graphene 

oxide and reduced graphene oxide (RGO) due to their 

mechanical, chemical and electronic approaches are the 

center of focus nowadays [9-11]. However, aggregating 

and stacking of the layers of RGO is known as one of  

disadvantages [12]. Due to this reason,  the presence of 

oxide state of nanomaterials like samarium oxide could 

prevent this phenomenon   [13]  by moving the layer 

sheets apart for specific period of time [14]. 

This work presents the quantitative determination of 

Riboflavin by a nanocomposite modified carbon paste 

electrode using fast Fourier transform square wave 

voltammetry (FFTSWV) under effective experimental 

optimal conditions. The obtained calibration curve was 

achieved and then Riboflavin was determined in some 

biological fluids as the real sample. 

 
 
2. EXPERIMENTAL 
 
2. 1. Chemicals and Apparatus     Graphite powder 

with a 1–2 µm particle size (Merck) and paraffin oil  
 

 

 
Figure 1. Chemical structure and redox reaction of Riboflavin 

(Aldrich) with high purity was used for the preparation 

of the carbon paste electrodes. Phosphate buffer 

solutions 0.1 M were prepared using potassium 

phosphate and D-potassium phosphate salts purchased 

from Merck. Moreover, for adjusting the pH value of 

the electrolyte solution NaOH and HCl were used that 

were also purchased from Merck. The Sm2O3 and RGO 

nanomaterials, which were employed as modifiers were 

prepared and used through the previous work [15]. A 

concentrated solution of Riboflavin (10-3 M) was 

obtained by dissolving the appropriate stoichiometric 

value into double distilled water, other solutions with 

less concentration values were prepared by diluting the 

stock solution. Due to the sensitivity of the drug and its 

lifetime, all solutions of the drug were stored in dark 

and cold place and prepared freshly every day. 

For the real sample analysis, human blood plasma 

samples were collected from a local blood products 

organization and stored at -20°C. After slow melting, 

nitric acid was added to the plasma to precipitate the 

proteins. Then, the mixture was stirred for 30 min and 

centrifuged for 10 min at 5600 rpm. The riboflavin also 

was purchased from a local company. 

All electrochemical experiments were carried out 

using a homemade ultra-voltammetry system designed 

in center of excellence electrochemistry at University of 

Tehran. The setup comprised of a PC PIV Pentium 900 

MHz microcomputer, equipped with a data acquisition 

board (PCL-818HG, Advantech. Co.), and a custom-

made potentiostat connected to a PC, was assembled 

with an analog to digital (A/D) board. All data 

acquisition and data processing programs were 

developed in Delphi 6® program software environment 

[16]. Also, the employed electrochemical system 

contained an Ag/AgCl as the reference electrode, a 

pencil graphite as the counter electrode and modified 

carbon paste electrodes as the working electrode. 

 
 
2. 2.Carbon Paste Electrode Preparation         The 

bare carbon paste electrode was prepared by mixing a 

certain amount of graphite powder and the paraffin oil 

(7:3 w/w) and the modified one was reached through 

mixing the graphite powder, 300 µL of modifier with 

the same amount of the oil. In the case of making the 

modified electrode, the paste materials were sonicated 

for 15 minutes to spread the materials more 

appropriately. Besides, in order to have a uniform paste 

it was then mixed thoroughly with the certain amount of 

oil for 10 minutes. The paste was then packed into a 

plastic syringe. The electrical contact was made by 

copper wire inserted into the opposite end. The surface 

of all CPEs was polished on a soft clean paper and 

rinsed with double distilled water prior to each 

measurement. 
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3. RESULT AND DISCUSSION 
 
3. 1. Electrochemical Behavior Study of 
Riboflavin          To perform electrochemical 

measurements of Riboflavin, selecting the best 

composition of the electrode material is very important. 

Figure 2 shows the current changes in terms of different 

percentages of modifiers in Riboflavin 1.010-4 M in 

PBS 0.1M at pH=7.2 using cyclic voltammetry. 

Therefore, the Sm2O3/RGO (2:1) modified CPE had 

higher sensitivity for the electrochemical determination 

of Riboflavin and this composition was selected for 

further steps. 
 
3. 2. Electrode Surface Characterization        Field 

emission scanning electron microscopy (FESEM) was 

used for investigation of the surface of bare and 

nanocomposite modified carbon paste electrodes. 

FESEM images of bare (a) RGO (b) and Sm2O3/RGO 

(2:1) (c) modified electrodes are shown in Figure 3. As 

shown in this figure, nanoparticles could fill the holes in 

the bare electrode surface and distributed uniformly 

through the whole of electrode surface. Samarium oxide 

nanoparticles also could fill the empty space between 

graphene single layers and prevent the restacking of the 

RGO sheets. Hence, using these nanocomposite has 

effecitvely increased the electrode surface. The 

scattering pattern of carbon, oxygen, and samarium 

were shown in Figure 4. These images clearly indicate 

presence of samarium oxide in the electrode. Also, 

Table 1 shows the EDX analysis resulted in from the 

related SEM image for the nanocomposite modified 

CPE. 

 
3. 3. Effective Parameters 
 
3. 3. 1. Effect of pH         Due to the dependence of the 

redox reaction mechanism of Riboflavin to pH value of 

the reaction solution, the pH effect was studied in the 

value range of 3.2 to 8.2. As shown in Figure 5, by 

increasing the pH of the solution from 3.2 to 7.2, the 

 

 

 
Figure 2. Current changes of different type of CPEs A: Bare 

CPEs, B: RGO, C: Sm2O3/RGO (2:1), D: Sm2O3/RGO (1:1) 

and E: Sm2O3/RGO modified CPEs (1:2) in Riboflavin 

solution  M in PBS at pH=7.2 at scan rate of 10 

mV/s 

TABLE 1. EDX Analysis obtained from the nanocomposite 

modified CPE SEM image 

Element W% A% 

C 84.07 91.47 

O 9.79 8.00 

Sm 6.14 0.53 

 100.00 100.00 

 

Figure 3. SEM images of bare CPE (a), the RGO modified 

CPE (b) and Sm2O3/RGO (2:1) modified CPE (c) 

 

 

 

Figure 4. (a) SEM image of the nanocomposite modified CPE 

used for map analysis, disperse pattern of carbon (b), 

samarium (c), oxygen (d) 
 

 

 

Figure 5. Effect of pH on the redox reaction of Riboflavin 

solution M 

 

 

potential of the cathodic and anodic peaks were shifted 

to more negative ones, and the current response of the 

cathodic and anodic peaks increased as well. In the case 
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of alkaline solutions, Riboflavin structure could have 

been destroyed and absorption would be increased due 

to the protonation process ehnacement [17]. Also, the 

anodic and cathodic peaks shifted toward positive 

potentials, and the current intensity decreased and it 

totally disappeared in more alkaline solutions. 

Regarding the current intensity in these voltammograms 

at various pH values, PBS with pH=7.2 was selected as 

optimum pH value. 
The potential of electrochemical reaction of 

Riboflavin observes the following equation 

 (1) 

In which, m, R, T, F and  are number of electrons 

involved in the reaction, universal gas constant, 

temperature, Faraday constant and potential of oxidation 

at pH=0, respectively. Hence we expected  to be 

changed linearity as a function of pH. The linear 

relationship for the reduction process was also observed. 

Oxidation-reduction of Riboflavin in different pH 

values shows that by increasing the pH, the redox peaks 

shifted to more negative potential values. The obtained 

experimental results are in agreement with the theorical 

principles of redox reactions, which suggested that both 

of the half-electrochemical reactions followed the same 

mechanism of proton transfer [18, 19]. 

 

3. 3. 2. Scan Rate Effect           In order to investigate 

the scan rate effect on the experimental system, the 

response of the nanocomposite modified CPE in 1.0×10-

4M Riboflavin in PBS (pH=7.2) was exposed to the 

various scan rates in the range of 1–12mV/s. As shown 

in Figure 6(a) the current intensity of the cathodic and 

anodic peak was increased by enhancing the scan rate 

from 6.2 to 14.3 and 6.0 to 16.4, respectively. The 

nanocomposite modified CPE showed the maximum 

current value at scan rate of 10 mV/s. In addition, as 

Figure 6(b) presents, linear relationship between Ipa, Ipc 

vs. square root of scan rate. This linear relationship 

could be the indication of diffusion-controlled behavior 

of Riboflavin electrochemical, which is essential for the 

quantitative measurements. 
 

3. 4. FFTSWV Measurements     In this step, the 

measurement applicability of the nanocomposite 

modified CPE was studied. Prior to the step, in order to 

reach the maximum efficiency, the electrochemical 

technique parameters such as frequency and amplitude 

were investigated and optimized. 
  

3. 4. 1. Frequency And Number of Cycles Effect     
Since every redox reaction at the electrode surface has 

kinetic limitation, the rate of applied potential can be 

considered as a key factor for the method sensitivity. 

The applied potential rate is highly dependent on the 

frequency range of the amplitude [20]. On this 

approach, frequency was changed in the range of 88-

1420Hz and the result is shown in Figure 7(a). Although 

the sensitivity could be increased at higher frequencies, 

but it was also limited by some parameters such as 

solution resistance and electrode diameter as well. On 

the other hand, the capacitance could be increased in the 

same manor. The frequency in square wave 

voltammetry has the same role as the sweep rate in 

cyclic voltammetry so, as expected as it increased, the 

scanning time and current enhanced, but in frequencies 

higher than 1420 Hz, due to the electrode capacitance, 

the peak was broaden. Therefore, frequency of 1420 Hz 

was selected for quantitative measurement of 

Riboflavin. 

One of the advantages of the FFTSWV method is 

the ability to apply multiple cycles in each step of the 

potential. By changing the number of cycles, it would 

be possible to average the obtained data and record the 

result. Averaging the obtained data could successfully 

increase the signal-to-noise ratio. As shown in Figure 

7(b), by enhancing the number of cycles from 2, the 

electrode response decreased due to the occurrence of 

the very fast redox reaction of Riboflavin at the 

electrode surface. Besides, the decrease in response 

could be allotted to the surface saturation and reduced 

active sites. 

 
3. 4. 2. Effect of Accumulation Time and Potential      
From another point of view, the sensitivity  of  

electrochemical systems depends on the  

 
 

  

Figure 6. (a) The electrode response for cathodic and anodic 

peaks based on different scan rates and (b) anodic and 

cathodic currents vs. square root of scan rate for Riboflavin 

solution M in PBS pH=7.2 
 

 

  

Figure 7. Effect of frequency (a) and number of cycles (b) on 

redox reaction of Riboflavin solution  M at pH=7.2 
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preconcentration of the analyte through physical, 

chemical, and electrochemical adsorption. On this basis, 

if the optimum time is not given to the analyte to be 

accumulated at the electrode surface, the outcome 

response would be decreased and if accumulation time 

is considered much more than the optimum value, the 

electrode response would also decrease due to the 

saturation of the species at the electrode surface.  
To investigate the effect of these parameters, the 

accumulation potential and time were changed from  

-1400 to +800 mV in the range of 0.1 to 0.5 s, 

respectively for  Riboflavin 1.010-4 M of in PBS at 

pH=7.2. As shown in Figure 8, the accumulation time  

of 0.2s and potential of +400mV were selected as the 

optimum values (Figure 8). 

 
3. 4. 4. Effect of Amplitude      In FFT measurements, 

factor of amplitude, as well as frequency, is one of the 

effective parameters in the electrode response, 

background noise and voltammogram peak width [21]. 

To investigate the effect of amplitude, it was changed in 

the range of 10-40mV. The results showed  that the 

electrode response was increased by increasing the 

amplitude value up to 20mV and after that, in more 

amplitude values, the electrode response decreased, so 

the 20mV was selected as the optimized amplitude for 

the next steps. 
 
3. 5. The Calibration Curve          In order to evaluate 

the measurement applicability of the nanocomposite 

modified CPE in Riboflavin determination, the 

concentration series of Riboflavin in the range of 0.06 to 

100000 nM was prepared in PBS pH = 7.2 and the 

electrode was exposed to them and the related signal 

was recorded. As shown in Figure 9, there were two 

linear regions of response, the first region was related to 

high concentrations, so had less sensitivity and was not 

been considered, and the second region was associated 

with low concentrations of Riboflavin. One of the other 

important criterias in determination is the relative 

standard deviation (RSD) percentage that was 1.2% for5 

times determination and was calculated through the 

following equation: 
 

 

 
Figure 8. Effect of accumulation time and potential for 

Riboflavin solution  M in PBS 0.1 M at pH=7.2 

 
Figure 9. Calibration curve of Riboflavin in PBS 0.1 M at 

pH=7.2, frequency 1420 Hz, accumulation time 0.2 s, 

accumulation potential +400 mV, cycles 2 and amplitude 20 

mV 

 

 

 (2) 

Where s is standard deviation and  is the mean of the 

data.  

Also, the detection limit of 0.86nM was calculated 

for 10-400 nM linear range (R2 =0.9993) using the 

equation below: 

LOD = 3 Sb/m (3) 

where Sb is the standard deviation obtained from the 

PBS without Riboflavin and m is the slope of the 

calibration curve. 

Furthermore, Table 2 shows the limit of detection of 

some recent methods employed for Riboflavin 

determination. As it can be seen, the proposed electrode 

and the used electrochmeical method in this study has 

provided acceptable detection limit compared with the 

other methods besides, the obtained linear range was 

wide in low concentration values and the proposed 

method procedure was much more simple.  

 
3. 6. The Real Sample Analysis         The purpose of 

this step is to demonstrate the feasibility of the proposed 

method for measuring Riboflavin in some biological 

environments. Real sample analysis and the experiment 

was done using standard addition method. Based  on the 

 

 
TABLE 2. Riboflavin determination results in comparison 

with some recent applied methods 

Method 
Detection 

Limit 

Linear 

Range 
Ref. 

CVa-with modified CPE 7.1 µM 1.7-34 µM [22] 

DPVbwith modified GCEc 0.027µM 2.0-110 µM [23] 

SWAdSVd-with BiFEe 0.1 µM 1.0-9.0 µM [24] 

SWV-with SMDEf 0.1 µM ------- [25] 

FFT-SWV 0.86 nM 10-400 nM This work 

a: Cyclic voltammetry, b: differential pulse voltammetry, c: glassy 

carbon electrode, d: square wave adsorptive stripping voltammetry, e: 

bismuth film electrode, f: static drop mercury electrode 
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method, the first sample contained no added volume of 

standard solution of Riboflavin. Then, for other 

samples, constant values of Riboflavin in the biological 

sample were considered and the fianl concentration for 

each sample was reached by adding various volumes of 

standard solution of Riboflavin. Finally, each solution 

response was recorded as mentioned in previous 

sections. As shown in Table 3, the added and found 

values besides the relative standard deviation and the 

recovery percents are available. Appropriate results 

indicated that the proposed electrode had high 

selectivity to determine Riboflavin in complex 

biological matrices. 
 

 
TABLE 3. Results of drug measurement in plasma 

No. 
Added 

(nM) 

Founded 

(nM) 

Number 

of runs 

Recovery 

(%) 

RSD 

(%)  

1 0 20.2 3 - - 

2 80  92.5  3 115.6 % 3.1 % 

3 200  215.2  3 107.6 % 3.9 % 

4 300  319.7  3 106.5 % 2.9 % 

 
 
4. CONCOLUSION 
 

In the present study Riboflavin was determined by 

Sm2O3/RGO nanocomposite modified carbon paste 

electrode under optimized experimental conditions 

using FFTSWV. The nanocomposite proved to have 

uniformed structure and successfully catalyzed 

Riboflavin redox reaction at the electrode surface. 

Furthermore, based on the obtained results, a wide 

linear range of response in low concentrations were 

obtained and also the detection limit of 0.863 nM was 

achieved. The proposed electrode in combination with 

the developed electrochemical determination technique 

was  shown to have simplicity of procedure, non-toxic 

besides having appropriate sensitivity and accuracy, 

while having adequate performance ability in Riboflavin 

determination specifically in some biological complex 

matrices. 
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Persian Abstract 

 چکیده 
فوریه استفاده شد. براي    سازي موج مربعی با تبدیلولتامتري عاري  روش گیري ریبوفلاوین در سطح الکترود خمیر کربن اصلاح شده ازبراي بررسی رفتار الکتروشیمیایی و اندازه

نشان داد ویتامین    اياصلاح گردید. مطالعات ولتامتري چرخه  1به    2با نسبت    نانوکامپوزیت ساماریم اکساید/گرافن اکساید کاهش یافته  الکترود خمیر کربنی با ،  بهبود حد تشخیص

B2    کاهش به  -کند و پتانسیل اکسایشمی پذیر تحت کنترل نفوذ شرکت  انتقال الکترون برگشت   فرآیند در بافر فسفاتی در یکpH    بهبود حد تشخیص و  محیط بستگی دارد. براي

اندازه بهینهافزایش حساسیت  به  اندازه  سازي گیري  در  موثر  اندازهپارامترهاي  بهینه  شرایط  شد.  پرداخته  مربعی  گیري  موج  فرکانس  در  تجمع    هرتز،  1420گیري  ثانیه، 2زمان   ./

 .باشد/. نانو مولار می86حد تشخیص ر با نانومولا 400-10ریبوفلاوین  براي  میلی ولت بدست آمد. ناحیه خطی 20میلی ولت و دامنه موج مربعی  400پتانسیل تجمع 
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A B S T R A C T  
 

 

Increasing the population, urbanization has led to rapid construction of buildings. Due to space 

constraints and an increase in land cost, these buildings are built too close to each other and can cause 

damage under dynamic actions such as earthquakes. A new technique, known as structural coupling, has 
been developed recently, has found very effective in dissipating the dispersive vibrations. So far using 

coupling  technique, adjacent dissimilar buildings are connected through a coupling device, such that it 

can reduce the dynamic response of the structure. The application of the structural coupling technique 
becomes challenging for similar buildings due to their in-phase behavior under dynamic loads. In the 

current research, the seismic performance of similar buildings with the coupling technique is 

experimentally tested on a shake table. A three storey model has been simulated using a unidirectional 
shake table with the scaled ground motion. Similar building construction uncertainties are accounted for 

in the study with slight variations in their dynamic properties. The connection devices used are bracings 

and passive viscoelastic dampers. The results obtained confirm the effectiveness of structural coupling 
technique with various configurations of dampers for similar buildings over seismic protection individual 

buildings. 

doi: 10.5829/ije.2020.33.09c.02 
 

 
1. INTRODUCTION1 
 

Earthquakes are highly unpredictable in their frequency 

place and time of occurrence. The main reason for the 

failure of buildings during an earthquake is due to 

inadequate design to resist seismic forces. All buildings 

in seismic zones should be constructed by following the 

design codes, so that, the damage could be minimized 

and catastrophic failure can be avoided during the 

aseismic event. Thence, the behavior of buildings during 

an earthquake needs to be studied in advance to formulate 

such design. The seismic performance of a building is 

defined as the measure of recorded or expected ability of 

the structure to sustain due functions (safety and 

serviceability) during and after the earthquake. The 

damage and other parameters of the building during the 

earthquake depends on a number of factors. One of the 

main factors is the response of the building to the ground 

motion. The response involves the following parameters, 

deformation, velocity, and acceleration demands of 

structural components of the building. The parameters 
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which can be considered for estimation of seismic 

performance of buildings are residual storey drift ratio, 

peak floor velocity, floor acceleration, and  peak story 

drift ratio at every floor in the corresponding direction 

[1]. Usually, a set of buildings that serve the same 

facilities, such as educational institutes, residential 

quarters, etc., are often have identical structural designs 

and are built adjacent to each other, which makes them 

dynamically similar to each other. Seismic protection 

provided individually to each building is uneconomical. 

Rather, structural coupling technique can effectively 

reduce the seismic response of buildings simultaneously 

proves to be economical. From the past earthquake case 

studies [2], it can be clearly seen that the dynamically 

similar buildings also undergo damage during an 

earthquake. Hence, it is very important to study the 

possibility of improving the seismic behavior of 

dynamically similar buildings economically. 

Pounding behavior in buildings which are adjacent to 

each other during the earthquakes causes serious damage 

and ultimate fatality. To prevent these, researchers have 

 

 

mailto:p20170409@hyderabad.bits-pilani.ac.in


1704                    U. Ramakrishna and S. C. Mohan/ IJE TRANSACTIONS C: Aspects  Vol. 33, No. 9, (September 2020)     1703-1709 
 

proposed to connect the adjacent structures using a 

connected control technique known as structural 

coupling technique. It has found to be very efficient in 

minimizing seismic response between two adjacent 

structures. The seismic behaviour of adjacent structures 

with similar and dissimilar dynamic characteristics, 

subjected to five different seismic excitations [3]. The 

study concluded that the effect of pounding from 

adjacent buildings on the seismic behavior of a structure 

is more pronounced for the end structures in a row. The 

effect of collision of adjacent buildings in series is 

numerically studied for different separation distances. 

Three alignment configurations under nine ground 

motions, the obtained responses are compared with the 

no pounding case [4]. The seismic interaction between 

adjacent buildings that are a part and non-symmetric in 

the plan may pound each other because of significant 

torsional oscillations [5]. In order to overcome the 

pounding effect on dissimilar buildings, many studies are 

carried out with connected control techniques. The 

connected control technique with the rigid links helps to 

avoid the pounding effect between two dissimilar 

buildings [6]. A fluid damper connected to the adjacent 

buildings has been simulated under ground excitation and 

has concluded that it is the best way for protection of 

flexible building structures [7]. Another study compared 

the efficiency of active and passive coupled building 

control for flexible adjacent dissimilar buildings [8]. But 

all the above research was limited to dynamically 

dissimilar buildings. A straight damper connection 

between dynamically similar buildings is thought to be 

inefficient as the motion of both the structures will be in 

the same direction. Few studies have found where 

behavior has been studied with the combination of 

coupling technique and other isolation techniques. The 

behavior of the two similar coupled building was studied 

with one building base-isolated, and others coupled with 

viscoelastic dampers. Three cases (both the buildings 

were fixed at the base, one fixed at the base, and other 

base-isolated, both the buildings isolated) were studied 

[9]. It was concluded that the system would be most 

effective when one building is base-isolated and the other 

is fixed. Also, this hybrid method was found to be 

effective in controlling the response under a long 

duration earthquake as well as a near-fault earthquake. 

The same hybrid method was adopted to study the 

seismic performance of podium structures and two 

similar moment-resisting frames that are isolated at the 

base [10, 11].  

Further, the buildings are connected through passive 

dampers. This approach enabled the simultaneous 

optimization of the control performance and the control 

cost [12]. Few studies were conducted on the modeling 

of magnetorheological (MR) damper in control studies of 

adjacent buildings [13, 14]. These studies show the 

effective use of such damper in this application of 

coupled technique.  All the above research focuses on 

making one of the similar buildings dissimilar by 

providing base isolation or bracing and then connecting 

those using straight dampers. This hybrid technique is 

uneconomical as one of the buildings has to be made 

dissimilar, and then dampers need to be connected. 

However, coupling techniques can also be adapted to 

dynamically similar structures with different damper 

configurations without putting an extra cost on making 

one of the buildings dissimilar.  

The most commonly used passive control damper, 

which increases the structural damping and dissipating 

the vibration, is the viscoelastic damper [15]. Most of the 

research carried out in the past two decades focused on 

characterizing the VE material properties using a series 

of harmonic tests at different strain amplitudes, 

frequencies, and temperatures [16, 17]. A higher-order 

fractional derivative model can be used to simulate the 

mechanical behavior of viscoelastic (VE) dampers. This 

model describes the effects of environmental temperature 

and excitation frequency with different VE materials 

[18]. The study on seismic response of a scaled steel 

structure with added VE dampers shows that VE dampers 

are very effective in reducing excessive vibration of the 

test structure due to seismic excitation [19]. Fatigue 

analyses of buildings with viscoelastic dampers were 

carried out to reduce the dynamic response of the 

structure effectively [20, 21]. The analytical and 

experimental studies were carried out for plan 

asymmetric structures with viscoelastic dampers [22]. It 

demonstrated that VE dampers could control the 

response of asymmetric structures. A steel frame was 

simulated experimentally with a viscoelastic damper 

[23]. It was observed that the response of the model 

reduced as per the design standard. Similarly, another 

type of viscoelastic damper was used in a structural 

application to improve seismic performance [24]. Few 

studies were carried out to verify the coupling technique 

of adjacent buildings. The seismic performance of VE 

damper connected coupled buildings was experimentally 

studied on two adjacent two-degree freedom buildings 

models [25]. In order to understand the vibration control 

effect, the earthquake response of connected single-

degree-of-freedom (SDOF) building models using 

hysteresis dampers was studied analytically and 

experimentally [26]. The study of the coupled buildings 

was concluded that the dynamic properties and the 

connector properties influence the behavior of the 

coupling technique [27]. Also the seismic performance of 

structure with various connecting devices were studid to 

reduse the dynamic response [28-33]. 

The above experimental works are limited to 

dissimilar building models and SDOF similar buildings 

models. The numerical and experimental studies have 

demonstrated the feasibility of these strategies. From the 

reviews mentioned above, it can be seen that the 

mechanical and geometrical properties of the buildings 

and the connectors influence the efficiency of the 
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coupling technique. In the present study, the potential of 

the coupling technique has been evaluated for similar 

adjacent structures when subjected to earthquake motion. 

Bracings and viscoelastic dampers are used as a 

connecting element between two adjacent structures. The 

efficiency of the coupled control method for similar 

structures entirely depends on the orientation and 

configuration of connecting elements. Hence, the present 

study focuses on the effect of connecting elements 

configuration on seismic control of dynamically similar 

buildings using the coupled technique. 

 

 

2. METHODOLOGY 
 

Initially, a numerical analysis has been carried out to 

finalize the geometrical and mechanical properties of the 

model.  For the fabrication and for validation of the 

numerical model, the model updating technique was used 

to correlate the natural frequencies and vibrational 

modes. This is to ensure that physical behavior is 

obtained in terms of numerical models. This correlation 

can be used to obtain the different geometrical and 

mechanical properties of the model as well as the 

connector. This analysis was carried out in Sap2000. 

Then, the uncoupled models were simulated on the shake 

table subjected to scaled ground motion, and the 

acceleration data were obtained with accelerometers. 

Subsequently, the models were coupled using a brace and 

viscoelastic damper between first and second floors in 

the structure and subjected to scaled earthquake 

excitation. Finally, these results were analyzed to verify 

the effectiveness of the coupling technique to reduce the 

seismic response of similar structures. 

 

 

3. STRUCTURAL MODELING 
 
A scaled model of a multi-storied frame structure is 

fabricated as steel frames and mounted on the shake 

table. Accelerometers are placed at different levels to 

record the dynamic response under earthquake loading. 

Through experimental testing, the natural frequency of 

the fabricated test models is obtained. Also, the test 

structure is modeled through the numerical tool, and the 

numerical model is being updated to match the 

experimental results. 

 

3. 1. 3D Frames Models               Two framed buildings 

models of each three-story are fabricated using steel 

sections and combined with brace/damper, as shown in 

Figure 1. Each model has plan dimensions of 0.8m × 

0.6m. The height of each floor is 0.6m and has three 

floors. The beams and columns are chosen from mild 

steel tubular square section with 20mm × 20mm × 

1.8mm. Each floor is fabricated with a steel plate of 6mm 

thick welded to the floor beams. As per the above model 

dimensions, the mass and stiffness properties of the 

experimental model is considered for dynamic analysis. 

Both building models are fixed on a solid shake table 

mount, and hence the assumption of no soil-structure 

interaction is valid. Though the same geometric and 

material properties for both the buildings are considered 

at the design stage, their dynamic properties may slightly 

vary due to practical uncertainty in the construction 

stage. The allowance for such slight variations is 

accounted for in scaled building models during 

fabrication by procuring materials from different sources. 

 

3. 2. Shake Table and Data Acquisition System           
In order to simulate the base movement for the small-

scale building models, the unidirectional shake table is 

used. The shake table with actuator specifications are 

given in Table 1. 

A compact data acquisition (DAQ) system, NI 9234 

module with a four-channel dynamic signal acquisition, 

is used for recording high-precision acceleration 

measurements. The specifications of the DAQ system are 

given in Table 2. This DAQ module is compatible with a 

single-module USB carrier and has compact hardware, 

ideal for field measurements. 
 
 
 

 
Figure 1. Different configuration coupled system 

 

 

 

TABLE 1. Specification of the shake table system 

Uni-Axial Shake Table: Size 2 m x 3 m 

Payload 12 Ton 

Table maximum displacement ± 75 mm 

Maximum Velocity 1 m/s 

Maximum Acceleration 3g 

Frequency 0 to 100 Hz 

Actuator 

Make MTS, USA 

Capacity 250 kN 

Stroke ± 75 mm 
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TABLE 2. Data acquisition system 

Product Name NI 9234 

Signal Ranges ±5 V 

Channels 4 

Sample Rate 51.2 kS/s/ch 

Input Configurations 
IEPE with AC Coupling, AC 

Coupling, DC Coupling 

Noise at Maximum Sample Rate 50 μVrms 

Connectivity BNC 

 

 

LabVIEW software2 interface is used for processing 

the recorded signals. High sensitivity accelerometers for 

seismic applications are used for recording the 

acceleration response of building models, and their 

specifications are given in Table 3.  

 

3. 3. Passive Control Device–Brace and 
Viscoelastic Damper              As a connecting element, 

a brace and viscoelastic dampers are used as passive 

control devices. The bracing element is chosen from mild 

steel solid square section with 10mm × 10mm and length 

as per between connecting joints. The locally available 

viscoelastic dampers (Figure 2) are used as a connecting 

element. The dimensions of the viscoelastic damper are 

also shown in Figure 2 with length as per between 

connecting joints. The viscoelastic material is made up of 

natural rubber with hardness 45-55 as per the vendor's 

specification3. These connecting elements are installed 

within individual structures, between two structures, and 

their performance under seismic excitation is studied. In 

numerical modelling, the mass of these link elements is 

ignored. 

 

 
TABLE 3. Specification of Uni-Axial accelerometer 

Model PCB-393B04 

Measuring range 5 g 

Sensitivity 1,000 mV / g, 

Frequency range 0.06 - 450 Hz 

Frequency Up to 100 Hz 

 

 

 
Figure 2. Viscoelastic dampers 

 
2 https://www.ni.com/en-in/innovations.html 

4. RESULTS AND DISCUSSIONS 
 
4. 1. Dynamic Properties of 3D Frame Models            
The fabricated building models are fixed on the shake 

table, tested using impact hammer, and the response at 

the top floor is measured using accelerometers. The time 

history response signal is post-processed in the frequency 

domain to obtain the dynamic properties of building 

models. The obtained first three natural frequencies and 

corresponding damping ratios are given in Table 4. The 

tests were repeated to rule out the possible errors during 

acquisition, and at most care was taken to make sure that 

the errors related to boundary conditions (fixity of the 

base) are negligible. Then, the numerical model of the 

building frame is updated [34] using the model updating 

technique to match the experimental frequencies. The 

initial material properties and the updated material 

properties of the steel used for the fabrication of building 

models are shown in Table 5. After updating the 

numerical model, the natural frequencies were compared 

with that of the experimental building model, as 

summarized in Table 4. The slight variation in natural 

frequencies of left and right building models were 

observed due to fabrication uncertainties. After the 

update of the model the dynamic behaviour of the 

numerical model is expected to replicate the real building 

model. The measured damping ratios of the both building 

frames were close to each other and very less indicating 

the need for external damping or bracing to control the 

vibration. 
 

4. 2. Dynamic Properties of 3D Frame Models        
The shake table testing of building frames subjected to 

scaled EL-Centro (1940) ground motion is carried out. At 

first, the building frames without any connecting devices 

(Figure 4a) are tested for their seismic responses. Then 

each building with bracings provided individually 

between the floors (Figure 3b) is tested. Further, both the 
buildings coupled with bracings connection Type-I 

(Figure 3c) and bracings connection Type-II (Figure 3d) 
were examined. Finally, both buildings coupled with 

viscoelastic damper connection Type - I (Figure 3e) and 
viscoelastic damper connection Type-II (Figure 3f) were 

tested. 

 

 
TABLE 4. Dynamic property of building models 

Modes 

Experimental 

frequency (Hz) Sap2000 

frequency 

(Hz) 

Damping 

Ratio Left 

model  

Right 

model 

1 5.86 5.5 5.645 0.007 

2 17.93 16.813 17.372 0.005 

3 31.26 28.188 28.358 0.004 

3 http://www.rsarora.com 
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TABLE 5. Material properties of numerical model in SAP 

Model Young’s modulus (Gpa) Density (kg/m3) 

Original 200 7850 

Updated 193 7820 

 

 

In all the above cases, the acceleration records at the 

top floor of both building models are recorded. 

Acceleration response data gives an indication of the 

effectiveness of each coupling technique in reducing 

seismic responses. The comparisons of the seismic 

response in terms of acceleration time history for all the 

building model cases with and without connecting links 

are shown in Figure 4. The seismic response of left and 

right building frames without any connecting devices are 

different due to slight variation in their dynamic 

properties. This behaviour was expected as the 

uncertainties are considered during their fabrication. The 

maximum acceleration response of each building cases 

(shown in Figure 3) has been tabulated in Table 6 along 

with percentage reduction with connecting links. In case 

of buildings provided with individual bracings, the 

maximum percentage of reduction in seismic response is 

observed compared to other cases. This is because the 

bracing links used in both building frames are eight in 

total number, whereas, in other cases only two number of 

link elements in total are used to for their coupling. 

Hence, providing bracing for individual building may be 

effective but becomes uneconomical. Therefore, further 

investigations and comparisons are done by coupling 

building models with two link elements. Among all the 

coupled building models, the maximum seismic response 

reduction is observed for buildings coupled with 

viscoelastic damper connection type-II. In this case left 

building response is reduced by 47% while the right 

building response is reduced by 25%. The considerable 

variation among the response of left and right building 

mainly attributes to unsymmetrical damper connection 

along with slight variation in their dynamic properties. 

The coupling technique is able to effectively reduce the 

accelerations of the two structures in the order of 20-50%  

 
 

 
Figure 3. Relative displacement and Drift ratio plots for El-

Centro ground motion 

TABLE 6. The maximum acceleration response in each 

ConnectionType 

as shown in 

Figure 4 

Maximum 

Acceleration (g) 

Percentage 

reduction (%) 

Left 

building 

Right 

building  

Light 

building 

Right 

building 

Figure 4a 0.155 0.199 - - 

Figure 4b 0.06 0.09 61.29 54.77 

Figure 4c 0.114 0.145 26.45 27.14 

Figure 4d 0.091 0.155 41.29 22.11 

Figure 4e 0.099 0.162 36.13 18.59 

Figure 4f 0.082 0.149 47.10 25.13 

 

 

with only two link elements. Further, by increasing the 

number of coupling link elements, the percentage 

reduction can be increased. 
 

 

 

 

 

 

 
Figure 4. Acceleration record for different configuration of 

coupled system 
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5. CONCLUSION 
 

The experiments have demonstrated the possibility of 

using structural coupling to control the seismic responses 

of both adjacent similar buildings. The effect of 

constructional uncertainties on dynamic properties of 

buildings and its consequence on coupled buildings is 

studied. The efficiency of the structural coupling 

technique is evaluated by testing the building frames on 

shake table excited with scaled seismic ground motions. 

Studies on the effects of different configurations of link 

elements in reducing the seismic response of similar 

buildings has led to interesting results. Providing bracing 

for both buildings individually can be effective but leads 

to uneconomical solution. A comparative study with 

different dumper configurations shows that, the 

alternative diagonal viscoelastic damper configurations 

are more effective in seismic response reduction.  

By increasing the number of coupling link elements, 

the percentage reduction can be increased. This structural 

coupling technique can be extended to high-rise 

buildings with numerical and experimental studies. 

Further, study can be carried out using the updated 

numerical model to find the optimal location of the 

connecting links between the similar buildings without 

repeated experimental studies. 
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Persian Abstract 

 چکیده 
خیلی نزدیک به یکدیگر ساخته با افزایش جمعیت ، شهرنشینی به ساخت سریع ساختمانها انجامیده است. به دلیل محدودیت های فضا و افزایش هزینه زمین ، این ساختمان ها  

جدیدی به نام اتصال اتصال ساختاری ایجاد شده است و در از بین بردن لرزشهای پراکنده  شده اند و در اثر اقدامات پویا مانند زلزله می توانند باعث خسارت شوند. اخیراً روش  

ونه ای که می تواند پاسخ پویای  بسیار مؤثر است. تاکنون با استفاده از تکنیک کوپلینگ ، ساختمانهای مجاور مجزا از طریق دستگاه اتصال به یکدیگر متصل می شوند ، به گ

ر ، عملکرد  فاده از روش اتصال ساختاری به دلیل رفتار درون فاز آنها تحت بارهای پویا برای ساختمانهای مشابه چالش برانگیز می شود. در تحقیق حاضسازه را کاهش دهد. است

دول لرزش یک طرفه با حرکت زمین  لرزه ای ساختمانهای مشابه با تکنیک کوپلینگ به صورت آزمایشی بر روی میز لرزش آزمایش شده است. مدل سه طبقه ای با استفاده از ج

ست. دستگاه های اتصال  مقیاس شبیه سازی شده است. عدم قطعیت ساخت و سازهای مشابه در ساختمان با تغییرات جزئی در خصوصیات دینامیکی آنها در نظر گرفته شده ا

یر تکنیک اتصال جابجایی ساختاری را با تنظیمات مختلفی از میراگرها برای ساختمانهای  مورد استفاده بریس ها و میراگرهای ویسکوالاستیک منفعل هستند. نتایج به دست آمده تأث

 مشابه بر روی ساختمانهای انفرادی لرزه ای تأیید می کند.
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A B S T R A C T  

 

This study explored the effect of porosity and installation angle, thickness (dimension) and second layer 

of permeable obstacles on density current control and trapping in the laboratory. For this purpose, an 

insoluble suspended polymer and two types of groove and cavity obstacles made from plexiglass sheets 
were selected. The experiments were conducted with two different concentrations, five different 

porosities, four different angles, four different thicknesses and two obstacle layers. The results showed 

that the optimum porosities for cavity and groove obstacles were 22 and 19%, respectively. In all 
experiments, the cavity trapping rates of 0.13% and 0.14% at 10% and 20% concentrations were higher 

than those of groove trapping. In addition, by increasing the angle, the rate of trapping decreased and its 

value was observed in the groove with the correlation coefficients of 0.995 and 0.981 compared to the 
cavity. The major effect of obstacles was found to be the flow deceleration where the average velocity 

in the cavity was obtained 3.62% higher than that in the groove. For the increased thickness with 10% 
porosity and groove type, the passage of materials from the obstacle further increased. By creating the 

second layer of obstacle, the passage of materials from the obstacle in the both groove and cavity 

increased, and the optimal distance of the second obstacle was 2.25 m from the first one. 

doi: 10.5829/ije.2020.33.09c.03 
 

 
1. INTRODUCTION1 
 
The mechanism of flow sedimentation are among the 

important and complex issues in hydraulic structures; the 

issue has been paid attention by many experts [1-4]. 

Sediments can have significant effect on the behavior of 

a density current [5]. Density current occurs when a fluid 

of high density flows into a low density or light fluid [6-

8]. One of the effective tools to control flow sediment is 

the obstacles used in the river course upstream of main 

structures and dam reservoirs [9, 10]. Permeable 

obstacles are more common and efficient due to the 

ability to pass part of the flow and reduce the flow 

pressure compared to impermeable obstacles [11, 12]. 

Since the major part of sediments is related to the 

suspended load of flow, which occurs in the floods and 

density currents, it is very important to understand and 

study these types of currents. De Cesare et al. [13] 

 

*Corresponding Author Institutional Email: esmaili@um.ac.ir (K. 
Esmaili) 

evaluated the passage of density current through different 

obstacles. Their studies showed that the density current 

can be effectively designed through the constructive 

measurements. Asghari Pari et al. [14] presented the 

velocity curves of flow body and concentration. They 

concluded that the high height is more effective on the 

flow control and also at high concentrations, the effect on 

the velocity and control of flow sediment is also high. 

Oehy and Schleiss [15] investigated the effect of different 

obstacles on the control of density current and concluded 

that the subcritical conditions and not passing over the 

obstacle are more appropriate. To compare 

experimentally the effect of porous obstacle and porous 

stepped obstacle on the control of density current, 

Kordnaeij et al. [16] used porous obstacle as a permeable 

ones. The results of the study showed that the porous 

obstacle outperforms the porous stepped obstacle and 

further reduces the sediment discharge. Asghari Pari et 
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al. [17, 18] numerically investigated the effect of the 

angle upstream the obstacle and depth of water reservoir 

on controlling the density current. They stated the high 

the obstacle height, the low impact of water depth would 

better control the flow. In addition, the high angle 

upstream of obstacle would be the greater the flow 

control by obstacle. Habib Mohammadi et al. [19] studied 

the effect of height, shape and location of gabion 

obstacles on the control of sediment density current. 

They stated that part of the flow passes through or over 

the obstacle and the high height and close to the inlet, the 

low velocity resulted in desired performance. Alves and 

Rossato [20] conducted a series of experiments to 

investigate the effect of obstacles on density currents. 

The results showed that the flow velocity decreases with 

an increase in the obstacle height; while the ratio of 

different characteristics remains constant in the velocity 

profile. In a study conducted by Nogueira et al. [21], the 

dynamic properties of density current on rough bed in 

experiment approaches were evaluated. The convergence 

of upstream Froude number showed that the mechanical 

characteristics of the flow were determined by the means 

of upstream local variables. Janocko et al. [22] found that 

the superiority of numerical simulations is the possibility 

of monitoring all the hydraulic factors in the density 

current and their reactions to the three-dimensional 

topography of the walls during the full flow period. In 

another study, MacArthur et al. [23] experimentally 

analyzed the density currents using the imaging 

technique. They concluded that the obstacles with uneven 

surface reduce the flow velocity, but have a slight effect 

on the overall flow velocity. Yaghubi et al. [24] 

experimentally investigated the effect of inlet 

concentration on the flow behavior in the presence of two 

consecutive obstacles. The study results showed that an 

area with an insignificant velocity and significant 

concentration grows at the top of each obstacle and with 

the increased inlet concentration, the area becomes 

larger. Zeinivand et al. [25] investigated the porosity 

percentage of obstacles and different flow 

concentrations. The results showed that by increasing the 

porosity percentage of the obstacles, the absorption rate 

of flow materials decreased and correspondingly, the 

efficiency of obstacles in the cont wrol of flow will be 

lower. Abhari et al. [26] examined the transfer rate of 

experimentally suspended load. This study showed that 

in the velocity profile, the obstacle reflects the flow and 

creates another critical area in addition to the walls in the 

current, reducing 1% of the average transfer rate of 

suspended load in downstream the obstacle. 

Despite the numerous studies to understand the 

behavior of density currents [28-30], evaluating the 

behavior of currents with suspended sediment load 

colliding with permeable obstacles in their way is a novel 

issue, There was less report and still needs further 

investigation. For this purpose, as presented in Figure 1, 

this paper explores the effect of porosity and installation 

angle, thickness (dimension) and second layer of 

permeable obstacles on the density current control and 

trapping in the laboratory.  

 

 

2. MATERIALS AND METHODS 
 
2. 1. Laboratory Equipment            In this study, a 

flume with the length of 10 m, width of 30 cm and height 

of 45 cm was used. Figure 2 shows the overall view of 

the flume and the related laboratory equipment. The 

study tests were conducted for duration of 6 months in 

the hydraulics and sediment laboratory of Water 

Engineering Department in Agriculture Faculty of 

Birjand University. Due to constant flow, the velocity 

recording, collision status and passage of flow over the 

obstacles were performed using the Pitot tube plate by the 

imaging technique. The Pitot tube plate was installed in 

the upstream of the obstacles with measuring capability 

at distance of 5 cm, and the imaging was performed 

solely to examine the density current motion along the 

flume; the physical and mechanical behavior of the 

collision and passage of flow over the obstacles. The 

longitudinal slope values were considered zero in the 

experiments. The plexiglass sheets of 3 mm thick with 

the width equal to the flume width and the height up to 

30 cm were used to build the obstacles. The amount of 

porosity in the obstacles with different percentages of 10, 

15, 20, 25 and 30 in both forms of groove and cavity were 

created using the equal groove width and diameter of 3 

mm (about 3 times the average particle diameter). The 

obstacles were installed at the distance of 9 m from the 

inlet of density current injection. The obstacle installation 

angles were considered at 45, 60, 75 and 90° relative to 

the direction perpendicular to the bed. Figure 3 shows 

samples of two types of cavity and groove obstacles. 

 
2. 2. Density Current Characteristics           The 

desired density current was produced by the mixture of 
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Figure 2. Overall view of flume and laboratory equipment 

 

 

 
Figure 3. Samples of used obstacles: a) cavity obstacle; b) 

groove obstacle 

 
 
water and a type of expanded poly styrene (EPS) with the 

density of 1135 kg/m3 and average diameter of 1.15 mm. 

The current was injected into the main stream at an 

average discharge of 3.43 L/s at a distance of 7 cm from 

the bottom of the flume. The density current injection 

was performed by pump as flood hydrograph. The base 

water discharge was 5 L/s and the volume of density 

current was 460 L with a mixer at two different 

concentrations of 10 and 20%. At the end of the flume, 

there was a filter and a tank for separating materials from 

the current for the storage and reuse purposes. Figure 4 

shows the tank for the production of density current and 

the filter for the separation of materials from the current.  

According to Figure 4(b), in the test device, a suitable 

filter with a total flow capacity was placed at the flume 

 

 

 
Figure 4. a) Density current production tank; b) material 

separating filter 

outlet against the flow to separate suspended matter 

passing through the obstacles and to store material-free 

flow into the storage tanks and continued the flow cycle 

for the experiments. In addition, the collected materials 

were the basis for evaluating the performance of the 

obstacles and used for subsequent tests. 

 
2. 3. Test Method            To ensure that the material used 

is suspended, special experiments were carried out based 

on the proposed theories and the experimental method of 

mixing and falling speed. Then, the concentration tank 

was filled with water and the required amount of material 

for the desired concentration was added and 

homogenized with the mixer. By installing the control 

valve and obstacle, the base discharge was set and 

adjusted to the threshold depth. According to the 

characteristics of the current and polymer material and 

considering the limitations of the laboratory flume 

dimensions according to Schneider method [19], the 

depth of 25 cm was calculated. Then, as shown in Figure 

5, the density current was injected to the stream as flood 

hydrograph.  

As shown in Figure 5, out of the total test time (335.4 

seconds), 84 seconds (25%) is dedicated to be the upward 

trend, 49.8 seconds (15%) to the peak constant discharge, 

and 201.6 seconds (60%) to the downward trend. The 

average pumping time is about 133.8 seconds. 

To determine the testing time and to validate the test, 

the control sample was taken as the temporal variations 

of the suspended sediment load for the desired depth. In 

this way, the least change of the sediment load was the 

basis for the time selection, which resulted in the 

hydrograph, as shown in Figure 4. In all experiments, the 

flow characteristics including the velocity, body height, 

injection time, front and tail arrival time of suspended 

materials to the obstacle, process of collision with and 

passage over obstacle, situation and location of 

sedimentation, amount of passed and trapped materials 

behind the obstacle were measured. The obstacle 

performance criterion was the amount of trapped 

materials (fraction of passed materials to total initial 

material). In this study, 68 independent tests including 

density currents at two concentrations and five porosities, 

and obstacles using two different shapes, numbers and 

thicknesses and four installation angles, were performed. 
 

 

 
Figure 5. Flood flow hydrograph produced in experiments 
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3. RESULTS AND DISCUSSION 
 
3. 1. Flow Velocity             The flow velocity 

measurement was performed with a piezometric plate 

attached to the pitot tubes and also using imaging of the 

flume sides. The velocity varied by the temporal 

variations of discharge, relative location of measurement 

and obstacle at different porosities. An example of the 

velocity profiles approaching the flow upstream of the 

obstacle is shown in Figure 6. 

The reason for the relative increase in flow velocity 

in the vicinity of the obstacle can be attributed to the 

impact of the reduced passage over the obstacle and also 

the decrease in suspended sediment load along with 

upstream course. The vertical profiles of velocity and 

flow concentration at 2 and 5 m upstream of the obstacle 

are shown in Figure 7. 

As can be seen in Figure 7, the density current 

approaches the obstacle, the average velocity is low and 

the depth velocity is more widely distributed. In addition, 

due to the sedimentation in the course to the obstacle, the 

concentration of materials decreases and the 

concentration in the deep sections of the stream 

increases. The depth changes in the vicinity of the 

upstream obstacles are shown in Figure 8. As can be seen 

in Figure 8, the high porosity, the low rate of depth 

decrease as the porosity increases. This trend was 

observed both for base flow without water level 

adjustment and for total flow with water level adjustment 

with depth. The upstream depth of the groove obstacles 

with an average of 4.14% is always higher than that of 

the cavity obstacles. The main reason for this difference 

was the desired distribution of cavities at the surface of 

cavity obstacle and the easier passage of flow through the 

cavities. 

The studies showed that the velocity profiles differed 

along with flume depending on the position relative to the 

obstacle. As such, upstream of the obstacles, the 

velocities become more balanced with moving away 

from the obstacles and close to the form of flow without 

 

 

 
Figure 6. Example of velocity profiles approaching flow 

upstream of obstacle 

 
Figure 7. Vertical velocity profile and flow concentration 

with concentration of 20% in (a) 2m upstream of obstacle; 

b) 5m upstream of obstacle 
 
 

 
Figure 8. Depth changes in vicinity of obstacles for basis 

and total discharge 
 

 

obstacle. In the vicinity of the obstacle, the velocities are 

more different in depth and higher than the maximum 

value. The currents with cavity obstacles had a lower 

upstream depth due to the easier flow while having 

3.62% higher velocity. In addition, the mean velocity of 

the front and tail of density current mass were 10.7 and 

4.6 cm/s, which were 37% higher and 30.2% lower than 

the mean flow velocity, respectively. The differences in 

velocities can be attributed to the obstacle performance 

in the flow deceleration and the trapping and 

sedimentation factors of the density current. 

In addition to the velocity profiles and upstream 

depth, the test time was also evaluated. Figure 9 shows 

the test time from the beginning of the density current 

injection to the base flow until the passage of the last 

particle of suspended load over the obstacle. 
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Figure 9. Variations of test time for obstacles with different 

flow concentrations 

 

 

As shown in Figure 9, the distribution and temporal 

variations of the test time at concentration of 10% was 

greater than that of the 20% concentration. In addition, 

the variations of test time at the 20% concentration are 

more balanced compared to those of 10% concentration. 

The depth and flow velocity data in the vicinity of the 

upstream obstacles are summarized in Table 2. 

The obtained results showed that as part of the flow 

passes through the obstacle body, the front velocity of the 

flow occurs with the same pattern as behind the obstacle. 

However, at high levels, the flow velocity is significantly 

reduced. It was also observed that the stationary state and 

even the inverse current of upper and surface parts caused 

by the collision of flow with obstacles is a factor behind 

the accumulation of part of the materials on the surface. 

It should be noted that since this part of the accumulated 

materials are not part of the suspended flow mass, the 

floating materials were deducted from the initial 

materials, which constitute about 11% of the total initial 

materials. Figure 10 shows how the sediments 

accumulate upstream of the obstacle. 

 
3. 2. Effect of Obstacle Porosity           To determine 

the effect of obstacle surface porosity with constant flow 

conditions, two types of obstacles were tested at two 

concentrations of 10 and 20% for five porosities of 10, 

15, 20, 25 and 30%. Figure 11 shows the amount of 

 

 
TABLE 2. Depth and flow velocity of upstream obstacles  

Porosity (%) 
Depth (cm) Velocity (cm/s) 

Groove Cavity Groove Cavity 

10 9.2 9.8 30.6 28.7 

15 11.3 11.9 24.9 23.6 

20 14.3 14.8 19.7 19.0 

25 16.2 16.5 17.4 17.1 

30 18.1 18.3 15.5 15.4 

 
Figure 10. Accumulation of sediments upstream obstacle 

 

 

materials passing over the obstacles versus the porosity. 

In addition, the related data are givenin Table 3. By 

deducting the amount of passed material from the total 

initial material, the performance of the obstacle in 

trapping was determined and expressed in percent. 

The results showed that in all cases, the trapping 

performance of the cavity obstacle is better than that of 

the groove obstacle, so that at concentrations of 10 and 

20%, the average trapping of cavity obstacles was 

reported 0.14% and 0.13% higher than the groove 

obstacles, respectively. At low concentrations, the 

performance of the two types of obstacles is relatively 

similar, but at high concentrations, the cavity-type 

performance has been found to be more effective in 

 

 

 
Figure 11. Variations of materials passing over obstacles 

with different porosities and concentrations 

 

 
TABLE 3. Material trapping data for different porosities and 

concentrations  

Porosity (%) 

Material trapping (g) 

10% concentration 

Material trapping (g) 

20% concentration 

Groove Cavity Groove Cavity 

10 5010.1 5016.5 10030.6 10036.6 

15 4999.1 5009.7 10016.6 10030.6 

20 4996.0 5006.7 10009.2 10026.4 

25 5000.7 5007.4 10008.6 10025.6 

30 5013.0 5011.8 10014.1 10028.1 
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trapping materials. Also, at high porosity, the 

performance of the two types of obstacles was close 

together. In this case, the lowest trapping was observed 

in 20% porosity for 10% concentration and in 25% 

porosity for 20% concentration. By repeating the tests 

and further examining the optimal porosity, which has 

the highest amount of passed material, it was determined 

about 22% for the groove type and about 19% for the 

cavity type. The trapping decreases for the porosities 

lower than this amount and increases for the higher 

porosities.  

  

3. 3. Effect of Obstacle Installation Angle         In the 

first stage of tests, the obstacles were considered 

perpendicular to the flow direction (90° angle). To 

investigate the effect of the installation angle, the 

obstacles were rotated in the flow direction at the same 

previous location. According to Figure 12, the angles 90, 

105, 120 and 135° were selected relative to the horizontal 

bed direction. The variations of the materials passing 

over the obstacles for different obstacle angles are shown 

in Figure 13. Table 4 also reports the data on the trapping 

performance for different obstacle installation angles 

(10% porosity) and different concentrations. 

 

 

 
Figure 12. Selected angles of obstacle installation beyond 

90° 
 

 

 
Figure 13. Variations of passed materials with obstacle 

installation angle at different concentrations 

TABLE 4. Data on trapping performance for different obstacle 

installation angles (10% porosity) and concentrations  

Installation 

Angle 

(Dgree) 

Material trapping (g) 

10% concentration 

Material trapping (g) 

20% concentration 

Groove Cavity Groove Cavity 

90 5005.7 5016.5 10030.6 10036.6 

105 5000.1 5014.6 10021.3 10031.6 

120 4989.9 5012.2 10009.2 10025.2 

135 5031.6 5007.4 9987.5 10010.9 

 

 

The results showed that by increasing the angle of 

installation reduces the trapping level in both types of 

obstacle. In addition, at two different concentrations 

used, the observed reduction in the trapping level in the 

groove obstacles was more than that in the cavity 

obstacles. According to Figure 14, the correlation 

coefficients in the groove and cavity obstacles were 

0.9994 and 0.9967 for 10% and 20% of concentration, 

respectively. This can be attributed to the easier passage 

of flow and discharge of materials due to the water 

pressure on the cavity obstacle. For this reason, the 

trapping reduction rate in the groove obstacles was more 

than that in the cavity obstacles. 

 

3. 4. Effect of Obstacle Thickness or Dimension       
To investigate the effect of obstacle thickness and 

dimension in the flow direction, one of the groove 

obstacles with 10% porosity was selected. Due to the 

operational limitations, according to Figure 15, this 

obstacle was used at a 90° angle in perpendicular 

direction. The passed current was constant with the same 

base current at both 10 and 20% concentrations. In 

addition to the thickness of the main obstacle (3 mm), the 

5, 10 and 15cm thicknesses were also considered. 

Figure 16 shows the amount of passed sediment for 

different obstacle thicknesses in both currents at 10 and 

20% concentrations. As can be seen in Figure 16, the 

 

 

 
Figure 14. Relative fitting of materials passed over obstacles 

with different installation angles and concentrations 
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Figure 15. Example of obstacle with dimension for testing 

impact of obstacle thickness 

 

 

amount of passed materials is higher for the increased 

obstacle thickness at both concentrations. However, at 

high concentration resulted in high increased rate. As 

such, the slope of fitting line of the 20% concentration 

data was observed about 2.3 times that of the 10% 

concentration. Also, the correlations of recorded data of 

the obstacle-passed materials with different thicknesses 

at the 10 and 20% concentrations were 0.981 and 0.995, 

respectively. The reason for the general increase in the 

passed materials was found to be the impact of the current 

passing along the obstacle on the current flowing into the 

obstacle and created suction conditions. Also, the higher 

correlation coefficient at higher concentration was 

attributed to the easier flow of suspended materials into 

the obstacle due to the inside flow tension. In the case of 

obstacles with low thickness, the flow is released as it 

passes over and has no effect on the upstream and, as a 

result, on the flow of materials through and over the 

obstacle. 

 

3. 5. Effect of Second Obstacle Layer       Due to the 

frequent application of sediment control structures such 

as slit dams, an obstacle was used to investigate the effect 

 

 

 
Figure 16. Amount of passed sediment for different 

thicknesses of first obstacle with two rows and 10 and 20% 

concentrations 

of the second obstacle upstream of the main one. The 

tests were performed for all previously used obstacles 

with the same specifications but with a half-height 

obstacle. The relevant experiments were repeated at the 

same conditions as before with two concentrations of 10 

and 20% and the materials deposited behind an obstacle 

and the conditions of two obstacles were compared. 

Figure 17 illustrates the second-layer obstacle and the 

obstacle valve for the passage of second-layer materials. 

A view of the deposited material with the second layer of 

obstacle is shown in Figure 18. 

The amount of sediment passed over a single 

obstacle, two obstacles, comparison of the obstacle types 

in two obstacles, and the remaining amount behind the 

second obstacle are shown in Figures 19, 20, 21 and 22, 

respectively. 

 

 

 
Figure 17. a) Example of second-layer obstacle; b) valve for 

passage of second-layer  

 

 

 
Figure 18. View of deposited material with second layer of 

obstacle 

 

 
Figure 19. Amount of sediments passed over single obstacle 
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Figure 20. Amount of sediments passed over two obstacles 

 

 

 
Figure 21. Comparison of sediment amounts passed over 

first obstacle in case of two obstacle rows 

 

 

 
Figure 22. Amount of sediment remained behind second 

obstacle 

 

 

As shown in Figures 19 and 20, by addition of the second 

layer of obstacle, the amount of passage over the first 

layer slightly increased compared to the single-obstacle 

conditions. The average amounts of increased for the 

cavity and groove obstacles were 2.34% and 1.96%, 

respectively. The reason for such increase was the effect 

of turbulent flow passing over the second obstacle 

towards the first obstacle downstream and the tendency 

of the materials to the passage. The behavior of groove 

and cavity obstacles was similar to the single-layer case. 

As such, the optimal porosity in this case was also 

observed about 20% where the passage of materials over 

the obstacle before and after that had an increasing and 

decreasing trend, respectively. In this case, the efficiency 

of the cavity-type obstacle was better than the groove 

type. 

Comparing the behavior of the two types of cavity 

and groove obstacles in Figure 21 showed that by 

addition of the second obstacle row, the materials passing 

over the first obstacle downstream in the cavity type had 

less changes than the groove type. Particularly for the 

porosities higher than the optimum porosity (about 20%), 

the groove-type conditions were improved so that at high 

porosities, the efficiency was higher than the cavity type. 

This is due to low permeability of the obstacle than the 

cavity type resulted from the flow turbulence. 

The examination of the materials deposited behind 

the second obstacle in Figure 22 showed that with an 

increasing the porosity before the optimum porosity, the 

trapping process decreased, but that of the groove type 

increased. For the porosity more than the optimal 

porosity, due to high permeability of the cavity type, the 

same process was continued, but in the groove type, as 

the flow passes over obstacle, the trapping and 

sedimentation of materials behind the obstacle were 

stabilized. However, the performance of both types of 

obstacle showed that the second layer was effective in 

improving the obstacle efficiency. Of course, it was 

affected by the distance of the second obstacle from the 

first obstacle. 

To investigate the effect of location and installation 

of second obstacle to the first one, the experiments were 

carried out from 2 m upstream the first obstacle at 25cm 

intervals to the end of flume. The reason for choosing 2 

m was that in the lower distances, the turbulence of the 

flow passing over the second obstacle had a great effect 

on the first obstacle and the performance of obstacles 

could not be distinguished. As such, for the performed 

experiments, the optimal distance of the second obstacle 

from the first one downstream was determined based on 

the highest trapping and sedimentation efficiencies. The 

selection criterion was to compare the deposited 

materials between the two obstacles and upstream of the 

second obstacle layer. Figures 23 and 24 showed the 

amount of the sediment passed over the first and second 

obstacle in terms of the distance from the first obstacle, 

respectively. 

The studies showed that the greater the distance 

between the second and first obstacles, the better the 

effectiveness in improving the efficiency. Figure 24 

shows that the process of sediment deposition behind the 

second obstacle is greater with an increased distance 

from the first obstacle. Also, according to Figure 23, it 

was found that with the existing tools and limitations, the 

sedimentation process changed from a certain distance to 

higher ones. The reason for this was also the effect of 

turbulence caused by the base flow inlet, especially the 

effect density current injection. As a result, at the end 

parts of the flume, the function of the second layer was 
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Figure 23. Amount of sediment passed over first obstacle in 

terms of distance from first obstacle 

 

 

 
Figure 24. Amount of sediment behind second obstacle in 

terms of distance from first obstacle 

 

 

not practically recognizable. Consequently, the optimum 

distance between the second and first obstacles was about 

2.25 m. 

 
 
6. CONCLUSION 
 

This paper explores the effect of porosity and installation 

angle, thickness (dimension) and second layer of 

permeable obstacles on the density current control and 

trapping in the laboratory. Two types of groove and 

cavity obstacles with the groove width and cavity 

diameter equal to 3 mm were selected and built from the 

plexiglass sheets. An insoluble suspended polymer with 

the density of 1.135 g/l and average diameter of 1.15 mm 

was used to create the density current. The experiments 

were conducted at two different concentrations of 10 and 

20%, five different porosities, four different angles, four 

different thicknesses and two obstacle layers: 

1) The analysis of laboratory results showed that the 

optimum porosity for cavity and groove obstacles 

were 22 and 19%, respectively. However, an 

increasing porosity, the trapping up to the optimum 

porosity decreased and then increased. 

2) In all tests, the trapping level of cavity obstacles was 

higher than the groove obstacles. The trapping level 

of cavities obstacles at t 10 and 20% concentrations 

were 0.13 and 0.14% higher than the groove 

obstacles, respectively. 

3) The evaluation of different angles of obstacles 

relative to the direction perpendicular to the stream 

bed showed that by increasing the angle, the amount 

of trapping decreased. The reduction in the trapping 

level with the correlation coefficients of 0.995 and 

0.981 in the groove obstacles was higher than the 

cavity ones. 

4) The average flow velocity in the cavity obstacles 

was 3.62% higher than that in the groove obstacles. 

5) For the increased thickness with 10% porosity and 

groove type, the passage of materials from the 

obstacle further increased. This was attributed to 

high flow velocity along with obstacle and the 

induced tensile force and its effect on the upstream 

inflow. 

6) By creating the second layer of obstacle, the 

passage of materials from the obstacle in both 

groove and cavity obstacles increased, so that the 

amounts of 1.96% and 2.34% were recorded in the 

groove and cavity types, respectively. The reason 

for such increase was the effect of turbulent flow 

passing over the second obstacle. Therefore, higher 

the distance between the second and first obstacles 

resulted in improvement in trapping and 

sedimentation efficiencies. As such, the optimal 

distance from the second obstacle to the first one 

was obtained equal to 2.25 m. Beyond this distance, 

due to the effect of the turbulent flume inflow and 

injection of density current, the share of second 

obstacle was not noticeable. However, the effect of 

second layer on the overall trapping and 

sedimentation efficiencies was found to be positive. 

According to all obtained results, the cavity 

obstacles always outperformed the groove obstacles 

under similar conditions. 
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Persian Abstract 

 چکیده 
اندازی جریان غلیظ در آزمایشگاه بررسی شده است. برای این منظور، از  ی نصب، ضخامت )بعد( و لایه دوم موانع نفوذپذیر بر کنترل و تلهدر این پژوهش، اثر تخلخل و زاویه 

ها با دو غلظت متفاوت، پنج تخلخل گوناگون، ده شد. آزمایشای استفاموانع از صفحات پلاکسی گلاس انتخاب شدند که از دو نوع شیاری و حفره و  یک پلیمر نامحلول و معلق  

اندازی تا تخلخل بهینه روند کاهشی و سپس  ها نشان دادند که با افزایش تخلخل، میزان تله ی مختلف، چهار ضخامت متفاوت و با دو لایه مانع انجام شدند. نتیجه چهار زاویه

  14/0 و 13/0ای، با حفره اندازیتله ها،آزمایش یهمه دست آمد. دردرصد به 19و  22ای و موانع شیاری به ترتیب موانع حفرهافزایشی دارد. بر این اساس، تخلخل بهینه برای 

ای شیاری نسبت به حفره کاهش یافت و مقدار آن در    اندازیتله   مقدار   زاویه،  افزایش  با  علاوه بر این،   .شیاری بود  از   درصد، بیشتر  20و      10  هایترتیب در غلظت درصد به

، بیشتر مشاهده شد. اثر عمده موانع، کاهش سرعت و ایجاد کندی جریان تشخیص داده شد که متوسط سرعت در 981/0و    995/0هایی برابر  ترتیب با ضریب همبستگی به

یاری روند عبور مواد از مانع بیشتر شد. با ایجاد لایه دوم مانع عبور درصد و نوع ش  10دست آمد. به ازای افزایش ضخامت با تخلخل  درصد بیشتر از شیاری به  62/3ای  حفره

 متر به دست آمد.  2/ 25ای روند افزایشی پیدا کرد و فاصله بهینه مانع دوم از اول معادل موارد از مانع هم در شیاری و هم در حفره
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A B S T R A C T  

 

In this study, the seismic interaction of surface foundations and underground cavities was investigated. 

For this purpose, a parametric study of geometric dimensions of the foundation and cavity, their location, 
and the effect of the interaction between surface foundations and underground cavities was evaluated. 

The variable parameters include the ratio of the overburden height to the foundation width (H/B = 0.5, 1 

and 2), the location ratio of the cavity to the foundation width (X/B=0, 2 and 8) and the ratio of the cavity 
diameter to the foundation width (d/B=0.5, 1 and 2), respectively. The accuracy of the finite element 

method was evaluated using a laboratory study and it was found that the used method provides an 

accurate prediction of tunnel behavior.  The results indicated that by increasing the overburden height, 
the stress on the tunnel surfaces was increased for all values of X/B (the horizontal tunnel distance to the 

foundation width). Therfore, in the case where the tunnel is located exactly along the center at the bottom 

of the foundation (X/B=0, d/B=2), the maximum stress generated is approximately 2.13 times greater 
than its corresponding value in the ratio of the depth to width of 0.5 (X/B=0, d/B=0.5). It can be 

concluded that the higher overburden height, the greater stresses caused by the dynamic loads of the 

earthquake on the tunnel wall. 

doi: 10.5829/ije.2020.33.09c.04 

 

 
1. INTRODUCTION 1 

In recent years, tunneling has been focused on creating 

spaces suitable for transportation and utilities in urban 

environments. In fact, development of technology in 

machinery and drilling equipment makes it relatively 

easy to build such underground structures. Moreover, the 

limitations of surface spaces for implementation of 

construction projects as well as security issues have 

attracted the attention in construction of underground 

structures for civilian, military, and mining applications 

[1-6]. 

On the other hand, according to the seismicity of Iran 

and the dominant of seismic lateral forces arising from 

the earthquake in the design of structures, in most cases, 

it is necessary to have an adequate understanding of the 

behavior of the foundations when applying seismic 

forces in addition to static forces [7]. Many complex 

analysis and dynamic problems in earthquake 
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engineering level are being carried out by various 

researchers around the world. The soil environment or 

the stone surrounding the structure and the foundation 

behavior has a significant impact on the structure's 

behavior against earthquake [8-13].  

The site conditions, the structure geometric, the 

mechanical properties of the soil and the foundation 

behavior can be effective on the dynamic response of the 

structures. Therefore, given the increasing importance of 

using underground structures such as tunnels as well as 

the need for the foundations to be built around tunnels 

and the dynamic load caused by seismic load and the 

effect of the waves generated by the dynamic load on 

underground tunnels. Also, given the destructive effects 

that dynamic forces can have, an investigation on seismic 

interaction of surface foundations and underground 

tunnels required due to limited studies conducted in this 

area. Considering the increasing development of 

underground structures and high cost of construction for 
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any of these structures as well as their importance in the 

intercity and inland transportation network, it is 

necessary to study their sustainability against the dangers 

of the earthquake and their resulting vibrations.  

Various studies have been conducted on interaction 

of tunnels and the soil surroundings. Asakereh et al. [14] 

examined the behavior of the reinforced strip foundations 

on the reinforced sand with cavity under cyclic loading. 

To this end, several experiments were carried out on strip 

foundation located in reinforced or non-reinforced sand 

with geogrid with a cavity inside it. The number of 

reinforced layers and cyclic load range were evaluated. 

The presence of the cavity causes an increase in failure in 

the areas where foundations are under successive loading 

[14]. Asheghabadi and Matinmanesh [15] studied the 

seismic behavior of tunnel considering the interaction of 

soil-tunnel. The seismic analysis was conducted using the 

finite element method. This analysis was performed by 

considering three real history of ground movements. The 

results indicated that the existence of a tunnel exacerbates 

the seismic waves at the surface of the soil and the 

maximum amount of exacerbation occurs at the surface 

of the tunnel and soil contact [15]. Sabouni [16] studied 

variations of the displacement and effective stresses of 

the strip foundation in the presence of single and double 

cavities. For this purpose, the Plaxis 2D finite element 

software was used and the parameters such as size, 

location of the cavity, number of cavity and placement 

position (single cavity, two adjacent cavities and two 

cavities on each other) were investigated [16]. Lee et al.  

[17]studied the resistance of strip foundations in clay in 

the presence of underground cavities using the finite 

element method. Tsinidis et al. [18] studied tunels 

seismic response in soft soil. In the aforementioned 

study, several experiments were conducted to examine 

the response of box tunnels, which were under sinus and 

seismic stimulation in dry sand and soil to investigate the 

relative flexibility of the soil and tunnel as well as the 

interaction of soil and structure. The system was 

investigated using full-time history analysis with the 

exact implementation of the finite element models. The 

results indicate a vibrational deformation state along with 

known racking rocking for tunnels with box cross-section 

under seismic stimulation [18]. In a numerical parametric 

study, Tsinidis et al. [19] examined different rectangular 

soil-tunnel systems with the aim of identifying 

characteristics of the critical response of rectangular 

tunnels under transverse vibration. Numerical results 

showed that when the soil around the tunnel was 

unstable, a hybrid deformation pattern of vibrational and 

racking shape was developed for tunnels exposed to 

vibration, as well as internal deformations in the floor and 

lateral walls of the flexible tunnels [19]. Alielahi et al. 

[20] studied the seismic behavior of the ground in the 

presence of unlined tunnels exposed to the vertical waves 

of S and P using the boundary element method. Several 

simple and practical relationships presented for 

estimating the seismic zoning of environments in which 

unlined tunnels were used [20]. 

Most underground structures in urban areas, such as 

subway tunnels, are buried in shallow soil, and there are 

countless buildings on them. The presence of buildings 

around the tunnel in urban areas makes the seismic 

behavior of the tunnel different from the tunnel located 

in the suburban areas   . When a tunnel is affected by 

dynamic loads, it vibrates and the vibration propagates in 

the soil in a wave motion. When a wave reaches the earth 

surface, it causes vibrations in buildings. In contrast, the 

vibration of buildings under dynamic loads also causes 

the tunnel to vibrate. If the tunnel or building is subjected 

to a critical force such as an earthquake or the distance 

between them is small, the interaction between the tunnel 

and the building foundation can cause serious damage to 

them. In order to investigate the problem, the dynamic 

interaction between the tunnel and the adjacent building 

should be examined and all the parameters that can be 

effective should be discussed so that if there is a building 

near the tunnel, its effect on the tunnel's internal forces 

should be determined. According to the explanations, the 

seismic interaction of surface foundations and 

underground cavities is investigated in this study. For this 

purpose, a parametric study of geometric dimensions of 

the foundation and cavity and their location and the effect 

that they can have on the interaction between surface 

foundations and underground cavities is evaluated using 

the finite element method. ABAQUS software [21] is 

used for simulation. One of the most important aspects of 

innovation and novelty in this study is considering the 

study of seismic interactions between surface 

foundations and underground cavities along with 

applying the effect of the earthquake on these structures. 

 

 

2. THE PROCEDURE 

 

The variable parameters in this study include the ratio of 

the overburden height to the foundation width (H/B: 0.5, 

1 and 2), the location ratio of the cavity to the foundation 

width (X/B: 0, 2 and 8) and the ratio of the cavity 

diameter to the foundation width (d/B: 0.5, 1 and 2), 

respectively. These cases are shown in Table 1. 

According to the study conducted by Pais [22] at MIT 

(U.S.A.), the width and height of the foundation under 

investigation were considered 12 and 1.00 meters, 

respectively. So, due to the mentioned variables, 27 finite 

element models were simulated. The applied loads on the 

model of this study are dynamically considered. 

 
 

3. FINITE ELEMENTS SIMULATION 
 

The details of modeling in ABAQUS were presented in 

this part. These details include the definition of element 

type, material characteristics, boundary conditions, 
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TABLE 1. Introducing the cases in the present study 

d/B X/B H/B Symbol Number 

0.5 0 0.5 d/B: 0.5, X/B:0, H/B:0.5 1 

1 0 0.5 d/B:1, X/B:0, H/B:0.5 2 

2 0 0.5 d/B: 2, X/B:0, H/B:0.5 3 

0.5 2 0.5 d/B: 0.5, X/B:2, H/B:0.5 4 

1 2 0.5 d/B:1, X/B:2, H/B:0.5 5 

2 2 0.5 d/B:2, X/B:2, H/B:0.5 6 

0.5 8 0.5 d/B:0.5, X/B:8, H/B:0.5 7 

1 8 0.5 d/B: 1, X/B:8, H/B: 0.5 8 

2 8 0.5 d/B: 2, X/B:8, H/B: 0.5 9 

0.5 0 1 d/B:0.5, X/B:0, H/B:1 10 

1 0 1 d/B:1, X/B:0, H/B:1 11 

2 0 1 d/B:2, X/B:0, H/B:1 12 

0.5 2 1 d/B:0.5, X/B:2, H/B:1 13 

1 2 1 d/B:1, X/B:2, H/B:1 14 

2 2 1 d/B:2, X/B:2, H/B:1 15 

0.5 8 1 d/B:0.5, X/B:8, H/B:1 16 

1 8 1 d/B:1, X/B:8, H/B:1 17 

2 8 1 d/B:2, X/B:8, H/B:1 18 

0.5 0 2 d/B:0.5, X/B:0, H/B:2 19 

1 0 2 d/B:1, X/B:0, H/B:2 20 

2 0 2 d/B:2, X/B:0, H/B:2 21 

0.5 2 2 d/B:0.5, X/B:2, H/B:2 22 

1 2 2 d/B:1, X/B:2, H/B:2 23 

2 2 2 d/B:2, X/B:2, H/B:2 24 

0.5 8 2 d/B:0.5, X/B:8, H/B:2 25 

1 8 2 d/B:1, X/B:8, H/B:2 26 

2 8 2 d/B:2, X/B:8, H/B:2 27 

 

 

loads, analysis type, interaction between surfaces, mesh, 

and the element used for mesh.  

The geometric properties of the model are shown in 

Figure 1. The solid technique was used to simulate all the 

sections (Figure 2).  
 

 

 
Figure 1. The geometric properties of the models 

 
Figure 2. A sample of the defined geometric model 

 

 

The behavior of sections is also three-dimensional 

and deformable. The deformable section is one of the five 

sections used in this software to model the deformable 

sections in two and three-dimensional spaces [21]. The 

characteristics of the soils are presented in Table 2. These 

parameters were selected based on the study of Jafari et 

al. [23]. 

The damping of materials in the soil generally results 

in from viscosity, friction, and plasticity development. A 

soil damping matrix is required for soil and structural 

analysis. The coefficients α and β of the damping matrix 

are calculated according to Riley's method (Equations (1) 

and (2)) [15]. 

[c]= α [m]+ β [k] (1) 

1

2
[

1

𝜔𝑖
𝜔𝑖

1

𝜔𝑗
𝜔𝑗

] {
𝛼

𝛽
 } = {

𝜉𝑖

𝜉𝑗
 }  (2) 

Given the half-infinity of the real model, the seismic 

energy applied into the model must be exited through the 

boundaries (geometric damping). There are several 

methods to apply the energy-absorbing boundary. One of 

these methods is the viscose boundary. In this method, 

the damper elements are placed on the boundaries. The 

coefficiency of these damper elements is obtained from 

Equations (3) and (4) [15] in which ρ is the soil density, 

Cse is the shear wave velocity and A is the lining surface. 

𝐹𝑑=𝐶𝑑.�̇� (3) 

𝐶𝑑=𝜌.𝐶𝑠𝑒.𝐴 (4) 

There are two types of spring and damper elements 

in ABAQUS software [21]. In ABAQUS/Standard, there 

is just one node element. A dual-mode element can only 

be used in ABAQUS/Explicit. ABAQUS/Explicit has 

been used to perform nonlinear dynamic analysis. The 

spring and damper elements are defined in the interaction 

module using the Springs/Dashpots menu. Explicit 
 

 

TABLE 2. Parameters of the used materials 

𝛽 𝛼 n E (kPa) 𝛒 (kg/m3) Material name 

0.08 0.001 0.30 40000 1900 Soil layer 

--- --- 0.20 20560000 2400 Concrete 
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dynamic analysis was used  to analyze the models. Ricker 

type with a PGA scale of 0.3g and a central frequency of 

4.3 Hz was used to apply the vertical invasive wave, and 

a shear wave velocity of 400 m/s was considered at the 

bottom of the soil block (Figure 3).  

Also, in order to reduce the effect of the reflection 

coefficient applied to the model boundaries, the 

dimensions of the model were considered to be large 

enough. 

For the regularity of the meshing or more simplicity 

in some parts of the modeling, there is a need for different 

parts of the model to be built and interconnected 

separately. In places where two parts of a model are to be 

connected, the degrees of freedom of the connected 

surfaces should be conjuncted to each other. The 

interaction tool is used for this purpose. By fixing the 

nodes on the two surfaces, this tool keeps their positions 

relative to each other by analyzing the displacements of 

the two nodes in a problem-orientation 

In areas where a collision occurs during nonlinear 

analysis between two separated elements, the collision 

characteristics must be defined on two levels. Otherwise, 

the collision is not considered, and the two elements 

collapse into each other. In order to define the property 

of the collision, the nature of the collision of the elements 

should be defined in the software in terms of the nature 

of the collision. In normal collisions, the surface of the 

collision has tangential and frictional behavior. The use 

of contact behavior in modeling has the capability of 

simulating the collision and separating two levels from 

each other [21]. 

Since the materials used in the models include the 

soil and concrete of the tunnel, the interaction and 

contacts between the surfaces should be properly 

simulated. To this end, through the interaction module 

which is commonly used to define contacts and 

interactions between surfaces, using the Tie interaction, 

the interaction between the soil and concrete of the tunnel 

is applied to the models. 

Tie interaction is one of the practical interactions in 

civil engineering which can be used to integrate the soil 

interaction and the concrete tunnel in which both are 

modeled with solid elements [21, 24]. 

 

 

 
Figure 3. History of the Ricker wave 

 

One of the most important parts of ABAQUS [21] 

software is defining or attributing mesh attribution. This 

part can be called the most important part of the software. 

In the finite element analysis of this study, models with 

large elements analyze at first (few numbers of elements) 

and one of the output quantities such as the maximum 

stress value generated at a desired point in the model is 

noted. Then the elements become finer and the problem 

is analyzed again. The process of subtracting the 

elements continues until the difference between the 

results becomes very low. Meshing or gridding which is 

representative of the model is sufficiently good enough 

to ensure that the applied forces are exactly calculated 

(Figure 4).  

C3D8R soil elements were selected in which linear 

fragile eight nodes cube elements are reduced by an 

integral method. In each node, these elements have three 

degrees of freedom in three directions which in total 

constitute 24 degrees of freedom for each element and 

they are practical and reliable in terms of efficiency and 

accuracy. 

 

 

4. VALIDATION OF THE NUMERICAL MODEL 
 
Validation of the finite element method was carried out 

according to study conducted by Jiang et al. [24]. In 

Jiang's study, the seismic response of underground 

tunnels was studied using a laboratory study and the finite 

element. The laboratory study was conducted by the 

shaking table. The length, width, and height of the shear 

box of the soil were 3, 1.80, and 1.91 m, respectively. It 

consists of 16 steel frames which are placed on each other 

(Figure 5). 

Each frame is made up of a square steel tube with 

dimensions of 2 ×100 ×100 mm. The tunnel laboratory 

model was selected based on Shanghai tunnel. The cross-

section of this tunnel is 3000×3000 mm and the thickness 

of the walls is 300 mm. According to the laboratory 

facilities, the laboratory model was constructed on a scale 

of 1:5 as shown in Figure 6. 

 

 

 
Figure 4. Cross-section meshing of one of the models 

understudy 
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Figure 5. The shear box of the soil used in Jiang et al. study 

[25] 

 

 

 
Figure 6. The tunnel modeling of Jiang et.al study [25] 

 

 

Saturated clay was used in the experiment. Soils 

were poured into 20 cm layers in a box. Each layer was 

knocked into a specific density. Table 3 summarized the 

soil specifications used by Jiang et al. [25]. 

To measure the response of the structure, the soil, the 

shear box, accelerometers, pressure measurement 

devices, and sensors for measuring displacement at 

different points inside and outside the soil were 

embedded (Figure 7). El Centro earthquake 

characteristics were used for seismic stimulation. Figure 

8 shows the history of the stimulus applied. Loading was 

applied from the bottom of the model and the outputs 

related to the center of the foundation and the tunnel were 

extracted. The outputs related to the two points A6 and 

A12 are shown in Figures 9 and 10. 

 

 

 
TABLE 3. The physical characteristics of the soil in Jiang et.al 

study [24] 

Internal 

Friction 

Angle (°) 

Adhesion 

Resistance 

(kPa) 

Porosity 

Coefficient  

(e) 

Special Dry 

Weight 

(g/cm3) 

27.9 24.40 0.943 1.53 

 
Figure 7. Shear box of the soil used in Jiang et al. study [25] 

 

 

 
Figure 8. El Centro Earthquake record [25] 

 

 
Figure 9. The soil acceleration at A6 in Jiang et al. study 

[25] 

 

 
Figure 10. The soil acceleration at A12 in Jiang et al. study 

[25] 
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The model introduced in Jiang et al. [25] study was 

simulated according to the specifications mentioned 

using the finite element method used in the present study 

(Figures 11 and 12). The outputs which include the 

acceleration generated at points A6 and A12 are 

extracted  (Figures 13 and 14). The details of the used 

method were presented in the previous part. 
 
 

 
Figure 11. The meshing of Jiang et al model using the finite 

element method in the present study 
 

 

 
Figure 12. The strain distribution in the simulated model 

using the finite element method in the present study 
 

 

 
Figure 13. The acceleration generated at point A6 in the 

ABAQUS software 
 

 

 
Figure 14. The acceleration generated at point A12 in the 

ABAQUS software 

Figures 15 and 16 compare the results of the study 

conducted by Jiang et al. [25] and the simulated model 

using the finite element method used in this study. Given 

the obtained values, it is seen that the results are very 

close to each other. Therefore, the use of finite element 

simulation is accurate. 

 

 

5. RESULTS OF THE PARAMETRIC STUDIES 
 

The outputs are stress, displacement, and acceleration, 

respectively. The performance of simulated cases is 

compared using various diagrams, so that the parameters 

in the present study which include the tunnel diameter, 

the depth of tunnel location, the tunnel distance, and the 

foundation depth can be evaluated. For this purpose, each 

output of acceleration, stress, and displacement are 

interpreted separately according to the variables which 

are H/B, X/B, and d/B ratios, respectively. 

 

5. 1. Evaluating the Maximum Acceleration of the 
Tunnel            Acceleration response of tunnels for 

different values of X/B (0, 2, and 8) is illustrated in 

Figures 17a to 17c. The studied parameters are shown on 

each of the figures for better understanding the diagrams. 

Also in Figure 18d, the acceleration responses of all the 

tunnels (27 models) are presented to evaluate their 

 

 

 
Figure 15. The acceleration generated at point A6 in 

ABAQUS software 

 

 

 
Figure 16. The acceleration generated at point A12 in 

ABAQUS software 
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overall behavior. According to these diagrams, when the 

ratio of tunnel location depth to the foundation width is 

equal to 2 (H/B=2.0), the generated acceleration value in 

all cases is less than other cases (H/B=0.5 and H/B=1.0). 

The reason for this is that whatever the overburden height 

is lower, (the depth of tunnel location), the soil becomes 

more vibrational under the influence of an earthquake, 

and its characteristics and parameters change. Thereby 

the acceleration applied to the tunnel lining is increased.  

Another issue that can be seen from the illustrations 

in Figure 17 is that the acceleration created in the tunnel 

lining for different location depths (H/B=0.5, H/B=1, 

H/B=2) is very close when the ratio of horizontal distance 

of the tunnel from the center of the foundation is 2 and 

the diameter-to-width ratio is 2. In other words, the 

difference between the acceleration in the tunnel lining is 

very close to each other. Another parameter that can 

influence the acceleration in the tunnel lining is the 

horizontal distance of the tunnel relative to the center of 

the foundation which can be seen according to Figure 17. 

The acceleration generated in the tunnel lining is reduced 

in most cases by increasing the horizontal distance of the 

tunnel to the center of the foundation. According to the 

results, it can be stated that the horizontal distance of the 

tunnel relative to the center of the foundation has an 

effective role on the acceleration generated on the tunnel 

lining and this should be considered when designing 

tunnels near urban areas.  

Another variable parameter which is also considered 

in this study is the diameter variation ratio of the tunnel 

diameter. As can be seen in Figure 17, any changes in the 

diameter parameter when the horizontal distance of the 

tunnel to the width of the foundation is equal to 2 (X/B = 

2), the changes in the diameter parameter results in more 

changes in the generated acceleration. In other words, the 

slope of acceleration in this case is higher than other 

cases. 

 
5. 2. Comparison of Maximum Stress Values in the 
Tunnel           Figure 18 compares the stress values 

generated in simulated tunnels with the aim of examining 

H/B ratios for various horizontal distances (X/B). As can 

be seen, by increasing the overburden height, the stress 

on the tunnel surfaces is increased for all X/B values. 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 17. Comparison of the generated acceleration values 

in simulated tunnels a: X/B:0 b: X/B:2 c: X/B:8 d: total 

comparison 
 

 

For example in the case where the tunnel is located 

exactly along the center and at the bottom of the 

foundation (X/B=0) and the diameter to width ratio of the 

foundation is equal to 2, the maximum stress generated 

in the depth to width ratio of the foundation is 2 and this 

is approximately 2.13 times greater than its 

corresponding value in the ratio of depth to width of 0.5. 
 
 

 
(a) 
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(b) 

 
(c) 

 
(d) 

Figure 18. Comparison of the generated stress values in 

simulated tunnels a: X/B:0 b: X/B:2 c: X/B:8 d: total 

Comparison 

 

 

So it can be concluded that the higher the overburden 

height, the greater the stresses caused by the dynamic 

loads of the earthquake on the tunnel wall. When the 

effect of the dynamic loading of earthquake forces is 

applied to the models, the depth of tunnel location is 

directly related to the overburden weight on the tunnel, 

and whatever this depth increases, the tunnel is placed 

under less stress. 

 
5. 3. Comparison of the Maximum Displacement 
Values in the Tunnel            The tunnel walls 

displacement values are compared in Figure 19. As 

shown in these diagrams, the tunnel lining displacement 

has been reduced by increasing the depth of the tunnel at 

all the different horizontal distances of the tunnels. For 

the case that the tunnel is located exactly along the center 

and at the bottom part of the foundation (X/B=0) and the 

diameter to width ratio of the foundation is equal to 0.5, 

the maximum displacement in the depth to width ratio of 

the foundation is approximately 5% lower than its 

corresponding value in the depth ratio to width of the 

foundation 0.5. On the other hand, according to Figure 

19, it can be seen that by increasing the horizontal 

distance of the tunnel to the central axis of the foundation, 

the tunnels which have the same diameter to width ratio 

of foundation (X/B=1) carry lower displacements by 

increasing depth of location. Therefore, it can be 

concluded that when underground tunnels are exposed to 

dynamic earthquake loading, selecting the diameter of 

the tunnels can affect the displacement of the tunnel 

lining. 

When the tunnel is located exactly along the center 

and at the bottom of the foundation (X/B=0) and the 

diameter to width ratio of the foundation is equal to 0.5, 

the maximum displacement generated in the depth-to-

width ratio of the foundation 2 is 5 percent lower than its 

corresponding value in the depth to width ratio of 0.5. On  

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 19. Comparison of the generated displacement 

values in simulated tunnels a: X/B:0 b: X/B:2 c: X/B:8 
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the other hand, according to Figure 19, it can be seen that 

by increasing the horizontal distance of the tunnel to the 

central axis of the foundation, the tunnels which have the 

same diameter to width ratio of foundation (X/B=1) carry 

lower displacements by increasing depth of location. This 

can be deduced when the underground tunnels are 

exposed to dynamic earthquake loading, selecting the 

diameter of the tunnels can affect the displacement of the 

tunnel lining. 

 

 

5. CONCLUSION 
 
In the present study, the seismic interaction between the 

surface foundation and underground cavities was 

investigated. For this purpose, a parametric study of the 

geometric dimensions of the foundation and cavity and 

their location and the effect that they can have on the 

interaction between surface foundations and 

underground cavities is evaluated using a finite element 

method. ABAQUS software was used for simulation. 

Variable parameters include the ratio of the overburden 

height to the foundation width (0.5, 1 and 2), the ratio of 

the cavity location to the foundation width (0, 2 and 8) 

and the ratio of the cavity diameter to the foundation 

width (0.5, 1 and 2). The most important results are 

presented below: 

- Whatever the overburden height (depth of tunnel 

deployment) is lowered, the soil will become more 

vibrational under the influence of an earthquake, and its 

characteristics and parameters change, thereby 

increasing the acceleration applied to the tunnel lining. 

- The horizontal distance of the tunnel towards the center 

of the foundation plays a significant role in the 

acceleration generated on the tunnel lining and when 

designing tunnels near urban areas, this should be taken 

into consideration. 

- When the dynamic loading effect of seismic forces is 

applied to the models under investigation, the depth of 

the tunnel has a direct relationship with the weight of 

the overburden on the tunnel, and whatever this depth 

increases, the tunnel will be under less stress. 

- Comparison of the displacement values generated in the 

tunnel walls shows that when the tunnel is located 

exactly below the central axis of the foundation (X/B = 

0), the displacement of tunnel lining is increased by 

increasing depth of tunnel location. For the case where 

the tunnel is located exactly along the center and at the 

bottom of the foundation (X/B=0) and the diameter to 

width ratio of the foundation is equal to 0.5, the 

maximum stress generated in the depth to width ratio of 

the foundation 2 is approximately 2.13 times greater 

than its corresponding value in the ratio of depth to 

width of 0.5. 

- By increasing the horizontal distance of the tunnel to 

the central axis of the foundation, the tunnels which 

have the same diameter to width ratio of foundation 

(X/B=1), carry lower displacements by increasing 

depth of location. So it can be concluded that when the 

underground tunnels are exposed to dynamic 

earthquake loading, selecting the diameter of the 

tunnels can affect the displacement of the tunnel lining. 
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Persian Abstract 

 چکیده 
و حفره  یپ یابعاد هندس کیمنظور با استفاده از مطالعه پارامتر نیا یپرداخته شد. برا ینیرزمیز یو حفره ها یسطح یها یپ یااندرکنش لرزه یحاضر به بررس یدر مطالعه 

متغیرها به ترتیب شامل نسبت ارتفاع  .  شد  یابیداشته باشند، ارز  ینیرزمیز  یو حفره هاهای سطحی    یپ  نیتوانند بر اندرکنش ب  یکه م  یریها و تاثآن  یریقرار گ  تیو موقع 

( می باشند. بارهای  2و    0.5  ،1)  d/B( و نسبت قطر حفره به عرض پی  8و    2،0)  X/B(، نسبت موقعیت قرارگیری حفره به عرض پی  2و   0.5 ،1)  H/Bروباره به عرض پی  

ی مطالعه یک    ی ساز  هیروش اجزاء محدود به کار رفته، با استفاده از شب  یعتبارسنجا اعمال شده به صورت بار لرزه ای به کف مدل به صورت دینامیکی در نظر گرفته شدند.  

شده    جادیتنش ا  ریمقاد  سهیقام  باشد.  یبرخوردار م  تینسبت به واقع   یصورت گرفته، از تطابق خوب  یعدد  لیقرار گرفت و نشان داده شد که تحل  یمورد بررس  آزمایشگاهی

)فاصله ی افقی تونل نسبت به پی(    X/B  ریمقاد  یتمام  یسطوح تونل به ازا  یشده بررو  جادیارتفاع روباره، تنش ا  شیدهد با افزا  یشده نشان م  یساز  هیشب  یدر تونل ها

  ی م   2برابر    ی( و نسبت قطر به عرض پ X/B=0قرار گرفته )  ی پ  یو در قسمت تحتان   یدر امتداد مرکز  قاًیکه تونل دق  ی به عنوان مثال در حالت  کهیاست. بطور  افتهی  شیافزا

توان به  یموضوع م  نی. از استشده ا  شتریب 50/0برابر از مقدار متناظرش در نسبت عمق به عرض  2.13، حدوداً 2 یِشده در نسبت عمق به عرض پ جادیتنش ا نهیشیباشد، ب

نمود   انیتوان ب   ی م  ی شود. به عبارت  یم   شتر یتونل ها  ب  ی زلزله بر جداره    ی کینامید  ی از بارها  یناش  ید، تنش هاباش  شتریکه هر چقدر ارتفاع روباره ب  افتیدست    جهینت  نیا

تونل    یبا وزن سربار وارده بر رو میمستق یتونل رابطه ا یریاعمال شود، عمق قرار گ ی بررسمورد  یمدل ها یزلزله بر رو یروی از ن یناش  یکینام ید یکه اثر بارگذار یهنگام

 . ردیگ ی قرار م یکمتر یهاشود، تونل تحت تنش شتر یعمق ب  نیدارد و هر چقدر ا
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A B S T R A C T  

 

Methods to improve bearing capacity of footing resting of collapsing soil can, in fact, take two 

approaches, improving soil strength properties and intrusion of reinforcing sorces into soil. The footing 
is modeled by a square steel plate 0.1 by 0.1 m. The footing is loaded as to have a stress of 40 kPa and 

settlement is receded in dry and in soaking conditions. Two depths of the geo-mesh reinforcement are 

used, one B (B is width of footing) and 0.5B. For one B depth, three different square sizes of geo-mesh 
are used, 4B, 6B, and 8B. For the reinforcement depth of 0.5B the three sizes of the geo-mesh used are, 

3.5B, 5.5B, and, 7.5B. Results reveal that the best improvement obtained is the case of square geo-mesh 

width of 7.5B and located at depth of B/2 under footing, with an improvement in terms of collapse 
settlement of 35%, and a settlement reduction in dry condition of 50%. The least improvement is the 

case of square geo-mesh with width of 4B and depth of one B, and it was really negligible, about 4% 

decrease in collapse settlement. Other cases varied between the two mentioned ratios. For findings of 
study, author recommends not to use geomesh size less than size of footing and not to place it in a depth 

more than half footing width. As such, in a whole, the effectiveness of geomesh in reducing the 

settlement of collapsing soil is obvious if used in proper way. 
doi: 10.5829/ije.2020.33.09c.05 

 

 
1. INTRODUCTION1 
 
The concept of reinforcing waek soil is rather old and had 

come into effect to touch the collapsing soil. Gemesh or 

geogrid had been well perfected into use here in this 

country and abroad. Problematic soils are widely exist in 

the dry surface of the global. In this type of soil, the soil 

grains are attached by bridges of salts acting as a 

cementing or bonding material, as the case of the 

gypseous soil [1, 2]. The salts bridging soil exists in 

countries such as China, Australia, and also in Europe 

[3]. Some Arab Countries are also include in the list, such 

as, Iraq, Iran, Algeria, Syria, and, Bahrain. In these places 

the gypsum may range between 10-70%. The 

fundamental property of such soils is that it can bear large 

loads when dry and run out in large reduction in volume, 

without additional stress, when water finds its way to the 

soil grains and by dissolution breaking out the bonding 

bridges of gypsum [2]. It is worth to mention that gypsum 
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dissolves at a rate of 2.6 gram per liter at 25˚C and the 

rate of dissolution increases by three-fold as the 

temperature changes from 5 to 23˚C [4]. According to 

literature [5] mainly water can get to soil from top by 

raining, for instance, or it can penetrate from bottom as 

there is a rise in water table. The methods for improving 

the gypseous soil can take three aspects; the first is deal 

with the soil without the intrusion of any type of materials 

or reinforcement into soil, such as using heavy 

compaction or even deep detonation using small and safe 

charges. The second aspect is to introduce effective 

stabilizing materials or some types of reinforcement [6]. 

The last aspect is to carry out a  soil replacement. Each 

method of the three aspects has its own limitations and 

condition for use. The use of the geo-grid reinforcement 

has been in progress for many decades in normal soil. It 

was used not only in soil foundation engineering, but also 

in highways and so on. The reinforcement of soil has a 

long tradition. Already 3500 years ago the Sumerians 
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under King Kurigalzu erected the temple of Aqar Quf in 

Mesopotamia near Bagdad/ Iraq. They used reed mats to 

stabilize the foundations and the brick walls [7]. The 

main function of geo-grids is reinforcement. Depending 

on the application under consideration, reinforcement 

could either be uniaxial (strength in one direction) or 

biaxial (strength in all directions). They are graded by a 

number of performance properties for instance tensile 

strength, junction efficiency, and so on. The best depth of 

first geogrid layer in granular soil was found at depth of 

0.15 from thickness and from height of soil layer [8]. On 

the other hand, that the permanent strain soil reinforced 

geogrid samples have decreased by 44% compared to that 

in unreinforced soil samples [9]. 

According to karim et al. [10], studied the effect of 

cyclic loading on foundations for different engineering 

structures constructed on soft ground. They improved 

soil by fly ash, geogrid and both. They demontrated that 

settlement of footing resting on treated models with fly 

ash and geogrid layers performed better than other 

improving techniques. Using PLAXIS FE program, the 

study conducted by Emeka et al. [11] recommended of 

30%of existing soil should be replaced by mixture of 

lateritic soil and quarry dust. They stated that it is 

advisable to replace some quantities of problematic soil 

with mixture stated for purposes of soil improvement. 

The study conducted by Al-Amli et al. [12] carried out a 

non-linear analysis for reinforced concrete members on 

saturated and unsaturated soil using the FE ABAQUS 

program. They showed that plastic strains in reinforced 

concrete members in unsaturated soil was about 54, 58, 

53, and 52% when geogrid ratios are (without geogrid 60, 

40, 20%) respectively with some value of applied stress. 

It is worth to mention that size and depth of empedment 

of geogrids had not been mathematically formulated and 

standarized, and design formula did not flaot to surface 

yet. Additional knowledge to such subject is still sticking 

to the state-of-the-art review. 

 

 

2. METHOD 
 
2. 1. Properties of Soil Used           The soil used in this 

study is totally brought by a pickup car from the western 

desert, Al-Anbar governorate, about 200 km west of the 

capital Baghdad. Al-Anbar governorate, in addition to 

Salahuldeen north of Baghdad, is quit famous with its soil 

as being rich in gypsum content, (as such, those places 

have great issues in their engineering facilities). The 

mass of soil is brought from a depth of 0.60 m below the 

natural ground level and packed into double nylon bags 

and transported to the laboratory in Baghdad. It is 

believed that the top soil does not represents a 

homogeneous soil as it was much contaminated with 

other materials, as such, a depth of 0.6 m is found 

adequate for study. These bags are dumped together as a 

mass on to a large sheet of thick nylon, remixed 

thoroughly as to get homogeneous soil, packed again into 

nylon bags, and stored in place in concern ready to be 

used when needed. To determine the gypsum content in 

soil, four specimens are taken from different random 

bags (after thorough mixing). Another three specimens 

are tested for collapsibility test using the consolidation 

apparatus (one dimensional compression) and following 

the Knight method (namely, compressing soil in dry state 

until 200 kPa then completing in saturated state) [13]. 

And finally two specimens are tested for shear strength 

using the direct shear device. The two collapsibility tests 

using the Knight Method reveal collapse potential of 7.5 

and 8%, which is rather high. On the other hand, shear 

strength for the two tests show an angle of friction of 32 

and 34o tested in soaked state, and 34 and 36o tested in 

dry basis. According to literature [14], there was a little 

decrease in friction angle of gypseous soil tested using 

the shear box as soil is tested in dry and soaked states. 

Also, similar results are reached regerding soaked and 

unsoaked friction angle of gypseous soil by other authors 

[15, 16]. 

One specific gravity test using the white spirit is 

conducted, and Gs is 2.39. Ordinary Proctor test show 

that the maximum Proctor dry density (unit weight more 

precisely) is 15.98 kN/m3. The maximum and minimum 

unit weight are 16.32, 11.81 kN/m3, respectively. The last 

tests are conducted once per each test. Table 1 shows 

summary of the average test results. 

A primitive look on Table 1 shows that soil has high 

and dangerous collapse potential. This is because soil has 

low specific gravity, maximum dry unit weight, and high 

gypsum content, and collapse potential. As stated before 

this type of soil has high strength when in dry condition 

and experiences high immediate settlement upon wetting. 

 

2. 2. Laboratory Testing Model          The testing model 

is totally manufactured by author using components 

available in local market in Baghdad, the setup is quite 

simple and has no complicated parts. It is shown 

schematically in Figure 1. Most of the parts are made of 

steel and the major components are described for 

convenience. 

 

 
TABLE 1. Summary of soil test results 

Test Result 

Gypsum content 66 % 

Shear strength (Ave.) 33o soaked, 35o dry 

Collapse potential 8% 

Soil type Sandy 

Specific gravity 2.351 

Maximum Proctor dry unit weight 15.98 kN/m3 

Maximum dry unit weight 16.32 kN/m3 

Minimum dry unit weight 11.81 kN/m3 
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Figure 1. Setup used in this study 

 
 

The soil is placed into the steel container, densifided 

in layers of 100 mm each using portable-electrical 

compactor. Also, it is intended to place the geo-mesh (or 

geo-grid) into two depth positions.  The first is embeded 

at depth of one width dimension of footing (B) beneath 

the bottom surface of footing, the second is at depth of 

embedment of (B/2) below footing level. And since the 

footing is placed directly on soil surface, the geo-grid is 

now understood to be embeded at depths of B and (B/2) 

below soil surface. The soil is continued to be compacted 

easily layer after layer until the level of placement of the 

grid reinforcement is reached. The geo-grid is placed, (in 

a specified lateral dimensions for each test), and soil is 

continued to be compacted until the surface of soil, and 

that is a total depth of soil equals 0.5 m. At each specified 

depth of the geo-mesh reinforcement, three dimensions 

(sizes) of the grid are used, please care for Figure 2 for 

details. 

Three extensions are used for each geo-mesh depth, 

namely, 1B, 2B, and 3B. Table 2 shows the relationship 

between the extensions of the geo-mesh, their depths, and 

the total lateral length of the grid. 

 

 

 
Figure 2. Schematic diagram for footing and location of 

geomesh reinforcement 

TABLE 2. Depth of geo-mesh versus extension and its size 

Extension of geo-

mesh 

Depth of geo-

mesh 

Total length (size) 

of the mesh 

1B B** 4B by 4B 

2B B 6B by 6B 

3B B 8B by 8B 

1B B/2 3.5B by 3.5B 

2B B/2 5.5B by 5.5B 

3B B/2 7.5B by 7.5B 

**B is the width of the square footing = 100 mm 

 

 

The basic idea of this research is to investigate the 

effect of depth and size of the geo-mesh reinforcement in 

getting a notable improvement in reducing the collapse 

potential of the gypseous soil. It worth to mention that 

one type of geo-mesh reinforcement is used for the 

totality of the study as author believes that changing the 

geometry of the grid will have some changes on the 

results.  

 

2. 4. Testing Method            The testing procedure for 

the laboratory model can be listed through the following 

points. 
1. After completing the job of compacting the soil in 

tank, carefully levelling off the soil surface, the 

footing is placed onto soil and the two dial gauges 

are positioned and set to zero. 

2. Now the soil is in its air-dried condition. Loads are 

applied gradually onto the loading steel frame up to 

a stress of 40 kPa. The settlement recording is 

initiated with time until no further depression in 

footing is taking place. The gypseous soil has the 

property of owning a high strength when dry, thus 

little footing settlement is expected in this stage. 

The water inlet valve is opened to let soil to be 

saturated. The soaking stage is now just started and 

the settlement of footing begins to increase. This 

settlement is recorded until the dial readings runs 

out to a negligible settlement. This takes about 3 

days. It is worth to mention that no leaching process 

is carried out and only soaking process is 

conducted. The water level is monitored through a 

transparent pipe installed for that purpose in the 

container. When water level reaches soil surface, 

water inlet valve is closed off.  

3. Upon ending of test, soil in container is removed 

and not be used again in any test, that is, always new 

soil is used in each test. 

4. Very low head of water is utilized to saturate the soil 

as to avoid soil boiling condition, since water inlet 

is located in the bottom on the container. 

5. The dial readings is recorded for the first ten hours, 

in increments of one reading per hour. Then after 

the settlement reading is recorded for each next 24 
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hours. It has been observed that at the initial stages 

of soaking, dial readings changes considerably with 

time, and only experience little changes then after. 

6. In case of footing rotation, the average dial readings 

is recorded. On the other hand, if large differential 

settlement (rotation of footing) takes place then the 

whole test is stopped, ignored, and repeated once 

again with new soil. 

7. For connivance, the test in which no geo-grid is 

used, has been repeated twice and the average 

settlement is taken into account. This test is the 

reference test for measuring any improvement in the 

soil, as it will be compared with it. Thus the 

reference test is considered important. 

 

 

3. RESULTS AND DISCUSSION 
 
Figures 3 to 8 show the cases plotted individually, in each 

figure two curves are plotted, one is for the unreinforced 

(untreated) soil, and the other belongs to the case of geo-

mesh reinforcement in concern. The curve for the 

untreated soil is inserted in each figure for convenience 

as a measure for improvement. In each of the forgoing 

figures, the settlement which is presented as a ratio of s/B 

(settlement/width of footing) is plotted versus Time in 

minutes and in logarithmic scale. A primitive look on the 

mentioned figures indicates that the general trend of 

behavior is quite similar for all tests. The settlements 

regarding the initial (pre-soaked) stage are quite small 

compared to the total settlement. This stage lasted for as 

hour at most for all cases. The case of (3B, B/2) is 

exceptional, and by (3B, B/2) it is meant and extension 

of geo-mesh reinforcement equal to 3B and located at 

depth of B/2 under soil surface. Again, the case (3B, B/2) 

show the least initial settlement. It is half the settlement 

recorded compared to the other cases. In other words, 

extending the geo-mesh for 3B seems to be effective in 

reducing the dry stage of loading by about 50%. The 

other cases do not show such significant differences in 

any reduction of initial settlement. After one hour of dry 

loading, the soaking stage comes after by allowing water 

to preclude and saturate the gypseous soil directed from 

bottom to top of soil. The water rise is monitored in the 

container via a transparent pipe as mentioned earlier. As 

can be seen in all figures, there is a drastic increase in the 

settlement, namely the collapse settlement, for all cases. 

The best case for obtaining a reduction in the settlement 

is the case of (3B, B/2). The percentages of improvement 

recorded with respect the untreated soil is show in Table 

5. These percentages are based on the final settlement 

measured (after 72 hours) for the case in concern divided 

on that for the untreated soil. There is a reduction in 

settlement by 35% and by settlement it is meant the 

collapse settlement. In foundation engineering 

terminology, it is considered good improvement. The 

next in improvement comes the case of (2B, 0.5B), which 

was successful in reducing the collapse potential by a 

ratio of 16%. The case of (B, B), which has an 

improvement ration of 4% only, is regarded as 

insignificant and ineffective in reducing the collapse 

potential of a footing. The use of such size and death of 

reinforcement is immaterial. Also, the two curves in 

Figure 8 seems to converge in the initial stages of test and 

in its final. The curves convergence of untreated soil and 

the reinforced soil, indicates that the type of 

reinforcement in concern is ineffective in reducing the 

collapse potential and has no impact in real engineering 

live.The case of (3B, B), shown in Figure 6, has 

improvement ratio of 10% which is rather a low number. 

It can be realized from Table 3 that decreasing the geo-

grid by 0.5B reduced the settlement improvement ratio 

from 35 to 10%. This indicates that large amount of the 

collapse settlement is actually taking place in the zone 

beneath the footing and the improvement ratio for all 

cases of depth B are less than all cases of depth 0.5B, 

although the size of the mesh is little larger. Similar 

results are noticed by Hassan [17] on the sabkha soil 

(salty) when using geomesh. This insures the forgoing 

conclusion. Also extending the geo mesh increases the 

improvement (which is physically understood) and the 

extension of 1B is not effective in reducing the collapse 

settlement. Now referring to Figures 3 to 8, it can be seen 

that the curve of case 3B, 0.5B is in a higher position than 

the others, meaning that the collapse settlement is always 

and all the time is well below the other cases. All curves 

are rather smooth and do not intersect of overlap each 

other (in general), except the case of (1B, B/2). There is  

 

 
TABLE 3. Percentage of collapse potential improvement with 

respect to the untreated soil  

Length of geo-grid 

Reinforcement 

d = Depth of geo-grid Reinforcement 

B/2 (%) B (%) 

3B 35 10  

2B 16 7.5 

1B 7  3 

 

 

 
Figure 3. Settlement in terms of s/B versus time in 

logarithmic scale, for (3B, B/2) 
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Figure 4. Settlement in terms of s/B versus time in 

logarithmic scale, for (2B, B/2) 

 

 

 
Figure 5. Settlement in terms of s/B versus time in 

logarithmic scale, for (1B, B/2) 

 

 

 
Figure 6. Settlement in terms of s/B versus time in 

logarithmic scale, for (3B, B) 

 

 

a fluctuation in this curve as it intersects other curves and 

not in a trend of harmony like the other cases. Author 

believes that this is attributed to (maybe) experimentation 

error as it is the only one that deviates from the general 

trend of the other cases. So as stated earlier, very small 

initial settlement is recorded as a whole when soil is 

almost dry (and as curves in figures show) and a sharp 

increase in settlement is mesured uopn wetting, it is 

worth mentioning that quit similar resluts were obrained 

by Ibrahim and Zakaria [18]. 

 
Figure 7. Settlement in terms of s/B versus time in 

logarithmic scale, for (2B, B) 

 

 

 
Figure 8. Settlement in terms of s/B versus time in 

logarithmic scale, for (1B, B) 

 
 
4. CONCLUSIONS 
 

Conclusions of this study are summarized as follows: 

1. The settlement of footing in dry gypseous soil is quite 

small, and all cases of reinforcement and the case of 

untreated soil experience almost the same initial 

settlement except the cace of (3B, 0.5B), in which footing 

show about half the depression experienced by the other 

cases. 

2. The best collapse settlement improvement ratios 

recorded is for the case of (3B, 0.5B) and it is 35%. The 

improvement is measured with respect to settlement of 

the untreated soil. The worst case for improvement ratio 

measured is the case (1B, B), with only 4%. This is an 

immaterial improvement ratio and thus this detail of 

reinforcing the gypseous soil should not be followed off. 

3. Next in improvement ratio is the case (2B, 0.5B) with 

a value of 16%. The other types of reinforcements have 

improvement ratios confined between 4-16%. 

4. All reinforcement cases for the depth of 0.5B show 

higher improvement ratios than the similar cases for 

depth one B, indicating that the majority of collapse 

potential is taking place in the zone of soil almost directly 

beneath footing. In addition to that the sizes of the geo-

mesh in the first case are smaller than that for the latters.  
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5. All settlement-time curves plotted show similar trend 

of behavior and settlement almost seized after 72 hours 

of the start of tests. 

6. The settlement in soaking stage is very much higher 

(considered drastic) compared to the dry stage. This is 

physically normal since gypseous soil has high strength 

properties when dry, loses bond and collapse when 

saturated, or even wetted. 
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Persian Abstract 

 چکیده 
استحکام خاک و    یات رو بهبود خصوص  ین را بهبود بخشد ، از ا   یکردتواند دو رو  یخاک م  ی تحمل استراحت کف پا در حال فروپاش  یتبهبود ظرف   یبرا  ییروشها  یقتدر حق

پاسکال   یلوک 40س  استر  یشود که دارا  ی م  یبارگذار  یه شود. پا  یم  یمتر مدل ساز  0.1در    0.1مربع    یصفحه فولاد  یکتوسط    یهشده به خاک است. پا  یتتقو  ینفوذ سوراخها

  ی است. برا  0.5Bعرض پا( و   B) B یک شود ،    ی مش استفاده م  یایی جغراف  یتشود. از دو عمق تقو  ی اصلاح م  یساندنخشک و در حالت خ  یطبوده و محل استقرار در شرا

 3.5Bمش استفاده شده ،  یایی، سه اندازه از جغراف 0.5Bشده از  یتعمق تقو یبرا . 8Bو   4B  ،6Bشود ،  ی، از سه اندازه مربع مختلف از ژئو مش استفاده م B عمق یک

  ،5.5B     ، 7.5وB   7.5با عرض    یمربع   یاییبه دست آمده ، مورد عرض جغراف  یشرفتپ  یندهد که بهتر  ینشان م  یجاست. نتاB   و در عمق B/2 یشرفت است ، با پ  یهپا  یردر ز  

بود ،    یزناچ  یاراست و واقعاً بس B یکو عمق     4Bدر مورد ژئو مش مربع با عرض   یشرفتپ  کمترین  ٪50خشک    یطدر شرا  تسویه  کاهش  و  ٪35از نظر حل و فصل سقوط  

ه استفاده نکند  یکند از اندازه ژئومش کمتر از اندازه پا   یم  یهتوص  یسندهمطالعه ، نو  یها  یافته  یدو نسبت متفاوت بود. برا  ینا  ینب  یگرسقوط. موارد د  تسویه  در  کاهش  ٪4حدود  

واضح است اگر به روش مناسب    یژئومش در کاهش محل استقرار خاک در حال فروپاش  یر، در کل ، تأث  یبترت  ینقرار ندهد. به هم  یهاز عرض پا  یمیاز ن  یشو آن را در عمق ب

 استفاده شود
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A B S T R A C T  

 

Investigation of the effect of using nanomaterials for improving and Stabilizing the gypseous soil was 
carried out using laboratory works. The gypseous soils were collected from a site of intake in Bahar Al-

Najaf and mixed with two types of nanomaterials (Nano-silica and, Nano-clay) where the nanomaterials 

were added in small amounts as a percent of the dry weight of the soil sample. Tests to determine the 
sieve analysis, specific gravity, and collapse potential were performed.  The results of the experimental 

work showed significant modification in the geotechnical properties of the soil sample. The collapse 

potential decreases as soon as the used nanomaterials were increased until they reach a percentage after 
which the collapse potential will be increased. Thus, addition of nanomaterials, even at a low percentage, 

could improve the properties of gypseous soil. When adding the nano-silica to the soil, the collapse 

potential (CP) is decreased whenever the nano-silica increases until 1% of the added nanomaterials and 
then further stabilizer increases the (CP), the percent of decrease in CP is about 91% where the effect of 

the additive (nano-silica) changes the classification of severity of collapse from “moderate trouble” case 

to “no problem” case. 

doi: 10.5829/ije.2020.33.09c.06 
 

NOMENCLATURE 
  

Cc coefficient of curvature ∆𝐻𝑒 changing in height of specimen which results from the wetting 

Cu coefficient of uniformity Ho specimen initial height 

SP poorly graded sands Δe changing of specimen void rate which results from wetting, 

CP collapse potential  eo natural void ratio 

SOT Singule Oedometer Test   

 
 
1. INTRODUCTION1 
 
The soil texture, as a term, refers to the orientation and 

mineralogical composition of particles, the nature of 

properties of soil water and the forces of interaction 

between particles and soil water in a soil mass. An 

understanding of the soil structure is necessary because it 

influences the physical characteristics like swelling and 

engineering characteristics like strength and other 

properties of soil. 

Collapsible soils are having metastable structure. This 

kind of soil has different properties due to various water 

conditions. It shows high strength and toughness when it 

 

*Corresponding Author Email: myf_1968@yahoo.com (M. Y. Fattah) 

is at normal water condition while at the wetting 

condition, the soil will suffer an unexpected plastic 

deformation. Existing of collapsible soil can result in 

structural damages to the construction projects such as 

cracks in floor, foundations, and walls.  

The saturation of soils without the flow of water 

under specific pressure is referred to as soaking such as 

site flooded with water during heavy rainfall, irrigation 

or breaking of sewerage and water pipes. Changing of 

water contents in gypsum makes the gypsum function as 

solidifying operator to debauch inside the soils mass 

which brings about single or mix of three procedures, 

firstly separating any bond that exists within soil particles 
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bolstered via the gypseous followed by the collapsing of 

soils construction and this procedure happens very 

quickly. The subsequent procedure is union, while the 

third is draining procedure which shows up when the 

water stream proceeds through the dirt mass. Mixing 

such procedures can make the soils to be settled 

extensively as the load gets subjected [1]. 

In Iraq, particularly over the most recent three 

decades, broad improvements have been proved in the 

locales of gypseous soils because of the need for the 

development of numerous quantities of key ventures. 

Numerous experimental researches in the world and 

Iraq motivated on remedial measures of collapsible 

gypseous soils. All of these techniques are focusing on 

governing the volume change and decreasing the 

permeability coefficient or inhibiting any interaction of 

moisture between the gypseous soil and water source to 

reduce the gypsum agent’s dissolution. In general, the 

treatment measures of gypseous soils can be summarized 

as follows: 
1) Chemical treatment: in which the remedial materials 

recommended are primarily cement, lime and crude 

and/or west oil products. 

2) Physical treatment: these measures are based upon 

improvement of the geotechnical properties of 

gypseous soils to control the consequences of 

dissolution of gypsum.  

The work presented by Fattah et al. [2] introduced the 

findings of tests conducted on four gypseous soils of 

various features and different contents of gypsum. 

Undisturbed soil specimens were tested to calculate the 

compressibility subjected to many conditions. An 

acrylate liquid was used as grouting material in which 

soil specimens were treated. The remediated specimens 

exhibited the ability of acrylate liquid to decrease the 

compressibility of the gypseous soil by more than 60–

70%. The parameters of shear strength were influenced 

by acrylate liquid via the increase in the cohesion plus the 

decrease in the internal friction angle. 

Ibrahim and Schanz [3] analyzed the enhancement of 

the features of gypsiferous soils by utilizing silicone oils 

to limit the impacts of dampness and gypsum losing. The 

analysis had been directed on fake gypsiferous soils (30% 

Silber sand and 70% unadulterated gypsum) treated with 

silicone oil in different percentages. Silicone oil was 

selected as an additive because of leakages of oil-related 

products from an oil refinery north of Iraq built on 

gypsiferous soil. Thus, this oil product provides a suitable 

analogue for that which has infiltrated the foundation soil 

of the refinery buildings. The results showed that the 

silicone oil is a suitable material for modifying the basic 

properties of the gypsiferous soil, such as collapsibility 

and shear strength.  

Verma and Maheshwari [4] stated that there are 

various types of nano materials such as nano silica 

(SiO2), nano titanium oxide (TiO2) etc. are available. 

They carried out experiment in which the nano silica was 

mixed with soil samples (CI) in varying proportions of 

(0.0%, 0.25%, 0.50%, 0.75% and 1.0%) to study the 

geotechnical properties of soil. The results showed that 

the unconfied compressive strength and CBR 

characteristics of soils get increases with increasing the 

percentages upto 0.75 % of nano SiO2 and afterwards a 

gradual decrease was obtained.  

The objectives of the present study is to enhance the 

collapsibility of gypseous soils using two types of 

nanomaterial; nano clay and nano silica. Collapse tests 

were conducted in samples treated by different 

percentages of these materials. 
 

 

2. LABORATORY INVESTIGATION 
 

2. 1. Material             The soils utilized in the current 

work represents disturbed regular gypsums soils 

(collapsible soil).  

Soil samples of this study were collected from several 

sites in Bahar Al-Najaf south west Baghdad city in Iraq. 

All samples are representing disturbed soils brought 

together from a depth (1.5-2.5) m under the ground 

surface and the samples are collected from the bed of the 

intake. Figure 1 presents the geological conditions of the 

study area. The intake region is located at about (10) km 

from the city center of Al-Najaf. 

The filed dry unit weight of the soil was measured by 

the sand replacement method. It was found to be 15.2 

kN/m3. 

 

2. 2. Laboratory Work 
2. 2. 1. Sieve Analysis            Particle size analysis is 

used to determine the particle size distributing. The 

sample got washed via a number of sieves having  

 

 

 
Figure 1. Location and geologic map of Karbala – Najaf area 

in Iraq 

Soil 

Location 
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dimensions of gradually smaller screen to define the 

percentages of sand-sized particles of the examples 

consistent with ASTM D-422 [5] specification. 

Approximately 50 grams of dry soil which was passing 

sieve No. 200 was treated with a dispersing agent and 

analyzed using a hydrometer. From Figure 2, the 

coefficient of uniformity Cu is 4.34 and the coefficient of 

curvature Cc is 0.59, so the soil is classified as SP (poorly 

graded sand) according to the unified soil classification 

system. 

 
2. 2. 2. Specific Gravity            Values for specific gravity 

of the soil solids were determined according to ASTM D-

854 [6]. Kerosene was used instead of water to avoid 

dissolution of gypsum. The result shows that the specific 

gravity value for the untreated gypseous soil is 2.34. 

 

2. 2. 3. Collapse Test               Such testing was performed 

through utilizing oedometer tool. A single oedometer test 

had been conducted to decide the collapsing potential 

(CP) for the soils. At that point, the testing proceeds by 

extra load and emptying as in the customary 

consolidating testing. Table 1 presents the criterion used 

to classify gypseous soils based on collapse potential. It 

is evident that the increase in CP refers to increase of the 

prolem of gypseous soil collapse upon wetting. 

The samples were prepared at the field dry unit 

weight of 15.2 kN/m3 by making a gentle tamping on 

sample in a compaction mold. Then an oedometer ring 

was pressed on the soil to get the collapse test specimen. 
 

 

 
Figure 2. Grain size distributing of the soil used 

 

 

TABLE 1. Relationship of collapsing potential to the severity 

of Foundation problems [7] 

CP (%) Severity of problem 

0-1 No problem 

1-5 Moderate trouble 

5-10 Trouble 

10-20 Severe trouble 

20 Very severe trouble 

For singule oedometer testing (sot) such testing, the 

soil's sample is stacked steadily at starting condition till 

the sample arrives at vertical stress of (200 kPa) with 

loading increase proportion (LIR) of 1. After that, the 

sample gets soaked with water within 24 hours. The extra 

settling was recorded at (200 kPa) stress because of 

splashing process. The collapse potential (CP) can be 

determined by utilizing the accompanying condition: 

𝑐𝑃 =
∆𝐻𝑒

𝐻𝑜

∆𝑒

1+𝑒𝑜
𝑥100  (1) 

 

 

3. NANO MATERIALS 
 

There are two types of additives material as 

nanomaterials (nano-clay and nano-silica) that are used 

in this study in different ways by mixing and grouting 

while nano-silica as (0.5%, 1%, 2% and 3%) and nano-

clay as (2.5%, 5% and 10%).  

Nanoclay is composed of phyllosilicates which 

include groups of minerals such as talc, Mica, kaolin, 

montmorillonite, Serpentine or sepiolite. Among other 

things, nanoclay differs in the size and sequence of the 

regions in which the SiO4 tetrahedra are oriented upwards 

or downwards in the layers. Montmorillonite, the most 

technically significant clay mineral as the main 

constituent of bentonite, is composed of SiO4 tetrahedron 

bilayers with deep-rooted octahedral layers of 

aluminium, iron, and hydroxide ions. A common 

montmorillonite particle comprises of approximately 1 

nm thick alumina-silicate layers with lateral sizes in the 

series of 700 nm to about 10 µm, which accumulate into 

big stacks. 

Also amorphous nano-silica powder was used with a 

solid content of more than 99.8%, an average size of 12 

nm and surface area of 200 ± 25 m2/g. Nano-silica 

consists of 48.83% silicon and 53.33 oxygen. 

 

 
4. RESULTS AND DISCUSSION 
 
4. 1. Collapsible Test Results without 
Nanomaterial            Figure 3 delineates a normal 

reaction where a seating stresses of 25 kPa had been 

utilized to set up an initial state. Each compressing under 

such stress was credited to specimen disturbing. The 

initial compressing bend refers to the soil's reaction at its 
in situ water content. Weight was applied until the stress 

on the sample was equivalent to, or bigger than, the 

normal one in the field or up to 200 kPa as standardized 

by ASTM D-5333 [8]. 
Figure 3 illustrates a typical response in which a 

seating stress of 25 kPa was used to establish an initial 

state. Any compression under this stress was attributed to 

sample disturbance. The initial compression curve 
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represents the response of the soil at its in situ water 

content. Pressure was applied until the stress on the 

sample was equal to, or greater than, that expected in the 

field or up to 200 kPa as standardized by ASTM D-5333 

[8]. 

The result of collapse test shows that collapse 

potential (CP) of the sample of the soil is equal to (3.6) 

%, so the soil is classified as moderately trouble 

according to Table 1. 

Generally, collapsible soils are under unsaturated 

conditions in the dry state, with negative pore pressure 

resulting in higher effective stresses and greater shear 

strength. Additionally, cementing agents such as CaCO3 

can also contribute to maintaining an open 

‘‘honeycombed’’ structure. Upon wetting, the pore 

pressure become less negative and the effective stresses 

are reduced causing a decrease in shear strength. 

Additionally, the water can dissolve or soften the bonds 

between the particles, allowing them to take a denser 

packing. This mechanism, referred to as wetting-induced 

collapse, or hydrocompression, can take place with or 

without extra loading. 

 

4. 2. Effect of Adding Nanomaterials 
4. 2. 1. Nano-Clay            This type is classified as 

montmorillonite K 10 and this substance is not classified 

as dangerous material. The Nano-clay is added to the soil 

of percentage as (2.5%, 5% and 10%)  and the results 

showed the following improvement.  

Figure 4 presents single collapse test result on 

gypsum saturated soil samples treated with 2.5% of 

Nano- clay and at pressure equal to 200 kPa. It is noticed 

that the vertical strain changed from (2%) to (5.35%) and 

the collapse potential was decreased to 3.25%. 

The Collapse mechanism can be explained by initial 

collapse of metastable texture of soil due to dissolution 

of gypsum when the soil is subjected to the wetting 

condition by which bonds between grains are broken 

down. 

Molecular forces between particles are the weakest 

and the strength decreases with an increase in water 

saturation. The ionic-electrostatic force and capillary 

force are similar in magnitude, however ionic- 

 

 

 
Figure 3. Collapse test results on the natural soil 

 

 
Figure 4. Collapse test results on the gypseous soil treated 

with 2.5% Nano clay 

 

 

electrostatic force is not stable in the presence of water, 

and capillary forces only exist at degrees of saturation 

between 0.35 and 0.80. Chemical agents, such irons 

present in nano-materials, can form cementation bridges 

with the strongest force. In addition, the collapsibility of 

stabilized gypseous soils also depends on the distortion 

and size of the inter-aggregate and intra-aggregate pores. 

From Figure 5 that  presents single collapse test result 

on gypsum soil samples treated with 5% Nano clay  the 

outcomes show that changing of vertical strain at 

pressure equaled to 200 kPa frome a value of (2.5%) to 

(4%) which makes the collapse potential 1.44%. 

Figure 6 presents single collapse test result on 

gypsum soil samples treated with 10% of Nano clay. The 

collapse potential was decreased to 0.945% because of 

the vertical strain change from 2.3% to 3.4% in 

consequence of applying 200 kPa (stress). 

 

4. 2. 2. Nano-Silica       It is added to the soil of 

percentage (0.5%,1%, 2% and 3%). The results 

illustrated the following values of the collapsing potential 

(CP) and the following curves indicated the effect of 

adding nanomaterials. 

Figure 7 presents single collapse test result on 

gypsum soil samples treated with 0.5% of Nano silica 

where the vertical strain shifted from (2.4%) to (3.3%) 

under  the compression  at  200 kPa  making  the collapse 

 
 

 
Figure 5. Collapse test results on the gypseous soil treated 

with 5% Nano clay 
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Figure 6. Collapse test results on the gypseous soil treated 

with 10% Nano clay 

 

 

potential decrease to 1.89%. The lower collapse potential 

in treated samples can be related to stronger bond in the 

binder. Figure 8 presents single collapse test result on 

saturated gypsum soil samples treated with 1% of nano 

silica. In this curve, when the total stress reaches 200 kPa,  

the value of vertical strain changed from (1.75%) to 

(2.3%) and the collapse potential was decreased to 

1.537%. 

Figure 9 presents single collapse test result on 

saturated  gypsum soil samples treated with 2% of nano 

silica where the vertical strain value is changed from 

(2.2%) to (4.8%) because  under  the stress 200 kPa the 

collapse potential was decreased to 2.45%. 

 

 

 
Figure 7. Collapse test results on the gypseous soil treated 

with 0.5% Nano silica 

 

 

 
Figure 8. Collapse test results on the gypseous soil treated 

with 1% Nano silica 

Figure 10 presents result of single collapse test on the 

saturated  gypseous soil treated with 3% of  Nano silica. 

The collapse potential is equal to 0.945% as a result to 

adding a constant stresss of 200 kPa which makes the 

vertical strain change from (1.9% ) to (2.8%). 

Table 2 summarizes the results of collapse test on 

treated samples. The table reveals that the gypseous soil 

collapse potential decreases by about 9.7%, 60% and 

73.8% when the soil is mixed with 2.5, 5 and 10% Nano 

clay. While the decrease of CP by about 73.8% required 

adding only 3% of Nano silica. 

 

 

 
Figure 9. Collapse test results on the gypseous soil treated 

with 2% Nano silica 

 

 

 
Figure 10. Collapse test results on the gypseous soil treated 

with 3%  Nano silica 

 

 
TABLE 2. Results of single collapse test 

Without 

treatment 

Treated with Nano-clay 

CP 

(%) 

% change 

in CP 

CP 

(%) 

% change 

in CP 

CP 

(%) 

% change 

in CP 

3.6 
2.5 5 10 

3.25 9.027 1.44 60 0.945 73.8 

Without 

treatment 

Treated with Nano-silica 

CP 

(%) 

% change 

in CP 

CP 

(%) 

% change 

in CP 

CP 

(%) 

% change 

in CP 

3.6 
1 2 3 

1.537 57.3 2.45 32.0 0.945 73.8 
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After full inundation of collapsible soil, the 

cementing bonds between particles get broken, and the 

remaining shear strength is derived from the inter-

granular frictional forces. Consequently, the angle of 

internal friction can be utilized as an adequate measure of 

shear strength [9, 10]. In addition, nanomaterials provide 

another type of bond that resists inundation of collapsible 

soil, it is added to cohesion of soil particles. 

 

 

5. CONCLUSIONS 
 

In this paper, some of the experiment work was 

performed on collapsible soil mixed with different 

percentages of nano-clay and nano-silica fume 

stabilizers, to investigate the collapse potential (CP). The 

following conclusions may be written: 

1. Nano-clay; when increasing the additive nano-clay to 

the soil sample, a decrease in (CP) was obtained. 

2. The increment of the nano- clay leads to decrease in 

the collapse potential (CP) as a ratio of (73.75%) and 

this means that the additive modifies the soil to no 

problem case. 

3. When adding the nano-silica to the soil, the collapse 

potential (CP) is decreased whenever the nano-silica 

increases until 1% of the added nanomaterials and then 

further stabilizer increases the (CP), the percent of 

decrease in CP is about 91% where the effect of the 

additive (nano-silica) changes the classification of 

severity of collapse from “moderate trouble” case to 

“no problem” case. 
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Persian Abstract 

 چکیده 
  ی گچ یانجام شد. خاکها یشگاهیآزما یخاک گچ با استفاده از کارها یتبهبود و تثب یاستفاده از نانومواد برا یرتأث یبررس یتبهبود و تثب یاستفاده از نانومواد برا یرتأث یبررس

و ، نانو رس( مخلوط شدند که در آن نانومواد به مقدار درصد به عنوان درصد وزن خشک خاک اضافه  یلیسو با دو نوع نانومواد )نانو س یاز بهار النجف جمع آور یاز محل

  یاتدر خصوص  یاصلاحات قابل توجه  یشیآزما  یشآزماحاصل از    یجانجام شد. نتا  یفروپاش  یلغربال، وزن مخصوص و پتانس  یلتحل  یینتع   یبرا  ییهایششوند. نمونه آزمایم
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A B S T R A C T  

 

This paper presents a novel approach to automatic classifying and identifying of tree leaves using image 

segmentation fusion. With the development of mobile devices and remote access, automatic plant 

identification in images taken in natural scenes has received much attention. Image segmentation plays 
a key role in most plant identification methods, especially in complex background images. Where there 

are no presumptions about leaf and background, segmentation of leaves in images with complex 

background is very difficult. In addition, each image has special conditions, so parameters of the 
algorithm must be set for each image. In this paper, image segmentation fusion is used to overcome this 

problem. A fast method based on maximum mutual information is used to fuse the results of leaf 

segmentation algorithms with different parameters. Applying Tsallis entropy and g-calculus, generalized 
mutual information equations are derived and used to obtain the best consensus segmentation. To 

evaluate the proposed methods, a dataset with tree leaf images in natural scenes and complex 

backgrounds is used. These images were taken from Pl@ntLeaves dataset and modified so that they do 
not have a presumption. The experimental results show the use of Tsallis entropy and g-calculus in image 

segmentation fusion, improves plant species identification. 

doi: 10.5829/ije.2020.33.09c.07 
 

 
1. INTRODUCTION1 
 
Classification and identification of plant species are 

essential for plant extinction prevention, the use and 

development of plant resources, herbal medicines and 

separation of products from undesired plants in 

automation systems. However, identification of plants 

requires expert knowledge, and is a challenging and 

tedious task. Automatic plant identification through 

digital images helps the classification and identification 

of plant species according to time and human energy 

consumption. Unfortunately, despite the widespread 

biodiversity of plants, current processes of identification 

and classification are both error prone and slow [1]. In 

recent years, with the development of mobile devices and 

remote access, automatic plant identification in images 

taken in natural scenes has received much attention. 

Compared to other plant organs, leaves are the most 

widely used part for automatic plant identification using 

computer vision techniques because they are accessible 

throughout the year and easy to analyze. Automatic tree 
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leaf classification is very accurate in images with white 

and uniform light background, but very difficult in 

natural scene images that are acquired in uncontrolled 

conditions.  

To increase the accuracy of the classification, the 

classifier can use several features such as leaf color, 

overall shape, edge and vein structure. In most 

approaches, the accuracy of identification depends on the 

accuracy of the segmentation, which is  the most difficult 

task in a complex natural scene [2, 3]. Because there are 

no specific conditions for image acquisition in natural 

scenes, an unsupervised segmentation algorithm with 

constant parameters leads to poor results for some 

images. In general, there is no best algorithm for 

segmentation of various images. In this paper, fusing the 

results of different algorithms or different parameters is 

used to overcome this problem. The clustering ensemble 

combines the results of different clustering algorithms to 

obtain a more accurate final clustering which is called 

consensus clustering. Mutual information is one of the 

most common parameters used in clustering ensemble. It 
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shows the amount of dependency between the two 

variables. However, if clusters have a large amount of 

data, fusion of them using criteria such as maximum 

mutual information requires a fast methods.  

Plant leaf identification has been a hot research topic 

in recent years  [4, 5]. Although a number of methods 

have been designed to identify plant species, new 

methods are still needed to improve the identification 

accuracy and speed, especially in complex background 

images. Most of tree leaves datasets have images with 

plain and uniform background. In addition, most of 

image datasets for tree leaves with natural scene use 

defaults such as color, position or orientation of leaf in 

the image. Pl@antLeaves dataset [2, 6] contains tree leaf 

images in the real world. These images are divided into 

three categories that were taken under different 

conditions. The scan category includes images with a 

white background, and the scan-like category includes 

images with a uniform background. There is no occlusion 

or overlap in both of them. However, the photograph 

category includes photos directly taken from the trees in 

nature. These photographs have a non-uniform 

background with optical distortions, shadows, color and 

luminance variations, and other problems such as 

overlapping. The most important advantage of this 

dataset is that it contains images that are very close to 

what a smartphone user may take from nature. 

Most plant identification methods require images 

with simple background, or assumptions about leaf color 

or shape, and many of them need user interaction. Very 

few works handle the automatic segmentation and 

identification of plants in images with complex 

background [3]. A system called LeafSnap [7] was 

introduced to identify plant species in the mobile system 

that uses leaf shape in plain  background images, but does 

not work well in complex and natural background 

images. In [8], the authors employed the semi-supervised 

Fuzzy C-Mean (FCM) classifier on different features to 

classify a number of images in the Pl@ntLeaves dataset 

(scan, scan-like, and photo)   In [4] the authors used the 

Support Vectore Mechine (SVM) classifier with the 

color, shape and texture characteristics to classify tree 

leaf images. They reached an accuracy of about 61% for 

a number of scan and scan-like images on the 

Pl@antLeaves dataset, but this accuracy was only  8.5% 

for photo images. In [9] using Tsallis entropy and truth 

table, a new fast method was proposed for segmentation 

of tree leaves in images with complex background. In 

[10] the authors obtained 63.4 % of accuracy for 70 

classes of species with simple background images (the 

scan and scan-like images). In [11], an approach was 

proposed to identify tree leaves using hand-crafted 

features, however, this method requires the leaf image 

without any occlusion and with a uniform background.  

In recent years, another approach called the 

convolutional neural networks (CNN) has been used to 

identify plants, in which the leaf features are directly 

represented [6, 12]. In [13], the authors achieved a 

classification accuracy of 71% by testing a variety of 

CNNs on a combination of scan, scan-like and photo 

images. However, there are still many problems. In 

addition to hardware restrictions, this method requires a 

large number of well-categorized data which makes it 

impossible to use it in many cases, especially in datasets  

with a limited number of samples. These methods are not 

sensitive to image details. Also they are not accurate in 

overlapping images, and the relationship between pixels 

is not fully considered [14]. 

The purpose of the present work is to introduce a 

novel approach to automatic classification and 

identification of tree leaves using image segmentation 

fusion. The proposed method based on the two different 

methods for image segmentation fusion, and the dataset 

are described in Section 2. The experimental results are 

reported in Section 3, and the conclusion is given in 

Section 4. 

 

 

2. MATERIALS AND METHODS 
 
Automatic identification of plants in images taken from 

natural scenes is very difficult when prior information 

about the leaf or background is not available. Leaf image 

segmentation is the most important step in plant 

identification in leaf images with complex background. 

However, each segmentation algorithm requires special 

settings for each image. In this paper, image 

segmentation fusion is used to overcome this problem. In 

Figure 1, the flow diagram of the proposed method is 

shown. 

 

 

 
Figure 1.  Flow diagram of the proposed method 
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Image segmentation fusion is usually a two-step 

algorithm. In the first step, the base clusterings are 

generated by different clustering algorithms or an 

algorithm with different parameters. Then, using a 

consensus function, the base clusterings are combined to 

find a new clustering so that it is most similar to the base 

clusterings. In this paper, fusion of unsupervised  

segmentations is done using maximum mutual 

information and a g-function [15] or Tsallis entropy. 

 

2. 1. Image Segmentation Fusion              Suppose X 

is an N-pixel image, and there are M  different 

unsupervised segmentation algorithms. Each algorithm 

𝑆𝑗 = {𝑆𝑖
𝑗
, [𝑖]1

𝑁}, divides the image into background and 

object segments (labeled 0 and 1). Unlike supervised 

classification, the labels produced by these  algorithms do 

not match. Table 1 shows an example of the labels 

produced by the different segmentation algorithms. A set 

of all segmentation results for the pixel i, provides a 

feature vector for representation of this pixel, 𝑥𝑖 =

{𝑆𝑖
𝑗
, [𝑗]1

𝑀}. Image segmentation fusion, combines the base 

segmentation results into S*, and gets the best 

segmentation (𝑆best
∗ ) which divides the image pixels into 

two parts so that this segmentation is most compatible 

with all the base segmentation results.  

If the labels of the two segmentation results are in full 

correspondence, the mutual information between them is 

maximum. The mutual information between X, Y  is 

defined as: 

𝐼(𝑋, 𝑌 ) =  𝐻𝑋 + 𝐻𝑌 − 𝐻𝑋,𝑌  (1) 

where HX and HY  are the classical entropy, and HX,Y is the 

joint entropy. The classical Shannon entropy is defined 

as𝐻 = − ∑ 𝑃(𝑥) 𝑙𝑛 𝑃 (𝑥)𝑥 , and is a measure of 

uncertainty of the random variable X with probability 

distribution P(x). Mutual information between S* and all 

of the base segmentation results (S) is obtained as 

follows: 

𝐼(𝑆∗, 𝑆) =  ∑ 𝐼(𝑆∗, 𝑆𝑗)𝑀
𝑗=1   (2) 

The results of the different base segmentation algorithms 

for each pixel, are considered as a new feature vector for 

it. In an image with N pixels and M segmentation 

algorithms as in Table 1, there are only 2M different  

 

 
TABLE 1. The results of different segmentation algorithms 

X S1 S2 S3 … SM S* 

x1 1 0 0 … 1 *
1S *

NS *
NS

*
1S *

1S  

x2 0 1 1 … 0 *
2S *

2S *
2S  

… … … … … … … 

xN 1 0 0 … 1 *
NS *

NS *
NS *

NS  

feature vectors. A state table can be created which 

includes all of the different feature vectors or 2M state 

vectors [9, 16]. This table has 2M rows or state vectors 

(SV). The number of repetitions for each of the state 

vectors in all pixels from the image is computed as fi. The 

first row in this state table is selected as b1, and the vector 

with maximum distance with b1 is selected as b2. 

Then all state vectors are grouped into two categories 

based on similarity to b1 or b2. A new segmentation (S*) 

is created by assigning the value of 0 or 1 to each state 

vector in this truth table. The value of each state vector is 

denoted by𝑢𝑖
∗, and is equal to 0 for vector b1 and similar 

vectors, and 1 for vector b2 and similar vectors. After 

generating this new segmentation (S*), the mutual 

information between the new segmentation and the base 

segmentations is calculated. In the next step, the second 

vector in truth table is selected as the base vector b1, and 

the above process is repeated. This procedure is repeated 

for half of the state vectors, and the segmentation which 

has the maximum mutual information is selected as the 

best consensus clustering as Equation (3).  

𝑆best
∗ = 𝑎𝑟𝑔𝑚𝑎𝑥

𝑆∗
𝐼𝛽(𝑆∗, 𝑆)  (3) 

This method greatly reduces  the complexity of 

computations. In an N-pixel image and M segmentation 

algorithms, the time complexity in the exhausting search 

is O(2N-1), and in the Bayesian clustering ensemble 

method [17] is O(2NT), where T is the number of 

iterations until the convergence. However; in the 

proposed method, the time complexity is O(2M-1), and the 

mutual information  is calculated only for 2M/2 cases.  

In calculation of maximum mutual information, the 

use of Tsallis entropy or g-calculus can lead to better 

results because these two methods have an additional 

parameter. By varying this parameter from the initial 

value to the maximum, a better final consensus 

segmentation will be obtained. These two methods are 

described below. 

Method 1: Mutual information based on Tsallis entropy 

(Iβ) between𝑆∗ and 𝑆𝑗 is calculated as follows: 

𝐼𝛽(𝑆∗, 𝑆𝑗) = 𝐻𝛽(𝑆𝑗) + 𝐻𝛽(𝑆∗) − 𝐻𝛽(𝑆𝑗 , 𝑆∗)  (4) 

𝐻𝛽(𝑆𝑗) and𝐻𝛽(𝑆∗) represent Tsallis entropies, and are 

calculated as follows: 

𝐻𝛽(𝑆𝑗) = (1 − 𝛽)−1(∑ 𝑃𝑘
1
𝑘=0 (𝑆𝑗)𝛽 − 1),    (5) 

where 𝑃0(𝑆𝑗) is obtained by dividing the number of 

pixels in  which 𝑆𝑗 = 0 by the total number of 

pixels.𝑃0(𝑆𝑗) and 𝑃1(𝑆𝑗) are obtained as follows: 

𝑃𝑘(𝑆𝑗) =
1

𝑁
∑ 𝑓𝑖

2𝑀

𝑖=1      if    𝑆𝑉𝑖
𝑗

= 𝑘,  (6) 

where𝑆𝑉𝑖
𝑗
refers to the jth bit of SVi (ith state vector) in 

the state table, and fi is the frequency of each state vector 

in all pixels.  

*

1
S
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𝐻𝛽(𝑆∗) = (1 − 𝛽)−1(∑ 𝑃𝑘
1
𝑘=0 (𝑆∗)𝛽 − 1),  (7) 

𝑃𝑘(𝑆∗) =
1

𝑁
∑ 𝑓𝑖

2𝑀

𝑖=1      if    𝑢𝑖
∗ = 𝑘,  (8) 

where 𝑢𝑖
∗ refers to the value of SVi (0 or 1).  

𝐻𝛽(𝑆𝑗 , 𝑆∗) represents the joint entropy that is the 

entropy of a joint probability distribution for a pair of 

random variables, and is calculated as Equation (9).    

𝐻𝛽(𝑆𝑗 , 𝑆∗) = (1 − 𝛽)−1(∑ ∑ 𝑃𝑘𝑙
𝛽1

𝑙=0 − 1)1
𝑘=0 ,  (9) 

where, 

𝑃𝑘𝑙 =
1

𝑁
∑ 𝑓𝑖

2𝑀

𝑖=1      if    𝑆𝑉𝑖
𝑗

= 𝑘  and  𝑢𝑖
∗ = 𝑙  (10) 

For example, 𝑃01 is obtained by dividing the number of 

pixels in which 𝑆𝑗 = 0  and 𝑆∗ = 1 by the total number 

of pixels. 

In this case, the classical Shannon entropy for mutual 

information is obtained by β =1. 

Method 2: The g-calculus [15] is a development in 

Mathematics. Assuming that -∞≤a <b≤ +∞ and g:[a, b] 

→ [0, + ∞) is a continuous monotonic function, then ⊕ 

(pseudo-addition), the generalization of the classical 

operation, is defined by using the generating function g 

as follows: 

𝑥 ⊕ 𝑦 = 𝑔−1(𝑔(𝑥) + 𝑔(𝑦)). (11) 

The function used by g-calculus is called the g-function. 

Using a g-function, new mutual information equations 

are generated which we call them g-mutual information 

equations. Using pseudo-addition:   

𝐼⊕(𝑆∗, 𝑆) = ⊕𝑀
𝑗=1 𝐼(𝑆∗, 𝑆𝑗)  (12) 

If g is a strictly upward and continuous function such that 

g(a) = 0, then we get the following equation:  

𝐼(𝑆∗,  𝑆) = 𝑔−1[∑𝑀
𝑗=1 𝑔(𝐼(𝑆∗, 𝑆𝑗))]. (13) 

Assuming𝑔: [−∞, +∞] → [0, + ∞], 𝑔(𝑥) = 𝑒𝛽𝑥, 𝛽 > 0,  

then mutual information is obtained as follows: 

𝑥 ⊕ 𝑦 =
1

𝛽
𝑙𝑛(𝑒𝛽𝑥 + 𝑒𝛽𝑦),  (14) 

𝐼𝛽(𝑆∗,  𝑆) =
1

𝛽
ln ∑𝑀

𝑗=1 𝑒𝛽𝐼(𝑆∗,𝑆𝑗)                (15) 

𝐼𝛽(𝑆∗,  𝑆) =
1

𝛽
ln ∑𝑀

𝑗=1 𝑒
𝛽(𝐻

𝑆𝑗+𝐻𝑆∗−𝐻
𝑆𝑗,𝑆∗)

  (16) 

where𝐻𝛽(𝑆𝑗), 𝐻𝛽(𝑆∗) and 𝐻𝛽(𝑆𝑗 , 𝑆∗) are obtained as 

follows:     

𝐻𝛽(𝑆∗) =  ∑1
𝑘=0 𝑃𝑘(𝑆∗) 𝑙𝑛 𝑃𝑘 (𝑆∗),  (17) 

𝐻𝛽(𝑆𝑗) =  ∑1
𝑘=0 𝑃𝑘(𝑆𝑗) 𝑙𝑛 𝑃𝑘 (𝑆𝑗),  (18) 

𝐻𝛽(𝑆𝑗 , 𝑆∗) =  ∑1
𝑘=0 ∑1

𝑙=0 𝑃𝑘𝑙 𝑙𝑛 𝑃𝑘𝑙 ,  (19) 

In these equations,𝑃𝑘(𝑆∗), 𝑃𝑘(𝑆𝑗) and 𝑃𝑘𝑙are obtained 

from Equations (6), (8) and (10). 

 

2. 2. Preprocessing             The segmented image may 

contain undesirable noise, false classified pixels and 

connected regions. After the fusion of segmentations, 

morphological operations such as hole filling, opening 

and closing are used to improve the segmented image [9]. 

Morphological closing applies dilation process to an 

image, followed by an erosion process, while 

morphological opening is a reverse process. After these 

operations, boundary correction and separation of the 

overlapping parts that have different colors with the main 

part or the shadow are performed. By morphological 

dilation (or erosion) and subtraction of the source image, 

several pixels are selected around the borders. The pixels 

in this area, which are different in color from the object, 

are considered as background. The color dissimilarities 

of pixel x(i,j) with the object and background (d1, d2), are 

obtained using Hue, Saturation and Value components in 

the HSV color space as follows: 

𝑑1(𝑥(𝑖, 𝑗)) = ∑
(𝑥(𝑖,𝑗,𝑘)−𝜇1)2

𝜎1
2

3
𝑘=1   (20) 

𝑑2(𝑥(𝑖, 𝑗)) = ∑
(𝑥(𝑖,𝑗,𝑘)−𝜇2)2

𝜎2
2

3
𝑘=1   (21) 

where, the mean and variance of the object and 

background are assumed as (𝜇1, 𝜎1
2, 𝜇2, 𝜎2

2), respectively. 

If d1>d2 then the pixel x(i,j) is considered as the 

background. The example of these operations are shown 

in Figure 2. 

 

2. 3. Shape Features Extraction              The accuracy 

of classifiers largely depends on the accuracy of the 

segmentation and feature extraction process. A feature is 

an object characteristic that is different from other 

objects. Leaf color may vary in different seasons and 

geographical locations. In addition, different plant 

species may have leaves of the same color. Shape is an 

important feature of image description. The accuracy of 

feature extraction from the shape depends greatly on the 

quality of the image segmentation. After the object is 

segmented from the image by fusion of the results of  

 
 

 
        (a)                 (b)                  (c)                  (d)                 (e)                      
Figure 2. (a) Original image; (b) Result of fusion of  

segmentation algorithms; (c) After opening, selecting the 

largest segment, and closing; (d) The pixels around the 

borders; (e) After boundary correction 
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segmentation algorithms, it is necessary to calculate the 

similarity between the segmented shapes and the 

predefined ones. To do this, a feature vector including 6 

digital morphological features [4, 9], 6 elliptical Fourier 

descriptors (EFD) [6] and the first Hu invariant moment 

[4, 6] is extracted from shapes.  

Let the longest distance between two points on the 

border of the leaf be indicated by L, and the length of the 

longest line perpendicular to L by W (width). Also, A is 

the leaf area which indicates the number of pixels in the 

leaf and P is the leaf perimeter which counts the number 

of pixels at the leaf border. Then 13 features are obtained 

as follows. 

Rectangularity feature, which shows the similarity of 

a leaf and its rectangle is calculated by L.W/A. Form 

factor, which shows the difference between a leaf and a 

circle, is defined by 4πA/P2. Perimeter to length ratio, is 

calculated by P/L. Perimeter ratio of length and width, is 

calculated by P/(L +W). Aspect ratio shows the ratio of 

leaf length and leaf width (L/W).  Vein feature, which 

defines the skeletal structure of the leaf, is calculated by 

dividing the total vein pixels by the total number of pixels 

in the leaf.  

Elliptical Fourier Descriptors are used as a set of 

elliptical harmonics to approximate a closed edge. We 

select the first 6 harmonics as 6 features. 

The first Hu invariant moment of an intensity function 

f(x,y) is defined as: 

𝑀1 = (
𝜇20

𝜇00
2 ) + (

𝜇02

𝜇00
2 )  (22) 

where   μ00 ,  μ02  and  μ20  are calculated as: 

𝜇𝑝𝑞 = ∑ ∑ (𝑥 − �̄�𝑦𝑥  )𝑝(𝑦 − �̄�)𝑞𝑓(𝑥, 𝑦)  (23) 

 �̄� = (
𝑚10

𝑚00
)          ,  �̄� = (

𝑚01

𝑚00
) (24) 

𝑚𝑝𝑞 = ∑ ∑ 𝑥𝑝𝑁−1
𝑦=0

𝑀−1
𝑥=0 𝑦𝑞𝑓(𝑥, 𝑦).   (25) 

Thus, a feature vector containing 13 components is 

created.  

In each value of β, after determining the 𝑆best
∗ , which 

has the maximum mutual information, the segments of 

the leaf and background classes are examined. The 

features of these two segments are extracted and their 

similarities are calculated with the features of predefined 

shapes. The leaf class is determined with the maximum 

similarity by calculating the minimum distance with the 

stored features of the predefined shapes. The similarity is 

measured using the Euclidean distance between the shape 

features of these two classes (segments) and the features 

of the predefined shapes. Figure 3 shows the predefined 

leaf shapes for the 30 plant species used in this paper.  

The new mutual information equations, made by 

Tsallis entropy or g-function, have an additional 

parameter, so that by changing this parameter the best 

result  can  be  obtained  for  the  fusion  of segmentations. 

 
Figure 3. Predefined leaf shapes for the 30 plant species 

 

 

First, with initial parameter of β, the resulting segments 

in the leaf and background classes are examined, and 

using the Euclidean distance, their similarity with 

predefined shapes are calculated. In the next step, β 

increases, and this process is repeated until β reaches the 

maximum value. In each step, the Euclidean distance 

between the features of each resulting segments and 

features of the predefined shapes is calculated. Finally, a 

segmentation with one β is selected that makes the least 

Euclidean distance with one of the predefined shapes. In 

the fusion using Tsallis entropy, β can vary from 0.1 to 1, 

and if β = 1, then the fusion with the Shannon entropy 

method is obtained. 

 

2. 5. Dataset            Most datasets used to evaluate plant 

classification algorithms have defaults that cannot be 

applied to real cases. For this reason, we generated a 

dataset of leaf images with natural scenes and without 

presumptions, to evaluate the segmentation and 

identification algorithms. This dataset consists of 200 

tree leaf images with natural scenes extracted from 

Pl@ntLeaves dataset with segmentation ground truth that 

we have extracted manually. It can be downloaded from 

“ftp://doc.nit.ac.ir/cee/electronic/baleghi.yaser/Plants_D

ataset/“. Some of these photograph images have been 

modified so that the leaf is not always vertical or in the 

middle of the image. These images are classified into 30 

species of plants and can be used to evaluate 

unsupervised algorithms for leaf segmentation and 

identification. Figure 3 shows an example of each class, 

and Figure 4 shows the sample images of this dataset. The 

images of this dataset are taken in natural conditions and 

have problems such as different shades and lighting, 

overlapping, different colors and defects. 

 

2. 6. Performance Metric           Average top-n 

accuracies are ususally used with n=1, 5 or 10. Assuming 

that m is the number of evaluation samples, and yi is the 

 
 

 
Figure 4. Sample images from dataset 
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correct species class for input sample xi, i=1,...,m, then:  

Top-𝑛 accuracy =
1

𝑚
∑ ∑ 𝐼(𝑓𝑗(𝑥𝑖) = 𝑦𝑖)𝑛

𝑗=1
𝑚
𝑖=1   (26) 

where j=1,…,n, is the highest ranked species predictions 

according to their probability values, and I(.) is the 

indicator function which returns 1 for the true 

expressions and 0 for otherwise. 

The other metric is F1-measure that is defined as: 

𝐹1-measure =
1

𝐶
∑

2∗𝑇𝑃𝑖

 2∗𝑇𝑃𝑖+𝐹𝑃𝑖+𝐹𝑁𝑖

𝐶
𝑖=1   (27) 

where, TPi indicates the number of correct predictions on 

class i, FPi indicates the samples that do not belong to 

class i but are predicted in this class, and FNi indicates 

the samples that belong to class i but are not predicted in 

this class. 

 

 

3. RESULTS AND DISCUSSION 
 
3. 1. Evaluation and Results               Since an algorithm 

with a fixed parameter is not suitable for segmentation of 

all images, the fusion of four different algorithms is used 

in this work. To do this, the FCM [18] and k-means 

algorithms with different parameters are used as 

individual image segmentation methods. In the k-means 

clustering algorithm, each pixel is assigned to the nearest 

cluster, but in the FCM algorithm each pixel is assigned 

to clusters with different degrees of membership. FCM 

uses a procedure to minimize the weighted summation of 

distances from the pixels to the M cluster centers as 

follows: 

𝐽 = ∑ ∑ 𝜇𝑙𝑖
𝑘𝑀

𝑙=1
𝑁
𝑖=1 ‖𝑋𝑖 − 𝐶𝑙‖2  (28) 

where X is an N-pixel image, k is a coefficient greater 

than 1, and 0 ≤ µli ≤1 is the degree of membership of 

image pixel Xi to the cluster l with center Cl .  

Since the YCbCr and Lab color spaces have separate 

luminance and chrominanc components, the RGB color 

leaf image is converted to YCbCr and Lab color spaces. 

Segmentation Algorithms 1 and 2 divide the image into 

two parts using the fuzzy c-mean clustering algorithm 

and the a, b components in the Lab color space. 

Algorithm 1, uses the  membership degree of less than 

0.1, and Algorithm 2 uses the  membership degree of less 

than 0.9. Algorithm 3 is k-means clustering using L, a, b  

components in the Lab color space, and Algorithm 4 is k-

means clustering using Y, Cb, Cr components in the 

YCbCr color space.  

In Figure 5, the results of four segmentation 

algorithms for three sample images are shown in (b) to 

(e). In (f) and (g), the fusion results of these 

segmentations are shown using the classic Shannon 

entropy and the proposed method with Tsallis entropy. 

The results of the proposed method are obtained with 

β=0.5 for images 1-2, and β=0.75 for image 3 while the  

            
      (a)           (b)            (c)            (d)           (e)            (f)           (g)                                     

Figure 5. (a) Original image; (b) to (e) Results of four 

segmentation algorithms; (f) Fusion by β=1(Shannon); (g) 

Fusion by proposed method (Tsallis entropy) 

 

 
classical Shannon entropy is obtained with β=1. As 

shown in this figure, changing the parameter β, can lead 

to a good improvement in image fusion.  

For the computation time comparison, these three 

images were tested in MATLAB on a PC with Intel core 

(i3) CPU, 3.7GHz processor and 8GB RAM. The average 

time required for image segmentation fusion by BISF 

[17] is approximately 94 seconds but with the proposed 

method is about 0.7 seconds. The computation time for 

fusion in the proposed method is greatly improved. 

 
3. 2. Comparison of Performance on the Whole 
Dataset               In Table 2, the average performances  of 

classification algorithms are compared on all images of 

tree leaves from the dataset. To get these results, the 

average scores over 200 tree leaf images is calculated. As 

shown in this table, the proposed methods are better than 

all individual algorithms in terms of average 

classification accuracies (Top-1, Top-2, Top-5, and F1-

measure). The mean and standard deviation of accuracy 

(F1-measure) over 5 runs for the two different proposed 

methods of fusion are approximately 0.63, 0.02, and  

almost similar.  

 

 
TABLE 2.  Comparison of average classification results based 

on the whole dataset 

Method 
Top-1 

accuracy 

Top-2 

accuracy 

Top-5 

accuracy 

F1- 

measure 

FCM (Algorithm1, a,b) 0.38 0.46 0.62 0.35 

FCM (Algorithm2, a,b) 0.36 0.41 0.59 0.34 

k-means(Algorithm3, 

L,a,b) 
0.38 0.48 0.65 0.34 

k-means(Algorithm4, 

Y,Cb,Cr) 
0.40 0.49 0.64 0.38 

Fusion (Tsallis entropy) 0.64 0.70 0.84 0.63 

Fusion (g-calculus) 0.65 0.72 0.85 0.64 
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Each image needs to its own settings, so each 

segmentation algorithm only works well in some images. 

Due to the complexity of the background of these images, 

there is no algorithm that is suitable for all of the images. 

For this reason, the fusion of the results of differnent 

algorithms, leads to a good improvement in classification 

accuracy. 

 

3. 3. Comparison with Other Methods           In Table 

3, the proposed methods are compared with some other 

existing methods. This comparison is obtained using the 

average classification accuracies (Top-1, Top-2, Top-5, 

and F1-measure) on all tree leaf images from the dataset.  

In this table, Shannon fusion approach is obtained 

through the proposed method with Tsallis entropy and 

β=1. The results of MP+B/A+CS, FCM methods were 

reported in [8] using a number of images in the 

Pl@ntLeaves dataset (Scan, Scan-like and Photograph 

categories) and a semi-supervised FCM procedure. 

The results of Table 3 show that the proposed fusion 

methods using Tsallis entropy and g-calculus are better 

in terms of classification accuracy than other methods. 

Mutual information equations using Tsallis entropy or g-

calculus have a parameter which may lead to the best 

consensus clustering.  These results indicate that the 

image fusion using Tsallis entropy and g-calculus, 

improves the average performance of image fusion with 

classical Shannon entropy. Also, these results indicate 

that the proposed methods, can overcome the problems 

in unsupervised identification algorithms. 

 
 

TABLE 3. Comparison of the proposed methods with other 

methods 

Method 
Top-1 

accuracy 

Top-2 

accuracy 

Top-5 

Accuracy 

Mean shift [19] 0.31 0.39 0.48 

Snakes [20] 0.33 0.41 0.49 

FCM [18] 0.38 0.46 0.62 

MP+B/A+CS, FCM [8] 0.45 0.55 0.70 

Fusion (BISF) [17] 0.41 0.49 0.58 

Fusion (Shannon entropy) 0.44 0.51 0.68 

Fusion (Tsallis entropy) 0.64 0.70 0.84 

Fusion (g-calculus) 0.65 0.72 0.85 

 

 
4. CONCLUSIONS  

 

In this paper, we presented a new method for classifying 

plants in complex background images based on image 

segmentation fusion with maximum mutual information. 

Classification of plant leaf images with complex 

background is very challenging when there is no 

presumption about the color or location of the leaves in 

the image.  

The most important factor influencing the 

classification accuracy is the leaf segmentation. 

Segmentation algorithms require specific parameters and 

settings for each image. In this paper, we solve this 

problem by fusing the results of four different 

segmentation algorithms with different parameters. 

Experiments were performed on the Pl@ntLeaves 

dataset. To get the best consensus segmentation we 

introduced new equations for maximum mutual 

information by using Tsallis entropy and g-calculus. 

The evaluation results show that in general, the fusion 

of results is better than the result of a single algorithm. 

Each image needs its own settings, so each algorithm 

only works well on some images. The use of Tsallis 

entropy or g-calculus, results in a large improvement on 

the overall classification result, and offers a promising 

way to combine clusterings, especially in big data. It can 

be used to identify plants by a mobile phone as a terminal 

and is not just limited to leaf images. This method is fast 

and does not depend on the user’s subjective judgment. 

This fast and simple method can help people to get to 

know the plant more quickly and better.  
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Persian Abstract 

 چکیده 
 های دستگاه توسعه با. است شده شده ارائه بندی قطعه همجوشی تصاویر از استفاده با گ درختبر نظارت  بدون شناسایی و بندی طبقه برای جدید رویکرد یک مقاله این در

ه  ب  گیاه  شناسایی  هایروش  اکثر  در.  است  گرفته  قرار  بسیاری  توجه  مورد  طبیعی  با زمینه  شده  گرفته  تصاویر  در  انگیاه  اتوماتیک  شناسایی  دور،  راه  از  دسترسی  و  همراه  تلفن

  در   هابرگبندی  قطعه  ندارد،  وجود  زمینه  و  برگ   مورد  در   فرض هایی  پیش   که  جایی  در .  دارد  مهمی  بسیار  نقش  گیاه  هایبرگ  بندیقطعهپیچیده،    زمینه  با  تصاویر   در  ویژه

  این   در.  شود  تنظیم  الگوریتم  پارامترهای  باید  تصویر  هر  برای  دارد،  ایویژه  شرایط  تصویر  با توجه به این که هر  این،  بر  علاوه.  است  دشوار  بسیار  پیچیده  زمینهپس  با  تصاویر

. شودمی  مختلف استخراج  پارامترهای با  بندی برگقطعه  بدون نظارت   الگوریتم  چهار  نتایج.  است  شده   شده استفاده  بندیقطعههمجوشی تصاویر    مشکل از  این  رفع  برای  مقاله

 اطلاعات  معادلات  ، g-calculus و Tsallis آنتروپی  از  استفاده  با.  شودمی  استفاده  متقابل  اطلاعات   حداکثر  و بر اساس  سریع  روش  یک  از  ها،بندیقطعه  نتایج این  ادغام  برای

یافته    متقابل پایگاه  از   پیشنهادی  های روش  ارزیابی  برای.  شوندمی  استفاده  بندیقطعه  بهترین   آوردن  بدست  برای  و  آمده  دست  بهتعمیم    در   درخت  برگ   تصویر  داده  یک 

.  باشند  نداشته  پیش فرضی  هیچ  تا  اندشده  و طوری اصلاح  شده  گرفته Pl@ntLeaves داده  پایگاه  این تصاویر از.  است  شده  استفاده  پیچیده  زمینه  و با  طبیعی  هایصحنه

 .بخشدمی بهبود را گیاهی  هایگونه شناسایی تصویر، بندیقطعهنتایج  در ادغام  g-calculus و Tsallis آنتروپی از استفاده که دهدمی نشان  تجربی نتایج
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A B S T R A C T  
 

 

A bi-objective mathematical model is developed to simultaneously consider the quay crane and yard 
truck scheduling problems at container terminals. Main real-world assumptions, such as quay cranes 

with non-crossing constraints, quay cranes’ safety margins and precedence constraints are considered in 

this model. This integrated approach leads to better efficiency and productivity at container terminals. 
Based on numerical experiments, the proposed mathematical model is effective for solving small-sized 

instances. Two versions of the simulated annealing algorithm are developed to heuristically solve the 

large-sized instances. Considering the allocation of trucks as a grouping problem, a grouping version of 
the simulated annealing algorithm is proposed. Effectiveness of the presented algorithms is compared to 

the optimal results of the mathematical model on small-sized problems. Moreover, the performances of 

the proposed algorithms on large-sized instances are compared with each other and the numerical results 
revealed that the grouping version of simulated annealing algorithm outperformed simulated annealing 

algorithm. Based on numerical investigations, there is a trade-off between the tasks’ completion time 

and the cost of utilizing more trucks. Moreover increasing the number of YTs leads to better outcomes 
than increasing the number of QCs. Besides two-cycle strategy and using dynamic assignment of yard 

truck to quay cranes leads to faster loading and unloading procedure.  

doi: 10.5829/ije.2020.33.09c.08 

 

 
1. INTRODUCTION1 
 
Particularly over the past decades, container terminals 

have been playing a significant role in the global 

transportation system [1]. According to a review by the 

Maritime Transport [2], the global container port 

throughput has grown to 752 million 20-foot equivalent 

units (TEUs) in 2017. This reflects the addition of 42.3 

million TEUs in that year. The report estimates 5% 

growth in total TEU capacity by January 2019 [2]. Given 

the progressive growth rate of the transported containers 

volume in the last decade, the operational efficiency of 

container terminals must be optimized  . 

In this study, the assignment of containers to the quay 

cranes and trucks as well as the sequence of tasks 

performed by each quay crane and each truck are 

determined. The objective function of the presented 

model is a linear combination of the makespan of the 

vessel and the sum of the quay cranes’ completion times . 

 
*Corresponding Author’s Email: n_nahavandi@modares.ac.ir  

(N. Nahavandi) 

The management of these complicated operations is an 

attractive issue for researchers, especially in the past 

years. In 1989, Daganzo [3] for the first time presented a 

mathematical model for the quay crane scheduling 

problem assuming a certain number of vessels and QCs 

in the berth. Kim and Park [4] proposed a mixed integer 

programming (MIP) model considering several 

constraints regarding the quay crane scheduling problem. 

The model was later modified by Moccia et al. [5]. There 

are a plethora of other hypothesis on the real-world 

instances in works of researchers including assumptions 

such as a safety distance between cranes (e.g. Nguyen et 

al., [6]; Kaveshgar et al., [7]), cranes non-crossing (e.g. 

Tavakkoli-Moghaddam et al. [8]; Emde, [9]), precedence 

relationship between containers (e.g. Kim and Park, [4] ; 

Sammarra et al., [10]) and unidirectional schedules for 

quay cranes (e.g. Legato et al., [11]; Chen and Bierlaire, 

[12]). A comprehensive categorization and review of 

various articles in this field was carried out by Bierwirth 

and Meisel [13, 14].  
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Beside works studying the independent scheduling 

problems of quay cranes (QCs) and yard trucks (YTs); 

there are several studies carried out in the recent years 

approaching both problems in integration. Chen et al. 

[15] considered and formulated the integrated operational 

management problem of QCs, YTs and YCs as a hybrid 

flowshop scheduling problem. Furthermore, considering 

precedence and blocking constraints, they developed a 

Tabu search algorithm with an objective function to 

minimize the makespan [15]. A mathematical model to 

solve the joint quay crane and truck scheduling problem 

was proposed by Tang et al. [16]. Considering both 

inbound and outbound containers, besides developing 

several valid inequalities, they proposed two lower 

bounds for their presented model. Kaveshgar and Huynh 

[17] studied the joint scheduling problem of QCs and 

YTs. Also they developed a mixed integer programming 

(MIP) model as well as a genetic algorithm for solving 

the presented problem. Based on the solution for several 

numerical problems, the proposed algorithm showed 

suitable results [17]. In 2019, to solve the problem of 

simultaneous allocation of vessels to the berths, QCs to 

vessels and YTs to QCs, Vahdani et al. [18] proposed an 

integer programming model plus two metaheuristic 

approaches based on genetic algorithm and particle 

swarm optimization (PSO) algorithm. The results 

showed that the simultaneous solving of such problems 

could lead to an improvement in the efficiency of these 

resources and reduce the completion time [18]. Fazli et 

al. [19] addresed quay crane assignment and scheduling 

problem and proposed a mathematical model and Red 

Deer Algorithm (RDA) for solving this problem. At the 

same time, assuming the cranes do not cross each other, 

Behjat and Nahavandi [20] investigated the simultaneous 

and integrated scheduling and allocation of QCs and 

YTs. For solving this problem, they developed an integer 

programming model and a metaheuristic solving method 

regarding to the imperialist competitive algorithm [20].  

The assumption that quay cranes do not cross each 

other is a practical constraint in the management of 

container port operations. In the current study it is 

assumed that prior to solve the scheduling problem there 

were no assumptions about how QCs would be assigned 

to vessels or containers. This assumption could improve 

the efficiency in the allocation of the valuable resources 

at container terminals and increase their productivity by 

decreasing the constraints on the assignment of QCs. 

Moreover, along with other real-world assumptions, such 

as assuming precedence relationships or safety margin 

which are considered in this study, such an assumption 

leads to an increase in the complexity of problem-

solving. Taking the safety margin between QCs into 

consideration is a real-world assumption which was 

neglected in Behjat and Nahavandi’s study [20]. In this 

paper, considering the main real-world assumptions, a 

novel integrated bi-objective mathematical model based 

on the flexible jobshop problem concept is developed. To 

the best of our knowledge, there is no published work in 

the related literature that have modelled this problem 

considering the below mentioned assumptions the way 

presented in this study. Moreover, a solving method 

based on simulated annealing algorithm and the grouping 

concept is developed for solving the proposed problem, 

especially for large-sized problems. 

 

 

 

2. PROBLEM STATEMENT 
 

It is expected that the integrated management of QCs and 

YTs help improve the efficiency of container 

management operations. Furthermore, with the dynamic 

assignment of yard trucks to containers (rather than 

vessels or QCs), an improvements in the utilization of 

YTs is expected. In this study, the assignment of 

containers to the quay cranes and trucks as well as the 

sequence of tasks performed by each quay crane and each 

truck are determined. The objective function of the 

presented model is a linear combination of the makespan 

of the vessel and the sum of the quay cranes’ completion 

times. Utilizing a weighted linearization method to 

convert a multi-objective problem to a single objective 

one is a typical method for solving such problems. 

The vessel’s completion time is reduced to the lowest 

value by minimization of the makespan. Additionally, the 

minimization of the sum of the QCs completion times 

leads to the better utilization of quay cranes. In addition 

to the faster completion of tasks, this objective function 

will reduce the idle time of quay cranes. Among different 

schedules with equal makespan values, the schedule with 

the minimum sum of completion time for quay cranes is 

commonly considered as the most desirable solution. 

Nevertheless, the minimization of makespan enjoys 

greater significance. Accordingly, the makespan 

minimization weight in the objective function is more 

important than the reduction in the completion time of 

quay cranes.  

In this study, it is assumed that at the same time, each 

crane or truck can only serve one container. Due to the 

linear placement of QCs on the rail, it is impossible for 

them to cross one another. In the literature, this practical 

assumption is known as the non-crossing assumption. 

There are no preset restrictions on the assignment of QCs 

to vessels or bays. Depending on the location of the 

containers at the vessel based on the stowage plan, there 

is a precedence relationship between containers that 

should be considered while loading and unloading. The 

cranes working on adjacent bays should have a certain 

distance as safety margin from one another. The purpose 

is to find a sequence of processing containers on QCs and 

YTs which minimizes the makespan of the vessel and the 

sum of the completion times of the containers on the QCs.  
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As previously mentioned, in order to increase the 

efficiency and utilization of YTs, each truck can serve 

several QCs. Basically, there are two types of operations 

for yard trucks. One is the one-cycle strategy in which 

each truck is assigned to and merely serves one crane. 

The other operation is called the two-cycle strategy 

where the trucks work with different cranes leading to a 

better utilization for them. 

 

 

3. MATHEMATICAL MODEL 
 

The presented model in this study is developed based on 

the model proposed by Behjat and Nahavandi [20] and is 

inspired from the concept of flexible jobshop problem for 

the modelling of integrated assignment and scheduling 

problem of QCs and YTs. The problem under study here 

is to consider quay cranes and yard trucks as machines, 

and containers are tasks that need to be processed on 

these machines. As both inbound and outbound 

containers are investigated, the issue can be considered 

as a special case of a flexible jobshop scheduling 

problem. The existence of real-world assumptions, such 

as the non-crossing cranes and the presence of a safety 

margin between them, make this problem more complex 

than a flexible jobshop problem. 

There are two operations on QCs and YTs required 

for the completion of every container’s task. To show 

these operations, notation O_hj is used where h stands for 

the number of operations and j shows the number of 

containers. For each inbound container, Operation 1 is 

performed by quay cranes and Operation 2 is proceeded 

by yard trucks. For the outbound containers, this 

operation count will be reversed. For instance, in the case 

of outbound containers, O_2j is the operation which is 

done by QCs on containers. In the proposed model, a 

dummy container is considered as the first container to 

be processed on each QC or YT. The parameters, 

decision variables, and the model are as follows: 

 

Parameters: 

𝑚  
Number of machines (sum of the number of QCs 

and YTs) 

𝑛  Number of jobs (containers) 

𝑄  Number of quay cranes 

𝑖, 𝑗  Jobs index 

𝑙, ℎ, 𝑙′  Operations index 

𝑘  Machines index 

𝑞𝑗  Location of job j (bay number) 

Ω  Set of precedence constrained containers 

𝐽1  Set of inbound containers 

𝐽2  Set of outbound containers 

𝛷  
Set of operations which should be processed on 

QCs 

𝛿  
Safety margin among quay cranes based on the 

number of bays 

𝑓ℎ𝑗𝑘   
1,  if machine k is capable to process the 𝑂ℎ𝑗 

0,  o.w. 

𝑀  A large number 

∝1  
The weight of the makespan component of the 

objective function  

∝2  
The weight of the sum of the quay cranes 

completion times in the objective function  

𝑝ℎ𝑗𝑙𝑖𝑘  
The processing time of 𝑂ℎ𝑗 on machine k if it is 

processed immediately after 𝑂𝑙𝑖 on machine 𝑘 

 

Variables: 

𝑋ℎ𝑗𝑙𝑖𝑘  

1, if operation 𝑂ℎ𝑗 is processed 

immediately after the operation 

𝑂𝑙𝑖 on machine k 

0,  o.w. 

ℎ, 𝑙 = 1,2 

𝑖, 𝑗 = 1, … , 𝑛 

𝑘 = 1, … , 𝑚 

𝑠ℎ𝑗  The start time of operation 𝑂ℎ𝑗 
ℎ = 1,2 

𝑗 = 1, … , 𝑛 

𝑐ℎ𝑗  Completion time of operation 𝑂ℎ𝑗 
ℎ = 1,2 

𝑗 = 1, … , 𝑛 

𝐶𝑘  
Completion time of the last job on 

quay crane k 
 

𝑌ℎ𝑗𝑘  

1,  if operation 𝑂ℎ𝑗 is processed on 

machine k  

0,  o.w. 

ℎ = 1,2 

𝑗 = 1, … , 𝑛 

𝑘 = 1, … , 𝑚 

𝑌ℎ𝑗𝑙𝑖
′   

1,  if operation 𝑂ℎ𝑗 is processed 

after operation 𝑂𝑙𝑖 (not 

immediately) 

0,  o.w. 

ℎ, 𝑙 = 1,2 

𝑖, 𝑗 = 1, … , 𝑛 

The model: 

𝑀𝑖𝑛 ∝1 𝐶𝑚𝑎𝑥 +∝2  ∑ 𝐶𝑘
𝑄
𝑘=1   

∑ ∑ ∑ 𝑋ℎ𝑗𝑙𝑖𝑘𝑘𝑖=0𝑙 = 1  
∀ℎ = 1,2 

∀𝑗 = 1, … , 𝑛 
(1) 

∑ ∑ ∑ 𝑋ℎ𝑗𝑙𝑖𝑘𝑘𝑗ℎ ≤ 1  
∀𝑙 = 1,2 

∀𝑖 = 1, … , 𝑛 
(2) 

∑ ∑ 𝑋ℎ𝑗𝑙𝑖𝑘𝑖𝑙 ≤ 𝑓ℎ𝑗𝑘  

∀ℎ = 1,2 

∀𝑗 = 1, … , 𝑛 

∀𝑘 = 1, … , 𝑚 

(3) 

∑ ∑ 𝑋ℎ𝑗10𝑘𝑗ℎ ≤ 1  ∀𝑘 = 1, … , 𝑚 (4) 

∑ ∑ 𝑋ℎ𝑗𝑙𝑖𝑘𝑗ℎ ≤ ∑ ∑ 𝑋𝑙𝑖𝑙′𝑖′𝑘𝑖′𝑙′   ∀𝑘 = 1, … , 𝑚 (5) 
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𝑐ℎ𝑗 ≥ 𝑐(ℎ−1)𝑗 +
∑ ∑ ∑ 𝑋ℎ𝑗𝑙𝑖𝑘𝑘𝑖𝑙 . 𝑝ℎ𝑗𝑙𝑖𝑘  

∀ℎ = 1,2 

∀𝑗 = 1, … , 𝑛 
(6) 

𝑐ℎ𝑗 ≥ 𝑐𝑙𝑖 + ∑ 𝑋ℎ𝑗𝑙𝑖𝑘 . 𝑝ℎ𝑗𝑙𝑖𝑘 −𝑘

𝑀(1 − ∑ 𝑋ℎ𝑗𝑙𝑖𝑘𝑘 )  

∀ℎ, 𝑙 = 1,2 

∀𝑖, 𝑗 = 1, … , 𝑛 
(7) 

𝑠ℎ𝑗 ≥ 𝑐𝑙𝑖  
∀(𝑖, 𝑗) ∈ Ω 

∀ℎ, 𝑙 = 1,2 
(8) 

∑ ∑ 𝑋ℎ𝑗𝑙𝑖𝑘𝑖𝑙 = 𝑌ℎ𝑗𝑘   

ℎ = 1,2 

𝑗 = 1, … , 𝑛 

𝑘 = 1, … , 𝑚 

(9) 

𝑀(𝑌ℎ𝑗𝑙𝑖
′ + 𝑌𝑙𝑖ℎ𝑗

′ ) ≥ ∑ 𝑘 × 𝑌ℎ𝑗𝑘𝑘 −

∑ 𝑘′ × 𝑌𝑙𝑖𝑘′𝑘′ + 1  

ℎ, 𝑙 = 1,2 

𝑗, 𝑖 = 1, … , 𝑛 

∀𝑞𝑗 < 𝑞𝑖 

𝑂ℎ𝑗 , 𝑂𝑙𝑖 ∈ 𝛷 

(10) 

𝑀(𝑌ℎ𝑗𝑙𝑖
′ + 𝑌𝑙𝑖ℎ𝑗

′ ) ≥ 𝛿 × (∑ 𝑘 ×𝑘

𝑌ℎ𝑗𝑘 − ∑ 𝑘′ × 𝑌𝑙𝑖𝑘′)𝑘′ + 𝑞𝑗 − 𝑞𝑖  

ℎ, 𝑙 = 1,2 

𝑗, 𝑖 = 1, … , 𝑛 

∀𝑞𝑗 < 𝑞𝑖 

𝑂ℎ𝑗 , 𝑂𝑙𝑖 ∈ 𝛷 

(11) 

𝑠ℎ𝑗 + ∑ ∑ ∑ 𝑋ℎ𝑗𝑙𝑖𝑘 × 𝑝ℎ𝑗𝑙𝑖𝑘𝑘 =𝑖𝑙

𝑐ℎ𝑗   

ℎ = 1,2 

𝑗 = 1, … , 𝑛 
(12) 

𝑐𝑙𝑖 − 𝑠ℎ𝑗 + 𝑀 × 𝑌ℎ𝑗𝑙𝑖
′ ≥ 0  

∀ℎ, 𝑙 = 1,2 

∀𝑖, 𝑗 = 1, … , 𝑛 
(13) 

𝑐𝑙𝑖 − 𝑠ℎ𝑗 − 𝑀 × (1 − 𝑌ℎ𝑗𝑙𝑖
′ ) ≤ 0  

∀ℎ, 𝑙 = 1,2 

∀𝑖, 𝑗 = 1, … , 𝑛 
(14) 

𝐶𝑘 ≥ 𝑐ℎ𝑗 − 𝑀 × (1 − 𝑌ℎ𝑗𝑘)  

∀𝑗 = 1, … , 𝑛 

ℎ = 1,2 

∀𝑘 = 1, … , 𝑄 

(15) 

𝑠ℎ𝑗 , 𝑐ℎ𝑗 , 𝐶𝑘 ≥ 0  
∀ℎ = 1,2 , 

∀𝑗 = 1, … , 𝑛, 

𝑘 = 1, … , 𝑄 

(16) 

As mentioned earlier, the objective function is the 

minimization of a weighted sum of the vessel makespan 

and the sum of completion times of the quay cranes. 

Reducing a multi-objective optimization model to a 

single objective problem through a linear combination of 

the objective functions is a common approach in similar 

problems. In cases with the same makespan, solutions 

that also minimize quay cranes’ idle times are preferred  

in order to enhance the utilization of cranes. Since 

minimizing the makespan is more important than the 

utilization of QCs, it is assumed that  ∝1=
0.99 𝑎𝑛𝑑 ∝2= 0.01. 

The constraint set (1) ensures that the operation 𝑂ℎ𝑗  

is processed after exactly one operation. The constraint 

set (2) guarantees that at most one operation can be 

processed after the previously completed operation. The 

constraint set (3) ensures that the operation 𝑂ℎ𝑗  is 

processed on the machine that is capable to process the 

operation. For example, the first operation of outbound 

containers (𝑂1𝑗 , 𝑗 ∈ 𝐽2) cannot be processed on a quay 

crane. Based on the constraint set (4), following the 

dummy jobs, only one job can be processed. The 

constraint set (5) ensured that if the operation 𝑂𝑙𝑖  is not 

processed on machine k, any other operation cannot be 

processed after this operation on the mentioned machine. 

Constraint set (6) is incorporated into the model to 

calculate the completion time of the operation 𝑂ℎ𝑗 . The 

constraint set (7) ensures that each machine processes no 

more than one operation at the same time. The 

precedence relationship between containers is considered 

in the constraint set (8). The constraint set (9) is 

incorporated into the model to determine which operation 

is processed on which machine. The constraint set (10) 

constitutes the quay crane’s non-crossing limitation. For 

two containers, if 𝑌ℎ𝑗𝑙𝑖
′ + 𝑌𝑙𝑖ℎ𝑗

′ = 0 (i.e. 𝑂𝑙𝑖  and 𝑂ℎ𝑗  are 

processed simultaneously), if the position of container j 

is on the left side of the container i then the QC that 

processes operation 𝑂ℎ𝑗  is on the left side of the QC 

processing 𝑂𝑙𝑖 . The constraint set (11) is incorporated in 

the model to ensure the safety margin among quay 

cranes. Assume that there should be a two-bay margin 

among adjacent quay cranes, and cranes 3 and 5 are 

processing containers simultaneously, there should be at 

least a 4 ((5-3) ×2=4) bay-margin between the cranes. 

The constraint set (12) computes the start time of 

operations. The constraint sets (13) and (14) are 

incorporated into the model to compute the 𝑌ℎ𝑗𝑙𝑖
′  variable, 

showing the simultaneous processing of two operations. 

Lastly, the completion time of the last job on the quay 

crane k is calculated based on the constraint set (15). 

Applying some simplification and assuming only 

inbound containers and the assumption that there is only 

one vessel at the terminal, the problem proposed in this 

research can be transformed into the jobshop scheduling 

problem with the makespan minimization objective 

function. Thus, the new simplified problem is of an NP-

hard one as mentioned in the literature [21]. Therefore, it 

could be concluded that the former intricate problem is 

also an NP-hard problem. Hence, there is no possible way 

to precisely solve large-scale instances, and search-based 

metaheuristic methods are required to be developed to 

solve the problems. 
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4. SIMULATED ALGORITHM 
 

The simulated annealing (SA), first proposed by 

Kirkpatrick et al. [22] in 1983, is a metaheuristic 

optimization algorithm which is effective in solving 

combinational optimization problems. This algorithm 

was inspired by an annealing treatment in metallurgy. 

The algorithm works by starting from an initial answer 

and moves to the next one based on the neighborhood 

search structure at each step of the algorithm. The 

condition for accepting a new neighborhood solution and 

moving on to that answer is that the new answer must be 

better than the current one. If not, it will be accepted with 

a defined probability. This probability is calculated based 

on the number of iterations performed and the objective 

function difference between the new and the current 

answers. The algorithm accepts the new solution with a 

probability of 𝑒−𝐸 𝑇⁄  if the problem has a minimization 

objective (or 𝑒𝐸 𝑇⁄  if the problem has a maximization 

objective), where E is the difference of objective function 

values between the current and the new solutions, and T 

is the current temperature [23]. 

 

4. 1. Solution Representation           In this study, the 

initial solution is randomly generated. The proposed 

algorithm’s solution representation has two main parts; 

the first one is the containers’ processing sequence on the 

quay cranes and the allocation of the cranes to the 

containers, and the second part is the processing 

sequence of containers on the yard trucks and their 

assignment to each truck.  
 

4. 2. Neighborhood Search Structure         Two 

different operators are defined for generating a neighbor 

solution. Based on Operator 1, one point is randomly 

chosen along the array, thereafter, the position of tasks is 

replaced with each other with respect to the point (Figure 

1). 
Based on the second operation, the positions related 

to two elements along the array are swapped with each 

other. These movements are repeated for a random 

number of times (Figure 2). 
 

 

1 3 5 4 2 5 4 2 1 3

Current solution New solution
 

Figure 1. How Operator 1 works 
 

 

1 3 5 4 2 1 2 5 4 3

Current solution New solution
 

Figure 2. How Operator 2 works 

4. 3. Grouping Simulated Annealing         The 

grouping problems are somehow categorized as 

optimization problems in which the members of an 

arbitrary set of G are divided into several subgroups with 

the intersection of null and a sum equal to the set G. The 

key assumption in such problems is that the order of 

groups is of no importance. Some problems in 

optimization, including graph coloring, bin packing, 

batch-machine scheduling, and packing/partitioning 

problems, could be considered as the grouping problems. 

The allocation of QCs and YTs to containers are two 

assignment problems being discussed in this study. Since 

the arrangement of the quay cranes is important in their 

assignment (due to assumptions such as the safety 

distance or lack of crossing movements of the cranes), 

this problem cannot be considered as a grouping 

problem. Nevertheless, the problem of allocating yard 

trucks to containers is assumed to be a grouping problem 

because these trucks are similar and there is no specific 

spatial constraint on their allocation [24]. 
In the grouping version of the algorithm (G-SA), to 

update the allocation and sequence of containers on QCs 

in each iteration, Operators 1 and 2 are used according to 

Figures 1 and 2. The container group’s allocation and 

sequence on the YTs, though, will be updated according 

to Figure 3. 

 
4. 4. Stopping Criteria          If the temperature reaches 

its minimum, the proposed SA will stop. This algorithm 

also stops when after a predetermined number of 

iterations, no improvement has been occurred in the 

current best solution. 
 
 

 

5. NUMERICAL RESULTS 
 

54 random sample instances are solved to evaluate the 

performance of the proposed mathematical model and the 

solution quality of the presented metaheuristic 

algorithms. To generate such random problems, the 

ranges proposed by Behjat and Nahavandi were used 

[20]. 

The design parameter values of the proposed SA 

(𝑇0, 𝑇𝑓𝑖𝑛𝑎𝑙 , 𝛼) affect the performance and results of the 

algorithm. 𝑇0 and 𝑇𝑓𝑖𝑛𝑎𝑙  respectively represent the initial 

and final temperatures, and 𝛼 is used as the cooling rate 

in each iteration (temperature in iteration n is equal 

to 𝛼 × temperature in iteration n-1). The parameters of 

the proposed SA are tuned by setting a trade-off between 

time and quality of the solutions. In order to find 

appropriate values for the parameters of algorithm, 

different combinations of parameters were tested on a 

large number of test instances, and 100, 0.01 and 0.96 

values selected as the best values for 𝑇0, 𝑇𝑓𝑖𝑛𝑎𝑙   and 𝛼, 

respectively. 
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Figure 3. How G-SA crossover works 

 

 

 

Problems in smaller dimensions can be precisely 

solved using CPLEX software which in addition to 

validating the presented model, create a situation to 

evaluate the performance of the developed algorithms. 

The proposed SA was able to obtain one optimal results 

from 6 proposed examples. For the rest of the examples, 

the difference between the answer obtained from the SA 

and the optimal mathematical model is between 1.67 and 

3.43. This is while the G-SA was able to obtain an 

optimal solution of 3 examples out of 6. The mean 

difference between the optimal solutions obtained from 

the mathematical model and the near-optimal solutions of 

the SA and G-SA algorithms are 1.89 and 0.71, 

respectively, indicating the superiority of G-SA 

performance. 

In Table 1 the  relative percentage deviations (RPDs) 

values are presented for larger instances with three and 

four QCs in order to evaluate the performance of the 

developed algorithms. RPD as a performance measure is 

calculated based on the following equation: 

𝑅𝑃𝐷 = (∑
𝑂𝐹𝑉𝑖−𝑂𝐹𝑉𝑖

𝑚𝑖𝑛

𝑂𝐹𝑉𝑖
𝑚𝑖𝑛 )𝑖 𝑛⁄ × 100  (17) 

where n is the total number of solved instances,  𝑂𝐹𝑉𝑖 

stands for the objective function value for the given 

algorithm after solving the ith instance and 𝑂𝐹𝑉𝑖
𝑚𝑖𝑛 is the 

best objective function value resulted from the given 

algorithm for the ith instance.  

For further evaluation of the proposed metaheuristics, 

the impact of the number of YTs on the makespan was 

also investigated. In Figure 4 the impact of the using a 

greater number of yard trucks and quay cranes on the 

objective function value is demonstrated. For this, an 

instance with 15 containers was solved for 2 to 4 QCs and 

2 to 10 YTs. The results showed that there is a significant 

inverse correlation between the objective function value 

and the number of YTs.  

The efficiency of two-cycling strategy versus one-

cycling strategy for assignment of containers to the YTs 

has been studied by solving 9 random instances with two 

QCs and variable number of YTs. In the one-cycling 

scenario specific number of YTs are assigned to a quay 

crane at the beginning. However in two-cycling scenario, 

it is allowed to assign YTs in a dynamic manner during 

the time span of processing the containers. The results of 

solving these instances are shown in Figure 5. 

TABLE 1. The RPD values for the proposed algorithms 

No. of QCs 
No. of 

YTs 

No. of 

instances 

Algorithms RPD (%) 

SA G-SA 

Three-QC 

6 8 11.90 0 

8 8 4.81 1.95 

10 8 8.34 2.02 

 Total 24 8.35 1.32 

Four-QC 

6 8 7.81 2.50 

8 8 6.83 0.38 

10 8 6.95 0.29 

 Total 24 7.19 1.05 

 

 

 
Figure 4. Effect of increasing the number of resources (YTs 

and QCs) on the objective function 
 

 

 
Figure 5. Comparison of the YT assignment strategies (two-

cycling vs. one cycling)  

 

 

6. CONCLUSION AND FUTURE STUDIES 

 

An integrated scheduling and allocation problem of quay 

cranes and yard trucks at container ports is presented in 

this study. A mathematical model of bi-objective integer 

programming was developed taking into account real-

world constraints, such as no quay cranes passing 

through each other, precedence relationships and safety 

distance between cranes. Since the presented problem 
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falls into the category of NP-hard problems, two different 

versions of SA are presented for solving the problem. 

Based on the several numerical experiments, these 

algorithms can obtain optimal or near-optimal solutions, 

especially for small-scale problems. Moreover, given the 

concept of grouping in hybrid optimization problems, G-

SA is proposed considering the allocation of yard trucks 

as a grouping problem. This algorithm produces better 

solutions than SA.  

There are some limitations in the presented research 

which need to be considered in the future studies. There 

are a few sources of uncertainty in the real world that 

affects the scheduling of quay cranes and yard truck. 

Deviation of loading and unloading operation times of 

vessels from the estimated time, equipment failures, and 

other unforeseen events may cause disorders in the 

deterministic schedule. This leads to significant 

increasing of handling costs and dissatisfaction of the 

customers. So considering these uncertainties and 

dynamics of the real world is important and could be 

focused in the future researches.   

Moreover there are vessel stability constraints which 

refer to appropriate distribution of containers weight on 

the vessel. That affects the sequence of loading or 

unloading containers on the vessel. This is a critical 

factor that should be considered during loading and 

unloading containers. Otherwise it may cause sagging, 

twisting or even overturning of the vessel.  

In this research it is simplified by considering a pre-

defined stowage plan. But some modifications of 

containers processing sequence may be needed during 

the loading/unloading process of the vessel. In other 

words, dynamic and real time rescheduling of containers 

may be required in the real world problems. This is 

another future research direction that could be followed 

by researchers.  

Considering uncertainties in assumptions such as 

container processing time, proposing real time 

approaches based on the vessel stability constraints and 

offering a method to find a lower bound for evaluation of 

the metaheuristic algorithm are among what may be of 

interest to other researchers as a future research direction.   
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Persian Abstract 

 چکیده 
رود. در این تحقیق یک مدل ریاضی با  وری این ترمینال ها به شمار می ای در بنادر کانتینری از مسائل مهم و کاربردی در بهبود بهرههای اسکلهبندی و تخصیص جرثقیل زمان

ها از روی  نیای واقعی از جمله فرض عدم عبور جرثقیل است. در این مدل فرضیات کلیدی دهای محوطه ارائه شده  ای و کامیون های اسکله هدف مدیریت یکپارچه جرثقیل 

تواند در حل مسائل با ابعاد کوچک  دهد که مدل عدد صحیح پیشنهادی، میهای در حال کار در نظر گرفته شده اند. نتایج عددی نشان می یکدیگر و نیز فاصله ایمنی بین جرثقیل 

اند. همچنین با  بودن مساله پیشنهادی، الگوریتم های فراابتکاری به منظور حل مساله در ابعاد بزرگ تر پیشنهاد شده NP-hardند. با این وجود به دلیل به تصمیم گیران کمک ک

در حل مساله استفاده نمود. از این رو الگوریتم    بندیتوان از رویکرد گروههای محوطه به عنوان یکی از منابع اصلی مساله، تفاوت خاصی با هم ندارند، میتوجه به اینکه کامیون

 های صورت گرفته عملکرد بهتری نسبت به الگوریتم شبیه سازی تبرید عادی دارد. بندی توسعه داده شده است که براساس آزمایششبیه سازی تبرید با رویکرد گروه 
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A B S T R A C T  
 

 

In this paper, Cu-Ti nanocomposite synthesized via ball milling of copper-titanium powders in 1, 3, and 

6 of weight percentage compounds. The vial speed was 350 rpm and ball to powder weight ratio kept at 
15:1 under Argon atmosphere, and the time of milling was 90 h. Obtained powders were studied by 

scanning electron microscopy (SEM), X-ray diffraction (XRD), and dynamic light scattering (DLS). 

Crystallite size, lattice strain, and lattice constant were calculated by Rietveld refinement with Maud 
software. The results show a decrease in the crystallite size, and an increase in the internal strain and 

lattice parameter. Furthermore, the lattice parameter grew by increasing the percentage of titanium. Then, 

the powders compressed by the cold press and annealed at 650˚C. Finally, their micro-hardness and 
electrical resistance were measured. These analyses show that via increasing the proportion of titanium, 

Cu-6wt%Ti with 312 Vickers had the highest micro-hardness; due to the increasing the work hardening. 

Moreover, the results of the electrical resistance illustrate through increasing the amount of alloying 
material, the electrical resistance grew which the highest electrical conductivity was Cu-1wt%Ti with 

0.36 Ω. 

doi: 10.5829/ije.2020.33.09c.09 
 

 
1. INTRODUCTION1 
 
For the best performance of copper nanocomposites, it is 

necessary to make a good balance between its electrical 

and mechanical properties [1]. This means the alloy can 

be strengthened without a considerable reduction in the 

electrical properties of copper [2]. Increasing the 

mechanical properties through the formation of a 

saturated solid solution and the formation of fine 

nanometer-scale sediments is always a suitable way to 

increase the strength, toughness, thermal stability, creep 

resistance and at the same time, reduce changes in the 

electrical properties of copper [3-6]. A very good 

example here is Cu-Be alloys which have attracted very 

much attention by providing a strength of more than 1000 

MPa and maintaining electrical conductivity of copper. 

But the main drawback of this alloy, which has limited 

its industrial use, is the high cost and toxicity of beryllium 

[7]. Cu-Ti alloys are the best alternative to Cu-Be and 

some similar alloys, because of the high strength, 
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corrosion resistance, antibacterial property, high 

electrical conductivities and thermal stability [2, 8-11]. 

Some applications of Cu-Ti nanocomposite include relay 

controls [12], prosthetic dental applications [13], solar 

cells [14], anticorrosive applications [15], 

electrochemical denitrification [16], and, etc . 

A variety of methods have been used to produce Cu-

Ti alloys, for instance melting and casting processes or 

solid-state processing like powder metallurgy. In 

particular, new methods such as rapid solidification, 

severe plastic deformation (SPD), accumulative roll-

bonding (ARB), electrolysis, high-energy milling and 

sol-gel have been proposed to prepare Cu-Ti alloys [17-

22]. Among these approaches, mechanical alloying (MA) 

due to simplicity and cheapness of the process, being eco-

friendly and homogenous dispersion of the second phase, 

has a special place for the production of Cu-Ti alloys.  

Several studies have been carried out on Cu-Ti alloys 

produced by MA. Shkodich et al. and Sheibani et al. [23, 

24], studied the formation and nanocrystalline phases of 
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Cu-Ti by mechanical alloying. Preparing Cu-Ti via wet 

ball-milling was investigated by Eryomina et al. [25, 26]. 

Nagarjuna investigated the thermal conductivity of Cu-

Ti alloy [27] and  Guwer et al. discuss the micro-hardness 

of produced Cu-Ti alloys [28]. Likewise, Pourfereidouni 

and Akbari [29] analyzed the nano-structures of Cu-Ti 

Alloys in MA. Despite a wide range of studies on copper-

titanium alloys in MA process, none of them focused on 

simultaneous changes in the crystal structure, micro-

hardness, and electrical conductivity.  

In the present study, the supersaturated solid solution 

copper with different percentages of titanium synthesized 

by high energy ball milling. The fabricated Cu-Ti 

nanocomposites were investigated by XRD, SEM and 

DLS analyses and the changing in the crystallite size, 

internal strain, the lattice constant, structure of the 

particles and particle-size distribution at different amount 

of Ti were investigated. Subsequently, heat treatment 

was performed and the hardness of the nanocomposite 

alloys was studied by the Vickers Micro-hardness test. 

Finally, the specimens were placed in an electrical circuit 

and their electrical resistance was evaluated. 
 

 

2. MATERIALS AND METHODS 
 
Precursors were pure Cu ( 99.7%,<6µm) and Ti (97%,10 

μm). Samples with three compounds of 1, 3 and 6 weight 

percentages of Ti were milled for 90 h in a planetary ball 

mill at Ar atmosphere. The initial amount of powders was 

15 g, the balls were 10 and 15 mm in diameter and the 

ball-to-powder weight ratio was kept at 15:1, and the vial 

speed was 350 rpm. 

The structural changes in obtained samples were 

studied by an X-ray diffractometer (Philips X'Pert, Cu-

Kα, λ=0.1542 nm). Rietveld refinement was used to 

calculate the copper crystallographic parameters 

including lattice parameter, crystal size, and internal 

strain. Morphology and size of ball-milled samples were 

analyzed by using scanning electron microscopy (Cam 

Scan mv2300) and the size distribution of samples was 

analyzed by zeta-seizer (ZEN3600). For sintering the 

mixed powders, the specimens were first molded to a 

diameter of 1 cm and thickness of 1 mm. Hence, 1.4 

grams of the synthesized Cu-Ti powders were under 

pressure a coaxial cold press machine (12 ton). Sintering 

process applied in a tube furnace for a half-hour at 650˚C 

in Ar. The Vickers microscopy test was performed 

according to ASTM E 348-89 standard (Duramin20 

Strues microprocessor) and micro-hardness was 

performed with a force of 98.7 mN at 400 magnification 

for 5 s. The electrical resistance of the samples was 

measured by using an electrical circuit. In this approach, 

the produced samples were placed in the circuit and by 

applying a voltage, the passing current through the tablets 

calculated and then by the Ohm's law, the resistance of 

the samples was obtained. 

3. RESULTS AND DISCUSSION 
 
Figure 1 shows the XRD pattern of Cu-1, 3, 6 wt% Ti 

powders after 90 hours of ball milling. By comparing the 

peaks, the highest and the lowest peaks were observed in 

Cu-1wt%Ti and Cu-6wt%Ti, respectively. The low 

amount of the alloying element makes it difficult to detect 

the peaks of alloying elements in the XRD pattern. 

During the ball milling of Cu-Ti, powder particles 

were severely deformed by the impact of the balls. This 

process leads to an increase in the local temperature and 

as a result, atomic diffusion occurs. Furthermore, density 

of crystalline defects such as vacancies, dislocations and 

stacking faults are greatly increased. Therefore, the 

particles get work hardening over time and as the effects 

of work hardening expanded, the internal strain and the 

width of the peaks were increased. The crystal defects are 

diffusion pathways for Ti atoms to dissolve in the copper 

matrix. On the other hand, after long milling time and 

increasing internal strains, the dislocations were 

regularly incorporated into the copper lattice and create 

subgrain boundaries. By continuing the milling process 

and increasing the density of the dislocations at the 

subgrain boundaries, they provide the basis for rotating 

these boundaries and converting them to the original 

boundaries.  

Figure 2 provides information about lattice constant 

of Cu-1, 3, 6 wt% Ti after 90 h of milling. We can see 

with the increasing the amount of titanium, the lattice 

parameter increased. As well as, by increasing the 

percentage of Ti to 6 weight percentages, the lattice 

constant increases at a higher rate. The presence of large 

titanium atoms (0.147 nm radius) in the copper matrix 

increased the copper lattice parameter and is a sign of the 

formation of a solid solution. The high concentration 

gradient in the presence of large quantities of the 

reinforcement element in the primary powder mixture 

will help the titanium atoms to diffuse in copper lattice, 

therefore, a more saturated solid solution is formed. In 

fact, the possibility of collisions increased by raising 

 

 

 
Figure 1. X-ray diffraction pattern of Cu-1, 3, 6 wt% Ti 

samples after ball milling for 90 hours 
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Figure 2. Diagram of changes in the copper lattice constant 

of 1, 3, 6wt% Ti after 40 h of ball milling 

 

 

in the proportion of titanium, thereby the lattice 

parameter increased. 

The crystallite size of copper for the Cu-1, 3, 6wt% 

Ti samples after 90 h of ball milling is shown in Figure 

3. The crystallite size of all samples was in the range of 

9-32 nm, and Cu-6wt% Ti has the largest reduction in 

crystal size (9 nm), while the Cu-1wt% Ti powder has the 

highest crystal crystallite size (17 nm). 

Generally, the crystallite size is determined by the 

competition between plastic deformation through the 

motion of dislocations and the recovery and 

recrystallization [30]. Indeed, recovery and 

recrystallization increased by reducing the plastic 

deformation, conversely, the crystallite size decreases.  

In this study, due to the low speed (350 rpm) and 15 

min stop after 30 minutes of ball milling, the vial 

temperature did not increase and so the recovery and 

recrystallization phenomenon did not occur and the 

crystallite size decreased uniformly with increasing 

plastic deformation. The higher initial proportion of 

titanium accelerates work hardening, fraction, diffusion 

and segmentation of crystallite. Thus, Ti is dissolved and 

the hardness of the matrix increase. The reason for the 

more reduction of the crystal size in the compositions 

with more fraction of titanium is the aggregation of the 

effect of cold working and saturation of the copper 

matrix. Moreover, by increasing the percentage of Ti, the 

effects of the cold working become more apparent, and 

as a result, subgrain boundaries and dislocations create 

more and more. 

Figure 4 shows the strain of the copper lattice for Cu-

1, 3, 6wt%Ti samples. The internal strain and its rate 

grow by increasing the proportion of Ti. Initial powders 

are strain-free, but by starting the milling process, there 

is a rapid increase in the number of dislocations and other 

crystallographic defects. Gradually, with the formation of 

dislocations and reaching the crystallite size to a few 

nanometers, the number of dislocations has reached the 

saturated extent and under this situation, no new 

dislocations are created by increasing milling time. On 

the other hand, Ti atoms have also been entered into the 

Cu lattice during this period, these two phenomena 

impose strains on the lattice of copper. As shown in 

Figure 4, by increasing Ti percentage, the lattice strain of 

all samples is grown. In copper composites due to 

combination with the higher amount of Ti, the effects of 

cold working were much more severe, and the 

dissolutions of alloying elements increased. 

Consequently, matrix structure more affected due to the 

cold working and more defects, and eventually a much 

higher strain on the lattice is produced. Indeed, titanium 

by dissolving in the copper matrix and forming a solid 

solution, create more strain on the copper lattice. 

The particle size distribution of Cu-1, 3, 6wt% Ti 

samples is shown in Figure 5. The average particle sizes 

for Cu-1, 3, 6wt% Ti were 188, 165 and 141 nm, 

respectively. According to Figure 5, sizes of particles 

were decreased by increasing the proportion of second 

phase and creation the richer solid solution, which leads 

to an expand the work hardening of the samples. 

Therefore, the samples with higher amounts of Ti were 

more fractured and the powder particles due to the more 

work hardening of the solid solution, have the smaller 

size. It should be noted that in all the samples some large 

particles of powder in the solution are deposited and the 

results illustrate the smaller particles. Although, the 

important point in this analysis is proving the 

achievement of the nano-sized particles in Cu-Ti 

composites by the MA method. 

 

 

 
Figure 3. Crystallite size of Cu-1, 3, 6wt%Ti samples after 

90 h of milling 
 

 

 
Figure 4. Strain changes of Cu-1, 3, 6wt%Ti samples 
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Figure 5. The particle size distribution Cu-1, 3, 6wt% Ti in 

a, b and c, respectively 

 

 

The morphology and particle size of the powder 

mixtures are shown in Figure 6. Cu-1wt% Ti has the 

largest particle size and the size of particles decreased 

with increasing the amount of Ti. Due to the long milling 

time (90 h) of copper-titanium powder and making a 

balance between cold welding and fracture, the particle 

size distribution is reduced and have a uniform shape and 

dimensions, they also became agglomerated. 

Titanium particles have an HCP structure and trapped 

between copper particles with FCC structure, which have 

been faster work hardening than copper. At this stage, the 

brittle titanium particles are distributed among the softer 

copper particles and create tiny cracks in their edges. As 

these cracks grow and spread into the powder grains, 

failure would occur more rapidly. On the other hand, in 

the compounds with a high initial titanium percentage, a 

rich solid solution was obtained. That is a reason for the 

higher hardness of these compounds. Hence, the samples 

with higher titanium content were more fractured and the 

powder particles, due to the higher hardness by the 

formation of the richer solid solution, had the smaller 

sizes. 

Figure 7 gives information about the hardness 

changes of Cu-1, 3, 6wt% Ti after annealing at 650˚C. As 

can be seen, the micro-hardness increases by increasing 

the percentage of Ti. Cu-6wt% Ti with a hardness of 312 

 
Figure 6. SEM images of Cu-1, 3, 6wt% Ti samples (a, b 

and c, respectively) after 90 hours of milling 

 

 

 
Figure 7. Micro-hardness changes of Cu-1, 3, 6wt% Ti after 

90 hours of milling 

 

 

Vickers had the highest hardness and the rate of 

increasing hardness decreased with an increasing amount 

of titanium. Due to the high work hardening of the 
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powders at the ball-milling process, the applied force 

during compression does not cause significant changes in 

micro-hardness [30]. 

The solubility of titanium in copper is very low at 

room temperature (˂0.1 atomic percentage). In the 

mechanical alloying of copper-titanium, the 

concentration of titanium in the copper matrix is 

increased and reached to more value of the steady-state 

condition. This over-dissolution of titanium in the field 

of copper by MA and annealing at 650˚C provides a 

suitable situation for the deposition of titanium atoms in 

nanometer-sized particles. Therefore, the formation of 

titanium-rich nanoparticles in the matrix of copper in the 

sintering step, simultaneous with recovery and 

recrystallization of the processes will not only delay the 

softening process but also halt in many cases.  

In general, the Cu4Ti sediments in the early stages of 

sintering are in the form of a coherent and fine 

nanometer. These sediments which were created inside 

the grains are obstacles to dislocation movement. Thus, 

delays recovery and recrystallization increases the micro-

hardness. 

Figure 8 shows the electrical resistance changes of the 

Cu-1, 3, 6wt% Ti. The electrical resistance increased by 

increasing the percentage of titanium. Cu-6wt% Ti with 

0.44 Ω and Cu-1wt%Ti with 0.36 Ω, had the highest and 

lowest electrical resistance, respectively. Furthermore, 

the electrical resistance rate grows by increasing the 

proportion of Ti.  

The main reason for increasing the electrical 

resistance by increasing the proportion of titanium is the 

lower conductivity of titanium than copper, which has a 

great effect on electrical conductivity. The higher density 

of defects and the richer solid solution lead to work 

hardening along the increasing amount of titanium and 

provide a high volume fraction of the sediments. 

Consequently, movements of electrons are prevented and 

the electrical resistance has increased, by these 

crystallographic defects and the sediments.  

Regarding the percentage of the second phase and 

micro-hardness of the samples, electrical resistance in all 

fabrication of Cu-Ti alloys, such as the aging and 

 

 

 
Figure 8. Electrical resistance of Cu-1, 3, 6wt% Ti 

compounds after 90 hours of milling 

severe drawing, and laser welding [31, 32]. It seems high 

capability of the ball-milling to mono-dispersion of the 

second phase particles cause to strengthen the grain 

boundaries and better precipitate of the titanium. On the 

other hand, the low content solution of Ti in the copper 

lattice has a minor effect on the electrical properties of 

the copper composites. The comparison of the micro-

hardness and the electrical resistivity results represents 

the maintaining of mechanical strength simultaneous 

with the proper electrical conductivity of the produced 

Cu-alloys. 

 

 

4. CONCLUSION  
 

1. By mechanical alloying of copper and titanium with 

different percentages, it is possible to produce 

nanostructured Cu-Ti with nanometer-scale particle 

size. 

2. The lattice constant increased by increasing the 

proportion of titanium. 

3. The crystallite size is decreased and the internal 

strain is increased as the proportion of the titanium 

was increased. 

4. Higher percentage of titanium lead to smaller 

particle size. Cu-6wt%Ti with average size of 141 

nm has the smallest particle size. 

5. Micro-hardness is increased by increasing the 

proportion of titanium. 

6. Addition of titanium to the copper leads to 

homogeneous morphology. 

7. The electrical resistance grew by increasing the 

amount of titanium. 

 

 
5. REFERENCES 
 

1. Wang, W, Li, R, ''Effect of direct current pulses on mechanical 

and electrical properties of aged Cu–Cr–Zr alloys'', Materials & 

Design, Vol. 92, (2016), 135-142, 

https://doi.org/10.1016/j.matdes.2015.12.013. 

2. Eze, A.A, Tamba, Jamiru, ''Effect of titanium addition on the 
microstructure, electrical conductivity and mechanical properties 

of copper by using SPS for the preparation of Cu-Ti alloys'', 

Journal of Alloys and Compounds, Vol. 736, 2018, 163-171, 
https://doi.org/10.1016/j.jallcom.2017.11.129 . 

3. Nadutov, V,  ''Thermal stability of solid solutions formed by 

ultrasonic milling of Cu–Co and Cu–Fe powder mixtures'', 
Journal of Physics, Vol. 62, No. 8, (2017),  685-691, doi: 

10.15407/ujpe62.08.0685. 

4. Bachmaier, A, ''High strength nanocrystalline Cu–Co alloys with 
high tensile ductility'', Journal of Materials Research, Vol. 34,  

2019, p. 58-68, DOI: https://doi.org/10.1557/jmr.2018.185. 

5. Rabiee, M., H. Mirzadeh, and A. Ataie, ''Processing of Cu-Fe and 
Cu-Fe-SiC nanocomposites by mechanical alloying'', Advanced 

Powder Technology, Vol. 28, (2017), 1882-1887, 

https://doi.org/10.1016/j.apt.2017.04.023 



1764                                R. M. Babaheydari et al. / IJE TRANSACTIONS C: Aspects  Vol. 33, No. 9, (September 2020)   1759-1765 

 

6. Chabri, S., S.Bera, ''Microstructure and magnetic behavior of Cu–
Co–Si ternary alloy synthesized by mechanical alloying and 

isothermal annealing'', Journal of Magnetism and Magnetic 

Materials, Vol. 426, (2017), 454-458, 

https://doi.org/10.1016/j.jmmm.2016.08.029. 

7. Shah, A.N, ''Beryllium in the environment: Whether fatal for plant 

growth?'' Reviews in Environmental Science and 

Bio/Technology, Vol. 15, (2016), 549-561, 

https://doi.org/10.1007/s11157-016-9412-z. 

8. Wang, ''Cu–Ti–C alloy with high strength and high electrical 
conductivity prepared by two-step ball-milling processes'', 

Materials & Design, Vol. 61, (2014), 70-74, 

https://doi.org/10.1016/j.matdes.2014.04.034. 

9. Wang, F, ''In-situ fabrication and characterization of ultrafine 

structured Cu–TiC composites with high strength and high 
conductivity by mechanical milling'', Journal of Alloys and 

Compounds, Vol. 657, (2016), 122-132, 

https://doi.org/10.1016/j.jallcom.2015.10.061. 

10. Karakulak, E., ''Characterization of Cu–Ti powder metallurgical 

materials''. International Journal of Minerals, Metallurgy, and 

Materials, Vol. 24, (2017), 83-90, 

https://doi.org/10.1007/s12613-017-1381-x. 

11. Liu, J., ''Effect of Cu content on the antibacterial activity of 

titanium–copper sintered alloys'', Materials Science and 

Engineering, Vol. 35, (2014), 392-400, 

https://doi.org/10.1016/j.msec.2013.11.028. 

12. Semboshi, S., E. Hinamoto, and A. Iwase, ''Age-hardening 
behavior of a single-crystal Cu–ti alloy'', Materials Letters, Vol. 

131, (2014). 90-93, https://doi.org/10.1016/j.matlet.2014.05.128. 

13. Liu, X, ''Binary titanium alloys as dental implant materials—a 
review'', Regenerative Biomaterials, Vol. 4, No. 5, (2017). 315-

323, https://doi.org/10.1093/rb/rbx027. 

14. Saha, S, S.B. Abd Hamid, and T.H. Ali, ''Catalytic evaluation on 
liquid phase oxidation of vanillyl alcohol using air and H2O2 over 

mesoporous Cu-Ti composite oxide'', Applied Surface Science, 

Vol. 354, (2017), 205-218, 

https://doi.org/10.1016/j.apcatb.2019.04.026. 

15. Zhang, E, '' Effect of the existing form of Cu element on the 

mechanical properties, bio-corrosion and antibacterial properties 
of Ti-Cu alloys for biomedical application'', Materials Science 

and Engineering: C, Vol. 69, (2016), 1210-1221, 

https://doi.org/10.1016/j.msec.2016.08.033. 

16. Liu, F, ''Fabrication and characterization of Cu/Ti bilayer 

nanoelectrode for electrochemical denitrification'', International 

Journal of Electrochemical Science, Vol. 11, (2016), 8308-

8322, doi: 10.20964/2016.10.49. 

17. Hosseini, Pardisa, N, "Structural characteristics of Cu/Ti bimetal 

composite produced by accumulative roll-bonding (ARB)", 
Materials & Design, Vol. 113, (2017), 128-136, 

https://doi.org/10.1016/j.matdes.2016.09.094. 

18. Shkodich, Vadchenkoa, S.G, "Crystallization of amorphous 
Cu50Ti50 alloy prepared by high-energy ball milling", Journal 

of Alloys and Compounds, Vol. 741, (2018), 575-579, 

https://doi.org/10.1016/j.jallcom.2018.01.062. 

19. Kursun, C, and M. Gogebakan, "Structure and Mechanical 

Behaviour of Cu‐Zr‐Ni‐Al Amorphous Alloys Produced by Rapid  

 

 

 

 

 

 

 

Solidification", Metallic Glasses–Formation and Properties, 

(2016), DOI: 10.5772/63513. 

20. Sundeev, R.V, Shalimovab, A.V, "Difference between local 

atomic structures of the amorphous Ti2NiCu alloy prepared by 
melt quenching and severe plastic deformation: Materials 

Letters, Vol. 214. (2018), 115-118, 

https://doi.org/10.1016/j.matlet.2017.11.110. 

21. Vorotilo, S, Loginov, PA, "Manufacturing of Conductive, Wear-

Resistant Nanoreinforced Cu-Ti Alloys Using Partially Oxidized 

Electrolytic Copper Powder", Nanomaterials, Vol. 10. No. 7, 

(2020), 1261, https://doi.org/10.3390/nano10071261. 

22. Zeng, Y, Wang. T, "Sol–gel synthesis of CuO-TiO2 catalyst with 
high dispersion CuO species for selective catalytic oxidation of 

NO", Applied Surface Science, Vol. 411, (2017), 227-234, 

https://doi.org/10.1016/j.apsusc.2017.03.107. 

23. Sheibani, S., S. Heshmati-Manesh, and A, "Ataie, Structural 

investigation on nano-crystalline Cu–Cr supersaturated solid 

solution prepared by mechanical alloying", Journal of Alloys and 

Compounds, Vol.  495, No. 1, (2010), 59-62. 

https://doi.org/10.1016/j.jallcom.2010.02.034. 

24. Shkodich, NF, Rogachev, AS, "Formation of amorphous 
structures and their crystallization in the Cu–Ti system by high-

energy ball milling", Russian Journal of Non-Ferrous Metals, 

Vol. 59. No. 5, (2018), 543-549, 

https://doi.org/10.3103/S1067821218050176. 

25. Eryomina, MA., Lomayeva, SF, "Microstructure Characterization 

and Properties of Ti Carbohydride/Cu–Ti/GNP Nanocomposites 
Prepared by Wet Ball Milling and Subsequent Magnetic Pulsed 

Compaction", Metals and Materials International, (2019), 1-11, 

https://doi.org/10.1007/s12540-019-00531-9. 

26. Eryomina, M. and S. Lomayeva, "Composites prepared by 

multistage wet ball milling of Ti and Cu powders: Phase 

composition and effect of surfactant addition", Advanced Powder 

Technology, Vol. 31, No. 5, (2020), 

https://doi.org/10.1016/j.apt.2020.02.014. 

27. Nagarjuna, S, "Thermal conductivity of Cu-4.5 Ti alloy", Bulletin 

of Materials Science, Vol. 27, No. 1, (2004), 69-71, 

https://doi.org/10.1007/BF02708488. 

28. Guwer, A., Nowosielski, R, "Fabrication of copper-titanium 
powders prepared by mechanical alloying",  Indian Journal of 

Engineering and Materials Sciences , Vol. 21, (2014). 

29. Pourfereidouni, A. and G.H. Akbari, "Development of Nano-
Structure Cu-Ti Alloys by Mechanical Alloying Process", 

Advanced Materials Research, Vol. 829, (2014),  168-172, 

https://doi.org/10.4028/www.scientific.net/AMR.829.168. 

30. Suryanarayana, C, Mechanical alloying and milling. Progress in 

materials science, Vol. 46, No. 1-2, (2001), 1-184, 

https://doi.org/10.1016/S0079-6425(99)00010-9. 

31. Zhao, Y, Wang, W, "Microstructure and properties of Cu/Ti laser 

welded joints", Journal of Materials Processing Technology, 

Vol. 257, (2018), 244-249, 

https://doi.org/10.1016/j.jmatprotec.2018.03.001.  

32. Semboshi, S, Kaneno, Y, "High strength and high electrical 

conductivity Cu-Ti alloy wires fabricated by aging and severe 
drawing", Metallurgical and Materials Transactions A, Vol. 49, 

No. 19, (2018), 4956-4965, https://doi.org/10.1007/s11661-018-

4816-8.  

 

 

 
 

 

 
 

 
 



R. M. Babaheydari et al. / IJE TRANSACTIONS C: Aspects  Vol. 33, No. 9, (September 2020)   1759-1765                              1765 

 

 

Persian Abstract 

 چکیده 
دور در   350 کاپ سرعت  گردید.سنتز  ی درصد وزن  6و  3،  1 یبات در ترک یتانیومت -مس  یپودرها ای مخلوطیاکاری گلوله آس یقاز طر Ti-مس یتمقاله ، نانوکامپوز یندر ا

و   (XRD)، (SEMآمده توسط ) ستبه د یساعت بود. پودرها 90 یاب زمان آسهمچنین و انجام شد در اتمسفر آرگون فرآیند   .بود 1: 15به پودر  گلولهو نسبت وزن   یقهدق

(DLSمورد بررس )آنالیز، کرنش شبکه و ثابت شبکه با    یستالیقرار گرفت. اندازه کر  ی  Rietveld  نرم افزار    وMaud  تیستالی هش در اندازه کراز کا  یحاک  یجمحاسبه شد. نتا  

درجه   650  یسرد فشرده شده و در دما  پرسپودرها توسط    د. سپسیایی م  افزایش  یتانیومدرصد ت  یش، پارامتر شبکه با افزا  ینو پارامتر شبکه است. علاوه بر اکرنش    یشو افزا

  یکرز و  312با   Cu-6wt%Tiدهد که    ی ها نشان م این تست  یلو تحل  یهشد. تجز  یریآنها اندازه گ  یکیو مقاومت الکتر  یسخت  یکروم  یت و در نها  شود  آنیل می   یگرادسانت

، مقاومت  عنصر آلیاژی تیتانیوممقدار    یشبا افزا  که   دهد  ینشان م  یکیمقاومت الکتر  یج. نتایابدرد و با افازیش تیتانیوم سختی افزایش می را دا  یسخت  یکرو م   یزانم  ینبالاتر

 . است .Ω 0.36با   Cu-1wt%Ti مربوط به یکی الکتر یتهدا یشترینکه بشود ی م بیشتر یکیالکتر
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A B S T R A C T  
 

 

The purpose of present research was production of Zr-based alloy as the nuclear fuel cladding by 

mechanical alloying (MA) and sintering process. Firstly, Zr and Cr powders were mechanically alloyed 
to produce the refractory and hard Zr-10 wt% Cr alloy, and then, the powder mixtures were 

consolidated by press and following sintering at temperature of 800˚C min. The phase evolution, 

microstructural changes, microhardness, and density of the Zr-10 wt% Cr alloy were studied using X-
ray diffraction (XRD), scanning electron microscopy (SEM), microhardness measurement, and the 

Archimedes method. The results showed that the MA increased the solid solubility of the immiscible 

powders of Cr and Zr; therefore, the Cr atoms were completely dissolved in the Zr lattice after 24 h of 
the milling time and the nanostructured Zr(Cr) solid solution was obtained with the high microhardness 

value of about 491 Hv. Also, the results of the density measurement indicated that the resulted density 
was close to 98% of the theoretical density. 

doi: 10.5829/ije.2020.33.09c.10 
 

 
1. INTRODUCTION1 
 

Zirconium alloys are considered as a high temperature 

structural materials owing to proper corrosion 

resistance, good thermal stability, desired mechanical 

and physical properties, and low thermal neutron 

absorption properties [1]. Cr is a useful alloying element 

for Zr-based alloys owing to high melting point, and 

also, Zr-Cr alloys can be used as a high temperature 

material with good strength, proper erosion resistance, 

and excellent corrosion resistance. So far, extensive 

research has been done on Zr-Cr alloys. The 

microstructural examination of the rapidly cooled Zr-

0.15% Cr alloy showed that a Zr-rich solid solution was 

formed. This solid solution phase was precipitated in the 

grain boundaries of Zr which increased the 

microhardness and strength of the Zr-Cr alloy [2]. The 

Zr-Cr multilayer coating on Zr surface by vacuum arc 

vapor method was significantly increased the hot 

corrosion resistance of the Zr-based alloy [3]. The Cr 
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ion implantation was subjected on the Zr-1Nb alloy to 

improve the corrosion behavior of Zr-based alloy, which 

the result showed the laves phase was homogeneously 

precipitated within the α-Zr matrix. Also, the oxidation 

resistance of the Zr-based alloy was improved at high 

temperature due to the Cr ion implantation on the 

surface of Zr [4]. Huang et al. [5] have produced Cr 

coated Zr-based alloy by electroplating which the result 

indicated that the oxidation resistance of Zr-based alloy 

cladding was significantly improved. Also, pulsed laser 

treatment was subjected to the commercial Zr alloy to 

perform the Cr alloying on the Zr surface. The results of 

this research displayed that the microhardness of Zr was 

noticeably increased due to the microstructure 

improvement and grain refinement [6].  

So far, many methods have been used to produce the 

Zr-Cr alloys, but the mechanical alloying method has 

always attracted the attention of the researchers due to 

the low cost of the instrument and primary powders [7], 

production of the stable and metastable phases [8, 9] no 

need for high temperatures [10], alloying of the 

elements with high difference in the melting points [11], 

independency of the limitation of the phase diagram 
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[12], ability to the uniform distribution of the 

components, and production of the nanostructure 

materials and quasi-stable microstructures [13-14]. The 

mechanical alloying accelerated the kinetic of the 

chemical reactions and changed the metallurgical 

transformations which led to occur the reactions at room 

temperature [15]. Researchers have proven that 

chromium is a very suitable additive element to improve 

the mechanical properties [16] and corrosion resistance 

[17] of Zr which indicates that the Zr-Cr alloys have the 

special importance among the Zr-based alloys. But in 

the Zr-Cr alloy system, the solid solubility of Cr in Zr is 

very low at the equilibrium state [18]. The solubility of 

these elements can be increased by nonequilibrium 

processes such as mechanical alloying. The purpose of 

this research was to produce a solid solution of Zr-Cr 

alloy with high hardness by mechanical alloying and 

sintering process. Also, the phase evolution, structural 

and morphological changes, mechanical properties, and 

physical properties of the Zr-Cr alloys were 

investigated. 

 
 
2. MATERIALS AND METHODS  

 

In the present research, planetary ball mill (84 D, 

Sepahan) was used to produce Zr- 10% Cr alloy. 

Therefore, the Cr and Zr powders (99.9% purity, 

prepared by Alpha Aesar) were firstly mixed according 

to the weight ratio of Zr-10 wt% Cr. Then, 10 g powder 

mixtures of Cr and Zr along with the 200 g steel balls 

were put into a steel vial. Milling was performed under 

argon gas atmosphere with a rotational speed of 400 

rpm. The milling process was stopped for 15 minutes 

after every 30 minutes of the work to prevent the 

temperature rise inside the vial. Some powders were 

taken out the vial within 8, 16, 24, and 32 hours of 

milling to analyze the phase transformation at various 

milling times. 

In order to consalidation of the milled powders, the 

powders were pressed into a cylindrical steel mold with 

a load of 300 MPa. It should be noted that the 

dimensions of the produced billet were 30 mm in the 

length and the diameter of 27 mm. Then, the pressed 

samples were subjected to sintering process at a 

temperature of 800 for 30 min under the argon gas 

atmosphere. 

In this study, X-ray diffraction analysis (XRD, D8 

advance Bruker system, CuKα radiation) was performed 

to identify the phases during the MA. Also, the 

crystallite size and the lattice strain was measured by 

Williamson-Hall formula. The microstructure, 

morphology, and the particle size change at various 

stages of milling were studied by scanning electron 

microscopy (SEM, Camscan mv2300 system). The 

Archimedes method was used to measure the density of 

the samples according to ASTM, C-373 standard [19]. 

Also, the mixtures law was used to calculate the 

theoretical density. The microhardness test was 

performed based on Vickers hardness by Coopa mh1 

microhardness tester according to the standard of 

ASTM, E 384-99. The microhardness test was done at 

the load of 200 g for the loading time of 15 s. 

 

 

3. RESULTS AND DISCUSSION  
 

The X-ray diffraction patterns of the as-milled Zr-Cr 

powders and the milled powders are shown in Figure 1 

to identify the phase evolution at milling times of 8, 16, 

24, and 32 h. The Zr peaks were moved to the lower 

angles after 8 h of milling. The peak height of the 

elements is significantly reduced as compared with the 

initial powders and some peaks related to Zr and Cr 

were removed at 8 h. In addition, the width of the peaks 

was increased at that time. 

The transition of Zr diffraction peaks to the lower 

angles indicated the dissolution of Cr in the Zr lattice. 

Factually, the dissolution of the Cr atoms with an 

atomic radius less than the atomic radius of the Zr atoms 

caused to solute the Cr atoms in the Zr lattice through 

two substitution and interstitial ways [20]. This matter 

led to apply the severe strain into Zr lattice, and so, the 

Zr lattice parameter was increased. Finally, the Zr peaks 

moved to the lower angles as the Zr lattice parameter 

was increased. It should be noted that the dissolution of 

the Cr atoms within Zr lattice in two forms of 

substitution and interstitial is owing to the high 

difference in the atomic radius of Zr and Cr.  

Also, the Zr lattice parameter was calculated using 

Bragg's law [21]. Figure 2 is depicted the values of the 

lattice parameter versus milling time. The Zr lattice 

parameter was significantly increased up to 24 h of 

milling, but after 32 h, there was no noticeably change 

in the Zr lattice parameter which indicated the Cr atoms 

were completely dissolved in the Zr lattice after 24 h. 

The dissolution of Cr in the Zr lattice led to form the 

Zr(Cr) supersaturated solid solution phase with hcp 

crystalline lattice. 

 

 
Figure 1. X-ray diffraction patterns of Zr-Cr powder mixtures 

versus milling time 
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Figure 2. The change of Zr lattice parameter at different 

milling times 
 

 

As mentioned, the atomic radius of Cr is lower than 

Zr atomic radius which led to solute Cr in Zr lattice both 

through an interstitial and a substitution way. This 

matter led to apply the severe strain into the Zr-rich 

phase and facilitated the amorphous phase formation 

[22]. So, the height of Zr peaks gradually decreased at 

the milling time of 8, and also, some peaks of Zr were 

eliminated at 16 h. On the other hands, the MA process 

was applied a severe plastic deformation to Zr lattice 

which led to work hardening of the powder particles. 

Therefore, a distortion in the Zr lattice was created 

which led to prepare the amorphous phase. The 

disappearance of Zr crystalline peaks is a sign of 

amorphous structure at the milling time of 16 h. 

After 24 h of milling, the Zr peak at the angle of 

32.5  was appeared. This appearance of Zr peak at 24 h 

was related to the local temperature rise in the milled 

powder which caused the nonequilibrium phases such as 

amorphous phase transformed to the more stable phases 

such as crystalline phase after 24 h of milling. The 

temperature of the milled powders could increase up to 

300  at high milling times which led to occur the 

recovery and recrystallization phenomena [23]. In 

general, the recovery and recrystallization can 

significantly decrease the lattice strain due to the 

rearrangement of the dislocation, and the reduction of 

defect densities [24]. In fact, MA technique is 

considered to be a method for production of 

nonequilibrium phases but at milling, the local 

temperature enhancement due to the kinetic energy of 

the balls led to transformation of amorphous phase to 

more stable crystalline phase. In other words, the 

generation of the heat during milling increased the 

diffusivity of atoms and then, increased the tendency of 

formation the more stable phases. Principally, the 

change in the peak intensity depended on the plastic 

deformation in the recovery and recrystallization 

operation [25]. In other words, plastic deformation 

caused to decrease the peak intensity while, the recovery 

and recrystallization increased the peak intensity. 

Finally, the Zr peak at the angle of 32.5  was removed 

after 32 h of milling due to the severe deformation. The 

reduction of the peak intensity continued up to 24 h and 

the Cr peaks were totally eliminated and also, the Zr 

peaks remains as the only crystalline phase. The peak 

widening continued as the milling time was increased, 

especially at 24 h of milling, which confirmed that 

many crystalline defects were created in the powders 

during the milling process. In other words, defects were 

the main reason of the enhancement of the peak width. 

The plot of the lattice strain and crystallite size versus 

milling time are shown in Figure 3. The lattice strain 

enhancement and crystallite size refinement were 

occurred as the milling time was enhanced, which 

confirmed that the responsible for the increase in the 

peak width was the crystallite size refinement and lattice 

strain enhancement. As observed in Figure 3, it is clear 

that the decrement rate of the crystallite size was 

decreased after 16 h of milling. Finally, after 32 h of 

milling, the crystallite size was found to be 19 nm, 

indicating that the MA process is a proper technique to 

produce the nanostructured powders. 

When the crystallite size is nanometer scale, it is 

possible to dissolve the elements in each other and the 

formation of a solid solution in the alloy systems with a 

positive enthalpy [26]. In fact, the strain increased the 

distances between the atomic planes in the crystal lattice 

[24], which ultimately led to increase the diffusion of Cr 

in the Zr lattice. Finally, Zr(Cr) supersaturated solid 

solution was produced after 24 h.  

However, this study indicated that the mechanical 

alloying of powders can enhance the solid solubility, 

and led to form the Zr(Cr) supersaturated solid solution 

phase. The high density of dislocation can significantly 

increase the solid solubility. In general, the effect of 

cold welding and fracture phenomena on the MA 

process led to apply the severe plastic deformation 

(SPD) on the powders. SPD increased the defect 

density, which led to facilitate the diffusion of the 

atoms. Finally, the alloying treatment was improved. 

The morphology of the powders were studied by 

SEM images. Figure 4(a) shows the morphology of the 

primary powders of Zr and Cr. The particle size of the 

primary powders was approximately 5-50 µm, and the  

 

 

 
Figure 3. The change of lattice strain and Crystallite size of Zr 

element at various milling times 
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particle size distribution was irregular. The powder 

particles are very soft at the start of MA due to the low 

dislocation density, and high energy collisions was 

applied to the soft powders during the milling process. 

This high energy led to occur the plastic deformation in 

the powder particles, and the particles morphology 

became coarse-grained particles at 8 h which is 

indicated in Figure 4(b). In fact, the cold welding 

mechanism caused to stock the powder particles 

together. At 8 h, the particle size of the powder mixtures 

was about 75-175 µm with  a heterogeneous 

distribution. In Figure 4(c), the mechanical bonding and 

cold welding among the Cr and Zr particles were 

happened after 16 h owing to the impact of the balls. It 

can be concluded that the particle size was increased as 

compared with the previous stage. They were randomly 

distributed with a size of about 1-80 µm. After 24 h, the 

work hardening was occurred due to the enhancement of 

the dislocation density which led to breakdown the 

particles. Therefore, the particle size was reduced to less 

than 30 µm which is shown in Figure 4(d).   
 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 4. The SEM image of Zr(Cr) alloy at: (a) 0 h, (b) 8 h, 

(c) 16 h, (d) 24 h, and (e) 32 h of milling 

 

 

In fact, the fracture of powder particles was the 

prodominant phenomenon. Finally, the particle size was 

reduced with an irregular distribution of the particle 

size. Of course, another factor that can contribute to the 

fragmentation of the particles was the dissolution of the 

elements, and work hardening owing to the formation of 

Zr(Cr) supersaturated solid solution phase [27]. The 

powder particles fracture continued after 32 h which is 

shown in Figure 4(e). At this time, the particle 

morphology was close to the spherical shape with a size 

of less than 20 µm which more regularly distributed as 

compared with the previous steps.  In fact, the thickness 

of the particles was reduced owing to the severe 

deformation; thus, the diffusion distances were reduced. 

As a result, the decrement of the diffusion distances and 

the enhancement of the crystalline defects led to be 

more diffusion of the atoms which enhanced the solid 

solubility of the elements. 

Figure 5 shows the results of the density measuring 

based on the Archimedes method. In this figure, the 

empirical values were compared with the theoretical 

values. As can be seen, the density of Zr-Cr alloy 

samples is close to the theoretical density (about 98% of 

the theoretical density). This can be attributed to the 

excessive deformation in the milling process. At the 

start of milling process, the density of the produced 

alloy was decreased which may be due to the 

agglomeration of powder particles at the beginning of 

the milling. Of course, the powder particle size can 
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greatly effect on the pressing and consolidation of the 

powder particles. 

According to Figure 5, the density of Zr-Cr alloy 

was increased from 6.344 g/cm3 at 8 h to 6.359 g/cm3 

after 24 h of milling. This is owing to the crystallite size 

refinement as well as the reduction in the powder 

particle size at longer milling times. Also, the density of 

the as-milled Zr-10 wt% Cr powders was increased 

from 6.349 g/cm3 to 6.359 g/cm3 after 24 h of milling.   

This is due to the reduction in the powder particle size, 

reduction in the crystallite size, complete diffusion of Cr 

into the Zr lattice, and the formation of Zr(Cr) phase 

during the milling process. Finally, the density of Zr-10 

wt% Cr alloy reached to 6.362 g/cm3 after 32 h of 

milling which is equal to 98% of the theoretical density.  

To investigation of the mechanical properties of 

Zr(Cr) alloy, the microhardness test was performed and 

their results are depicted in Figure 6. The microhardness 

was enhanced as the milling time was enhanced. It 

should be noted that the microhardness of the primary 

powders was in the range of 118-129 Hv; which the 

lowest value was corresponding to Zr and the largest 

value was related to Cr. At 8 h, the microhardness was  

 

 

 
Figure 5. Density of the Zr-Cr alloy versus milling times 

 

 

 
Figure 6. Vickers microhardness value of the Zr(Cr) alloy 

versus milling time 

 

severely increased. This is due to the sharp decline in 

the crystallite size at the early stages of the milling. In 

fact, the primary powders are very soft and the work 

hardening of the powders due to the severe strain was 

responsible for the enhancement of the microhardness 

after 8 h. 

After 16 h, the rate of the microhardness 

enhancement was decreased as compared with the 

previous stage. This trend continued up to 24 h. The 

microhardness value reached to 475 Hv after 24 h, 

indicating the microhardness was significantly 

increased. In fact, several factors including the 

crystallite size decrement, formation of the 

supersaturated solid solution, and the severe strain had a 

significant effect on the microhardness enhancement. 

The formation of the supersaturated solid solution of 

Zr(Cr) can improve the microhardness of Zr due to the 

solution hardening. In other words, the solution of Cr in 

Zr lattice through interstitial and substitution ways can 

prevent the movement of the dislocation which led to 

increase the microhardness of Zr-based alloy [24].  

Eventually, after 32 h of milling, the microhardness 

reached to about 491 Hv, indicating that the 

microhardness didn’t significantly change after 24 h and 

was almost stable. In fact, the Zr(Cr) supersaturated 

solid solution was formed at 24 h and no significant 

phase evolution was observed after the 32 h. However, 

homogenization of nanostructures and grain size 

reduction can effect on the microhardness. 

 

 

4. CONCLUSION 
 

In the present research, the effect of MA process and 

sintering on the behaviour of Zr and Cr powder 

mixtures in the immiscible Zr-Cr alloy system was 

investigated. As well-known, the solid solubility of Cr 

in Zr lattice is about 1% at the equilibrium state. The 

results revealed that MA led to enhance the solid 

solubility of Cr in Zr lattice. Finally, a nanostructure 

supersaturated solid solution of Zr(Cr) was formed. 

Therefore, the crystallite size of Zr was decreased to 

about 19 nm. The SEM images analysis indicated that at 

the beginning of MA, the cold welding was the 

dominant mechanism which led to agglomerate the 

powder particles, so that, the largest powder particle 

size reached to 80 µm after 16 h. the particle fracture 

dominated cold welding at 24 h of milling. After 32 h of 

milling, the particle size reached to 20 µm with a 

spherical shape and homogeneous distribution. The 

density of the Zr-10 wt% Cr alloy was close to 98% of 

the theoretical density. Also, the microhardness 

measurement revealed that MA could noticeably 

enhance the microhardness value of the Zr-10 wt% Cr 

alloy up to 491 Hv after 32 h. 
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Persian Abstract 

 چکیده 
 و Zr یرهادمنظور، پو دیناست. بتفجوشی و  (MA) یکیمکانیاژسازی آل یندفرآ استفاده از با یابه عنوان روکش سوخت هسته Zr یهپا یاژآل یدهدف از پژوهش حاضر، تول

Cr   تو سخ  دیرگداز  یاژآل  یدتول  برای Zr-10 wt% Cr   30  مدت   به   800  ℃ی  در دما  بوسیله پرس و سینترشدند و سپس، مخلوط پودر  یاژسازی  آل  یکیمکان  صورت   به 

تغ   تغییر .  فشرده شد  یقهدق پراش اشع   یاژهایآل  ی و چگال  یزسختی، ریزساختارر  ییرات فاز،  از  استفاده  با  ایکحاصل  ،   (SEM)یروبش  ی الکترون  ، میکروسکوپ  (XRD)سه 

-میجامد  در حالت   Zr و Cr یرقابل امتزاج غ  یپودرها  یت حلال   یشباعث افزا MA که  د نشان دا یجقرار گرفت. نتا  ی مورد بررسارشمیدوس  و روش   ی سختیکروم  یریگاندازه

اصل شد. ح  Hv 491با مقدار سختی   Zr(Cr) حل شدند و محلول جامد نانوساختار Zr به طور کامل در شبکه  آسیاکاریساعت    24از    پس   Crیهاکه اتم  ید، به طوروش

   .است ی نظر  چگالی ٪ 98به  یکحاصل نزد یداد که چگال نشان  یچگال یری گاندازه یج، نتاینهمچن

https://doi.org/10.1016/j.jeurceramsoc.2019.09.050
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A B S T R A C T  
 

 

Effect of temperature on formability of AA6063 aluminum tubes in incremental forming process was 

investigated. Experiments are performed on AA6063 aluminum tubes. A spirally moving tool 
incrementally expands the tube wall. The tube is clamped from both ends while the deformation zone is 

not in contact with the die. A circumferential heating system is used to heat the tube due to the low 

formability of aluminum alloys at ambient temperature. The effects of process parameters including 
temperature, radial feed, axial feed and tool linear velocity are investigated in order to obtain the highest 

formability and surface quality. The results show that with a temperature rise from 100°C to 300°C, the 

expansion ratio increases from 28% to 34%. Axial feeding and temperature are the most effective 
parameters on the surface roughness and bulge diameter, respectively. 

doi: 10.5829/ije.2020.33.09c.11 

 

 
1. INTRODUCTION1 
 
Single-point incremental forming (SPIF) process is a 

technique for forming of sheet metals in job shop 

manufacturing, especially for rapid prototyping [1]. The 

sheet is first clamped along its circumference using a 

fixture or a blank-holder. Then a forming tool, usually 

having a spherical tip, contacts the sheet and moves 

incrementally along a predetermined path to form a 

desired shape. Tool rotational speed, linear velocity, and 

feeding depth are the most important parameters 

affecting the formability, surface roughness and 

thickness distribution of the product. This process has 

been considered by researchers to produce prototype 

sheet metal parts because of its high flexibility and low 

production cost [2] . 

Aluminum alloys exhibit low formability at room 

temperature. Therefore, high temperatures are typically 

used to enhance their formability. The single-point 

incremental forming of different materials at elevated 

temperatures has been studied by several researchers. 

Ambrogio et al. [3] showed that the highest formability 

 

*Corresponding Author Institutional Email: seyedkashi@birjand.ac.ir 
(S. M. H. Seyedkashi) 

of AZ31 magnesium alloy in incremental forming is 

achieved at 250°C. Ji and Park [4, 5] numerically and 

experimentally studied the incremental forming of 

magnesium sheets at various temperatures up to 250°C. 

They concluded that the highest formability was obtained 

at 150°C. Fan et al. [6, 7] used electric current for heating 

the sheet in incremental forming process. 

Zhang et al. [8] showed that the anisotropy effect on 

the surface quality of the AZ31 sheets is decreased by 

increasing the temperature during the incremental 

forming. Kim et al. [9] increased the limit drawing ratio 

(LDR) of magnesium products using a localized heating 

and cooling technique. Al-Obaidi et al. [10] investigated 

the incremental forming of high-strength steels with the 

local heating at the tool/sheet contact point using an 

induction coil. They showed that the forming angle is 

increased in addition to the reduction of the forming 

force. Galdos et al. [11] used hot fluid to achieve a 

uniform temperature distribution in incremental forming 

of magnesium sheets. Based on their results, the 

maximum formability of AZ31 alloy obtained by this 

heating method is 250°C. VanSy and ThanhNam [12] 
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incrementally formed AZ31 and AA5055 sheets at high 

temperatures and examined the effect of temperature on 

the surface quality of the products. 

Metal tubes are widely used in the construction of 

lightweight structures [13]. One of the widely used 

processes for changing the cross-sections of metal tubes 

is the tube hydroforming process (THF). In this process, 

the internal pressure and feed loading paths have a 

significant effect on the formability. Seyedkashi et al. 

[14] used the simulated annealing (SA) optimization 

method to achieve the highest expansion ratio in the 

hydroforming of copper tubes. Elevated temperatures are 

also used in this process to increase the formability. 

Several heating mechanisms have been used in the THF 

process, such as hot fluid bath [15], induction coil and 

heating element in the fluid [16], and using a preheated 

fluid [17]. However, in addition to the sealing problems 

and the need for high fluid pressure, the warm 

hydroforming process has a temperature limitation due to 

the maximum temperature of the available fluids. 

It is also possible to form metal tubes using a single-

point incremental tube forming (ITF) process. For this 

purpose, a rotary tool changes the tube cross-section by 

moving along a predetermined path inside or outside of 

the tube. This process can be very effective, especially 

for the production of centrally bulged tubular products. 

There is limited literature about ITF process. Several 

researchers have focused on incremental forming of a 

flange on the perforations formed on the tube surface. 

Teramae et al. [18] investigated the forming of flanges on 

the tube numerically and experimentally. According to 

their results, by increasing the work hardening exponent 

of the material, the thickness distribution in the formed 

flange becomes more uniform. Yang et al. [19] showed 

that the flange dimension depends on the tube diameter 

and the hole size. Wen et al. [20] carried out the ITF 

process under four different conditions and compared the 

produced parts with die casting. Seyedkashi et al. [21] 

performed free bulging of copper tubes by incremental 

tube forming, and studied the effect of process 

parameters on the thickness distribution and surface 

roughness. Rahmani et al. [22] experimentally studied 

the incremental tube forming to convert copper circular 

tubes into square cross-sectional parts. In addition, 

quantifying the residual stresses, is a key step in 

determination of the integrity of engineering and 

structural components. Faghidian et Al. [23] predicted 

the residual stresses by elastic–plastic bending using an 

approximate analysis and the finite element method . 

Axisymmetric bulging of tubes can be done using 

different processes. Rubber pad forming is one of these 

processes which can be used for axisymmetric bulging of 

tubes [24]. In the tube hydroforming process, quality of 

final product depends on forming parameters like internal 

pressure and axial feeding [25]. Many researchers have 

investigated the bulging of tubes using hydroforming 

process. 

In this paper, the axisymmetric bulging of aluminum 

tubes using the warm incremental tube forming (WITF) 

is proposed. The forming tool moves spirally inside the 

tube and incrementally increases its diameter at each step. 

During the forming process, the middle part of the tube 

is free without any contact with the die. The effects of 

different process parameters, such as temperature, radial 

feed, axial feed, and linear velocity of the tool, have been 

experimentally studied. The radial feed is increased until 

the tube rupture. After the forming process, the final tube 

length, the inner surface roughness, and the maximum 

bulge height before rupture are measured and the effects 

of studied parameters on these responses are compared.  
 

 

2. MATERIAL AND METHODS 
 

Aluminum tubes used in this research are made of 

AA6063 alloy and have an outer diameter of 40 mm, 

initial thickness of 1.5 mm and initial length of 60 mm. 

The seamless tubes had been produced by extrusion. 

Chemical composition of AA6063 is given in Table 1 . 

There is no limitation on the cross-sectional shape of 

the final piece in the ITF process. Even an asymmetric 

cross-section can be formed. The forming tool is 

mounted on a CNC milling machine and the die assembly 

is clamped to the machine table. At the beginning, the 

forming tool enters into the tube and stops where the 

bulge is about to start. Then, it moves radially and causes 

the tube to deform. This amount of radial movement is 

called “radial feed, Fr”. The longitudinal tool axis always 

remains parallel to the tube axis. Then, the forming tool 

moves spirally along the tube free length. Therefore, the 

free section of the tube will expand. In this research, the 

tool is not rotatable. The tool’s linear velocity is constant 

along the path. This value is one of the most important 

parameters affecting the process. Due to the free space 

between the top and bottom dies, various shapes can be 

produced based on the tool path. “Axial feed, Fa” is the 

distance that the tool moves along the tube axis in each 

rotation, same as the “pitch” in a spring. After the first 

forming stage, the tool vertically returns to the initial 

starting point. If higher expansion is required, the next 

stage begins again with subsequent radial feed and spiral 

movement. In order to increase the dimensional accuracy 

of the corner fillets of the final product, the tool starts and 

ends each stage with a full circular movement without 

any axial feed . 
 
 

TABLE 1. Chemical composition of tube material 

Al Mg Si Fe Zn Cu Mn Pb Ti Sn Ni Ga 

Base 0.47 0.44 0.30 0.08 0.06 0.03 0.03 0.03 0.017 0.02 0.01 
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Figure 1 shows the experimental setup and tool path. 

Two ends of the tube are placed in the upper and lower 

clamps (die). The height of each die is 20 mm and the 

inside diameter is equal to the outer diameter of the tube. 

So, the radial movement of the tube is restricted by the  

die, while its axial movement is limited only by friction 

force at the tube/die interface. The tube is heated by a 

ceramic heating element which is shown in Figure 1(a). 

The main objective of this paper is to investigate the 

effects of process parameters on the final form of the 

aluminum tubes in the incremental forming process. For 

this purpose, important parameters including temperature 

(T), radial feed (Fr), and axial feed (Fa) are selected at 

different levels. Then, the forming process has been 

performed. The full factorial design of experiments 

(DOE) is used to study all the main effects and 

interactions of effective parameters. Three levels are 

considered for each parameter as shown in Table 2. 

Hence, 27 experiments are needed to be performed with 

three replications. The linear velocity of the tool is held 

constant at 800 mm/min. Three responses are also 

considered; tube length (L), surface roughness (Rz) and 

maximum bulge (D) after forming. 

Based on the experimental tests and measurements, 

the obtained response values for each treatment are 

presented in Table 3.  

 

 

3. RESULTS AND DISCUSSION 
 

Three samples formed at different temperatures with 

axial and radial feeds of 0.5 mm are compared in Figure 

2. By increasing the temperature, the bulge height 

increases, but the tube length decreases. 

 

 

 
Figure 1. a) Experimental setup; b) Tool path 

 

 

TABLE 2. Input parameters and their levels 

Parameter Level 1 Level 2 Level 3 

Axial feed, Fa (mm) 0.5 1 1.5 

Radial feed, Fr (mm) 0.5 0.75 1 

Temperature, T (°C) 100 200 300 

TABLE 3. Tube length, diameter and roughness values 

obtained in experiments 

Factors Responses 

T (°C) Fa (mm) Fr (mm) L (mm) D (mm) Rz (µm) 

300 0.5 1 60.3 54 6.91 

300 1 1 60.18 53.5 7.9 

200 1 0.75 61.35 51.95 7.34 

300 0.5 0.75 61.1 54.57 6.84 

100 0.5 0.75 62.11 52.05 5.02 

200 0.5 0.5 61.6 53.54 5.45 

100 1.5 0.75 61.83 51.56 7.32 

200 1.5 1 60.64 50.7 7.98 

200 0.5 0.75 61.2 53.02 5.92 

200 0.5 1 60.8 52 6.327 

100 1 1 61.7 50.22 6.51 

200 1 1 60.85 50.75 7.64 

300 1 0.75 60.85 54.02 7.92 

200 1.5 0.5 61.5 51.9 7.74 

300 0.5 0.5 61.15 54.69 5.83 

100 0.5 0.5 62.74 52.82 4.75 

300 1.5 0.75 60.8 53.28 8.34 

300 1 0.5 61.25 54.44 7.83 

300 1.5 0.5 61.4 52.76 8.14 

100 1.5 1 61.05 50.3 7.98 

100 1 0.75 62 50.62 5.92 

100 1 0.5 62.4 51.08 5.56 

200 1 0.5 61.51 52.7 7.49 

300 1.5 1 60.56 51.48 8.78 

100 1.5 0.5 62.54 51.66 6.62 

100 0.5 1 61.7 51.01 5.55 

200 1.5 0.75 60.96 51.3 7.82 

 

 

 

 
Figure 2. Bulge diameter and length of the formed samples 

at different temperatures 
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Table 4 shows the analysis of variance (ANOVA) 

table for the parameters affecting the bulge diameter. The 

most important parameter which is critical for 

interpretation is P-value. The others are used mainly for 

intermediate computational purposes. If the p-value is 

less than the significance level of 0.05, the corresponding 

parameter is statistically significant. 

Temperature is the most effective parameter on the 

bulge diameter with a contribution of 54.96%, while 

radial feed has the lowest effect with a 16.45% 

contribution. As shown in Figure 3, bulge diameter is also 

increased by increasing the temperature. Nevertheless, 

the increase in diameter is doubled with the temperature 

change from 200 to 300 °C compared to the temperature 

change from 100 to 200 °C. This happens due to the 

changes in aluminum microstructure at about 300 °C, 

which alter its mechanical properties. By increasing the 

axial feed, the bulge diameter is reduced. The rupture of 

all specimens occurs near the upper side of the bulge. The 

lower the axial feed, the more uniform thickness 

distribution in a longitudinal direction is.  However, 

when the axial feed is increased, the tube wall in the 

corner becomes more elongated and thinning increases. 

The radial feed effect is similar to that of the axial feed, 

and the tube formability is decreased with its increase 

(see Figure 3). 

 

 
TABLE 4. ANOVA table for the bulge diameter 

 DF 
Seq 

SS 

Contrib. 

% 

Adj 

SS 

Adj 

MS 

F-

Value 

P-

Value 

T 2 26.777 54.96 26.777 13.388 145.67 0.000 

Fa 2 9.353 19.20 9.353 4.676 50.88 0.000 

Fr 2 8.013 16.45 8.013 4.006 43.59 0.000 

T×Fa 4 3.103 6.37 3.103 0.775 8.44 0.001 

Er. 16 1.471 3.02 1.471 0.091   

R2   98.34     

 

 

 
(a)                              (b)                           (c) 

Figure 3. Effect of a) temperature, b) axial feed and c) radial 

feed on the bulge diameter 

According to Table 4, the interaction between 

temperature and axial feed on the bulge diameter has a 

high significance as shown in Figure 4. Here, it is seen 

that the highest bulge diameter is achieved when the 

process is carried out at the highest temperature and the 

lowest axial feed. In fact, the material is in its highest 

formable state by choosing these values, because the 

fracture strain is increased at higher temperatures. On the 

other hand, by decreasing the axial feed, the forming 

velocity and hence the strain rate decreases. 

Table 5 shows the effects of process parameters on 

the final length of the samples. Temperature and radial 

feed have a high level of significance, while the axial feed 

is not significant. 

As shown in Figure 5(a), the length of the formed 

specimens is reduced when temperature increases. This 

is consistent with the increase in the bulge diameter at 

high temperatures. The higher the temperature, the higher 

the amount of material flow between the dies is. Thus, 

the sample length decreases. The decrease of the sample 

length by increasing the temperature can also be related 

to the increase of friction coefficient at high 

temperatures, as explained before. 

According to Figure 5(b), the axial feed has no 

considerable effect on the tube length after the forming. 

Based on Figure 5(c), the tube length decreases when the 

radial feed increases. 

One of the important issues in incremental forming is 

the surface roughness of the formed section. The internal 

surface roughness increases due to the contact with the 

 

 

 
Figure 4. The interaction effect of axial feed and 

temperature on the bulge diameter 

 

 
TABLE 5. ANOVA results for the final tube length 

 DF 
Seq 

SS 

Contrib. 

% 
Adj SS Adj MS 

F-

Value 

P-

Value 

T 2 6.5355 58.80 6.5355 3.26775 104.44 0.000 

Fa 2 0.1128 1.01 0.1128 0.05638 1.80 0.191 

Fr 2 3.8417 34.56 3.8417 1.92083 61.39 0.000 

Er. 20 0.6257 5.63 0.6257 0.03129   

R2   94.37     
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(a)                           (b)                       (c)    

Figure 5. Effect of a) temperature, b) axial feed and c) radial 

feed on the final tube length 

 

 
tool. The average roughness (Rz) of the tubes before 

forming was 0.83 μm. 

According to Table 6, the analysis of variance for 

surface roughness shows that in addition to the 

significance of the main parameters, the interaction 

between temperature and axial feeding is also significant. 

In terms of the relative importance of input parameters, 

axial feed with a 57.23% contribution is the most 

influential parameter on surface roughness, while the 

contribution  of  temperature  is  30.68%,  radial  feed 

6.47%, and the interaction of temperature and axial feed 

2.51%. 

As shown in Figure 6(a), surface roughness is 

increased by increasing the temperature. This increase 

can be related to the amount of friction at the tube/tool 

interface which depends on the temperature. The 

coefficient of friction increases at higher temperatures, 

hence the surface quality decreases. In fact, the higher the 

linear velocity of the tool, the longer the tube will remain 

at a high temperature creating more coarse grains. As 

shown in Figure 6(b), the surface roughness increases by 

increasing the axial feed. Figure 6(c) shows that 

increasing the radial feed leads to higher surface 

roughness, but the effect of this parameter is far less than 

temperature and axial feed. The higher the radial feed, the 

larger the contact area of the tube/tool is, which leads to 

a decrease in the surface quality. 

 

 
TABLE 6. ANOVA table for surface roughness 

 DF Seq SS 
Contri

b. % 
Adj SS 

Adj 

MS 

F-

Value 

P-

Value 

T 2 10.0209 30.68 10.0209 5.0104 79.16 0.000 

Fa 2 18.6920 57.23 18.6920 9.3460 147.66 0.000 

Fr 2 2.1131 6.47 2.1131 1.0565 16.69 0.000 

T×Fa 4 0.8213 2.51 0.8213 0.2053 3.24 0.040 

Er. 16 1.0127 3.10 1.0127 0.0633   

R2   96.90     

Figure 7 shows the interaction between axial feed 

and temperature. As the axial pitch increases, a more 

heterogeneous and non-uniform deformation occurs in 

coarse grains, and the surface roughness is increased. If 

the goal is to achieve a high surface quality, the lowest 

temperature and axial feed should be used. However, it 

should be noticed that lower temperatures reduce the 

formability. 
 

 

 
(a)                             (b)                       (c)    

Figure 6. Effect of a) temperature, b) axial feed and c) radial 

feed on surface roughness 

 

 

 
Figure 7. Interaction effect of axial feed and temperature on 

surface roughness on the bulge diameter 

 
 

4. CONCLUSIONS 
 

In this paper, warm incremental tube forming process 

was used to create an axisymmetric bulge in AA6063 

aluminum tubes. The tubes are uniformly heated to 

increase the formability.  

The maximum expansion of 36.7% was achieved at 

300°C. Temperature, axial feed and radial feed are the 

most effective parameter on the bulge height, 

respectively. To achieve the maximum bulge diameter, 

the lowest axial and radial feeds should be used. 

According to the experiments, there is no significant 

relation between the bulge diameter and the final tube 

length. The radial feed has the largest effect on the tube 

length, while the axial feed is not significant. On the other 

hand, the results show that the axial feed is the most 

important parameter affecting the surface roughness. The 

friction between the tool and the tube is increased by 

temperature, hence increases the surface roughness. 
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Persian Abstract 

 چکیده 
  AA6063های آلومینیومی  های تجربی روی لوله آزمایش  است.  ه شد  دهی تدریجی گرم لوله بررسیدهی یک برآمدگی مطلوب با استفاده از فرآیند شکل روش جدیدی برای شکل 

دهی، لوله از دهد. در زمان انجام فرآیند شکل داخلی لوله را بسط می یصورت تدریجی، دیوارهصورت گرفته است. در این روش، یک ابزار چرخان با حرکت مارپیچ خود و به

پذیری آلیاژهای آلومینیوم در دمای محیط از یک سیستم شکلباشد. به دلیل پایین بودن  تغییر شکل، سطح خارجی لوله با قالب در تماس نمی  یدو انتها مهار شده و در ناحیه

پذیری و بالاترین کیفیت در قطعات، اثر پارامترهای  یابی به بیشترین شکل نواخت در سطح لوله استفاده شده است. به منظور دست گرمایش محیطی برای ایجاد توزیع دمای یک 

درجه، نسبت   300به    100دهد که با افزایش دما از  سرعت خطی حرکت ابزار بر نتایج بررسی شده است. نتایج نشان می محوری و    یشعاعی، تغذیه  یشامل دما، تغذیهفرایند  

 باشند.میبرآمدگی محوری و دما به ترتیب مؤثرترین پارامترها بر زبری سطح داخلی لوله و قطر  یرسیده است. تغذیه %34به  %28ها از انبساط متوسط لوله
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A B S T R A C T  
 

 

The main purpose of this paper is to assess the impact of the geometry and size of the aggregate, as well 

as the drying temperature on the compressive strength of the ordinary concrete. To this end, two 

aggregates with sharp and round corners were prepared in three different aggregate sizes. After preparing 
concrete samples, the drying operations were carried out in the vicinity of room temperature, cold wind, 

and hot wind. Next, the linear relationship between the concrete strength and the studied parameters was 

estimated using Multiple Linear Regression (MLR) method. Finally, the Taguchi Sensitivity Analysis 
(TSA) and Decision Tree Analysis (DTA) were applied in order to determine the importance of the 

parameters on the compressive strength of concrete. As a result, it is obtained that the aggregate size has 

the greatest influence on the compressive strength of the ordinary concrete followed by drying 

temperature as stated by method TSA and DTA. In addition, the influence percentages reported for each 

parameter by Taguchi approach and decision tree method are matched. The prediction of the strength 

obtained by Taguchi method and second-order regression with the experimental data are in a good 
agreement. It was concluded that the impact of drying temperature on the concrete strength is several 

times greater than the effect of the aggregate geometry. Finally, the main conclusion of this research is 

related to the application of cold wind for drying operation, which leads to an increase of the compressive 
strength by 8.67% and 11.55% for ordinary concrete containing a constant aggregate size of 20 and 

aggregate geometries of round and sharp corners, respectively. 

doi: 10.5829/ije.2020.33.09c.12 
 

 
1. INTRODUCTION1 
 

Concrete as one of the most famous building materials is 

widely applied due to its easy operation, low cost, and 

responsiveness to the requirements. Today, ordinary 

concrete is not used in construction of a new building. In 

addition, civil engineers are attempted to use reinforced 

concrete to increase the strength of the building. 

However, there are many old buildings in the world that 

require their ordinary concrete to be partially repaired. 

Therefore, researchers are still looking for different 

methods to improve the strength of ordinary concrete and 

finding various techniques to predict concrete strength 

 

*Corresponding Author's Email: reza-kashi-zade-ka@rudn.ru  

(K. Reza Kashyzadeh)  

based on the composition of the raw material and changes 

in its manufacturing process. Besides, the knowledge of 

concrete compressive strength is major factor in 

assessing the strength and lifetime of structures and 

buildings. It is obvious that the strength of concrete is 

mainly dependent on the aggregate’s sizes and 

geometries as a raw material. In addition, another 

parameter that greatly affects the concrete strength is its 

drying temperature. However, finding a general concept 

of the relationship between these parameters with 

concrete strength is still problematic. Therefore, one of 

the main tasks that plays important role is to determine 

the aggregate’s size and type as well as the drying 

temperature. 
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In this regard, recently, much research has been 

performed on both ordinary and reinforced concrete 

using different statistical analysis methods.  

Study performed by Benidir et al. [1] on the aggregate 

size influence on the core compressive strength of 

concrete has shown the increase of compressive strength 

by increasing the drilled core diameter. It was also found 

that as the aggregate size increases the concrete 

compressive strength increases. 

Ogundipe et al. have studied the impact of different 

aggregate sizes (coarse and fine) on the compressive 

strength of concrete [2]. They stated that increase in 

aggregate size increases the compressive strength. The 

authors claimed that application of very big aggregate 

sizes in normal concrete do not produce the desired 

result, which is related to the difficulty in compacting the 

concrete to a dense state, unworkable concrete mix, and 

the greater voids that is created in the mix. Kilic et al. 

have presented a new model for compressive strength 

assessment of ordinary concrete based on the physico-

mechanical properties of aggregate rock [3]. In this study, 

nine different materials for aggregates (different 

mechanical and physical properties) are used to fabricate 

concrete samples. The authors concluded that increase in 

unit weight of the aggregate rock, compressive strength 

of rock, and young’s modulus of aggregate rock lead to 

an increase in concrete compressive strength. Li et al. 

have studied how the specimens’ shape and size affect 

the concrete behavior under static and dynamic loading 

conditions [4]. They found that the influence of specimen 

shape on the results of static compressive tests is trivial. 

In addition, as the aspect ratio of the specimen decreases 

the concrete strength increases. Moreover, the 

experimental results showed that the size and shape 

impacts on the static compressive strength are 

independent of the concrete grades. Also, the different 

effective parameters of pipe cooling system have been 

analyzed on the temperature regime and the thermal 

stress state during construction massive concrete [5]. 

Dmitry has studied the deformation of concrete modified 

by adding chemical and fine mineral elements under 

shrinkage phenomenon [6]. Zinevich has presented a new 

numerical modelling in order to design technology, heat 

and concrete solidification in monolithic structures [7]. 

Darayani et al. have studied the effect of the application 

of styrofoam artificial lightweight aggregate in the self-

compacting concrete on the compressive strength, 

modulus of elasticity, and its workability [8]. The authors 

stated that as the amount of artificial lightweight 

aggregate increases the compressive strength and 

workability for both conventional and self-compacting 

concrete decrease. In addition, the elasticity modulus of 

concrete decreases as the styrofoam artificial lightweight 

aggregate replacement increases. Buller et al. have 

investigated the influence of 12-hours fire on the 

reinforced concrete beams (made by using 50% 

replacement of natural coarse aggregates with recyclable 

concrete aggregates from demolished concrete) [9]. The 

authors claimed that, as a result, the deflection increases, 

whereas the pick load decreases for all studied beams. It 

was also concluded that dominant failure pattern in all 

beams is shear failure with shear cracks.    

Moreover, ANN and MLR techniques have been used 

to estimate the static strength of the 28-day concrete [10]. 

In this study, the parameters such as the largest size of 

aggregate, the content of cement and sand, the modulus 

of fitness, the ratio of water-cement, and gravel were used 

as input parameters. It was shown that the MLR 

techniques should be used for designing the preliminary 

mix of concrete and the ANN model should be used in 

order to get to the optimum mode. Also, Self 

Organization Feature Map (SOFM) has been optimized 

by the genetic algorithm and utilized to predict the 

concrete strength [11]. The obtained results by ANN and 

regression technique were compared, and then 

importance of the parameters was determined using this 

technique. They have listed the parameters in order of 

degree of importance as follows: 1- slump; 2- water-

cement ratio; 3- the gravel maximum size; 4- cement 

content; 5- Sand. Nikoo et al. applied the ANN to 

estimate the concrete strength [12]. They investigated 

four optimal network structures (different learning 

algorithms, transfer function, number of hidden layers, 

and number of hidden neurons) based on the proposed by 

genetic algorithm. Eventually, the best network structure 

which has special capability in nonlinear mapping is 

introduced. Besides these methods, the fuzzy logic 

method has been applied in order to determine how the 

concrete raw material affect the compressive strength 

[13]. The results showed that the ANN technique could 

predict concrete strength more accurately than fuzzy 

logic approach in terms of R^2. Young et al. have 

estimated the concrete strength by knowing the mixture 

proportions and using machine learning methods [14]. 

They also reported the most optimal mixture for concrete 

considering the cost analysis. Moreover, the discrepancy 

between the predicted compressive strength of concrete 

using this proposed model and the experimental results is 

less than 10%. Moreover, Rastegarian and Sharifi have 

proposed equations while studying the relationship 

between inter-story drift and structural performance 

objectives of reinforced concrete intermediate moment 

frame [15]. By means of the proposed equations, the 

inter-story drift at performance levels with a bit of story 

information can be predicted. The effect of application of 

recycled aggregates on concrete strength has been 

reviewed by Silva et al. [16]. The laboratory data of the 

compressive strength of 28-day concrete in terms of 

coarse and fine recycled aggregate contents, age, 

additional material (fly ash), and oven-dried density was 

collected. In addition, in order to predict the recycled 

concrete strength under static axial compression load, the 
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Deep Learning (DL) technique was used [17]. Nouri and 

Guneyisi have presented a new strength assessment 

model based on the genetic algorithm [18], by means of 

which the compressive strength of recycled aggregate 

concrete-filled steel tube columns was obtained. 

Moreover, Kazemi et al. employed the Schmidt rebound 

hammer and core testing to assess the compressive 

strength of recycled aggregate concrete [19]. The results 

demonstrated an increase in compressive strength of 

recycled aggregate concrete by raising the curing days.  

Anwar has studied the impact of nano-clay, nano-

silica, and hybrid nanoparticles on the concrete strength 

in vitro [20]. The findings of this research revealed that 

the nano-silica in wet conditions and nano-clay in dry 

conditions have remarkable improvement on the 

compressive strength. Also, the optimum value for 

replacement of cement with nanoparticles is 0.75 and 3% 

for nano-silica and nano-clay, respectively. Moreover, 

the wet mix for nano-clay is more efficient than dry mix 

with approximately 24% improvement in compressive 

strength. The effect of adding nanoparticles such as 

titanium dioxide has been investigated on the strength of 

cementitious concrete [21]. The compressive strength of 

high-performance concrete, which contains nano-silica 

and copper slag has been investigated by Chithra et al. 

[22]. For this purpose, they have used various statistical 

techniques including regression and ANN. The authors 

used the following parameters as input variables in their 

statistical models: parameters of cement content, nano-

silica content, fine aggregate content, copper slag 

content, age of specimen, and super plasticizer dosage. In 

addition, the coarse aggregate content and water content 

are constant in all the concrete mixes. Recently, a 

modified firefly algorithm-artificial neural network has 

been presented for predicting strength of high-

performance concrete [23]. In addition to that, in order to 

study the strength of self-compacting concrete, the 

Adaptive Neuro Fuzzy Inference System (ANFIS) has 

been applied [24].  

In summary, all studies conducted on the 

improvement of concrete compressive strength classify 

into two categories. The first group focuses on adding 

nanoparticles and finally recommend to use reinforced 

concrete. Therefore, the concrete strength based on the 

characteristics and the adding particles amount has been 

predicted by applying some different algorithm. The 

impact of raw materials of concrete on the compressive 

strength was examined by the second group, and the most 

optimal combination was suggested in order to increase 

the strength. The brief review presented here shows that 

predicting the concrete strength under different 

conditions (raw material rates, production process, and 

material additives) is a quite serious problem. In the 

present paper, for the first time, the effects of drying 

temperature and the aggregate shape on the concrete 

compressive strength were investigated. To this end, 

different data mining techniques including Taguchi 

approach, multiple linear regression, and decision tree 

analysis were used. Finally, the main aims of this paper 

are related to the following issues: 

-To investigate experimentally the impact of 

aggregate geometry (round and sharp corners) and its size 

on the concrete compressive strength. 

-To determine the effects of cold and hot air-dried on 

the concrete strength in vitro. 

-To provide the decision tree to select the most 

optimal mode for adjusting various parameters in order 

to increase the concrete strength.  

-To develop a new mathematical equation based on 

multiple linear regression method in order to assess the 

compressive strength of the concrete. 

-To detect the greatest and least important factors on 

the concrete compressive strength using Taguchi 

approach. 

 

 

2. METHODS 
 

In the present research, the American Concrete Institute 

recommendations (ACI-211.1-91) was considered to 

select the proportions of concrete elements [25]. 

Moreover, water/cement ratio was considered to 0.5 and 

finally superplasticizer was added to the mix (2% of total 

weight of cement). River stone as aggregate with 

different types of geometrical shapes (sharp and round 

corners) were used as the objective of this study. Also, 

each type of aggregate was prepared in three different 

sizes. To this end, the results of particle size distribution 

for the aggregates using different sieve sizes (2.36, 4.75, 

10, 12.5, 20, 25, and 32) are shown in Figure 1.  

The 28-days concrete samples were developed in the 

cubic shape (with a height of 150 mm and a square cross-

section of 50×50 mm) based on the ISO-1920-3 standard 

[26]. Totally, 54 specimens were prepared in 18 different 

groups according to the Taguchi design (each group 

consists of three specimens). The characteristics and raw  

 

 

 
Figure 1. Particle size distribution curves in comparison 

with BS EN 13043 standard for aggregate 
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material proportions are presented in Table 1. For drying 

operations, the specimens were air-dried at different 

temperatures (temperature of 10 °C as cold wind, 

temperature of 20 °C as room temperature, and 

temperature of 30 °C as hot wind). Eventually, Figure 2 

shows the working flowchart to clarify the research 

methodology in this study. 

 
 
3. EXPERIMENTAL PROCEDURE      

 

Firstly, different types of concrete specimens were 

classified using below designing code. For example, the 

sample code of R1020 represents the concrete which is 

made of aggregate with round corner geometry and size 

of 10 with a drying temperature of 20 °C. 

 

 
 

 
TABLE 1. The characteristics and raw material proportions 

Parameters Unit Value 

Slump mm 50 

Water-cement ratio ------- 0.5 

Cement 𝐾𝑔/𝑚3 238 

Sand 3/8 𝐾𝑔/𝑚3 2411 

Sand ¾ 𝐾𝑔/𝑚3 1224 

The hydraulic universal compression testing machine 

(Amsler brand made in USA) with a capacity of 60 tons 

was employed in order to perform the tests and report the 

concrete compressive strength. In accordance with ISO-

1920-4 standard [27], a constant rate of loading equal to 

1000 N/sec (0.4 Mpa/sec) was applied continuously and 

without shock. All tests were carried out at room 

temperature. Moreover, the authors repeated each test 

three times in order to ensure the accuracy of the 

experimental results and then the mean value was 

reported as sample strength. 

 
 
4. FRACTURE SURFACE ANALYSIS 

 

Different failure modes of cubic concrete are shown in 

Figure 3. When the stress reaches 75-90 % of ultimate 

failure load, the cracks are initiated in the mortar through 

the concrete samples. In ideal state, under pure uniaxial 

compression loading, the cracks are approximately 

parallel to the load direction. In practice, due to the 

Poisson’s effect, concrete cube tends to lateral expansion, 

but rigid plates on both sides of sample have not any 

movement. In other words, the degree of two sides plates 

restrain on the concrete is related to surface friction [28].  

Three failure modes were observed in the tests 

(Figure 4). It means that the air temperature had a 

significant effect on the concrete bonding by considering 

the same conditions (proper mortar and mix design). 

 

 

5. STATISTICAL ANALYSIS        
 

In order to get the linear relationship between dependent 

and several independent variables, the MLR method is 

mostly used in various industries and academic 

researches [10, 22, 29]. However, the order of the 

 

 

 
Figure 2. The working flowchart used in this research. 
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Figure 3. Different failure modes of cubic concrete [27] 

 

 

 
Figure 4. a) fracture surface of a rejected case in the GS30 

samples, b) fracture surfaces in the GS20 samples, and c) 

fracture surfaces in the GS10 samples. 

 

 

equation and interaction with the input parameters affect 

the accuracy of the response. Nevertheless, generally, 

using such relationships is very cost-effective in 

comparison with the high cost of mechanical tests. 

In this study, the authors have presented separate 

relationships for each of the aggregate geometries with 

sharp and round corners to predict the compressive 

strength in terms of aggregate size and drying 

temperature. This is because there are two quantitative 

variables (the size of the aggregate and drying 

temperature) and one qualitative variable (aggregate 

geometry) and it is impossible to consider the impact of 

the qualitative parameter in such relationships. In 

addition, the Minitab software was applied to get the 

first-order and the second-order of linear regression 

equations, by means of which the influence of order 

condition on response accuracy was investigated and 

compared to experimental data.  

Next, application of TA made it possible to determine 

the impact of aggregate geometry, aggregate size, and 

drying temperature on the compressive strength of the 

concrete. This section mainly aims at determination of 

the most important factor and prediction of the concrete 

compressive strength under different conditions without 

tests. This method uses the minimum number of samples 

needed for sensitivity analysis in comparison with the 

other methods of Design of Experiments (DOE) [29]. 

Figure 5 illustrates the applied algorithm in this study, 

which includes the input and output variables. Three 

different levels were considered for each aggregate size 

and drying temperature parameters. Also, the aggregate 

geometry is qualitatively coded so that the numbers 1 and 

2 represent the sharp and the round aggregate, 

respectively. Variables and their levels considered as 

input data are presented in Table 2. 

The main goal of this research focuses on the increase 

of the concrete compressive strength. Hence, the 

equation “the larger is the better” is used (Equation (1)) 

[30]: 

𝑆

𝑁
= −10 𝑙𝑜𝑔 [

1

𝑛
(
1

𝑦1
2 +

1

𝑦2
2+. . . +

1

𝑦𝑛
2)]  (1) 

where y1, y2, and 𝑦𝑛 demonstrate the bent angles 

measured during bending process. It should be mentioned 

that the authors repeated n time each bending condition.  

 

 

 
Figure 5. Design of experiments based on the Taguchi method 
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TABLE 2. Variables and their levels used as input data in the 

Taguchi-based DOE 

Level 
Symbol Parameter 

L3 L2 L1 

30 20 10 A Aggregate size 

------- 2 1 B Aggregate geometry 

30 20 10 C Drying temperature 

 

 

In addition, the compressive strength of the  concrete was 

considered as positive values. Because it is not possible 

to enter negative values in Taguchi sensitivity analysis 

[31]. In this research, a mixed-mode design of Taguchi 

(2^1 & 3^2) consist of 18 tests was used. The Taguchi 

orthogonal matrix including different test conditions is 

presented in Table 3.  

Moreover, DTA is a widely used classifier in machine 

learning. This method has a tree structure that splits the 

input data into groups to explain the variation of a single 

response which may be numeric and/or categorical [32]. 

The features are represented by nodes and the values of 

the nodes are also represented by branches. A decision 

tree is described graphically which makes it easy to 

explore and understand. This method is also easy to  

 

 
TABLE 3. The orthogonal matrix extracted from the mixed-

mode design of Taguchi for L18 

C B A Run No. 

L1 L1 L1 1 

L2 L1 L1 2 

L3 L1 L1 3 

L1 L1 L2 4 

L2 L1 L2 5 

L3 L1 L2 6 

L1 L1 L3 7 

L2 L1 L3 8 

L3 L1 L3 9 

L1 L2 L1 10 

L2 L2 L1 11 

L3 L2 L1 12 

L1 L2 L2 13 

L2 L2 L2 14 

L3 L2 L2 15 

L1 L2 L3 16 

L2 L2 L3 17 

L3 L2 L3 18 

interpret and able to handle missing values in both 

response and explanatory variables [33]. A decision tree 

forest evaluates the parameters sensitivity or parameter 

combinations. Random forest consisting of many 

decision trees is a classifier that evolves from decision 

trees. Each classifier in decision tree represents a “weak” 

classifier but in ensemble, they form a strong classifier. 

In random forest approach, each decision tree depends on 

the random vector values, which are sampled 

independently. Moreover, the important parameters 

determined by the algorithm through branching of inputs. 

A decision tree forest is an ensemble of single 

decision trees formed by various methods, by different 

subsamples of observations over one and the same 

phenomenon, by applying different characteristics. 

Finally, the predictions are combined to make the overall 

prediction for the forest as it is shown in Figure 6. 

In decision tree forest, the improvement of a large 

number of independent trees and laws of the researched 

phenomenon grow in parallel, and problem consideration 

makes it possible to better understand the fact that they 

interact only when all of them have been built. The basis 

of bagging incorporated in decision tree forest are 

bootstrap resampling method and aggregating. Different 

training sub-sets are drawn randomly with replacement 

from the training data set. From these sub-sets separate 

models can be produced and applied to predict the entire 

data. Next, by applying majority voting for classification 

problems or the mean for regression problems the 

estimated models can be aggregated. 

𝐷𝑖
∗ = (𝑌𝑖

∗, 𝑋𝑖
∗) (2) 

where 𝐷𝑖
∗ represents a bootstrapped sample according to 

the empirical distribution of the pairs Di = (Xi, Yi), and 

(i=1, 2, . . . ; n). 

In the second step, by applying plug-in principle the 

bootstrapped predictor is estimated using the following 

Equation [32]: 

𝐶𝑛
∗(𝑥) = ℎ𝑛(𝐷𝑖

∗ , …, 𝐷𝑖
∗)(𝑥) (3) 

 

 

 

 
Figure 6. Conceptual diagram of decision tree forest 
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where Cn(x)=hn(Di, ...,Dn)(x) represents the n-th 

hypothesis. In the final step, the bagged predictor is 

determined using the following equation [32]: 

𝐶𝑛𝐵
∗ (𝑥) = 𝐸∗[𝐷𝑛

∗(𝑥)]  (4) 

Bagging reduces the variance with a good 

performance when combined with the base learner 

generation. The out of bag data rows for model validation 

is applied for the decision tree forest gaining strength 

from bagging technique. By this way the independent test 

set is provided, which does not require a separate data set 

or holding back rows from the tree construction. The 

decision tree forest algorithm is highly resistant to over-

fitting due to the stochastic element in it.  

In the present research, the random forest method was 

applied in order to predict the compression strength in 

terms of aggregate size, drying temperature, and 

aggregate geometry. 
 

 

 

6. RESULTS AND DISCUSSION        
 

The experimental results of the concrete strength under 

axial compression loading for different types of concrete 

samples are reported in Table 4. In addition, the diagram 

of concrete strength in terms of aggregate size (the drying 

process performed at room temperature) is depicted in 

Figure 7. According to the experimental result, the 

compressive strength of the concrete increases as the 

aggregate size for both sharp and round corners increases 

which is completely consistent with the results achieved 

by the authors published paper in literatures [34-35]. It is 

stated that the compressive strength of concrete of the 

same mix is directly proportional with increase in coarse 

aggregate size. However, an inverse relationship has 

been observed between the size of the aggregate and 

concrete flexural strength. Moreover, it was revealed that 

the concrete compressive strength of round corner 

aggregates is much greater than that of sharp corner. It is 

worth to mention that some researchers have stated it and 

is reported in literatures [36-37]. However, they only 

studied the effects of different types of aggregate shapes 

with a specific aggregate size on the concrete 

compressive strength. In addition, they conclude that the 

application of rounded corner aggregates increases the 

concrete compressive strength. However, in this study, 

the author considered three different aggregate sizes in 

order to investigate the effect of aggregate geometry. 

Additionally, as it is shown in Figure 7, the trend of 

increasing concrete compressive strength with aggregate 

size does not depend on the type of aggregate geometry.  

Next, the designed decision tree using the random 

forest method is demonstrated in Figure 8. This is 

presented to easily identify the path for achieving the 

desired target (maximum compressive strength of 

concrete). 

TABLE 4. Experimental results for compressive strength of 

different types of concrete samples 

Experiment No. Specimen No. Strength (N) 

1 S1010 56391.1 

2 S1020 63010.9 

3 S1030 96700.9 

4 S2010 60510.3 

5 S2020 91000.5 

6 S2030 101249.1 

7 S3010 40844.7 

8 S3020 45949 

9 S3030 70529.1 

10 R1010 43761 

11 R1020 66372 

12 R1030 73665.8 

13 R2010 63308.4 

14 R2020 71245.5 

15 R2030 107317.5 

16 R3010 68967.4 

17 R3020 98894.7 

18 R3030 115963.1 

 

 

 
Figure 7. Concrete compressive strength graph in terms of 

aggregate size (drying temperature = room temperature) 
 

 

Based on the results obtained by both TA and DTA 

the compressive strength of ordinary concrete is mainly 

affected by aggregate size following by drying 

temperature (Figure 9). Moreover, the results showed 

that the aggregate geometry has the least impact, which 

is about 1/4 of the effective weight in comparison with 

the aggregate size parameter. 

In TA, the main effect plot is used to compare the 

relative strength of the effects against other factors [38] 

as shown in Figure 10. 

From the highest S/N ratio given in the Figure 10, it 

is conducted that the highest compressive strength of 

concrete is obtained with the round aggregate, largest 
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Figure 8. Decision tree graph based on the random forest method 

 

 

aggregate size, and the lowest drying temperature. Figure 

11 shows the relationship between the response and 

variables. This contour graph is useful to find the optimal 

output value via area range for each variable [38]. 

 

 

 
Figure 9. Most effective parameter on the concrete 

compressive strength using DTA and TA 
 

 

 
Figure 10. The Main effects plot S/N ratios compressive 

strength 

 
Figure 11. Contour plot of concrete compressive strength 

via both parameters of aggregate size and drying temperature 

 

 

Next, the concrete compressive strength under 

different conditions was predicted using TA and MLR, 

and compared with laboratory data. In the following, the 

Taguchi sensitivity analysis and Taguchi prediction 

algorithm were performed in Minitab software.  

Nevertheless, in MLR method, since the aggregate 

geometry is a qualitative quantity and cannot be directly 

incorporated into the mathematical model, the 

mathematical model for each of the aggregate forms 

including sharp and round corners was obtained 

separately.  

The first-order and the second-order equations 

obtained by MLR for different geometrical shapes of the 

aggregates are as follows: 

For sharp aggregate 

First-order 

𝑅 = 58548 + 1900 × 𝐴 − 1409 × 𝐶  (5) 

Second-order 
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𝑅 = 81698 − 3079 × 𝐴 + 792 × 𝐶 + 124.5 × 𝐴2 −
55 × 𝐶2  

(6) 

For round aggregate 

First-order 

𝑅 = 74172 + 1961 × 𝐴 − 1667 × 𝐶  (7) 

Second-order 

𝑅 = 26220 + 5189 × 𝐴 + 859 × 𝐶 − 80.7 × 𝐴2 −
63.2 × 𝐶2  

(8) 

where R represent concrete compressive strength and 

parameters of A and C are aggregate size (mm) and 

drying temperature (℃), respectively. 

Concrete strength prediction via aggregate size and 

drying temperature are illustrated in Figure 12 and Figure 

13, respectively. 

The results showed that as the aggregate size 

increases, generally, the concrete compressive strength 

increases. However, the increasing trend varies with 

aggregate geometry. Figure 12 depicts that there is a little 

impact on the concrete compressive for aggregate sizes 

10 and 20 in sharp corner geometry, but as soon as 

aggregate size 30 is used, this increase is significant. On 

the other hand, while using round corner geometry for 

aggregates, increase in concrete strength by changing the 

size of the aggregate from 10 to 20 is evident. 

Furthermore, this trend has been proven in laboratory 

results. In addition, it should be mentioned that all the 

methods applied in this study for prediction of the 

compressive strength of ordinary concrete are in full 

agreement. 

As it can be seen from Figure 13 as the drying 

temperature reduces the compressive strength of the 

concrete increases. Therefore, the compressive strength 

of concrete dried by a cold wind (10 °C) is much more 

than that of dried at room temperature. Moreover, the 

concrete which is dried by a hot wind (30 °C) has a water 

content lower than usual concrete and it becomes absurd 

from within because of the water evaporation. It is often 

found in experiments that it is powdered from the inside 

and concrete fails even under static load below half of its 

strength. In other words, the cement in the sample does 

not have the required strength and it results in fracture of 

the concrete.  

 

 

 

  
(A) (B) 

Figure 12. Comparison of estimation of concrete compressive strength in terms of aggregate size with laboratory data for the 

constant drying temperature of 20 and different aggregate geometries including (A) sharp corners and (B) round corners 

 

 

  
(A) (B) 

Figure 13. Comparison of estimation of concrete compressive strength in terms of drying temperature with laboratory data for the 

constant aggregate size of 20 and different aggregate geometries including (A) sharp corners and (B) round corners 
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Further, the comparison of predicted error percentage 

using different methods with the experimental data for 

considering variable aggregate size and drying 

temperature are reported in Tables 5 and 6, respectively. 

The results indicated that the Taguchi method and its 

prediction algorithm is the best method based on the error 

level of concrete strength prediction compared to 

laboratory data. Moreover, it is achieved that when using 

the first-order equation of MLR, it is not possible to 

predict the concrete compressive strength with 

acceptable accuracy. But the results indicated that 

concrete strength with higher accuracy can be predicted 

by using the second-order equation of MLR in 

comparison with the first-order and it is even acceptable 

compared to the results obtained by Taguchi method. 

 

 

 
TABLE 5. Comparison between the predicted error percentage 

of concrete compressive strength using different methods with 

laboratory data for drying at room temperature 

Aggregate 

geometry 

Aggregate 

size 

Error in comparison with 

experiment data (%) 

Taguchi 

approach 

Regression 

(First-

order) 

Regression 

(Second-

order) 

Sharp 

10 0.71003 1.56752 0.088001 

20 1.14999 12.03125 1.517025 

30 0.54123 0.112873 2.362738 

Round 

10 0.74353 9.651306 1.533491 

20 1.66082 8.501862 1.185668 

30 0.58076 12.45427 1.4309 

 

 

 
TABLE 6. Comparison between the predicted error percentage 

of concrete compressive strength using different methods with 

laboratory data for the aggregate size of 20 

Aggregate 

geometry 

Aggregate 

size 

Error in comparison with 

experiment data (%) 

Taguchi 

approach 

Regression 

(First-

order) 

Regression 

(Second-

order) 

Sharp 

10 1.566926 4.504912 0.35858 

20 1.149994 12.03125 1.51702 

30 0.006573 2.196983 1.10754 

Round 

10 2.263379 18.12662 3.85427 

20 1.660824 8.501862 1.18566 

30 0.009123 15.73784 1.53343 

7. CONCLUSION 
 

In this study three different data mining methods 

including MLR, TA, and DTA were applied to predict the 

compressive strength of the concrete in terms of different 

parameters of aggregate geometry, aggregate size, and 

drying temperature. It is concluded that the most reliable 

technique is TA model (approximately 1% error 

compared to experiment results). Moreover, the first-

order and the second-order equations were presented 

based on the MLR that can estimate the ordinary concrete 

strength by 9 % and 1.5 % error compared to reality. In 

addition, according to the results achieved by TA and 

DTA, the most important factor affecting the concrete 

compressive strength is the aggregate size with impact 

weight of 47.02 % and 51.38 %, respectively. Among all 

parameters studied in this research, the aggregate 

geometry had the least effect on the concrete compressive 

strength. The results of the analysis indicated that the 

effect of drying temperature on the concrete strength is 

several times greater than the effect of the aggregate 

geometry. The efficiency ratio of drying temperature to 

aggregate geometry based on the TA and DTA is 2.69 

and 2.8, respectively. However, the trend of increasing 

concrete compressive strength with aggregate size 

(increasing aggregate size leads to increase strength) is 

independent of aggregate geometry. Finally, the most 

important finding of this study is that application of cold 

wind for drying operation increases the compressive 

strength by 8.67% and 11.55% for ordinary concrete 

containing a constant aggregate size of 20 and aggregate 

geometries of round and sharp corners, respectively.  
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Persian Abstract 

 چکیده 
براي این منظور، دو    .دانه و همچنین فرایند خشک کردن )دماي خشک کردن( بر مقاومت فشاري بتن معمولی استي سنگ و اندازه  ارزیابی تأثیر هندسههدف اصلی این مقاله  

بتنی، عملیات خشک کردن در مجاورت هاي  دانه تهیه شده است. پس از آماده سازي آزمونهي مختلف سنگ دانه شامل تیزگوشه و گردگوشه در سه اندازه ي متفاوت سنگ هندسه

اي خطی بین استحکام بتن و پارامترهاي مطالعاتی از روش رگرسیون خطی چندگانه استفاده شد. یابی به رابطهدماي اتاق، باد سرد و باد گرم انجام شد. سپس، به منظور دست 

و درخت    یتاگوچ  تیحساس  لیهر دو تحلگیري انجام شد.  تاگوچی و تحلیل درخت تصمیمدر نهایت، میزان اهمیت پارامترها بر استحکام فشاري بتن با تحلیل حساسیت  

. همچنین، درصد تاثیر گزارش شده براي  دارند یبتن معمول ياثر را بر مقاومت فشار  نی شتریخشک کردن ب يسنگ دانه و به دنبال آن دما ياندازه  نشان دادند که  يریگ میتصم

ي دوم در مقایسه  بینی استحکام توسط الگوریتم تاگوچی و رگرسیون مرتبه گیري مطابقت دارد. نتایج نشان داد که پیشدرخت تصمیم  هر پارامتر با روش تقریب تاگوچی و روش

در نهایت،    .است  دانهي سنگ چندین برابر بیشتر از اثر هندسهتأثیر دماي خشک کردن بر مقاومت بتن  شود که  هاي تجربی تطابق بسیار خوبی دارند. چنین نتیجه میبا داده

به ترتیب   ٪  11.55و  ٪ 8.67ي به اندازهدستاورد اصلی این مقاله پژوهشی مربوط به کاربرد جریان باد سرد در عملیات خشک کردن است که منجر به افزایش مقاومت فشاري 

 شود. یي گردگوشه و تیزگوشه مدانههاي سنگ و هندسه 20ي دانههاي معمولی حاوي اندازه سنگ براي بتن
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A B S T R A C T  
 

 

Co-Continuous Ceramic Composites, referred to as C4, have bi-continuous, interconnected and 
interpenetrating phases of a metal and ceramic. This bestows such composites with a higher strength to 

weight ratio compared with traditional composites. In this research work, a C4 composite of 

AA5083/SiC is fabricated for personal body armour, using gravity infiltration technique. A numerical 
simulation model of the C4 specimen is developed. This finite element model is utilized to simulate the 

DoP of a subsonic bullet into the C4 and is estimated as 1.47 mm. The C4 specimen is then, subjected 

to ballistic tests. A medium velocity projectile with a rated velocity of 326 m/s is used to impact the C4 
specimen. The ballistic tests validate the numerical simulation with a DoP of 1.5 mm. Visual inspection 

reveals brittle cracks and interfacial debonding in the impacted C4. The results indicate that, such 

composites can potentially be utilized as low cost body armour. 

doi: 10.5829/ije.2020.33.09c.13 
 

 

NOMENCLATURE 

v velocity of the bullet (m/s) m mass of the bullet (x 10-3 kg) 

F Impact force of the bullet (N) D distance to be travelled by the bullet for impact (m) 

DoP Depth of Penetration C4 Co-Continuous Ceramic Composites 

IPCs Interpenetrating Composites AP Armour Piercing 

FE Finite Element ϕ Diameter  

 
1. INTRODUCTION1 
 
Traditional composites typically consist of two 

constituent phases namely, a continuous matrix phase 

and a discontinuous reinforcement phase. Composites are 

used in numerous applications due to their high strength 

and stiffness combined with low density. In practice, 

these beneficial properties enable weight reduction 

without compromising on strength. In contrast to 

traditional composites, C4 consist of an interpenetrated 

structure of a soft, ductile metal phase and a hard, brittle 

ceramic phase [1], both phases being continuous. Such 

three dimensionally continuous composites provide a 

variety of desirable properties like high stiffness, low 
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density, high thermal conductivity and high fracture 

toughness when compared to traditional composites [2].  

These properties enable the use of C4 in numerous 

applications such as ballistic armour, automotive and 

high speed train braking systems [3, 4]. Due to its light 

weight [5, 6], aluminium has been widely used in 

conjunction with ceramics such as silicon carbide (SiC) 

and alumina (Al2O3) for body armour. Among the Al 

alloys, AA5083 is typically utilized in armour plates, 

missile components and cryogenics owing to its 

exceptional corrosion resistance and structural strength 

properties [7]. Al alloys bonded to ceramic tiles have 

been assessed for impact performance using 0.50 caliber 

AP projectiles in the velocity range of 750 to 910 m/s. 
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The residual DoP in the impacted cylinders measured 

using X-rays indicated that, the ballistic efficiency of SiC 

ceramic was higher than boron carbide and alumina [8].  

Advanced C4 composites have been created by 

immersing near net-shape silica preforms into liquid Al. 

Such composites have been found to possess enhanced 

toughness and less fragility, properties regarded as 

beneficial for ballistic armours [3]. Further, numerical 

simulations on composite armour fabricated with Al2O3 

or SiC as front ceramic layer and a backing material 

comprising of high strength steel showed that, SiC 

ceramics exhibited better ballistic resistance when 

subjected to ballistic tests with 7.62x54 mm AP 

projectiles of velocity 850 m/s. It was reported that, the 

ceramics effectively dissipated the kinetic energy of the 

impact [9]. Numerical simulation and experimental 

ballistic studies have been performed on ceramic-

aluminium targets using a blunt projectile at a velocity of 

700 m/s. The behavior of the ceramic and 

projectile/target were modeled using the Johnson-

Holmquist structural model and Johnson-Cook material 

model, respectively. The comparison of penetration 

depth of the projectile, indicated a good agreement 

between the simulation and experimental investigations 

with an error of approximately 10 percent [10]. 

Simulation of impact using tungsten alloy projectiles has 

been conducted on SiC plates shielded with three metals 

namely Al alloy, mild steel and Cu alloy at a velocity of 

1250 m/s.  In the simulation, Johnson-Cook model was 

adopted for the metals and Johnson-Holmquist model 

was utilized for the ceramic phase. The residual 

penetration was estimated using the difference in pre and 

post penetration weight of the armour. The error in DoP 

between the simulation and experimental results ranged 

from 4 to 25 percent for the three shield materials [11]. 

IPCs have also been produced by pressureless infiltration 

of an Al-8Mg alloy into Al2O3 foams in two 

configurations namely, ‘metal-bonded’ and ‘ceramic 

bonded’. The metal-bonded configuration in which Al 

backing plates were used for the IPC, showed better 

resistance to penetration when subjected to 7.62 mm AP 

projectiles [12]. Comparative impact studies have been 

conducted on interpenetrating 316L/A356 composites 

and its constituents using an aluminium projectile of 

mass 10 mg. The shielding performance was evaluated at 

hypervelocities of 6000 m/s. The study revealed that, the 

IPC exhibited the least deformation of 0.3 mm and no 

indication of spalling [13]. Non-linear FE models have 

been utilized to simulate impact behaviour of reinforced 

composites. Experimental ballistic tests were performed 

at velocities of 360 m/s with impact energies of 520 J. 

The FE simulations of the impact absorption and failures 

concurred with experimental observations on 

deformation behaviour with insignificant error [14].   

The literature survey reveals that, many researchers 

have focussed on FE simulation of ballistic impact in 

reinforced composites or Al/SiC as discrete constituents.  

In contrast, the present work compares the ballistic 

performance and numerical simulation results of  a C4 

consisting of an interpenetrating network of ballistic 

grade AA5083 in SiC porous foam fabricated using 

pressureless (gravity) infiltration technique [15]. 

 

 

2. MATERIALS AND METHODS 
 

2. 1. Fabrication of Composite         The SiC foam was 

initially shaped to  ϕ 100 mm and thickness, 15 mm in 

order to be accommodated in the crucible. A crucible 

containing the weighed, segmented pieces of AA5083 

was placed in an induction furnace. The furnace was set 

to 800º C, above the liquidus temperature of Al alloy. 

Simultaneously, the ceramic foam was placed inside 

another furnace for pre-heating. Subsequent to complete 

melting of alloy, the molten liquid was poured into the 

ceramic foam and allowed to infiltrate for one hour under 

gravity [15]. Graphite rod was used to hold the SiC foam 

in position.  

On complete infiltration, the melt was allowed to 

solidify in furnace atmosphere. During solidification, the 

Al alloy penetrates into the pores of the SiC foam, 

forming the C4 as shown in Figure 1. The composite was 

machined out by a series of parting and milling process. 

 
2. 2. Property assessment of C4       The mechanical 

properties of the fabricated C4 were obtained through 

various tests. The testing methods and standards utilized 

are tabulated in Table 1. 

 

2. 3. Ballistic Testing of C4       Ballistic test was 

conducted on the fabricated C4 of dimensions ϕ 100 x 15 

mm using a projectile from a Walther GSP Expert LR 

target pistol possessing a 0.22 caliber barrel. The 

projectile used was a steel core bullet, topped with a lead 

cap as shown in Figure 2. The projectile was fired from a 

distance of 10 m. The weight of a bullet was 40 grain with 

a rated velocity of 1070 fps (326 m/s), categorized as 

subsonic, medium velocity in ballistic testing. 
 
 

 
Figure 1. Induction furnace depicting infiltration and 

solidified composite 



1794                                 A. S. Prasanth et al. / IJE TRANSACTIONS C: Aspects  Vol. 33, No. 9, (September 2020)    1792-1796 

 

TABLE 1. Properties assessed and standards utilized 

S.No Property 
Specimen 

dimension 

Testing 

Method 
Standards 

1 
Volume 

fraction 
- 

Water 

displacement 

Archimedes

Principle 

2 Hardness 1 in3 

Brinell 
hardness 

tester 
ASTM E10 

3 Compression 1 in3 

Universal 
testing 

machine 

ASTM 

D695 

4 Toughness 
55 ×10 × 

10 mm3 

Charpy 

impact test 

ASTM 

A370 

 

 

 
Figure 2. The target pistol and projectile 

 
 
3. RESULTS AND DISCUSSION 
 

3. 1. Numerical Analysis of Ballistic Test       The 

objective of this numerical simulation is to estimate the 

DoP of the medium velocity projectile into the 

composite. Towards this, the interpenetrating network of 

C4 was approximated as a cube and modelled using 

Autodesk Inventor as shown in Figure 3. This assembled 

geometry was imported into ANSYS Workbench.  

The material properties of the metal/ceramic phases 

and C4 were appended to the ANSYS library as detailed 

in Table 2. The results of the assessed properties of the 

C4 are presented in Table 3. The property assessments 

are performed based on the testing methods outlined in 

Table 1. 

 

 
TABLE 2. Properties of constituent elements 

Property Unit AA5083 SiC 

Density g/cm3 2.85 3 

Young’s Modulus MPa 73100 2.76 

Poisson Ratio - 0.33 0.14 

Bulk Modulus Pa 7.166E+09 1.277E+09 

Shear Modulus Pa 2.748E+09 1.210E+09 

Tensile Yield Strength MPa 215 14 

Tensile Ultimate 

Strength 
MPa 320 240 

TABLE 3. Assessed properties of C4 

S.No Property Result 

1 Volume fraction AA5083=75%, SiC=25% 

2 Hardness 91 BHN 

3 Compression 588 MPa 

4 Toughness 17 J 

 

 

This numerical model was approximated as a static 

structure and was meshed with an element size of 1 mm. 

Fixed supports were modelled on all the faces of the cube 

except on one face. Since the DoP is directly proportional 

to the impact kinetic energy [16], the impact force of the 

medium velocity projectile was modelled on this face, in 

accordance with Equation (1).  

𝐹 =   
𝐾𝑖𝑛𝑒𝑡𝑖𝑐 𝐸𝑛𝑒𝑟𝑔𝑦 𝑜𝑓 𝑏𝑢𝑙𝑙𝑒𝑡

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑡𝑎𝑟𝑔𝑒𝑡
  =  

1

2
∗𝑚∗𝑣2

𝑑
  (1) 

where, m and v refer to the mass and velocity of the 

bullet, respectively. The term ‘d’ denotes the distance to 

be travelled by the bullet for impact. 

This impact force of the projectile was applied to the 

numerical model and the analysis revealed that, the 

maximum DoP of the projectile into the composite was 

1.47 mm as shown in Figure 4. 
 

 

 
Figure 3. 3D model of interpenetrating C4 

 

 

 
Figure 4. Maximum deformation from ANSYS 
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3. 2. Inference from Ballistic Test       In order to 

validate the simulation, ballistic tests were performed. 

Figure 5 shows the C4 composite before and after 

projectile impact. Though fragmentation of the C4 was 

not observed, it exhibited brittle fracture with cracks 

initating at the impact site and progressing radially 

outward. Further, secondary cracks were detected at the 

interface of Al/SiC in the vincity of impact site, 

suggesting the occurrence of debonding at the interface 

[17]. The maximum DoP and the diameter of the crater 

produced due to projectile impact were ascertained as 1.5 

mm and 9 mm, respectively. This indicates that, the 

fabricated C4 of AA5083/SiC can be used to defeat 

medium velocity projectiles with assured conformance. 

 

 

 
Figure 5. C4 before and after impact 

 
 
4. CONCLUSION 
 

In this study, a C4 composite was fabricated with 

AA5083 and SiC as the metal and ceramic phases. Tests 

to assess its suitability for body armour were performed 

by means of numerical simulation and practical ballistic 

tests using a subsonic projectile. The values of DoP of 

both the tests were proximate to each other. Additionally, 

brittle fracture and debonding along the interface were 

observed on the C4. Further tests under high strain rate 

conditions utilizing AP projectiles at high velocity 

regimes can be explored in order to assess the suitability 

of AA5083/SiC C4 composites as affordable alternatives 

for body armour. 
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Persian Abstract 

 چکیده 
یاد می شود ، دارای مراحل دو جداره ، بهم پیوسته و متقابل انتقال فلز و سرامیک هستند. این امر باعث می شود    C4کامپوزیت های سرامیکی همزمان با هم ، که از آن به  

با استفاده از    AA5083 / SiCاز    C4چنین کامپوزیت هایی با نسبت استحکام به وزن نسبت به کامپوزیت های سنتی بیشتر باشند. در این کار تحقیقاتی ، یک کامپوزیت  

  DoPتهیه شده است. این مدل المان محدود برای شبیه سازی   C4ک نفوذ گرانش برای زره های بدن شخصی ساخته شده است. یک مدل شبیه سازی عددی از نمونه  تکنی

رد. یک پرتابه با سرعت متوسط سپس در معرض آزمایش های بالستیک قرار می گی C4میلی متر تخمین زده می شود. نمونه    1.47استفاده می شود و    C4یک گلوله فرعی به  

میلی متر اعتبار می دهد. بازرسی بصری ترک های   DoP 1.5استفاده می شود. آزمایش های بالستیک شبیه سازی عددی را با    C4متر بر ثانیه برای تأثیرگذاری بر نمونه    326

، چنین کامپوزیت ها به طور بالقوه می توانند به عنوان زره بدن کم هزینه استفاده  تحت تأثیر را نشان می دهد. نتایج نشان می دهد که    C4شکننده و جداسازی سطحی در  

 شوند. 
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A B S T R A C T  

 

This paper focuses on parameter identification of a target tracker robot possessing flexible joints using 
particle swarm optimization (PSO) algorithm. Since, belt and pulley mechanisms are known as flexible 

joints in robotic systems, their elastic behavior affecting a tracker robot is investigated in this work. First, 

dynamic equations governing the robot behavior are extracted taking into account the effects of 
considered flexible joints. Thus, a flexible joint is modeled by a non-linear spring and damper system 

connecting the motor to the link. It is found that the governing dynamic equations include some unknown 

parameters, which must be identified in order to design the robot system. Consequently, a PSO-based 
identification scheme is proposed to achieve the unknown variables based on the experimental data of 

the open-loop system. Lastly, for validating the proposed identification scheme, the obtained results are 

compared to the experimental measurements as well as the results of another similar work in which the 
robot is modeled with rigid joints. The consequences reveal that the mathematical model of the robot 

with flexible joint can describe the elastic behavior of the tracker robot. Thus, a better agreement between 

the simulation and experimental data are found in comparison with outcomes of the robot model with 
rigid joints. 

doi: 10.5829/ije.2020.33.09c.14 
 

 
1. INTRODUCTION1 
 
One of the most widely used methods for power 

transmission in the robots is the belt and pulley system 

called the flexible joint. Flexible joints have several 

advantages compared to rigid joints such as lower cost, 

light weight, smaller dimension, and better 

maneuverability. Considering the flexibility of the joints 

in the robot model provides a more accurate prediction, 

which results in a better performance of the robot 

controller. For an n-link robot, 2n generalized 

coordinates are needed to describe the overall dynamic 

behavior when the joints are considered flexible. 

Accordingly, modeling a robot with flexible joints is 

more complex than the rigid joints. Researchers utilized 

different configuration for modeling the flexible joints. 

A linear spring is the simplest model that is employed 

for a flexible joint [1–4]. Chaoui et al. [5] modeled a 

 

*Corresponding Author Institutional Email: 

tavakolpour@sutech.ac.ir (A. R. Tavakolpour-Saleh) 

flexible joint with a spring associated with the friction 

of motors. Furthermore, the dynamic equations of 

electric motors can be taken into account in the 

modeling of robots with flexible joints [6]. To achieve 

more accurate modeling the flexible joints can be 

modeled by a pair of spring and damper [7]. Moberg and 

Hanssen [8] used a model consisting of a pair of spring 

and damper along with the friction of motor. Indeed, 

there are various types of dampers. In this regard, Daniel 

et al. [9] conducted a comprehensive review work on 

magnetorheological fluid and dampers. Moberg [10] 

proposed a complete model for a robot with a flexible 

joint that included the coupling of links and motors. 

Another issue that has a significant effect on the systems 

and controllers performance, is the estimated value of 

parameters versus their real values. Therefore, 

accurately estimating the value of parameters is an 

important issue. Wu et al. [11] conducted a review on 
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the estimation of the parameters of parallel and series 

robots. Accordingly, they categorized the identification 

methods into two parts, i.e. traditional and intelligence 

methods. The traditional parameters estimation methods 

include the least-squares method, the maximum 

probability method, and so on. Because of simplicity in 

concept and deployment, the least square method is a 

common method for parameter estimation. In [12–14], 

the least-square method is used for parameter estimation 

of a linear system and an electromechanical system with 

one-degree of freedom. Maximum likelihood is another 

method for parameter estimation, which is an important 

method for system identification and has been used in 

many works [14, 15]. However, in complex nonlinear 

systems, traditional methods do not provide accurate 

and effective results. Hence, intelligent algorithms such 

as particle swarm algorithm, genetic algorithm, ant 

colony algorithm, and so on are usually used to estimate 

parameters of complex systems. Particle swarm 

optimization and genetic algorithm are the most well-

known optimization algorithm and many works can be 

found in which the PSO and GA are compared [16]. 

Correspondingly, because of the benefits of the PSO, 

this algorithm is adopted to use in this work. Eberhart 

and Shi [17] performed a complete study on the particle 

swarm algorithm and its performance. Particle swarm 

optimization can be used in different applications such 

as identifications of magnetorheological fluid dampers 

[18], chaotic dynamic systems [19], permanent magnet 

synchronous motors [20], and enhancing the 

performance of a nonlinear free piston Stirling engine 

[21]. Another intelligent algorithms like genetic [22–

24], gray wolf [25], ant colony [26], and bee colony [27] 

algorithms can also be employed for identification 

purpose each of which contains some advantages and 

drawbacks.  

The flexible joints have different behavior compared 

to the rigid joints, so when a robot is equipped with the 

flexible joints (e.g. belt and pulley mechanism), it would 

be better to consider the dynamics of flexible joints in 

the overall dynamic model of the robotic system. 

Consequently, this paper is devoted to study a 2-degree-

of-freedom target tracker robot equipped with the 

flexible joints. Thus, an identification scheme based on 

PSO is applied to an open-loop test rig in order to obtain 

a more accurate model of the prototype robot. Firstly, 

the dynamic equation of the target tracker robot with the 

flexible joint is presented in Section 2. Next, Section 3 

describes the parameter identification process of the 

mathematical model of the robot based on the PSO 

algorithm. The particle swarm algorithm and the 

procedure of collecting data are explained in this section 

respectively. Afterwards, the results of parameter 

identification and model validation are discussed in 

Section 4. Finally, the main conclusions of this research 

work are given in Section 5. 

 

2. ROBOT DYNAMICS 
 
In this section, first, the configuration of a flexible joint 

is described and the dynamic equations of a flexible 

joint are extracted. Then, the working principle of the 

prototype robot is explained and the dynamic equations 

of the robot with rigid joints are presented. Finally, the 

section ends up with the extraction of the dynamic 

equations of the tracker robot with the flexible joint by 

combining the dynamic equations of the tracker robot 

with the flexible joint dynamics. 

 

2. 1. Dynamic of Flexible Joint               Figure 1 shows 

the general structure of a simple robot with a flexible 

joint. The links are considered rigid and the motors are 

connected to the links elastically. If the flexible joint is 

considered as a pair of  linear spring and damper, the 

dynamic equations of the robot will be obtained as 

Equation (1) and (2): 

𝐼𝑎�̈�𝑎 + 𝐶(𝑞𝑎, �̇�𝑎)�̇�𝑎 + 𝑔(𝑞𝑎) = 𝑇𝑠𝑝𝑟𝑖𝑛𝑔 +

𝑇𝑑𝑎𝑚𝑝𝑒𝑟  
(1) 

𝐼𝑚�̈�𝑚 + 𝐵�̇�𝑚 + 𝑓(�̇�𝑚) +
1

𝑟
𝑇𝑠𝑝𝑟𝑖𝑛𝑔 +

1

𝑟
𝑇𝑑𝑎𝑚𝑝𝑒𝑟 = 𝑇  (2) 

where the link and motor angular positions are indicated 

as 𝑞𝑎𝜖ℜ𝑁 and 𝑞𝑚𝜖ℜ𝑁, respectively. 𝐼𝑎𝜖ℜ𝑁×𝑁 and 

𝐼𝑚𝜖ℜ𝑁×𝑁 are the inertia matrix of the link and the 

motor. 𝐶(𝑞𝑎, �̇�𝑎)𝜖ℜ𝑁 denotes the Coriolis matrix,  

𝐵 𝜖ℜ𝑁×𝑁 is the motor damping matrix and 𝑔(𝑞𝑎)𝜖ℜ𝑁 

the gravitational acceleration vector. A vector of friction 

torques is introduced for this model and is shown by 

𝑓(�̇�𝑚)𝜖ℜ𝑁. 𝑟 is the joint reduction ratio and the control 

input 𝑇𝜖ℜ𝑁 used as the torque input at each motor. 

𝑇𝑠𝑝𝑟𝑖𝑛𝑔𝜖ℜ𝑁and 𝑇𝑑𝑎𝑚𝑝𝑒𝑟𝜖ℜ𝑁are also the torque vector 

of the spring and the damper respectively. 

 

2. 2. Target Tracker Robot Dynamics              The 

target tracker robot consists of a barrel and a base 

resulting in a 2-DOF dynamic system. The base and the 

barrel rotations are done in such a way to track a target 

in the horizontal and vertical directions, respectively. 

The dynamic equations of the robot without considering 

the flexibility of joints  can  be  writte  as  Equations  (3) 

 

 

 
Figure 1. General structure of flexible joint 
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and (4) ([28]): 

𝑇𝐵𝑎𝑠𝑒 = (𝐽𝜃 + (𝑚 + �́�)𝑅2 − (𝑚 + 2�́�𝑢)𝑅 cos 𝛼 +

𝐽𝛼 cos2 𝛼)�̈� + ((𝑚𝑙 + 2�́�𝑢)𝑅�̇� sin 𝛼 − 

−2 𝐽𝛼�̇� cos 𝛼 sin 𝛼 + 𝑏𝜃) �̇� 

(3) 

𝑇𝐵𝑎𝑟𝑟𝑒𝑙 =  𝐽𝛼�̈� − (
1

2
(𝑚𝑙 + 2�́�𝑢)𝑅 sin 𝛼 −

𝐽𝛼 cos 𝛼 sin 𝛼) �̇�2 + 𝑏𝛼�̇� + 𝑚𝑔
𝑙

2
cos 𝛼 +

�́�𝑔𝑢 cos 𝛼  

(4) 

 

2. 3. Dynamics of Target Tracker Robot with 
Flexible Joints             The target tracker robot is 

designed as shown in Figure 2 according to the required 

performance. 

In this prototype robot, the belt and pulley 

mechanism is used for power transmission from the 

motors to the base and the barrel. In this study, the belt 

and pulley system is considered as a flexible joint and is 

modeled by a pair of nonlinear spring and linear damper. 

The nonlinear behavior of the power transmission 

system (i.e. belt and pulley) can have a great impact on 

the robot performance. For this reason, the models of 

springs and friction are considered nonlinear. The 

following nonlinear equations are chosen as the friction 

model [9]. 
(5) 𝑓𝜃(�̇�𝑚) = 𝑓𝑣𝜃�̇�𝑚 + 𝑓𝑐𝜃  𝑠𝑖𝑔𝑛(�̇�𝑚) 

(6) 𝑓𝛼(�̇�𝛼) = 𝑓𝑣𝛼�̇�𝛼 + 𝑓𝑐𝛼  𝑠𝑖𝑔𝑛(�̇�𝛼) 

 

In these equations, 𝑓𝑣  is viscous friction and 𝑓𝑐  is the 

Coulomb friction. As mention earlier, the flexible joint 

is modeled as a nonlinear spring and a linear damper. 

Therefore, the springs and the dampers connected to the 

base and the barrel are modeled as: 

(7) 𝑇𝑠𝑝𝑟𝑖𝑛𝑔−𝜃 = 𝐾𝜃1 (
𝜃𝑚

𝑟
− 𝜃) + 𝐾𝜃2 (

𝜃𝑚

𝑟
− 𝜃)

3
  

(8) 𝑇𝑠𝑝𝑟𝑖𝑛𝑔−𝛼 = 𝐾𝛼1 (
𝛼𝑚

𝑟
− 𝛼) + 𝐾𝛼2 (

𝛼𝑚

𝑟
− 𝛼)

3
  

(9) 𝑇𝑑𝑎𝑚𝑝𝑒𝑟−𝜃 = 𝐶𝜃 (
�̇�𝑚

𝑟
− �̇�)  

(10) 𝑇𝑑𝑎𝑚𝑝𝑒𝑟−𝛼 = 𝐶𝛼 (
�̇�𝛼

𝑟
− �̇�)  

 

 

 
Figure 2. 3-D solid model of the considered target tracker 

robot 

 

(11) 

(𝐽𝜃 + (𝑚 + �́�)𝑅2 − (𝑚𝑙 + 2�́�𝑢)𝑅 cos 𝛼 +
𝐽𝛼 cos2 𝛼)�̈� + ((𝑚𝑙 + 2�́�𝑢)𝑅�̇� sin 𝛼 −

2𝐽𝛼�̇� cos 𝛼 sin 𝛼 + 𝑏𝜃)�̇� = 𝐾𝜃1 (
𝜃𝑚

𝑟
− 𝜃) +

𝐾𝜃2 (
𝜃𝑚

𝑟
− 𝜃)

3
+ 𝐶𝜃 (

�̇�𝑚

𝑟
− �̇�)  

(12) 
𝐽𝑚𝜃�̈�𝑚 + 𝐵𝑚𝜃�̇�𝑚 + 𝑓𝑣𝜃�̇�𝑚 + 𝑓𝑐𝜃  𝑠𝑖𝑔𝑛(�̇�𝑚 +
1

𝑟
𝐾𝜃1 (

𝜃𝑚

𝑟
− 𝜃) +

1

𝑟
𝐾𝜃2 (

𝜃𝑚

𝑟
− 𝜃)

3
) +

1

𝑟
𝐶𝜃 (

�̇�𝑚

𝑟
−

�̇�) = 𝑇𝐵𝑎𝑠𝑒  

(13) 

 𝐽𝛼�̈� − (
1

2
(𝑚𝑙 + 2�́�𝑢)𝑅 sin 𝛼 −

𝐽𝛼 cos 𝛼 sin 𝛼) �̇�2 + 𝑏𝛼�̇� + 𝑚𝑔
𝑙

2
cos 𝛼 +

�́�𝑔𝑢 cos 𝛼 = 𝐾𝛼1 (
𝛼𝑚

𝑟
− 𝛼) + 𝐾𝛼2 (

𝛼𝑚

𝑟
− 𝛼)

3
+

𝐶𝛼 (
�̇�𝛼

𝑟
− �̇�)  

(14) 
𝐽𝑚𝛼�̈�𝑚 + 𝐵𝑚𝛼�̇�𝑚 + 𝑓𝑣𝛼�̇�𝑚 + 𝑓𝑐𝛼  𝑠𝑖𝑔𝑛(�̇�𝑚) +
1

𝑟
𝐾𝛼1 (

𝛼𝑚

𝑟
− 𝛼) +

1

𝑟
𝐾𝛼2 (

𝛼𝑚

𝑟
− 𝛼)

3
+

1

𝑟
𝐶𝛼 (

�̇�𝛼

𝑟
−

�̇�) = 𝑇𝐵𝑎𝑟𝑟𝑒𝑙  

The dynamic equations of the robot is obtained as 

Equations (11)-(14) by rewriting Equations (3) and (4) 

based on Equations (1) and (2) and combining them with 

Equations (5) - (10). As can be seen, there are some 

coefficients that there values are unknown. Thus, in the 

next section, a PSO-based identification scheme is 

presented for estimating them. At last, it is worth noting 

that Equations (11) and (12) are for the base and 

Equations (13) and (14) are for the barrel. 

 

 

3. PARAMETER IDENTIFICATION SCHEME 
 
The algorithm used for parameter identification in this 

study is the PSO algorithm. In this part, the parameter 

identification procedure is described within both 

experimental and simulation environments. Finally, it is 

accomplished with the introduction of an appropriate 

cost function for the PSO algorithm. 

The parameter identification is implemented via 

some open-loop tests on both the mathematical model of 

the robot and the developed robot (Figure 3) in the 

laboratory. First, the open-loop test is done on the 

experimental rig so that the experimental robot is 

excited by an input signal (see [29]) and the 

experimental dynamic response (i.e. the output angles of 

the base and the barrel) of the robotic system is captured. 

Next, the open-loop test is carried out using the 

mathematical model of the robot. Therefore, the 

mathematical model of the robot is simulated in 

MATLAB/Simulink based on the Equations (11) - (14) 

and the input voltage is applied to the mathematical 

model of the robot and the dynamic response of the 

robot model is captured. Afterward, for the best 
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matching of the experimental and the simulation results 

(the output angles of the base and the barrel), the PSO 

algorithm is utilized for the calculation of the unknown 

parameters. 

According to the designed procedure for parameters 

identification, the PSO algorithm is used to minimize 

the error between the angles of the base and the barrel in 

the experimental and simulation environments. 

Consequently, the proposed cost function is considered 

in this paper to meet the demand of this work. 

(15) 𝐽 = ∑ (|𝑒𝜃
𝑖 | + |𝑒𝛼

𝑖 |)𝑛
𝑖=1   

where 𝑒𝜃
𝑖  is the error between simulation and 

experimental results of i-th data for the base, and 𝑒𝛼
𝑖  is 

the error between simulation and experimental results  of 

i-th data for the barrel. n represents the number of data 

used for parameter identification.  

 
 
4. RESULTS AND DISCUSSION 
 
In this section, the results are presented and the 

performance of the proposed method is evaluated. For a 

better assessment, the results are compared to another 

similar work ([29]) done on the prototype robot with 

rigid joint. In the beginning, the experimental results for 

the base and the barrel sections were respectively 

measured and depicted in Figures 4 and 5. 

 

 

 
Figure 3. Experimental model of the target tracker robot 

 

 
Figure 4. The base angle in experimental test 

 

 

 
Figure 5. The barrel angle in experimental test 

 

 

According to the specified area in Figures 4 and 5, 

an elastic behavior can be observed in the robot. Indeed, 

this elastic behavior can be attributed to the existence of 

a flexible joint. That is why the paper has been focused 

on the flexible joints applied to the target tracker robot.  

As discussed earlier, the target tracker robot is 

modeled by Equations (11) - (14) assuming that the 

joints are flexible (they modeled by a pair of nonlinear 

spring and linear damper). According to Equations (11) 

-(14), there are some unknown coefficients and in the 

previous section, a procedure was proposed to reach 

their values. Correspondingly, the unknown parameters 

are found by using the PSO toolbox in MATLAB, such 

that the proposed objective function is minimized. At 

last, the optimal values of considered parameters are 

acquired and given in Table 1.  

 

 
TABLE 1. Values of unknown dynamic parameters 

Value Parameter Value Parameter Value Parameter 

0.0039(N.m.s/rad) 𝐵𝑚𝜃 91.66(N.m/rad) 𝐾𝜃1 0.095(kg m2) 𝐽𝜃  

0.0053(N.m.s/rad) 𝐵𝑚𝛼 -261.30(N.m/rad3) 𝐾𝜃2 0.0254(kg m2)  𝐽𝛼  

0.1358(N.m.s/rad) 𝑓𝑣𝜃 105.62(N.m/rad) 𝐾𝛼1 0.0074(kg m2) 𝐽𝑚𝜃  

0.1158(N.m) 𝑓𝑐𝜃 -183.90(N.m/rad3) 𝐾𝛼2 0.0136(kg m2) 𝐽𝑚𝛼  

0.1123(N.m.s/rad) 𝑓𝑣𝛼 0.0016(N.m.s/rad) 𝐶𝜃 0.2598(N.m.s/rad) 𝑏𝜃  

0.0653(N.m) 𝑓𝑣𝛼 0.0259(N.m.s/rad) 𝐶𝛼 0.01504(N.m.s/rad) 𝑏𝛼  
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For validating the results, the dynamic response of 

the mathematical model of the robot with the flexible 

joints is compared to the dynamic response of the 

experimental robot and the dynamic response of the 

mathematical model of the robot with the rigid joints 

that done previously in another work. Figures 6 and 7 

show this comparison respectively for the base and the 

barrel. 

 
 

 
Figure 6. Comparison among simulation response of the 

robot with rigid and flexible joints and the experimental 

response (for the base angle) 

 
 

 
Figure 7. Comparison among simulation response of the 

robot with rigid and flexible joints and the experimental 

response (for the barrel angle) 

 
 
5. CONCLUSION 
 
The paper studied the joints flexibility in a target tracker 

robot and proposed a procedure for parameter 

identification of the prototype robot. Based on the 

experimental test, it was found that the joints had elastic 

behavior due to the employment of the belt and pulley 

mechanism as the power transmission system. After 

obtaining the dynamic equations governing the robot 

system it was found that some coefficients (inertia and 

damping coefficients, spring stiffness, viscous friction, 

Coulomb friction, …) were unknown. Hence, a PSO-

based identification scheme is proposed to estimate 

these parameters. The proposed method contained an 

open-loop test in both experimental and simulation 

platforms for collecting data and the particle swarm 

algorithm was used for obtaining the optimum values of 

unknown parameters as the first objective of the paper. 

After achieving the values of unknown parameters, the 

open-loop simulation results matched well with the 

experimental data in which the elastic behavior of the 

robot joint was seen. At the end, validating the obtained 

results was carried out by comparing the outcomes with 

the experimental data and the results of another similar 

work, in which the robot had been modeled with rigid 

joints. The consequences showed that the mathematical 

model of the robot with flexible joints possessed a better 

convergence to the experimental outcomes than that of 

the robot with rigid joints and thus, the second aim of 

the paper was fulfilled. Future works will be directed 

towards the designing of a control system for the 

prototype robot with the identified dynamic equations in 

this study to cope with the robot nonlinearities.  
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Persian Abstract 

 چکیده 
های تسمه و که مکانیزم  پردازد. با توجه به اینالگوریتم گروه ذرات می  یوسیلههپذیر باین مقاله به شناسایی پارامترهای یک ربات ردیاب هدف مجهز به اتصالات انعطاف

معادلات    ،شود. ابتدااین نوع مفاصل بر ربات ردیاب بررسی می سان  کشتاثیر رفتار    ،شوند، در این مطالعهپذیر شناخته می های رباتیکی به عنوان مفاصل انعطافپولی در سیستم 

اند. بدین گونه که یک مفصل منعطف به صورت یک  سیستم فنر غیرخطی و دمپر مدل شده است که موتور را پذیر استخراح شدهدینامیکی ربات با توجه به مفاصل انعطاف 

مشخص شد که تعدادی پارامتر نامشخص وجود دارد که برای طراحی سیستم ربات باید شناسایی شوند. در    ،تخراج معادلات دنیامیکیبه لینک متصل کرده است. بعد از اس

شود. در ه می باز سیستم استفادهای آزمایشگاهی در تست حلقه نتیجه، یک روش برای شناسایی پارامترها برپایه الگوریتم گروه ذرات پیشنهاد شده است. در این روش از داده

مقایسه   ،انددست آمده با نتایج آزمایشگاهی و نتایج یک کار مشابه دیگر که در آن مفاصل صلب در نظر گرفته شده ه  نهایت برای اعتبارسنجی روش پیشنهاد شده، نتایج ب

ربات ردیاب را توصیف کند.  سان  کشتواند رفتار  اند می نظر گرفته شدهپذیر در  دهند که مدل ریاضی ربات که در آن مفاصل انعطافدست آمده نشان می ه  شوند. نتایج بمی

 سازی و آزمایشگاهی حاصل شده است. های شبیهگرایی خوبی بین دادهپس، در مقایسه با نتایج به دست آمده از مدل ربات با مفاصل صلب، هم
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A B S T R A C T  

 

Thermoplastic elastomer of PA6/NBR reinforced by various nanoparticles have wide application in 

many industries. The properties of these materials depend on PA6, NBR, and nanoparticle amount and 
characteristics. In this study, the simultaneous effect of NBR and graphene nanoparticle content on 

mechanical, thermal properties, and morphology of PA6/NBR/Graphene nanocomposites investigated 
by Central Composite Design (CCD). Thermal properties and morphology of PA6/NBR/Graphene 

nanocomposites were investigated by Differential Scanning Calorimetry (DSC), X-Ray Diffraction 

(XRD), and Scanning Electron Microscopy (SEM). The results indicate that a small percentage of error 
between predicted values of mechanical properties and experimental values was achieved. An increase 

in graphene content have a positive impact on the tensile strength but increasing the NBR phase has the 

opposite effect. A maximum tensile strength of 35.3 MPa for PA6/NBR/Graphene nanocomposites was 
obtained at the NBR and graphene content of 20 %wt and 1.5 %wt, respectively. The thermal behavior 

of the PA6/NBR blend improved with addition graphene. With the addition of 1.5 % graphene content 

to PA6/NBR blend, the crystallization temperature and melting temperature increased from 192.1 to 
196.2 °C and 221.1 to 223.4 °C, respectively. 

doi: 10.5829/ije.2020.33.09c.15 
 

 
1. INTRODUCTION1 
 
Polyamide 6 (PA6) as one of engineering thermoplastics 

have wide application in various industries such as 

automobile, aerospace, and shipbuilding due to its 

chemical and wear resistance, stiffness, excellent 

strength properties, low friction and high melting points 

[1, 2]. The properties of PA6 can be enhanced by mixing 

with fillers and rubber material such as ethylene-

propylene-diene monomer (EPDM), poly 

(epichlorohydrin -co-ethylene oxide) (ECO) and nitrile 

butadiene rubber (NBR) [3]. Blending PA6 and NBR 

leads to thermoplastic elastomer (TPE) material with 

better toughness. In research conducted by Fagundes et 

al. [3], the mechanical and morphology of PA6/NBR 

blend (vulcanize and unvulcanize) as influenced by 

sulfur content was investigated. They concluded that the 

mechanical performance of PA6/NBR vulcanizes blends 
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depends on the curing system and morphologies. In 

addition, the blends of PA6/NBR have good resistance to 

non-polar solvents. Nakhaei et al. [4] also studied the 

dynamic crosslinking of PA6/NBR thermoplastic 

elastomer. The results show that the curing system and 

dynamic crosslinking in thermoplastic elastomer blends 

increases the torque which, causes more improvement in 

mixing. In addition, cured blends have higher tensile 

strength, elongation, and hardness compared to uncured 

blends, while cured blends have lower modulus and 

swelling. The addition of very low content of nanofillers 

such as nanoclay, carbon nanotube, and graphene 

enhances mechanical, thermal, and barrier properties 

dramatically [5, 6]. TPE and TPV nanocomposites are 

widely consumed in many industries such as automotive, 

airplane, and ship parts. The effectiveness of 

nanoparticles such as nanoclay, carbon nanotube, and 

graphene strongly depends on the uniform dispersion in 
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the base material [7]. The rheological and morphological 

properties of PA6/ECO nanocomposites reinforced by 6 

% nanoclay was studied by Taghizadeh et al. [8]. They 

concluded that the increase in ECO content from 0 to 40 

% wt increased the melt yield stress from 500 to 22000 

Pa. Paran et al. [9] conducted experiments on the 

PA6/NBR/HNT nanocomposites. The results show that 

by adding the NBR phase to the PA6 matrix, the impact 

strength of both unfilled and HNT filled with these 

materials increased by 22% and 41%, respectively. The 

crystallization temperature of base material increased 

with the addition of HNTs, whereas the increase in NBR 

content decreased this property. 

Graphene nanoparticles (2-10nm) consist of many 

graphene sheets stacked, which, due to platelet 

morphology, have high tensile strength (130 ± 10 GPa), 

high aspect ratio (width-to-thickness) and high young's 

modulus (~1 TPa). This nanoparticle has much 

application in conductive rubbers and plastics, thermal 

polymer composites, and also as a filler to improve 

tensile strength‚ abrasion resistance, corrosion 

resistance‚ stiffness, and lubricant properties [10]. 

Reviews of previous literature show that many reports on 

the TPEs nanocomposites, but no studies regarding the 

effect of graphene on the microstructure, mechanical and 

thermal properties on PA6/NBR have been reported. In 

this study, the mechanical properties of 

PA6/NBR/Graphene nanocomposites were investigated 

using Response Surface Methodology (RSM). The 

central composite design with two factors (NBR and 

graphene) and five levels was applied for developing a 

mathematical model that is capable of predicting 

mechanical properties such as impact strength and tensile 

strength. Thermal properties and morphology of 

PA6/NBR/Graphene nanocomposites were investigated 

by Differential Scanning Calorimetry (DSC), X-Ray 

Diffraction (XRD), and Scanning Electron Microscopy 

(SEM). Figure 1 shows the flow chart of the research 

methodology. 

 

 
2. MATERIALS AND METHODS 
 
2. 1. Materials               The grade name, company, and 

basic specifications of materials in this study are shown 

in Table 1. 

 
2. 2. Preparation               The experiments were designed 

based on a two - factor five levels central composite 

design (CCD) with three replications. The input variable 

parameters are NBR and graphene content. Table 2 

shows the level of input variables with their ranges and 

notations. The NBR and graphene content was varied 

between 10 wt% to 50 wt% and 0.1 wt% to 0.5 wt%, 

respectively. For the preparation of the PA6/NBR blend 

and  their  nanocomposites,  PA6  granules  and  graphene 

 
Figure 1. Flow chart of the research methodology 

 

 
TABLE 1. List of the materials and their characteristics 

Material Company 
Grade 

name 
Characteristics 

PA6 

Kolon 
plastics 

(Korea) 

KOPA 

KN136 

Density = 1.14 g/cm3  and 
MFI at 230°C, 2.16 kg = 

3.14 g/10 min 

NBR 

Kumho 

polychem 

(Korea) 

35L 

Mooney viscosity ML (1+8 

min) 100 °C = 41 M 

Acrylonitrile content 34 

wt%, Density = 0.98 g/cm3 

Graphene 
XG 

Sciences 

xGnP-

C750 

Thickness: 1 - 20 nm, 

Oxygen content (%): ~10, 

Lateral size (mm): 1-50, 
Specific Surface area 

(m2/g): 750 

 
 
were dried in a vacuum oven for 24 h and 80 °C. For the 

preparation of nanocomposites, melt-mixing was 

performed using an internal mixer (Brabender Plasti-

Corder, Germany) with the roller blades, chamber 

volume 55 cm3, fill factor 0.75, and rotor speed ratio of 

2:3. TPO composite with various formulations 

(according to Table 3) was mixed at 220°C and 80 rpm 

for 7 min. After melt-mixing the materials, they were 

dried for about 12 hours at 80 °C in an oven. The suitable 

samples for mechanical tests and XRD analysis were 

prepared by the hot press (Collin P 200 E-type) at 230°C 

for 6 min. 
 

 

TABLE 2. Parameters, their limits, and levels  

Parameters Notification Levels 

  -2 -1 0 1 2 

NBR (%) N 10 20 30 40 50 

Graphene (%) G 0 0.5 1 1.5 2 
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TABLE 3. The formulations of prepared nanocomposites 

Code 
PA6 

(%) 

NBR 

(%) 

GPN 

(%) 

Tensile 

(MPa) 

Impact 

(j/m) 

PN0G0 100 0 0 79.0 66 

PN30G1 69 30 1 62.5 86 

PN40G0.5 59.5 40 0.5 54.2 125 

PN50G1 49 50 1 55.1 145 

PN30G1 69 30 1 62.4 87 

PN30G2 68 30 2 64.0 82 

PN30G1 69 30 1 62.7 87 

PN30G1 69 30 1 62.4 86 

PN30G1 69 30 1 62.6 88 

PN30G0 70 30 0 53.3 95 

PN20G0.5 79.5 20 0.5 66.1 75 

PN40G1.5 58.5 40 1.5 62.3 100 

PN10G1 89 10 1 71.0 63 

PN20G1.5 78.5 20 1.5 68.5 68 

 

 
2. 3. Characterization              Impact and tensile strength 

specimens prepared according to ASTM D256 and D638 

type I, respectively [11, 12]. Tensile properties of 

PA6/NBR/Graphene nanocomposites were performed at 

a cross-head speed of 1mm/min using a Zuker tensile test 

machine (Zwhck Co., Germany). The impact strength test 

was performed in a Zwick 4100 machine. At each 

experimental condition, which is presented in Table 3, 

three specimens were tested, and the average of three 

responses is reported in the same table. 

The X-ray diffraction (XRD) of graphene and 

PA6/NBR nanocomposites was evaluated using a 

diffractometer (Philips X'Pert PRO, Netherlands) at a 

scan rate of 1◦/min. XRD data were collected using a 

diffractometer with 50 kV voltage and 40 mA current at 

room temperature. 

The morphology of the specimens was examined 

using a VEGATESCAN scanning electron microscope. 

Cryofracture specimens were etched by acetone to 

extract the NBR phase. The size of the rubber particles 

was calculated as follows: 

𝐷𝑛 =  
∑ 𝑁𝑖𝐷𝑖

∑ 𝑁𝑖
  (1) 

where 𝑁𝑖 and 𝐷𝑖  are the numbers of particles and their 

diameters, respectively. 

 

 

3. RESULTS 
 
3. 1. XRD Analysis            X-ray diffraction (XRD) 

patterns for graphene and the PN30G1 and PN30G2 

nanocomposites illustrated in Figure 2. The diffraction 

patterns of graphene demonstrate a sharp peak at 2θ = 

25.8°. According to Bragg’s law (𝑑 =  
𝜆

2 sin 𝜃
), the 

interlayer spacing of graphene is 3.45 A. For the PN30G2 

and PN30G1 nanocomposite, the peak at 25.8° has 

shifted to 22.6° (3.93 A) and 18.55° (4.77 A), 

respectively. The lower angle of PN30G1, and PN30G2 

nanocomposite compare to graphene show that the 

penetration of polymer chain into the graphene layers and 

better dispersion of graphene in the polymer matrix. For 

these nanocomposites, it can be seen the significant 

decrease in peak intensity. The decrease in peak intensity 

attributed to the exfoliation of graphene layers [12, 13]. 

This result is consistent with the previous study on 

PP/EPDM/graphene and elastomer/graphene 

nanocomposites [10, 13]. 

 
3. 2. Analysis of Variance (ANOVA) of Responses           
The objective of ANOVA is to determine the significance 

of model and process parameters in the factorial design 

technique. In RSM methods, Fisher's variance ratio (F-

value) is the measure of variation in the data about the 

mean and estimated by the sum of square data (SS) [14, 

15]. The highest F-value reveals a more signicant effect 

of the parameters on responses. The Design-Expert V7 

Software was used to determining the best regression 

models that fits  experimental data. The results of 

ANOVA tables of three responses (tables 4-6) show that 

the NBR was the most significant parameter affecting the 

tensile strength and impact strength of 

PA6/NBR/graphene nano-composites. According to 

ANOVA tables, when the P-value for molds is less than 

0.05 (for 95% confidence level), it indicates that the 

parameters or model terms are significant on the response 

[14]. According to the theory of ANOVA and ANOVA 

tables for tensile strength and impact strength, it is seen 

that linear effects of NBR (N) and graphene (G) content 

and also the interaction effects of NBR and graphene 

(N×G) are significant for three responses. The quadratic 

effect  of  NBR  (N2)  is  significant  on  impact  strength, 

 

 

 
Figure 2. XRD curves of graphene, PN30G2, and PN30G1 

nanocomposite 
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whereas the quadratic effect of graphene (G2) is 

significant on tensile strength. In addition, the R2, 

adjusted R2, and predicted R2 are shown these tables. It 

can be seen, in all the three responses, that the R2 values 

are in reasonable agreement and are close to 1, which is 

desirable. The high values of adjusted R2 and predicted 

R2 in Tables 4 and 5 shows that the regression models 

have the great predictive ability. 

 
 

TABLE 4. ANOVA for the tensile strength 

Source 
Sum of 

Squares 
df 

Mean 

Square 

F- 

Value 

p- 

value 

Model 334.84 5 66.96 121.59 < 0.0001 

NBR (N) 212.15 1 212.15 358.89 < 0.0001 

Graphene (G) 88.02 1 88.02 159.83 < 0.0001 

N×G 7.56 1 7.56 13.73 0.0076 

G2 22.36 1 22.36 40.61 0.0004 

N2 0.43 1 0.43 0.78 0.4060 

Residual 3.86 7 0.55   

Lack of Fit 3.79 3 1.26 1.21 0.5703 

R2 0.989 Adj R2 0.981 

Pred R2 0.913 Adeq Precision 36.37 
 

 

 

TABLE 5. ANOVA for the Impact strength 

Source 
Sum of 

Squares 
df 

Mean 

Square 

F- 

Value 

P- 

value 

Model 6416.39 5 1283.28 108.44 < 0.0001 

NBR (N) 5808.01 1 5808.01 490.78 0.0018 

Graphene (G) 280.33 1 280.33 23.69 < 0.0001 

N×G 81.05 1 81.05 6.84 0.0010 

G2 5.83 1 5.83 0.49 0.5055 

N2 242.67 1 242.67 20.51 0.0286 

Residual 82.84 7 11.83   

Lack of Fit 81.64 3 27.21 90.71 0.6628 

R2 0.983 Adj R2 0.978 

Pred R2 0.876 Adeq Precision 37.65 
 

 

 

From the discussion above, the final mathematical 

models to estimate tensile strength and impact strength of 

nanocomposites are represented in Equations (2) and (3).  

In terms of actual factors 

Tensile strength = 45.53 + 5.07×G - 0.778×N + 

0.275×G×N - 3.951× G 2   
(2) 

Impact strength = 35.04 + 13.298 × G + 1.147 × N - 

0.9 ×G×N + 0.032 × N 2 
(3) 

3. 3. Confirmation Experiments                 To investigate 

the validity of the developed models, three confirmation 

experiments were performed under new test conditions. 

The experimental condition, the actual values of three 

responses, the predicted values, and the percentages of 

error are shown in Table 6. Based on Table 6, data 

corresponding to the confirmation experiments is in good 

agreement with experimental values [16]. 

 
3. 4. The Interaction Effect of Parameters on 
Mechanical Properties             Figure 3 (a and b) is a 

perturbation plot that illustrates the main effects plot of 

NBR (N) and graphene (G) for tensile strength and 

impact strength of nanocomposites, respectively. With 

increasing graphene content, the tensile strength  

 

 
TABLE 6. Comparison of actual and predicted responses 

N G Tensile strength Impact strength 

20 1 

Actual 70.5 Actual 74.1 

Predict 67.1 Predict 70.2 

Error (%) 5.1 Error (%) 5.5 

30 0.5 

Actual 63.9 Actual 95.2 

Predict 59.3 Predict 91.6 

Error (%) 7.7 Error (%) 3.9 

40 1 

Actual 55.8 Actual 105.5 

Predict 58.6 Predict 111.1 

Error (%) 4.7 Error (%) 5.1 

 

 

 
(a) 

 
(b) 

Figure 3. Perturbation plots showing the effect of all factors 

on (a) Tensile strength (b) Impact strength 
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increased while the impact strength of PA6/NBR 

nanocomposites reduces slightly with increasing the 

graphene content. The enhancing effect of graphene (G) 

on the tensile strength of PA6-based nanocomposites was 

also reported in other papers [17]. From Figure 3, it can 

also be observed that the tensile strength of 

nanocomposites decreased with an increase in NBR 

phase content which is related to the lower tensile 

strength of neat NBR, whereas increasing the HNT from 

20 to 40 wt% leads to an increase in the impact strength 

from about 65 to 110 j/m. This phenomenon has also been 

reported in numerous other PP/elastomer 

nanocomposites and is due to the softening effect of an 

elastomeric phase like NBR on plastic-based 

nanocomposites [17, 18]. 

Figures 4 and 5 show the 3D response surface plots 

created by the applied software. The interaction effect 

between NBR and Graphene content on the tensile 

strength and impact strength are presented in Figures 4 

and 5, respectively. Figure 4 (a and b) show that at low 

NBR content, the maximum tensile strength of the 

PA6/NBR/Graphene nanocomposites was obtained at the 

graphene content of 1.5%. This is related to the fact that 

the higher nanoparticle content in thermoplastic 

elastomers leads to decreased size of elastomer particles 

and consequently, an improvement in the mechanical 

properties. Haghnegahdar et al. [10] concluded that 

higher contents of nanographene decrease the size of the 

dispersed phase. 

The average size of rubber particles of prepared 

PA6/NBR/Graphene nanocomposites was reported in 

Table 7. Figure 6 shows the cryofractured surfaces of 

PN30G0, and PN30G2 samples, and the dark holes 

represent the NBR phase by selectively etching in 

acetone. Comparing the two samples shows that very 

small rubber particles are obtained when using 2 %wt of 

graphene nanoparticle. According to Equation (1) and 

Figure 6, the size of the NBR phase was decreased from 

3.24 to 0.85 µm with the addition of 2 %wt of graphene. 

Paran et al. [9] concluded that higher contents of 

halloysite nanotube decrease the size of the NBR phase 

in the PA6 matrix. They stated that this might be because 

the viscosity difference between matrix and rubber 

decreases by adding HNTs to PA6/NBR. The results of 

research by Haghnegahdar et al. [19] show that another 

possible effect may be the hindering role of graphene on 

the coalescence of rubber particles. 

The best impact strength of the PA6/NBR/Graphene 

nanocomposite (122.25 j/m) is achieved at 40 wt% of 

NBR content and 0.5 wt% of graphene content, according 

to Figure 5. According to Figure 5, at the minimum 

amount of loading of NBR, the effect of graphene content 

on impact strength was not much. With the addition of 

nanoparticles to PA6/NBR, the size of elastomer 

decreased, which this behavior increases impact strength. 

On    the    other    hand,    nanoparticles    act    as    stress 

concentration which leads to decreases impact strength. 

Previous results by some other researchers shows that the 

different effect of nanoparticles on the microstructure of 

thermoplastic elastomer is the reason for not changing the 

value of impact strength at a low level of NBR content 

[9, 11]. 

 

 

 
(a) 

 
(b) 

Figure 4. (a) Contours plots and (b) response surface 

diagram showing the effect of N and G on tensile strength 
 

 

 
(a) 

 
(b) 

Figure 5. (a) Contours plots and (b) response surface 

diagram showing the effect of N and G on impact strength 
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(a) 

 
(b) 

Figure 6. SEM micrograph of PA6/NBR/Graphene blend 

with (a) 0% (b) 2% Graphene content 
 
 

TABLE 7. Rubber particle sizes of PA6/NBR nanocomposites 

prepared with graphene 

 PN30G1 PN40G0.5 PN50G1 PN30G2 

Rubber 

size 

(µm) 

2.12 4.35 4.93 0.85 

PN30G0 PN20G0.5 PN40G1.5 PN20G1.5 

3.24 1.98 2.87 1.03 

 

 

At the high level of NBR content, impact strength 

decreased with an increase in graphene content at 0.5 to 

1.5 wt%. This behavior could be related to the weak 

compatibility and adhesion between NBR as the 

dispersed phase and PA6 as the continuous phase, 

especially at the high content of NBR [19]. 

The best impact strength of the PA6/NBR/Graphene 

nanocomposite (122.25 j/m) is achieved at 40 wt% of 

NBR content and 0.5 wt% of graphene content, according 

to Figure 5. At the minimum amount of loading of NBR, 

effect of graphene content on impact strength was not 

much. The different effect of nanoparticles on the 

microstructure of thermoplastic elastomer is the reason 

for not changing the value of impact strength at a low 

level of NBR content [20]. 

At the high level of NBR content, impact strength 

decreased with an increase in graphene content at 0.5 to 

1.5 wt%. This behavior could be related to the weak 

compatibility and adhesion between NBR as the 

dispersed phase and PA6 as the continuous phase, 

especially at the high content of NBR [18]. 

 
3. 5. Effect of Parameters on Crystallization          

Table 8 shows the melting and crystallization properties 

of PA6/NBR/Graphene nanocomposites. Delta H (ΔH) 

was  obtained  by  DSC  thermograms  and  the area under  

TABLE 8. Melting and crystallization temperatures of 

PA6/NBR/Graphene nanocomposites 

Code ΔHm (J/g) Xc (%) Tc (°C) Tm (°C) 

PN30G1 44.9 20.1 197.2 222.4 

PN40G0.5 46.5 20.2 194.1 221.9 

PN50G1 44.8 18.9 194.1 222.0 

PN30G2 43.1 19.4 198.7 222.8 

PN30G0 47.7 21.4 195.1 221.5 

PN20G0.5 47.1 21.1 197.2 222.3 

PN40G1.5 43.5 19.1 196.1 222.2 

PN10G1 46.4 20.4 199.8 223.0 

PN20G1.5 44.6 20.1 199.2 222.8 
 

 

 

the peak. The crystallinity percent (χ) of these materials 

was calculated from Equation (4): 

𝜒 (%)  =  
∆𝐻

∆𝐻𝑚
 × 100  (4) 

According to the results in Table 8, comparing ΔH, 

crystallinity percent, crystallization temperature and 

melting temperature of the samples PN30G0 and 

PN30G2 shows that the addition of graphene 

nanoparticle to the PA6/NBR blend led to decrease ΔH 

and crystallinity percent. At the same time, it increases 

the crystallization temperature and melting temperature. 

With addition of 2 wt% graphene content to PA6/NBR 

blend, the crystallization temperature, and melting 

temperature increased from 195.1 to 198.7 °C and 221.5 

to 222.9 °C, respectively. This behavior attributed to the 

fact that graphene nanoparticles act as a nucleating agent 

and increase crystallization temperature [10]. The 

addition of graphene and rubber particles decreased size 

and increased the number of spherulites of PA6, which 

this behavior led to decreasing the percentage of 

crystallinity. According to Table 8, comparing the 

PN30G0 and PN30G2 and also PN10G1 and PN50G1 

shows that the addition of 2% of graphene and 40% 

rubber content to PA6/NBR blends decreases the 

percentage of crystallinity from 21.4 to 19.4% and 20.4 

to 18.9 %, respectively. These results were attributed to 

the effect of nanoparticle and rubber on the size of the 

spherulites of the PA6 matrix that these results consistent 

with the results of other researchers [19, 20]. 

 

 
4. CONCLUSION 

 
In this study, the response surface methodology was used 

to examine the effects of NBR and graphene content on 

responses such as tensile strength and impact strength. 

Experiments were designed based on central composite 

design. The most important results are as follows: 
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1. The interlayer spacing of graphene in the 

nanocomposite with 1 wt% graphene compare to 

graphene was increased from 3.45 to 4.77A that this show 

the better dispersion of graphene in the polymer matrix. 

2. The rubber particle size decreased from 3.24 to 0.85 

µm when graphene content increased from 0 to 2 wt%.  

3. At the high level of NBR content, impact strength 

decreased from 122.5 j/m to 98.3 j/m with an increase in 

graphene content at 0.5 to 1.5 wt%, while the tensile 

strength increased from 23.1 MPa to 32.2 MPa.  

4. At low NBR content, the maximum tensile strength 

(36.5 MPa) and impact strength (76.8 j/m) of the 

PA6/NBR/Graphene nanocomposites was obtained at the 

graphene content of 1.5%. 

5. The addition of graphene nanoparticle to the PA6/NBR 

blend led to decrease the crystallinity percent and Delta 

H.  

6. With addition of 2% graphene content to PA6/NBR 

blend, the crystallization temperature, and melting 

temperature increased from 195.1 to 198.7 °C and 221.5 

to 222.9 °C, respectively. 
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Persian Abstract 

 چکیده 

و    NBRای  زمان مقدار گستردهالاستومرهای تفویت شده با نانوذرات مختلف به صورت گسترده در صنایع مختلف کاربرد دارد. در این تحقیق، تاثیر هم   گرمانرم   پلاستیک

. خواص حرارتی و  با طراحی مرکزی مرکب بررسی شده است  PA6/NBR/Grapheneهای  درصد نانوذرات بر روی خواص مکانیکی، حرارتی و ریزساختار  نانوکامپوزیت 

( مورد بررسی  SEM( و میکروسکوپ الکترونی روبشی  )XRD(، پراش اشعه ایکس )DSC) ریز ساختار نانو کامپوزیت ها با استفاده از آزمون گرماسنجی تفاضلی روبشی

افزایش مقدار گرافن تاثیر مثبت بر روی استحکام کششی    قرار گرفت. نتایج نشان می دهد که درصد خطای کوچکی بین نتایج پیش بینی و نتایج تجربی به دست آمده است.

و گرافن به ترتیب    NBRهنگامی بدست خواهد آمد که مقدار    PA6/NBR/Grapheneبرای    MPa5/35 تاثیر منفی دارد. ماکزیمم استحکام کششی    NBRدارد اما افزایش  

دمای بلورینگی و دمای ذوب به ، PA6/NBR گرافن به ترکیب%  5/1با افزودن  با افزودن گرافن بهبود خواهد یافت. PA6/NBRاست. رفتار حرارتی کامپوزیت   %5/1و  20%

 درجه سانتی گراد افزایش یافت  C 4/223°به  1/221و از  C 2/196°به  1/192ترتیب از 
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A B S T R A C T  
 

 

In this experimental work, AISI 304 was welded via metal inert gas (MIG) welding process with 

Argon (Ar) as shielding gas. In the present study, AISI 304 was subjected to different heat input using 

a standard 308L electrode. Weld quality i.e. ultimate tensile strength, toughness, microhardness, and 
microstructure of AISI 304 were examined. Microstructures of welded joints were studied using 

scanning electron microscopy (SEM), linked to the SEM was used to determine the chemical 

composition of phases formed at the joint interface and from the result, it was revealed that at low heat 
input ultimate tensile strength is higher than those at medium and low heat input. From the result, it 

was also observed that grain coarsening extent in the HAZ increases with an increase in the heat input. 

It was also found that the fractures of toughness samples were brittle in nature which shows the low 
ductility and brittle fracture. Weld zone microstructure exhibited skeletal δ-ferrite in austenite matrix 

with various ferrite contents. Microhardness of weld bead was found to decrease with increases in the 

heat input. It was also observed that at medium heat input there was an improvement in tensile 
strength, elongation, and hardness due to finer grain structure and smaller inter-dendritic spacing. 

doi: 10.5829/ije.2020.33.09c.16 

 
  

NOMENCLATURE 
HI Heat input ASS

 
Austenatic stainless steel 

MIG Metal inert gas UTS Ultimate tensile strength 

V  Arc voltage HAZ Heat effected zone 

I Welding current SEM Scaning electron miroscope 

S Welding speed TIG Tungsten inert gas 

AISI  Aremican Iron and steel institute ASS
 

Austenatic stainless steel 

 
1. INTRODUCTION1 
 
Manufacturing industries including automotive, railway, 

aerospace, shipbuilding, and petrochemical develop 

products ranging from simple to big in complex shapes. 

Conventionally, stainless steels are joined by metal inert 

gas welding, tungsten inert gas welding, friction stir 

welding etc. In MIG welding, the common variations of 

power supplies, shielding gases, and copper coated wire 

have significant effects resulting in a number of 

different and important process parameters [1]. MIG 

welding frequently accepted globally due to high 

 

*Corresponding Author Email: saritbhu@gmail.com (S. A. Rizvi) 

productivity rate and spatter free quality [2]. AISI 304 is 

frequently used in structural industries for fabrication 

purpose as it is more economical and anti corrosion-

resisting steels as compared to other steels. Stainless-

steel sheets are increasingly used for boiler, vessels, 

pharmactical, aerospace, thermal power plant, kitchen, 

building, transportation, etc., because of their high 

corrosion resistivity, beautiful appearance, superior 

strength, toughness and low temperature toughness [3-

5]. AISI 304 can be welded with several welding 

process such as MIG, TIG, friction, laser beam welding 

etc. Extensive stidies were carried out on the effect of 

heat input [6, 7] on the microstructure and mechanical 

properties of AISI 304 (Austenitic stainless steel). Hsieh 

et al. [8] reported that shielding gas using for welding 
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purpose significantly promote the depth/width ratio of 

welded joint of SS204H by TIG welding whereas 

silicon and phosphorus have a least significant effect on 

the depth/width ratio. Saluja and Moeed [9] studied the 

effect of pulse-GMA welding process parameters on the 

hardness of AISI 304 steel and they reported in their 

result that cooling rate and alloying elements 

significantly vary micro-hardness. Heat input also play 

an important role in grain size of a weldment and grain 

size of the weldments increases with the increasing in 

the heat input [10]. Moradi et al. [11] developed a 

mathematical model to study the parameter 

dependencies in laser hybrid arc welding of high 

strength steel by design-of-experiment (DOE) and mass 

balance. Moradi et al. [12] studied the numerical and 

experimental geometrical dimensions on laser-TIG 

hybrid welding of stainless steel 1.4418. Khorram et al. 

[13] investigated the effect of linear haet input on bead 

geometery, microstructure and mechanical properties of 

Ti-6Al-4V sheet welded by CO2 laser welding and it 

was observed from result that on increasing the linear 

heat input caused to change the martensistic phase from 

an acicular ferrite. The novelty of this research work is 

to investigate the effect of heat input on microstructure 

and mechanical properties of AISI 304 ASS on different 

heat input i.e. on six different values of heat input. it is 

also observed from previous studies that six different 

values of heat input were not considered. 

 
 
2. EXPERIMENTAL DETAILS 

 
2. 1. Work Piece Material                     AISI 304 is one 

of the most commonly used materials in manufacturing 

industries because it has better corrosion resistance and 

good weldability [14]. The parent metal used in this 

study was AISI 304 (ASS) in the plate form of 

150x60x6 mm3 size and welded by Metal inert gas 

(MIG) welding, with polarity of direct current electrode 

negative (DCEN) with ER308 electrode. Chemical 

composition of base metal, filler wire, mechanical 

properties, and MIG welding parameters of AISI 304 

(ASS) are provided in Tables 1, 2 and 3, respectively. 

The actual welding set used in this process is shown in 

Figure 1. 
For shielding purpose pure Agron (Ar) gas was used. 

Butt joints were successfully prepared in this study 

using selected welding process parameters and tensile 

test samples and toughness test samples were prepared 

as per ASTM. All essential care was considered during 

the welding process to avoid joints distortion by using 

proper clamping arrangement. Six weld coupons of 

various heat input with nealry equal interavls were 

sellected for investigation purpose. Welding parameters 

and samples designation are listed in Table 4. 

 

TABLE 1. Chemical composition of parent metal and filler 

wire 

Material 
% of 

C 

% of 

Cr 

% of 

Ni 

% of 

S 

% 

of 

Mn 

% of 

P 

% of 

Si 
Fe 

Type 

AISI 

304 

0.065 18-20 
8-

10.5 
0.015 1.25 0.025 0.48 Rest 

Filler 

wire ER 

308 

0.035 18.5 8.5 0.04 1.55 0.02 ---  

 

 

TABLE 2. Mechanical properties of base metal 

Material 
YS 

(MPa) 

UTS 

(MPa) 

% 

Elongation 

Toughness 

(J) 

Hardness 

(HV) 

AISI 

304 
315 650 50 105 90 

 

 
TABLE 3. Parameters used for MIG welding process to 

obtain various heat input condition 

Welding 

current (A) 

Arc Voltage 

(V) 

Shielding gas 

flow rate (l/min) 

Wire feed 

speed (IPM) 

200 20 10 250 

 

 

 
Figure 1. Actual set up for MIG welding 

 

 
TABLE 4. Parameters used for MIG welding process to 

obtain various heat input condition 

Sample 

No 

Welding 

current (A) 

Arc 

voltage 

(V) 

Welding 

speed 

(mm/s) 

Heat input 

(Kj/mm) 

G2 160 20 1.464 2.18 

G4 170 21 2.86 1.25 

G10 175 22 1.411 2.73 

G12 180 23 1.39 2.97 

G15 188 24 1.38 3.27 

G16 195 25 1.38 3.52 
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Welding heat input (HI)  is defined as the product of arc 

voltage (V) and welding current (I) divided by welding 

speed (S) and methamatically is expressed as follows: 

Qarc= 60 X V X I/(S) (1) 

where V is the arc voltage (V), I is the arc current (A) 

and S is the welding speed in mm/min. 

 

 
3. RESULT AND DISCUSSION 
 
3. 1. Mechanical Properties           For weld quality 

purpose, mechanical properties like ultimate tensile test, 

toughness test, and microhardness test were carried out. 

Tensile strength of a welded joint is too much influence 

in grain size of weldment [15]. Figure 2 shows the 

geometrical sketch of a tensile test sample used in this 

study and tensile test sample and toughness samples 

were fabricated as per ASTM. Effect of welding heat 

input on tensile strength and toughness of welded joints 

were investigated at different heat input and for each 

condition of heat input, three samples were conducted 

for tensile test and toughness test and the average value 

was recorded and presented in Figure 3. From Figure 3 

it is very clear that at only 1.25 kJ/mm (low heat input) 

UTS and toughness increases while on increasing the 

heat input tensile strength (UTS) and toughness of 

weldment decreases [16]. It is only due to increasing the 

arc voltage and formation of δ-ferrite grains in the weld 

region.  

 

 

 
Figure 2. Geometrical sketch of a tensile test sample 

 

 

 
Figure 3. Effect of Parameters on Mechanical properties 

 

3. 2. Microhardness          Microhardness (HV) of 

various zones of weldments was measured by VHN 

testing machine. Figure 4 presents the microhardness of 

weldments at different heat input at different zones i.e. 

base metal  zone (BM), heat affected zone (HAZ), and 

weld zone (WZ) or fusion zone measured in the 

longitudinal direction and the trends of curves are like 

“M” world which is very common and heat input 

influence the hardness of welded joint. It can be seen 

that the hardness distribution of weldments were 

similar, so taking heat input 2.73kJ/mm as an example 

to exhibit the microhardness variation in above-said 

each zone of weldments. From Figure 4 it is very clear 

that the hardness of weld zone is lower than HAZ, and 

parent metal zone (PM) [17]. Increasing in hardness is 

only due to the larger contents of δ-ferrite in the weld 

zone and finer grain size in the HAZ by increasing heat 

input [18]. From the previous research it is very clear 

that the presence of δ-ferrite in the weldment enhance 

the mechanical properties [19]. Hardness in HAZ is still 

higher than the parent metal (PM), this is only due to 

rapid cooling of weldment leads to refinement of the 

grains. On increasing the heat input overall value of 

hardness of weldment decreases; this is only due to 

lower the δ–ferrite contents lead to lowering the 

hardness value [20]. 

 

3. 3. Fractrography         SEM fractogrph of toughness 

test samples at different heat inputs of various zone i.e. 

parent metal zone, HAZ, and weld zone (WZ) are 

shown in Figure 5. Figure 5 (a) shows the ductile 

fracture mode with several numbers of voids. It is due to 

different cooling rate. Brittle fracture is formed in 

fusion zone with dimple formed on the tearing ridges. 

High heat input requires more time to solidification 

hence responsible to produce the coarse or large dimple 

[21] as shown in Figure 5(c). 

 

3. 4. Microstracture       Microstructure examination 

of welded joints under different heat inputs values has 

been carried out by optical microscope and fartrography 

of toughness samples were studied by SEM. Weld zone 
 
 

 
Figure 4. Microhardness (HV) profile at different heat input 

indicating hardness on weldment at various zones 
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Figure 5. Macro image and SEM fracture of Toughness 

fracture surface of Base metal, HAZ, and Weld zone 

 

 

 

attained the maximum temperature, which is just below 

the solidus temperature. Microstructures of welded 

joints are given below at different heat input. From 

Figure 6 it was observed that microstrucute of AISI 304 

welments containing two micro-constituents, namely δ-

ferrite (dark) and austenite (light). Figure 6 shows the 

variation of δ-ferrite morphology in the different zone 

and it is also observed from Figure 5 that three different 

kinds of δ-ferrite i.e. δ-ferrite, lathy, and skeletal ferrite 

(in weld zone has a wider spacing) are formed in the 

austenite matrix [22]. Figure 6 (b) G4 samples at low 

heat input leads to formation of finer dendrite size it is 

due to slow cooling [23, 24]. Figure 6 (d) sample G12 

shows the fusion zone and fusion area increased with 

increase in heat input. Microstructure of weldments is 

significantly influence by heat input as voltage is a 

function of heat input [25]. From literature reviews it is 

very clear that heat input having major effect on 

microstructure of AISI  
304 weldment [26, 27]. 

 

 
G2 

 
G10 

 
G4 

 
G15 

 
G12 
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G16 

Figure 6. Optical microstructures of the welded samples under 

pure Ar shielding with different heat input: weld metal 

structure welded at (a) 2.18 kJ/mm, (b) 1.25 kJ/mm, (c) 2.73 

kJ/mm, (d) 2.97 kJ/mm, (e) 3.27 kJ/mm, and (f) 3.52 kJ/mm  

 

 

4. CONCLUSSION 
 
The following conclusion have been drawn from the 

present study: 

➢ AISI 304 austenatic stainless steel (ASS) was 

successfully welded at different heat input by 

GMA welding without any observing any spatter 

proble. 

➢ Heat input influence the mechanical and 

microstructural properties of weldments. At 

medium heat input weld was found best of quality.  

➢ On increasing the heat input there is decrement in 

the UTS. It is due to the faster cooling rate 

➢ Microstructure structure of AISI 304 weldment 

consisting of austenite matrix with little amount of 

δ-ferrite. 

➢ Microhardness of weld bead decrease with 

increasing in the heat input. 

➢ It was also observed that at medium heat input 

there is improvement in tensile strength, 

elongation, and hardness due to finer grain 

structure and smaller inter-dendritic spacing. 

➢ In SEM fractrograph of welded joint ductile and 

brittle fracture mode was observed in toughness 

test samples with large dimples. 

➢ Hardness of weld zone (WZ) is higher than the 

parent metal (PM) zone due to faster cooling and 

rapid heating. 
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Persian Abstract 

 چکیده 
با    AISI 304،  ( به عنوان گاز محافظ جوش داده شد. در مطالعه حاضرArبا آرگون ) (MIGاز طریق فرآیند جوشکاری گاز بی اثر فلزی )   AISI 304در این کار تحقیقاتی ،  

  AISI 304، ریز مقاومت و ریزساختار  ، چقرمگینهایی  ی شدر معرض ورودی به گرمای مختلف قرار گرفت. کیفیت جوش یعنی مقاومت کش  308Lاستفاده از الکترود استاندارد  

متصل شد برای   SEMمورد بررسی قرار گرفت ، به   (SEMمورد بررسی قرار گرفت. ریزساختارهای اتصالات جوش داده شده با استفاده از میکروسکوپ الکترونی روبشی ) 

خص شد که در ورودی کم حرارت مقاومت کششی نهایی بالاتر است. نسبت به آنهایی که در گرمای  مش  ج ،تعیین ترکیب شیمیایی فازهای تشکیل شده در رابط مشترک و از نتای

با افزایش ورودی گرما افزایش می یابد. همچنین مشخص شد که شکستگی نمونه های    HAZمتوسط و کم قرار دارند. از نتایج ، همچنین مشاهده شد که میزان درشت دانه در  

فریت اسکلتی را در ماتریس آستنیت با محتویات مختلف -δ، نده بوده و نشانگر انعطاف پذیری کم و شکستگی شکننده است. ریزساختار منطقه جوششکنعی چقرمگی از نظر طبی

، حکام کششیاست  وسط،فریت به نمایش گذاشته است. میکرو سختی مهره جوش با افزایش در ورودی حرارت کاهش می یابد. همچنین مشاهده شد که در ورودی گرمای مت

 کشیدگی و سختی به دلیل ساختار دانه ریزتر و فاصله بین دندریتیک کوچکتر بهبود یافته است.
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