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1. INTRODUCTION

Wind-tunnel is a tool used in aerodynamic research to study effects of the air moving over solid objects. The earliest enclosed wind-tunnel was invented in 1871 by Francis Herbert Wenham. The Wright brothers' use of a simple wind-tunnel in 1901 to study effects of airflow over various shapes was in some ways revolutionary [1]. Then, Blair et al. [2] designed a large-scale wind-tunnel for simulation of turbomachinery airfoil boundary layers. Lacey [3] reviewed new developments in automotive wind-tunnels. Afterwards, Potts et al. [4] developed a transonic wind-tunnel test bed for MEMS flow control. Dehghan Manshadi et al. [5] proposed a two-level scheme involves Schlieren image processing and classification to detect normal shocks in wind-tunnels.

In addition to experimental investigations, some numerical studies have been performed in the design and simulation of wind-tunnels. For example, Thibodeaux and Balakrishna [6] developed a hybrid-computer simulator for a transonic wind-tunnel. Szuch et al. [7] presented dynamic simulations of a subsonic wind-tunnel. Afterwards, Shono et al. [8] designed a...

According to the literature review, different numerical methods have been used to simulate flow-field in the wind-tunnels. In this paper a supersonic wind-tunnel is designed using Roe scheme. Roe scheme is a robust, high resolution and non-oscillatory method to simulate compressible flows [11, 12].

Due to large number of iterations required for design of a wind-tunnel, the CPU time for every iteration of the program is very important. One of the most effective methods to reduce this time is parallel processing.


As pointed out earlier, numerical simulation of flow-field in the wind-tunnel is very time-consuming. Thus, in this paper a parallel algorithm has been developed using OpenMP to reduce computational time of the program. Also, an appropriate equation is derived to predict the optimum number of cores for running the program with different grid sizes. This is the main novelty of this paper.

2. GOVERNING EQUATIONS

The governing equations for the inviscid, unsteady and compressible flow in full conservative form are written as [19]:

$$\frac{\partial Q_t}{\partial t} + \frac{\partial F_{inv}}{\partial \xi} + \frac{\partial G_{inv}}{\partial \eta} = 0$$

(1)

where $Q_t$ is the vector of conservative variables and $F_{inv}$, $G_{inv}$ are inviscid flux vectors in $\xi$ and $\eta$ directions, respectively. The conservative variables and inviscid flux vectors in generalized coordinates are connected to those in physical space using:

$$Q_t = \frac{Q}{J},$$

$$F_{inv} = \frac{\xi}{J} F + \frac{\xi}{J} G,$$

$$G_{inv} = \frac{\eta}{J} F + \frac{\eta}{J} G$$

(2)

where $\xi$, $\eta$, $\eta$, $\eta$, are metrics and $J$ is the Jacobian of transformation. Also:

$$Q = \begin{bmatrix} \rho \\ \rho u \\ \rho v \\ \rho E_t \end{bmatrix}, \quad F = \begin{bmatrix} P + \rho u^2 \\ \rho u v \\ \rho v^2 \\ \rho u H_t \end{bmatrix}, \quad G = \begin{bmatrix} P + \rho v^2 \\ \rho u v \\ \rho v^2 \\ \rho v H_t \end{bmatrix}$$

(3)

where $\rho$ is density, $P$ is static pressure and $u, v$ are horizontal and vertical velocity components, respectively. $E_t$ is total energy and $H_t$ is total enthalpy.

3. NUMERICAL DISCRETIZATION

3.1 Temporal Discretization Using a forward Euler scheme for the time derivative, Equation (1) is written in a semi-discrete form as:

$$Q_t^{n+1} - Q_n = \Delta t \left( \frac{\partial F_{inv}}{\partial \xi} + \frac{\partial G_{inv}}{\partial \eta} \right) = 0$$

(4)

where superscript $n$ represents the iteration number. The value of $Q_t^{n+1}$ is determined from Equation (4), so all the primitive variables at the new time step ($n+1$) are obtained [20].

3.2 Spatial Discretization In the Roe scheme, the inner and outer flow conditions are determined using either the first, second, or third-order upwind biased algorithm. Extrapolation of the primitive variables such as pressure, velocity and temperature from the cell centers to the cell faces, is performed by the MUSCL strategy [21]. To determine the variables at the east face of the control volume ($E$), the following relations are used:

$$q_E^{+1} = q_{i,j} + \frac{1}{4}[(1-\kappa)\Delta W q + (1+\kappa)\Delta E q]$$

$$q_E^{-1} = q_{i+1,j} - \frac{1}{4}[(1-\kappa)\Delta EE q + (1+\kappa)\Delta E q]$$

(5)

where $L$ and $R$ denote the left and right sides of each cell face, respectively, as shown in Figure 1.
In Equation (5), $q$ represents any of the four primitive variables, i.e. $q \in \{P, T, u, v\}$ and $\Delta u_q = q_{i+1,j} - q_{i,j}$. $\Delta_e q = q_{i+1,j} - q_{i,j}$ and $\Delta_{se} q = q_{i,j+1} - q_{i,j}$. Also, $\kappa = 1$ and $\kappa = 1/3$ correspond, respectively, to the second order upwind and the third order upwind-biased algorithms. For the first order algorithm, the $L$ and $R$ side values of the primitive variables at the east face, are determined from $q_{L}^e = q_{i,j}$ and $q_{R}^e = q_{i,j+1}$. A similar formula can be written for the inner ($L$) and outer ($R$) values at the north face of the control volume.

The van Albada flux limiter is used for damping the spurious numerical oscillation in high resolution computations, written as [22]:

$$
q^L_E = q_{i,j} + \frac{\phi}{4} \left[ (1 - \kappa) \Delta u_q + (1 + \kappa) \Delta E_q \right]
$$

(6)

$$
q^R_E = q_{i+1,j} - \frac{\phi}{4} \left[ (1 - \kappa) \Delta_{se} q + (1 + \kappa) \Delta_{E} q \right]
$$

The limiter function $\phi$ is defined by:

$$
\phi_{ij} = \frac{2(\Delta u_q)(\Delta E_q) + \epsilon}{(\Delta u_q)^2 + (\Delta E_q)^2 + \epsilon}
$$

(7)

where $\epsilon$ is a small value for preventing indeterminate value in regions of uniform flow, where the values of $\Delta u_q$ and $\Delta E_q$ are near zero.

An entropy correction method is used to avoid expansion shocks in the regions where the eigenvalues become equal to zero. The relevant equation is written as:

$$
\hat{\lambda}_{new} = \lambda^2 + \epsilon^2/2\epsilon \quad \text{if} \quad |\lambda| < \epsilon
$$

$$
\epsilon = 4 \max \left[ 0, (\lambda - \lambda^L), (\lambda - \lambda^R) \right]
$$

(8)

where $\lambda^L$ and $\lambda^R$ are the eigenvalues determined at the inner and outer flow conditions, respectively. Also, $\hat{\lambda}$ is the eigenvalue of the Jacobian matrix of the flux vector determined at Roe’s averaged condition [19].

3.3 Roe’s Numerical Flux Scheme

The inviscid flux vectors using the Roe scheme is obtained from the following formulae:

$$
F_E = \frac{1}{2}(F^L_E + F^R_E) - \frac{1}{2} \sum_{k=1}^{4} \delta_{w_E}^{(k)} \delta_{T_E}^{(k)}
$$

(9)

$$
G_N = \frac{1}{2}(G^L_N + G^R_N) - \frac{1}{2} \sum_{k=1}^{4} \delta_{w_N}^{(k)} \delta_{T_N}^{(k)}
$$

(10)

Here, $\lambda$ is the eigenvalue of the Jacobian matrix, $T$ the corresponding eigenvector and $\delta_{T}$ the wave amplitude vector. More details of Equations (9) and (10) can be found in [11].

3.4 Roe’s Averaging

The square root of density at the left ($L$) and right ($R$) sides of east face of a cell, are called weighting factors. These variables $(W^L_E, W^R_E)$ are determined as follows:

$$
W^L_E = \sqrt{\rho^L_E}, \quad W^R_E = \sqrt{\rho^R_E}
$$

(11)

The numerical flux for the Roe scheme is calculated at the so-called Roe-averaged values, which are obtained from the inner $L$ and outer $R$ state values at the sides of east (E) cell face as follows:

$$
\hat{\rho}_E = \frac{W^L_E W^R_E}{W^L_E + W^R_E}
$$

(12)

$$
\hat{u}_E = \frac{W^L_E u^L_E + W^R_E u^R_E}{W^L_E + W^R_E}
$$

(13)

$$
\hat{v}_E = \frac{W^L_E v^L_E + W^R_E v^R_E}{W^L_E + W^R_E}
$$

(14)

Similar formulas can be written for the quantities on the north side of a cell face [12].

3.5 Validation of the Developed CFD Code

To validate the Roe scheme in the CFD code, numerical results are compared with the experimental data of Emery et al. [23] for flow over NACA 65-410 blade. In Figure 2, pressure coefficient ($C_p$) on the surface of NACA 65-410 blade is plotted. As observed in this figure, the numerical results are in good agreement with the experimental data of Emery et al. [23].
Figure 2. Comparison between numerical results using the Roe scheme and experimental data of Emery et al. [24]; Distribution of pressure coefficient ($C_p$) on the NACA 65-410 blade

### 4. Parallel Algorithm

As pointed earlier a trial and error method is used to design the wind-tunnel in this paper, so the numerical program should be iterated several times. To speed up the computations, a multiprocessor computer has been used. In order to utilize the computing resources, a parallel code has been developed using OpenMp. In this section, parallelization strategy of the program is described and performance of the parallel program is studied.

#### 4.1. Parallelization Strategy

Table 1 shows the computational time of different subroutines related to serial and parallel programs. For the parallel program, the number of nodes ($N$) and threads ($n_t$) are equal to 27000 and 10, respectively.

<table>
<thead>
<tr>
<th>Subroutine</th>
<th>Serial time ($t_s$)</th>
<th>Relative serial time ($t_s / t_{tot}$)</th>
<th>Parallel time ($t_p$)</th>
<th>Relative parallel time ($t_p / t_{tot}$)</th>
<th>Local speedup ($S = t_s / t_p$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conservative Vector</td>
<td>365.811</td>
<td>21.39%</td>
<td>40.573</td>
<td>19.51%</td>
<td>9.016</td>
</tr>
<tr>
<td>Flux</td>
<td>1017.896</td>
<td>59.47%</td>
<td>107.533</td>
<td>52.2%</td>
<td>9.465</td>
</tr>
<tr>
<td>Solver</td>
<td>153.340</td>
<td>8.95%</td>
<td>15.503</td>
<td>7.3%</td>
<td>9.891</td>
</tr>
<tr>
<td>Primitive Values</td>
<td>106.102</td>
<td>6.2%</td>
<td>12.576</td>
<td>5.9%</td>
<td>8.437</td>
</tr>
<tr>
<td>Boundary conditions</td>
<td>44.956</td>
<td>2.63%</td>
<td>6.297</td>
<td>2.93%</td>
<td>7.140</td>
</tr>
<tr>
<td>Overall</td>
<td>1710.095</td>
<td>205.235</td>
<td></td>
<td></td>
<td>$S_p=8.332$</td>
</tr>
</tbody>
</table>

As observed in Table 1, parallelization of subroutines can accelerate process of the program. A parallel region is built during repetition loop of the program. Threads are generated at the start of every iteration, but work sharing is done inside each subroutine. More details about method of OpenMp are explained in [24, 25].

#### 4.2. Analysis of the Parallel Performance

Table 1 shows the value of speedup ($S=t_s/t_p$) for different subroutines, where $t_s$ and $t_p$ are execution time for serial and parallel codes, respectively. Also, as observed in Table 1, speedup gain in the parallel section ($S_p$) is 8.33.

Speedup ($S$) is a prominent factor for estimation of performance gained by parallelization. This parameter is defined using the Amdahl’s law as follows:

$$S = \frac{1}{(1-F)+\frac{F}{S_p}}$$  \hspace{1cm} (15)

where $F$ is fraction of code that has been parallelized and $S_p$ is speedup gain in the parallel section. Parallel section speedup ($S_p$) is a function of number of threads ($n_t$) and number of nodes ($N$). Dependency of $S_p$ to $n_t$ and $N$ can be shown by the following equation:

$$S_p = \alpha(N) \times n_t$$  \hspace{1cm} (16)

in which the coefficient $\alpha$ depends on $N$ and is independent of $n_t$.

Table 2 shows values of $F$ and $\alpha$ for different number of nodes. As observed in this table, parallel fraction of the code ($F$) is practically constant.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$F$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3000</td>
<td>0.988</td>
<td>0.719</td>
</tr>
<tr>
<td>6750</td>
<td>0.988</td>
<td>0.814</td>
</tr>
<tr>
<td>12000</td>
<td>0.986</td>
<td>0.902</td>
</tr>
<tr>
<td>18750</td>
<td>0.988</td>
<td>0.930</td>
</tr>
<tr>
<td>27000</td>
<td>0.987</td>
<td>1.008</td>
</tr>
</tbody>
</table>
Values of $\alpha$ for different grid sizes are plotted in Figure 3. A quadratic curve is fitted to these data with the following equation:

$$\alpha(N) = -3.778 \times 10^{-10} N^2 + 2.25 \times 10^{-5} N + 0.6676 \quad (17)$$

Speedup of the code for finer grids ($N > 27000$) is estimated using Equations (15)-(17) as follows:

$$S = \frac{1}{(1 - F) + \frac{F}{\alpha n_i}}$$

$$= \frac{1}{0.987}$$

$$= \frac{1}{(-3.778 \times 10^{-10} N^2 + 2.25 \times 10^{-5} N + 0.6676) \times n_i} \quad (18)$$

Amount of speedup versus number of threads for different number of nodes is plotted in Figure 4. For the case $N = 27000$, values obtained from Equation (18) (solid line) are compared with the measured data. As observed in Figure 4, results of Amdahl’s law are in a good agreement with the measured data for $N = 27000$. Now, optimum number of cores for running the program with a specific grid size can be determined.

Optimum number of threads for a program is determined using the condition $dS_{n_{opt}} = E$, where $E$ is a constant parameter indicating speedup variation and is considered equal to 10% in the current study. In fact, by using the optimum value of $n_i$, there is limited variations of speedup equal to $E$. The limiting condition ($dS_{n_{opt}} = E$) is simplified using the following equation:

$$dS = \frac{\partial S}{\partial n_i} \times d_n_i$$

As we know $dn_i = 1$. Thus:

$$dS_{n_{opt}} = \frac{\partial S}{\partial n_i} = E$$

The optimum number of cores for a program is determined using Equations (18) and (20) as follows:

$$n_i_{opt} = \left(\frac{0.985}{E} - 0.985\right) / 0.015\alpha,$$  

$$\alpha = -3.778 \times 10^{-10} N^2 + 2.25 \times 10^{-5} N + 0.6676$$

The optimum value of $n_i$ for different number of nodes ($N$) is plotted in Figure 5. As shown in this figure, optimum value of $n_i$ increases with number of nodes. Because increase of $N$ results increase of grid size and computational time. Thus $n_i$ and $n_{i_{opt}}$ increase with $N$.

5. DESIGN OF THE WIND-TUNNEL

In this section, a complete model of the wind-tunnel is designed. Different parts of the wind-tunnel (nozzle, test section, diffuser) are studied and the best geometry is selected based on the design parameters. The general schematic of the wind-tunnel is shown in Figure 6.
Geometry of the nozzle is designed using the method of characteristics. The present wind-tunnel is designed to maintain flow with Mach=3 in a 30cm×30cm test section. Then, the flow passing through the nozzle and test section is simulated and length of the test section is determined by a trial and error method. In the next step, design variables of the diffuser (length and height of the throat, convergence and divergence angles and ratio of the exit area to the throat area) should be determined.

An appropriate indicator to study performance of the wind-tunnel is defined as follows:

\[ RF = \left( \frac{P_{OE}}{P_0} \right) \]

where \( RF \), \( P_{OE} \), and \( P_0 \) are recovery factor, outlet pressure of the diffuser and inlet pressure of the nozzle, respectively. The wind-tunnel should be designed with the maximum value of recovery factor. Also, geometry of the diffuser should be designed so that a normal shock occurs at the divergent section of the diffuser close to the throat. This shock turns the outlet flow of the wind-tunnel to subsonic and increases the static pressure. These are the criteria which considered in the design process of the wind-tunnel.

5. 1. Design of the Supersonic Nozzle

As pointed out earlier, the value of Mach number at the exit section of the nozzle should be equal to 3. The supersonic nozzle has been designed using the method of characteristics. In the next step of the design process, flow passing through the nozzle and test section is simulated. Length of the test section is determined equal to 1.5\( D \) (\( D \) is the test section height, \( D=30\text{cm} \)) by the trial and error method.

Figure 7 shows Mach number contours in the nozzle and test section. As observed in this figure, Mach number is almost equal to 3 in the test section. The grid size of the nozzle and test section is determined 144×50 after grid independency test.

5. 2. Design of the diffuser

Diffuser retrieves the static pressure in the wind-tunnel. As pointed out earlier, design parameters of the diffuser are convergence and divergence angles, length and height of its throat and ratio of outlet area to throat area (area factor). Each parameter is determined using the trial and error method.

The optimum diffuser has minimum value of stagnation pressure loss and recovery factor (\( RF \)). Also, the appropriate wind-tunnel should pass the start condition successfully and reach to the steady state condition.

In the start condition, the inlet stagnation pressure of the nozzle is equal to 612418 Pa. In the steady state condition, this value reduces to 233303Pa after transition time (\( t_r=0.18s \)). In fact, after this time the wind-tunnel reaches to the steady state condition. In this condition the Mach number in the test section equals 3 and a normal shock is formed in the divergent section of the diffuser. This shock turns the outlet flow of the tunnel to subsonic. Appropriate cross area for position of the normal shock is equal to 1.1, which \( A_t \) is area of the diffuser throat. At this position, the normal shock has the best stability condition [26]. Thus recovery factor and position of the normal shock are two important factors to design the diffuser.

Design parameters of the diffuser are determined by the trial and error method. Different geometries should be tested and the best one selected so that the previous criteria satisfied. Convergence and divergence angles of the diffuser are selected as 30 and 3 degrees, respectively. Also, length and height of throat of the diffuser are determined equal to 5\( D \) and 0.7\( D \), respectively, where \( D \) is the height of the test section (30cm).

The final design parameter of the diffuser is area factor \( (AF=\frac{A_t}{A}) \). To determine this parameter, four different values of \( AF \) are checked (i.e. 3, 2.5, 2, 1.25). For every one, the related geometry is simulated. Then, two design criteria (amount of \( RF \) and position of normal shock) are compared for different cases.

Relevant \( RF \) and position of normal shock for these cases are shown in Table 3. Also Figure 8 shows Mach number contours for the case \( AF=2.5 \).
Table 3 shows that recovery factor increases with area factor reduction. Also, as observed in Figure 8 and Table 3, the normal shock moves towards the outlet section of the diffuser when the area factor decreases. Also, the value of static pressure increases across the normal shock in the diffuser. Reduction of area factor \((AF)\) decreases diffuser length. Thus, formation of the normal shock is postponed until the static pressure reaches to outlet pressure in the exit section of the diffuser.

When \(AF\) becomes 3 or 2.5, position of the normal shock is more suitable than other cases. Because it occurs at a place with area almost equal to 1.1\(A_s\), thus the shock has better stability in comparison to other cases. The best value for area factor of the diffuser is 2.5. Because the normal shock is close to the throat and its recovery factor is more appropriate than the case \(AF=3\).

6. CONCLUSION

Different parts of a supersonic wind-tunnel (nozzle, test section and diffuser) were designed in this paper using the Roe scheme. Suitable geometries for these parts were designed with the following criteria: Firstly, to have an almost uniform flow with Mach=3 at the test section. Secondly, to form a normal shock at the divergent part of the diffuser, close to its throat. This shock turns the outlet flow of the wind-tunnel to subsonic. Thirdly, to have a low value of stagnation pressure loss and recovery factor \((RF)\). In the design process, in the first step, the nozzle was designed using the method of characteristics so that it can provide the flow with Mach=3 at the nozzle outlet. Then, appropriate geometries for the test section and diffuser were selected. To reduce the computational time, a parallel program was developed using OpenMp. Also, an appropriate equation was derived to predict the optimum number of cores for a program with different grid sizes. The most important conclusions of this paper are as follows:

- When the area factor \((AF)\) reduces, the normal shock moves toward the outlet section of the diffuser. Also the recovery factor \((RF)\) increases with the area factor reduction.
- The value of speedup \((S)\) increases with number of nodes \((N)\). In addition amount of speedup is proportional to parallel fraction of the code \((F)\). Also the parallel fraction is almost constant for different grid sizes.
- The optimum number of cores related to a specified program increases with the grid size.
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