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Abstract

The sky regions of foggy image processed by all the existing conventional dehazing methods are degraded by color distortion and severe noise. This paper proposes an improved algorithm which combines dark channel prior and inverse image. We first invert the foggy image, and then estimate the transmission of the inverse image. At last, compared with the non-inversed transmission, the larger values of the transmission are the final transmission. This algorithm tends to refine the medium transmission by adjusting the values of pixels in the bright region to meet the hypothesis of dark channel prior. The method is viable to eliminate color distortion of the dehazed image.

1. Introduction

In foggy weather, there are lots of atmospheric particles in the atmosphere which affect the absorption and scattering of light. The images captured by sensors of monitor system outdoors will be degraded badly, which results in more difficulty in the follow-up processing and analysis, and affects the reliability of the system. As a result, haze removal attracts more and more attention of scholars, and becomes more and more important in many applications, such as reconnaissance and exploration, navigation and positioning, intelligent transportation and so on.

Image dehazing methods contain two categories: one is based on image enhancement, the other is based on image restoration [1]. The method based on image restoration establishes atmospheric scattering model [2], and then uses inversing degradation process to realize dehazing. This method lays more emphasis on the reason of degradation. As a result, the image turns out to be more natural without losing any information.

For image dehazing method based on image restoration, there are also two categories: multiple image dehazing method and single image dehazing method. For multiple image dehazing method, many effective methods have been proposed by using multiple input image or extra information [3-6]. However, single image dehazing has played an increasingly significant part because it is simple and easy. Fattal [7] assumed that the transmission of light and the surface shading are locally irrelevant. Based on this assumption, Fattal [7] estimated the medium transmission. This method is physics-based and needs sufficient color information. As a result, it could only be used in thin haze. Tarel and Hautiere [8] assumed that the atmospheric veil inference is smooth locally, and estimated it using median filter.

However, this method may arise ‘halo’ in the haze-removed image when the depth has a large jump, and this method becomes difficult because it needs too many parameters. He et al. [9] proposed a single image dehazing method based on the dark channel prior. This method is effective to deal with outdoors image in most cases. However, it is invalid to handle the bright areas, which cannot meet the assumption of dark channel prior, where the transmission is estimated too small and the dehazed image appears halo artifacts and color distortion. However, this method obtains more attention because of its simplicity and the best dehazing ability in all the above algorithms.

Based on dark channel prior, many researchers have proposed improved dehazing methods to deal with the
2. RELATED WORK

2.1. Atmospheric Scattering Model In computer vision and graphics, the atmospheric scattering model is widely used to describe the formation of foggy image: 
\[ I(x) = J(x)t(x) + A(1-t(x)), \]
where, \( x \) is the pixel in the scene; \( I \) is the observed image; \( J \) is the fog-free image; \( t \) is the medium transmission; and \( A \) is the global atmospheric light. In Equation (1), \( J(x)t(x) \) is called direct attenuation, and \( A(1-t(x)) \) is called airlight. The direct attenuation describes the scene radiance and its decay in the medium, and it presents the multiplicative distortion for the fog-free image. The airlight leads to the shift of the scene colors, and it’s an additive distortion. For image dehazing, we need to recover \( J \) from \( I \).

2.2. Image Dehazing Method Based on Dark Channel Prior The dark channel prior refers to fog-free outdoor images where at least one color channel has some pixels whose intensities are very low and close to zero in most of the non-sky patches. That is, the minimum intensity in the patch is close to zero. For the image \( J \), the dark channel \( J_{\text{dark}} \) is defined as:
\[ J_{\text{dark}}(x) = \min_{y \in \Omega(x), c \in \{r,g,b\}} J^c(y), \]
where, \( J^c \) is the color channel of \( J \), and \( \Omega(x) \) is a local patch centered at \( x \). If \( J \) is a fog-free image except for sky region, the intensity of \( J_{\text{dark}} \) is very low and close to zero based on the dark channel prior.

Firstly, we estimate the transmission. He et al. [9] assumed that the atmospheric light \( A \) was given. They normalized the haze image in Equation (1) by \( A \):
\[ \frac{J^c(x)}{A^c} = \frac{I(x)J^c(x)}{A^c} + 1 - t(x). \]

The transmission in a local patch is assumed as a constant by He et al. [9]. They denoted the transmission as \( \tilde{t}(x) \), and put the minimum operators on both sides of Equation (3):
\[ \min_{y \in \Omega(x), c \in \{r,g,b\}} \frac{I^c(y)}{A^c} = \tilde{t}(x) \min_{y \in \Omega(x), c \in \{r,g,b\}} \frac{J^c(y)}{A^c} + 1 - \tilde{t}(x). \]

Based on dark channel prior, the dark channel \( J_{\text{dark}} \) is close to zero:
\[ J_{\text{dark}}(x) = \min_{y \in \Omega(x), c \in \{r,g,b\}} \frac{I^c(y)}{A^c} = 0. \]

\( A^c \) is always positive, so:
\[ \min_{y \in \Omega(x), c \in \{r,g,b\}} \frac{J^c(y)}{A^c} = 0. \]

Substituting Equation (6) into Equation (4), the multiplicative distortion can be eliminated. The estimated transmission \( \tilde{t} \) can be expressed as:
\[ \tilde{t}(x) = 1 - \min_{y \in \Omega(x), c \in \{r,g,b\}} \frac{I^c(y)}{A^c}. \]

If haze is removed thoroughly, the sense of depth will be lost. As a solution, they introduced a constant \( \omega \) \((0 < \omega \leq 1)\) into Equation (7) to keep a little amount haze for distant objects:
\[ \tilde{t}(x) = 1 - \omega \min_{y \in \Omega(x), c \in \{r,g,b\}} \frac{I^c(y)}{A^c}. \]

The main problem of the transmission estimated above is that it is coarse and the recovered haze-free images appear halo and block artifacts. So, they optimized the transmission using soft matting [13]. By solving the following sparse linear system, they got the optimal \( t \):
\[ (L + AU)t = \tilde{A}t, \]
where, \( L \) is the matting Laplacian matrix; \( U \) is an identity matrix; and \( \tilde{A} \) is set as a small number. Since the run-time of soft matting algorithm is too long and the cost of internal memory is too large, the guided image filter [14] is adopted later.

Then, the atmospheric light \( A \) is estimated. The top 0.1% brightest pixels in the dark channel are picked. Among these pixels, the pixel with highest intensity in the foggy image \( I \) is selected as the atmospheric light.

Finally, the restoration of the original color image can be obtained by solving Equation (1) with respect to \( J \):
\[ J(x) = \frac{I(x) - A}{\max(I(x), t_0)} + A. \]
This method claims that the Equation (7) can handle both the sky and non-sky regions well. They don’t
separate the sky regions beforehand. However, after a great deal of experiments, we discover obvious color distortion in the sky region or other bright regions of the recovered image by the method of He et al. [9]. The reason is that bright areas cannot meet the assumption of dark channel prior. We could not find out dark channel of these regions even under haze-free conditions.

Figures 1 and 2 are the comparisons among the methods of Fattal [7], Tarel and Hautiere [8], and He et al. [9]. Figure 1 is the simulation results of an image with non-sky region. Figure 2 is the simulation results of an image with sky region.

2.3. Jiang et al.’s Method

Jiang et al. [10] added parameter $K$ as the tolerance to the method of [9], and rewrote Equation (10) as:

$$J(x) = \frac{I(x) - A}{\min(\max(K, I(x) - A), 1)} + A.$$  

Figure 1. Foggy image and dehazed images with non-sky region: (a) the foggy image, (b) Fattal [7], (c) Tarel and Hautiere [8], and (d) He et al. [9]

Figure 2. Foggy image and dehazed images with sky region: (a) the foggy image, (b) Fattal [7], (c) Tarel and Hautiere [8], and (d) He et al. [9]

The ability of dehazing is weakened by this method on bright regions. This method offsets the defects of the method in reference [9], and provides more natural results. However, this algorithm cannot provide a universal tolerance value, which means that the algorithm may fail in dealing with non-sky regions, and the ability of dehazing decreases when it is too large or the effect of tolerance reduces. Besides, the color distortion cannot be eliminated completely when non-sky region is too small.

3. IMPROVED ALGORITHM

As we presented before, the transmission of the sky region estimated by dark channel prior is lower than its real value. We can adjust the pixels’ values of the sky region to meet the hypothesis of dark channel prior, and then recover the haze-free images using the refined transmission given by Equation (8).

3.1. Estimation of Medium Transmission

According to the limitations of dark channel prior, the transmission of the sky region is estimated lower than its real value. As a solution, we first invert the foggy image, and then estimate the transmission of the inverse image. The transmission obtained by the inverse image is contrary to the values of the hazing image’s transmission, which means the sky regions of the inverse image meet the assumption of dark channel prior.

The following steps are the procedures of estimating the transmission:

Step 1. Invert the input foggy image which is shown in Figure 3.

Step 2. Based on dark channel prior, calculate the dark channel of the input image and the inverse image, respectively, as shown in Figure 4.

Step 3. Assume that atmospheric light is known, the coarse transmission maps of the two images can be estimated, respectively, which are shown in Figure 5.

Step 4. Estimate the refined transmission of both two images using guided image filter which is discussed in reference [14]. The results are shown in Figure 6.

Step 5. Select the larger values of the two refined transmissions as the final transmission of the input image, as shown in Figure 7.

Figure 3. Input image and its inverse image: (a) input image and (b) inverse image
3.2. Estimation of Global Atmospheric Light  In the method of He et al. [9], the atmospheric light is the value of one pixel in the original image. If all light $A$ of every channel tends to 255, the recovered image will appear to be serious shifts of color and a lot of patches. As an improvement, we estimate the global atmospheric light in a different way.

Step 1. Pick the top 0.1% brightest pixels in the dark channel at first. Calculate the average intensity of these pixels in the input image $I$ and set the average value as the atmospheric light.

Step 2. Add one maximum global atmospheric light as a threshold. If the estimated $A$ is greater than it, select it as the final atmospheric light. This step is valid to eliminate the transition region of the sky area.

3.3. Recovery of Scene Radiance  With the atmospheric light and the transmission, we can restore the fog-free image according to Equation (12). We rewrite it as follows:

$$ J(x) = \frac{I(x) - A}{\max(\max(1_x(x), 2_x(x)), 0) + A}. $$

where, $1_x(x)$ and $2_x(x)$ are the transmission of the foggy image and its inverse image, respectively. Figure 8 describes the restored image, and Figure 9 is the block diagram of our proposed algorithm. To prove the effectiveness of our algorithm, we restore a great deal of foggy images using our algorithm, and the next section will show some results of our simulation.

4. EXPERIMENTAL RESULTS

In our experiments, we take all simulations with MATLAB 7.0, on a PC with 1.8G Intel Core (TM) i5-3337U CPU. All the images of this paper are from other authors’ personal home pages or the Internet.

In this section, we show some experimental results of our proposed image dehazing method on the images with non-sky region and the images with sky region, and compare it with the other two methods in references [9, 10].
The results demonstrate that our method is valid on both the images with non-sky region and the images with sky region, which means it makes a great progress compared with other algorithms.

In the method of He et al. [9], the window size of the patches $\Omega$ is $15 \times 15$, and the parameter $\omega$ is 1. We get the refined transmission map using guided image filter whose radius is 12. In the method of Jiang et al. [10], we set the tolerance value as 50. In our method, we set the maximum global atmospheric light as 240. The window size of the minimum filter is $3 \times 3$; the parameter $\omega$ is 1; and the radius of the guided image filter is 12. Figure 10 shows the dehazed results of the images with non-sky region, and Figure 11 shows the dehazed results of the images with sky region.

Compared with the other two methods, we demonstrate that our method is valid on removing the haze of the images with non-sky region. Although its intensity of dehazing is a little weaker than others, the dehazed images with a small area of the sky or other bright regions by our method get more natural vision effect, while the images dehazed by the other two methods appear slight color distortion.

Compared with the other two methods, our method obtains much better results when handling the images with sky region. In Figure 11, the images dehazed by the methods of He et al. [9] and Jiang et al. [10] appear significant color distortion and halo artifacts in the sky region or even in the whole images, while the foggy image can be well restored by our algorithm.

Figure 10. Foggy images and dehazed images with non-sky region: (a) the foggy images, (b) He et al. [9], (c) Jiang et al. [10], and (d) the proposed
In this paper, we adopt the blind contrast enhancement assessment proposed in reference [15] to quantify the performance of our method. Three descriptors were used in reference [15], and they are the rate of new visible edges in dehazed images $e$, the geometric mean of the ratios of visibility level $\tau$, and increased percentage of saturated pixels $\sigma$. Good results of dehazed images are described by big values of $e$ and $\tau$ and small values of $\sigma$. Table 1 gives the objective quality of dehazed images with non-sky region, and the corresponding foggy images are shown in Figure 12. Table 2 gives the objective quality of dehazed images with sky region, and the corresponding foggy images are shown in Figure 13. From Table 1 and Table 2, we can see that our proposed image dehazing method can obtain better dehazed images.
TABLE 1. Objective quality of dehazed images with non-sky region

<table>
<thead>
<tr>
<th>Image dehazing methods</th>
<th>Descriptors</th>
<th>Figure 12 (a)</th>
<th>Figure 12 (b)</th>
<th>Figure 12 (c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>He et al. [9]</td>
<td>$e$</td>
<td>-4.6571</td>
<td>-12.2678</td>
<td>-11.8838</td>
</tr>
<tr>
<td></td>
<td>$\tau$</td>
<td>4.8647</td>
<td>4.3694</td>
<td>4.9829</td>
</tr>
<tr>
<td></td>
<td>$\sigma$</td>
<td>0.6957</td>
<td>0.8932</td>
<td>0.9221</td>
</tr>
<tr>
<td></td>
<td>$\tau$</td>
<td>4.8805</td>
<td>4.3930</td>
<td>4.9817</td>
</tr>
<tr>
<td></td>
<td>$\sigma$</td>
<td>0.6954</td>
<td>0.8987</td>
<td>0.9220</td>
</tr>
<tr>
<td>The proposed</td>
<td>$e$</td>
<td>3.6216</td>
<td>4.8273</td>
<td>12.6509</td>
</tr>
<tr>
<td></td>
<td>$\tau$</td>
<td>1.1759</td>
<td>1.3159</td>
<td>1.5248</td>
</tr>
<tr>
<td></td>
<td>$\sigma$</td>
<td>0</td>
<td>0.0111</td>
<td>3.0979$x10^4$</td>
</tr>
</tbody>
</table>

TABLE 2. Objective quality of dehazed images with sky region

<table>
<thead>
<tr>
<th>Image dehazing methods</th>
<th>Descriptors</th>
<th>Figure 13 (a)</th>
<th>Figure 13 (b)</th>
<th>Figure 13 (c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>He et al. [9]</td>
<td>$e$</td>
<td>-4.0880</td>
<td>-15.4531</td>
<td>1.8776</td>
</tr>
<tr>
<td></td>
<td>$\tau$</td>
<td>6.5136</td>
<td>28.1270</td>
<td>10.9064</td>
</tr>
<tr>
<td></td>
<td>$\sigma$</td>
<td>0.5131</td>
<td>0.7077</td>
<td>0.8429</td>
</tr>
<tr>
<td>Jiang et al. [10]</td>
<td>$e$</td>
<td>-3.5861</td>
<td>-17.0586</td>
<td>1.3865</td>
</tr>
<tr>
<td></td>
<td>$\tau$</td>
<td>6.4828</td>
<td>19.0388</td>
<td>9.8130</td>
</tr>
<tr>
<td></td>
<td>$\sigma$</td>
<td>0.6068</td>
<td>0.8450</td>
<td>0.8491</td>
</tr>
<tr>
<td>The proposed</td>
<td>$e$</td>
<td>6.4900</td>
<td>1.6393</td>
<td>10.5056</td>
</tr>
<tr>
<td></td>
<td>$\tau$</td>
<td>1.2112</td>
<td>0.6278</td>
<td>1.7071</td>
</tr>
<tr>
<td></td>
<td>$\sigma$</td>
<td>0</td>
<td>0.0128</td>
<td>0.0513</td>
</tr>
</tbody>
</table>

5. CONCLUSION

In this paper, we have proposed a novel image dehazing method based on dark channel prior for single image haze removal. By combining the dark channel prior and the inverse image, and changing the estimation of the atmospheric light, we get effective dehazing results compared with the other two methods based on dark channel prior.

However, there are still some limitations in our method: (i) Its dehazing intensity is not strong enough, especially for distant objects; (ii) Its processing speed is not fast enough as it needs to deal with both the input image and the inverse image using dark channel prior. Although we refine the transmission maps using the guided image filter, this method cannot meet the need of video processing. We leave these for future studies.
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چکیده
ناحیه های آسمان با تصاویر مه آلود که با روش های متغیر تحت فرآیند های موجود مه زدایی قرار می گیرند با اعوجاج رنگ و نویز شدید بهتری شوند. این مقاله الگوریتم بهبود یافته ای را ارائه می کند که کانال تاریک اولیه (Dark Channel Prior) را با تصویر وارون ترکیب می کند. ابتدا تصویر مه آلود در مقیاس رنگ وارون نشده بردار مقدار انتقال همان مقدار انتقال هنگام تعیین انتقال نهایی (Inverse Image) را تخمین می دهد و در مقایسه با تصویر وارون نشده بردار مقدار انتقال اولیه را تعیین می کند. این الگوریتم تمایل دارد که محیط انتقال را تغییر یکسی باشد و تغییر در ناحیه رنگ انجام دهد. در مقایسه با الگوریتم های متداول این الگوریتم بهبود ورودی می دهد.