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In this paper, we want to improve association rules in order to be used in recommenders.
Recommender systems present a method to create personalized offers. One of the most important types
of recommender systems is the collaborative filtering that deals with data mining in user information
and offering them the appropriate item. Among the data mining methods, finding frequent item sets
and creating association rules are included in dataset. In this method, through separating the data of
more active users, those who are interested in more items, we make sample from the training set and
continue finding the association rules on the selected sample. Therefore, while the training set gets
smaller, the production speed of rules increases. At the same time, we will show that the quality of the
produced rules has been improved. Among the advantages of the proposed method, it can be referred to

Support its simplicity and rapid implementation. Moreover, through a sampling from training set, the speed of

Confidence

association rules will be increased.

doi: 10.5829/idosi.ije.2016.29.06¢.08

1. INTRODUCTION

The increase of products and service decisions to select
the most appropriate product is difficult for users;
recommender systems by studying the users’ interests
can offer useful products and services to the users.
These systems play an important role in finding the
customers’ interests; therefore, they are widely
considered in e-commerce businesses such as online
purchase and sale [1]. In recent decades, using
recommenders is very common in commercial areas,
and following the commercial popularity of these
systems, many scientific researches have been
implemented. Researchers try to develop and improve
the personalized suggestions to the people. The meaning
of personalization is “to provide topics and services that
are suitable for people based on their behavior and
preferences”. Since the recommender systems
investigate the interests and preferences of individuals,
they can offer special products and services to them.
They also can offer new products to the people so they
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may love it. It should be mentioned that analyzing the
product content similarity with the favorite product and
removing the unrelated items, the recommenders can
identify more useful items and offer them to the users
[2]. Generally, so many algorithms are presented to
create the recommendation that we can classify them in
different categorizations. Including the most important
used algorithms in these systems is collaborative
filtering, content-based, knowledge-based and also
hybrid ones. In addition, with the development of web
2.0, a new generation of recommenders is presented that
we will discuss them in brief. The collaborative filtering
is one of the most practical methods in the
recommenders that offer people the appropriate
products using the data mining in the people rating
information. Including the data mining methods is the
mining association rules that in this paper we want to
use it to find the available rules in the users’ rating
information, and using more useful users’ data we want
to create more suitable rules. In fact, in this method,
through separating the data of more active users (those
who are interested in more items), we make sample
from the training set and continue finding the
association rules on the selected set. Therefore, while
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the training set gets smaller, the production speed of
rules increases. At the same time, we will show that the
quality of the produced rules has been improved.

For this purpose, in section 2 we will talk about the
types of recommenders and their features. In section 3,
we will explain data mining and association rules and in
sections 4 and 5, we will implement the proposed
method and review the results and finally we will reach
a conclusion.

2. TYPES OF RECOMMENDER SYSTEMS

In various articles, different categories are considered
for recommender systems. According to the traditional
classification, the recommender systems are in four
categories of collaborative filtering, content-based,
knowledge-based and hybrid. In addition, today new
types of recommenders are introduced that may not be
fitted in recent categories. Some of them are: social-
based, tag-based and context-aware recommenders. In
the following section the different recommendation
types are briefly explained.

2. 1. Collaborative Filtering Recommenders
The purpose of collaborative recommender systems is to
find similar users with the user that we are going to
recommend something to him. For this purpose, we
should investigate interests and preferences of the other
like-minded users. Collaborative filtering techniques are
highly functional in various fields such as electronic
education, multimedia and digital libraries. It is obvious
that the interests and views of users can be explicitly or
implicitly extracted. The most important problem of
collaborative filtering is that new items that are added
will not be offered until they would be rated or chosen
by the users. This problem is called “cold start”.
Another problem of collaborative filtering technique is
“data sparseness”. It means that when the number of
required rates is low compared to the number of items,
the quality of suggestions will be affected [2]. Despite
these problems, majority of studies in recommender
area use collaborative filtering method to make
recommendations [3].

In filtering techniques there are different criteria to
find the similar users. The criteria is defined in
Equations (1), (2) and (3) [2].
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where ryj and ry j are the rate that the users have

given to the item i; these functions will calculate the
similarity between two users.

2. 2. Content-based Recommenders In a
content-based recommender system, the items are
proposed based on their characteristics and properties.
In these systems instead of considering the similarities
among users, the features and special characteristics of
the items will be considered as a measure of
recommendations. In fact, it is assumed that an active
user may prefer the items to be suggested to him that he
has previously mentioned them [2].

In content-based method, users are limited to items
that they have previously scored or showed their interest
to them; because, in this method the like-minded users
comments is not considered with the active user
comments for the items recommendations. This is a
fundamental weakness for content-based method [2].
One of the most popular algorithm used in this field is
term frequency—inverse document frequency (TF-IDF).

Assume that N is the total number of texts that can
be offered to the user, and the keyword k i is available

in nj texts. We also can assume that fj j is the number
of kjkeyword repetition in the dj text. In this case,
the frequency of the k; keyword in the d j text is
defined as (4):
fi,j
maxy fz j

TR 4)

maxzfz j is the maximum number of fz jthat is
repetitions for all the k; keywords in the textd;.

Usually they use inverse frequency (IDF;) in the
union with term frequency (TH j), the inverse

frequency for the keyword kj is as:
N
IDF; = |ogn—i ®)

The TF-IDF weight for the ki keyword in the dj text
is as follows:

wij,j = TH;, jx IDF; (6)
We can present a vector display of the d j text content
[4]:

content(dj) = (Wyj,... Wkj) (7
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2. 3. Knowledge-based Recommenders These
systems rely on the products’ features and according to
these features they offer some items to the user that
would be in accordance with his needs and interests.
The user can express his preferences by determining the
features of the required item [5].

There is no exact border between content-based and
knowledge-based systems and many researchers have
considered the content-based methods as a subset
knowledge-based methods. But we can say that content-
based systems use the described information of the item;
while, knowledge-based systems use an additional
knowledge information such as utility function to create
a recommendation [6].

2. 4. Recommenders and New Generation of Web
The development of web 2 and increased use of social
networks has led to the emergence of new types of
recommender systems. To improve recommendation in
online communities we can use trust-aware
recommender systems. Studies have shown that use of
reliable information improves the accuracy of
recommender systems. In these systems we are faced
with cases such as recommendation strategies, implicit
trust and new friends’ recommendation. Also by
creating the possibility of annotation of resources on the
web, folksonomy (folk taxonomies) is created that to
improve the recommendation it provides valuable
information for the recommender systems. These
systems are known as tag-based recommender systems.
Tagged information is suitable for recommender
systems because collaborative filtering method have
failed in combined and heterogeneous domains; while,
the  tagged information ~ create  high-quality
recommendations for the systems with heterogeneous
domains [6].

The move towards web 3.0 and the Internet of
Things, context-aware information are used from
various devices and sensors [7]. Such information can
be used in recommender systems so a new generation of
systems that is called context-aware recommender
system can be formed. These systems use the
information such as time, location and wireless sensor
networks. This information can be used explicitly,
implicitly, through data mining or by a combination of
methods. For example, the use of geographical data in
mobile devices has developed. This information is used
in the recommenders that are aware of the geographical
location so with respect to the location of the users some
offers will be provided to them [7].

2. 5. Hybrid Recommenders The hybrid
recommender systems combine two or more
recommendation methods to deal with the problems of
each method.

3. ASSOCIATION RULE MINING

To handle the vast amounts of data that are rapidly
generated, exploratory data analysis methods are being
increasingly popular [8]. So nowadays various data
mining techniques are emergenced to extract the
knowledge contained in this data.The task of data
mining is to discover similar patterns, unfamiliar events,
or relationship between data through analyzing data [9].
Among these methods are the data clustering, decision
trees generation, association rules, and so on.

One of the most important data mining techniques is
the association rules mining which consists of two
stages: in the first stage using the minimum support the
frequent item sets are generated, and in the second stage
using the minimum confidence the association rules are
extracted.

Association rules indicate mutual relationships and
dependencies between large set of data items. Finding
such rules can be used in different areas and have
different applications. For example, the discovery of
association relations between massive volumes of
business transactions can be used in fraud detection, in
the field of medicine and also data mining of the
information about the method of using the web by the
users [10]. They also can be effective in catalog design,
marketing and other business decisions processes.

The most current example in relation with the
discovery of association rules is "market basket
analysis". In this process according to the various items
that customers put in their cart, their purchasing habits
and behaviors are analyzed. For example, based on this
idea when a user buys the x product, with c% possibility
he will also buy the y product. The purpose in this
process is to automatically find the rules that are
expressed as a conditional sentence. Also, for the
acceptability of the rules some criteria are proposed that
will be explained later.

3. 1. Basic Concepts The basic assumptions are as
follows: we consider the 1=1q,1,13,... as the items set

and D as the dataset that contains transactions so each
transaction includes a set of items, each transaction is a
subset of I (TS 1). If Ais a set of items we say that T
transaction includes A if and only ifAST. An
association rule is a statement that is as A= B while
ifASI,BSI,ANB=¢ (at first the rules were

considered only as the form of A= Ij). To asset the

value and acceptability of the association rules criteria
we introduce two important parameters: support and
confidence. The A= Brule in the D transaction sets
has the s value of support, if s percent of D transactions
include AUB and this rule has the confidence value of
¢, if ¢ percent of the transactions that include A include
B too, or:
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|AUB|

sup(A—B) = N

®)

|AUB|
|A|

conf(A—B)=P(B|A) = 9)
In Equation (8), n is the number of transactions.

The rules that have minimum support (min-sup) or
minimum confidence (min-conf) are called the strong
association rules and the purpose of every algorithm is
to generate such rules.

Including the association rules, generation
algorithms are Appriori and FP-Growth. In most of the
algorithms and also Appriori, finding the association
rules is a two-step process. At the first stage, the item
sets that satisfy min-sup, a predetermined minimum
support, are identified, and at the second stage these
item sets are used to generate the association rules. The
overall performance of mining association rules depends
primarily on the first step. The second step is easy [11,
12]. After the identification of the important set of
items, the association rules can be easily extracted from
them. The FP-Growth performance is different; because
this algorithm only deals with the generation of frequent
item sets. Therefore, it is necessary to generate
association rules after its implementation. In order to
generate association rules, we apply the useable FP-
Growth algorithm through the RapidMiner.

4. PROPOSED METHOD AND EXPERIMENTS

In this paper we want to examine the association rules
of two datasets and also find a way to improve the rules.
For this purpose, we try to improve the quality of
generated rules by separating the better information
among the used data. Using more and better rules for
the recommenders increase their efficiency in the items
prediction.

In order to implement the project we need to install
RapidMiner Studio® and Microsoft Visual Studio®
software. Also we need a dataset to apply the operation
of the association rules generation on them. For this
purpose, we have used two datasets that the description
of the association rules generation is given to them.
After the installation of RapidMiner, we have designed
a process that is shown in Figure 1. In this process, at
first the data is prepared and then the FP-Growth
algorithm is applied on them. Later, the operation of the
association rules generation is implemented and the
quality of the rules is evaluated.

4. 1. The Generation of Association Rules for
MovieLense Dataset 1) Description of dataset:

2 www.rapidminer.com
% www.visualstudio.com

MovieLense* dataset version 1.0 is published in May
2011 by GroupLense® research group. In this dataset the
users have both tagging and rating information.
MovielLense includes the movie information including
actors, producer country, director, movie locations, the
tags assigned to the movies, and the number of times the
tags were assigned to each movie, and the user
information including their ratings, time of rating,
movies’ tags, and the time tagging. Each of these data is
placed in a separate file. Since our goal is to generate
the association rules with regard to the user ratings, we
will only use the files that are related to user ratings.
Our used information include: 2113 users, 10197
movies, and 855598 ratings. The average number of
rating for each user is 404.921 and for each movie is
84.637. The movies are rated by the users from 0 to 5.
2) Data preparation and implementation of project: In
order to implement the project, we have used two files
in the dataset that one contains a list of movies and
other one contains each user ratings for different
movies. The files of the studied movies include ID,
name and other information related to the movie. It
should be noted that data review and generation of rules
occurs only based on the movies ID and the movies
names are not used. Therefore, only the first column
that contains the movies ID will be extracted from the
file. The next used file is related to the ratings that gave
to the movies. In this file, only the first three columns
are extracted that first one is userID, the second one is
the rated movielD, and the third one includes the related
ratings.
In order to study the favorite movies of each user it is
necessary to determine a threshold for ratings. If the rate
that the user has given is more than the threshold, the
considered item is named as the user favorite movie,
and if the rate is lower than the threshold the movie is
not the user favorite. The reason for this thresholding
and separating the favorite movies of the user is that the
association rules should be generated on the favorite
items or products purchased by the user and the items
that are not the users’ favorite won’t be useful.

Iumericalto .

Figure 1. Process to generate the association rules in
RapidMiner

4 www.grouplens.org/datasets/movielens
® www.grouplense.org
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Figure 2. The separation process of train set and test set by
RapidMiner

In order to separate the favorite items we have
written a code in C++. According to this code the items
that their corresponding rating is at least 4 are written in
a separate file as the user favorite items. Thus, we have
obtained a file with the format of csv as the output that
includes 376106 lines. Each line includes the user 1D
and the ID of one of his favorite movies. In order to
generate association rules and evaluate the efficiency of
the generated rules we need two datasets:

«»+ train set to generate rules
+» test set to examine the usefulness of the generated
rules

So we should convert the data that include users’
ratings into two sets. For this purpose we use
RapidMiner. We draw a process in the software (Figure
2) and consider 50% of the data as train set and 50% as
the test set.

To generate association rules by RapidMiner the
data should have two values so we should make the data
in the form of matrixes that the first line includes the
items ID and the second column includes the users ID,
and we fill the rest of the cells based on the user
interests with one and zero. Using a code with the C++
language we have created such layout for the data.

In this article we intend to improve the association
rules resulted from the train set, for this purpose try to
separate the best users’ information from the train set.
Users’ separation is done in a way that the users who
have at least expressed their interest to different items at
the average number of all favorites will be selected. In
fact, these users are considered as more active users that
have rated more items and using their information
would be more useful. The separation of active users
was implemented through coding. The purpose of
separating the most active users is to generate better and
more accurate rules because the train set matrix will be
filled better and better rules will be extracted. The
results will be shown. It should be mentioned that, we
place the train set at various stages for each dataset
without any change, so the comparison of the results
would be possible.

For MovielLense dataset at first we place the whole
users’ information (2113 users) in the train set, and then
we will turn them to a suitable form to be entered to the
software. With regards to the mean of the whole users’
favorites, we only select the users that have at least

rated 89 items. In this case 747 active users are selected
so proper train set are provided to reenter the software
and mining the association rules. We will apply Figure 1
process on the obtained datasets. The results will be
explained in the next section.

4. 2. The Generation of Association Rules for
Jester Dataset 1) Description of dataset: Jester
dataset has three versions that we have used the Dataset
1 which is also used in many other articles. The
information of this dataset is accessible in 3 Excel files.
These data include more than 1.4 million rates for 100
different jokes that have been collected from April 1999
to May 2003. These datasets include the ratings of
73421 users.

2) Data preparation and implementation of project: This
time like before, by thresholding for the rates we should
find the favorite jokes of each user. The maximum
possible rate is 10. In order to determine users' interests,
we have used coding and by putting the threshold of 7.5
for the ratings, we identified the favorite jokes for the
users.

As usual in order to generate the train set and test set
we have used a process in RapidMiner as shown in
Figure 2. Randomly we have considered half of the data
as train set and the other half as test set. Then, using the
relevant codes we have turned the data to the suitable
matrix form to generate the rules. At first, we consider
the data of all the users. At the next stage we only
separate the information of the users who have liked at
least 3 jokes (the mean of the whole number of jokes
that were liked by the users). Therefore, we have placed
the interest of 23144 users in the train set. The resulted
files of each time of each code implementation are
separately given to the software as in Figure 1. The
results will be explained in the next section.

In order to clarify the issue, we propose an example
for the method. We assume that we have transactions
according to Table 1. In this set, we have five users that
are interested in 20 items. Since the mean of items that
are interesting for the user’s equals 4, we only select
those users’ data as the sample that at least are
interested in 4 items. Therefore, the transactional
information of A2, A3 and A5 are selected as the
sample of the dataset. Now, using FP-Growth algorithm
we try to find association rules existing in the selected
sample. In fact, Al and A4 are ignored.

TABLE 1. Example of train set

Users Items
Al 11, 12, 17
A2 13, 18, 110, 16
A3 14, 13, 110, 18, 12, I5
Ad 18, 12
A5 14,15, 19, 11, 16
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Mo. Fremises Conclusion Support Confidence
1 4993, 47, 457 296 0.014 0.806
2 4995, 3623 2571 0.010 0.815
3 6711, 1377 296 0.010 0.815
4 2959, 4995, 6711 2571 0.010 0.815
5 5952, 260, 3052 4993 0.010 0.815
51 4993, 4306, 1584 7153 0.010 0.815
7 4306, 6377, 1079 4993 0.010 0.815
8 2762, 2997, 2396 2959 0.010 0.815
9 47, 33166, 30707 2858 0.010 0.815
10 2959, 1089, 5418 2571 0.011 0.821
11 4226,1291, 150 2571 0.011 0.821
12 260, 7361, 48304 318 0.011 0.821
13 | 593,260, 1198, 1210 4993 0.011 0.821
14 2959, 32587, 1610 2571 0.010 0.846
15 32,3623 2571 0.011 0.857
16 2762, 4995, 1097 4993 0.012 0.862
17 4306, 2329, 2997 2959 0.010 0.880

Figure 3. The generated rules for MovieLense dataset (for all
the 2113 users)

user_id 1) confidencef; nfidence(2959) confidence(296) confidence(318) confidence(4993) confidence(7153)
75 0 0 0 0 0 0 0
78 0 0 0 0 0 0 0
127 0 0 0 0 0 0 0
170 0 0 0 0 0 0 0
175 0 0 0 0 0 0 0
190 0 0 0 0 0 0 0
267 0 0 0 0 0 0 0
25 0 0 0 0 0 0 0
383 0 0 0 0 0 0 0
478 0 0 0 0 0 0 1
a7 0 0 0 0 0 0 0
493 1 0 0 0 0 0 0
498 0 0 0 0 0 0 0
53 0 0 0 1 1 0 0
545 0 0 0 0 0 0 0
548 0 0 0 0 0 0 0
580 0 0 0 0 0 0 0
622 0 0 0 0 0 0 0
636 0 0 0 0 0 0 0
67 0 0 0 0 0 0 0

Figure 4. An example of rules’ confidence after applying
them on the test set in MovieLense (for all the 2113 users)

2477737 | 4993,7153, 2028, 1214, 608, 6377, 1610 4306 0.011
2477738 4993, 2028, 4306, 1214, 608, 6377, 1610 7153 0.011

Figure 5. The generated rules for MovielLense dataset (for 747
users)

No. Premises ) Conclusion  Support Confidence
2477711 32,4306, 589, 1240, 2268 4993, 593, 4226 0.011 1
2477712 4993, 32, 4306, 589, 1240, 2268 593, 4226 0.011 1
2477713 593,32, 4306, 589, 1240, 2268 4993 4228 0.011 1
2477714 4993, 593, 32, 4306, 589, 1240, 2263 4226 0.011 1
2477715 4226, 32,4306, 589, 1240, 2268 4993, 593 0.011 1
2477716 4993, 4226, 32, 4306, 589, 1240, 2268 593 0.011 1
2477717 593,4228, 32 4306, 589, 1240, 2268 4993 0.011 1
2477718 4993, 2028, 4306, 1214, 527, 6377 7153, 1610 0.011 1
2477719 7153, 2028, 4306, 1214, 527, 6377 4993, 1610 0.011 1
2477720 4993, 7153, 2028, 4306, 1214, 527, 6377 | 1610 0.011 1
2477721 4993 7153, 2028, 1214, 527 1610 4308, 6377 0.011 1
2477722 4993, 2028, 4306, 1214, 527, 1610 7153, 6377 0.011 1
2477723 4993, 7153, 2028, 4306, 1214, 527, 1610 | 6377 0.011 1
2477724 4993 7153, 1214, 527, 6377, 1610 2028, 4308 0.011 1
2477725 4993, 2028, 1214, 527, 6377, 16710 7153, 4306 0.011 1
2477726 4993, 7153, 2028, 1214, 527, 6377, 1610 4306 0.011 1
2477727 7153, 4306, 1214, 527, 6377, 1610 4993, 2028 0.011 1
2477728 4993 7153, 4306, 1214, 527, 6377, 1610 | 2028 0.011 1
2477729 4993, 2028, 4306, 1214, 527, 6377, 1610 | 7153 0.011 1
2477730 7153, 2028, 4306, 1214, 527, 6377, 1610 | 4993 0.011 1
2477731 4993, 2028, 4306, 608, 1610 7153, 1214, 637 0.011 1
2477732 4993 7153, 2028, 4306, 608, 1610 1214, 6377 0.011 1
2477733 4993, 2028, 4306, 1214, 608, 16710 7153, 6377 0.011 1
2477734 4993, 7153, 2028, 4306, 1214, 608, 1610 6377 0.011 1
2477735 4993 2028, 4306, 608, 6377, 1610 7153 1214 0.011 1
2477736 4993, 7153, 2028, 4306, 608, 6377, 1610 1214 0.0M 1

1
1
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Figure 6. An example of rules’ confidence after applying
them on the test set in MovieLense (for 747 users)

5.RESULTS

In order to assess the extracted rules we have used the
support and confidence criteria based on Equations (8)
and (9).

5. 1. The Results of MovieLense Dataset We
have extracted the available rules on the users’ data and
also all the available items of MovieLense dataset with
the help of RapidMiner. By placing the value of 0.01 for
the rules’ support and 0.8 for the rules’ confidence, 17
rules are obtained that are shown in Figure 3.

As we can see, 17 rules are generated that all have the
support value of 0.01 and confidence of 0.8.

Although the obtained rules do not have enough
support value, they are acceptable in terms of
confidence. It should be mentioned that, in the
generated rules the importance of confidence criterion is
more than support criterion. So we are trying to improve
the rules’ confidence.

An example of the above rules’ confidence after
applying them on the test set is shown in Figure 4.

Investigating the results of the applied rules on test
set, we can see that in 350 cases the generated rules can
be applied on the test set. We will mine the association
rules for data of 747 users without changing the support
and confidence values. Now we can see that compared
to the previous status the generated rules have greatly
increased and have reached 2477738 rules. Due to the
high number of rules, we only show the rules with
higher confidence value in Figure 5.

As we can see, the confidence of many rules is 1
(284521 rules has the confidence value of 1) that shows
the generation of suitable rules. As we can see, with
more condensation of the test set matrixes, the
generated data were more improved. Applying the rules
on the test set in 347928 cases, we have found the
generated rules applicable on the data (Figure 6). It
shows the efficiency of the generated rules.
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TABLE 2. The comparison of obtained results from the
generation of association rules on the MovielLense dataset

The number of

generated The mean of  The number of

association rules generated cases on which
with 0.01 support rules’ the test set can
and 0.8 confi%che confidence be applied
The generated
rulef1 5(23252’113 17 0.826 250
information
The generated
rules on 747
number of the 2477738 0.856 347928

most active users

MNo. Premises Conclusion Support Confidence

1 50 32 0.031 0.213
2 50 36 0.032 0.213
3 50 29 0.032 0.214
4 50 27 0.032 0.218
5 50 35 0.033 0.225
6 32 50 0.031 0.231
7 27 50 0.032 0.231
8 29 50 0.032 0.237
9 35 50 0.033 0.244
10 36 50 0.032 0.250

Figure 7. The generated rules for Jester dataset (for all the
73421 users)
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Figure 8. An example of rules’ confidence after applying
them on the test set in Jester (for 73421 users)

Mo. Premises Conclusion Support Confidence

233 29 35 0.049 0265
234 50 35 0.057 0258
235 53 35 0.050  0.268
236 36 35 0.049 0.268
237 66 35 0.044 0.269
238 61 27 0038 0271
239 53 50 0051 027
240 27 50 0.055 0.272
241 32 50 0.054 0273
242 31 27 0.038 0274
243 69 50 0.043 0277
244 36 27 0.051 0278
245 56 50 0.035 0279
246 35 50 0.057 0.284
247 29 50 0.053 0287
248 36 50 0.054 0291

Figure 9. The generated rules for Jester dataset (for 23144
users)

user_id_cont..cont...cont...cont...cont...con.. conf...conf...cont...cont...cont...cont...cont... ont...cont... con...cont.. con.
L T T T T B - R B B L R I |

0
4
P
4
4
4
4
4
0
4
P
0
0
0
0
0
P
0

0
a
P
p
1
p
0
p
1
p
P
0
P
0
0
1
P
0
P

0
a
P
p
1
p
1
p
1
p
P
0
P
0
0
1
P
0
P

0
a
0
p
1
0
0
p
0
p
P
0
P
0
0
1
P
0
0

0
a
P
p
1
p
1
p
1
p
P
0
0
0
0
1
P
0
P

Figure 10. An example of rules’ confidence after applying
them on the test set in Jester (for 23144 users)
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Table 2 shows the comparison of obtained results
from the generation of association rules on the
MovieLense dataset.

Through comparing the available values in the table,
we observe that the number of produced rules are
significantly increased. On the other hand, the accuracy
of rules has not been decreased. Also, the
implementation of these rules on the test set has
indicated acceptable performance.

5. 2. The Results of Jester Dataset  The extracted
rules from the whole data of Jester dataset for the
minimum value of support 0.03 and confidence of 0.2
are shown in Figure 7.

Therefore, 10 association rules are generated that
have 0.03 support, and the confidence value of these
rules is 0.25. We can see that the resulted rules do not
have enough confidence and the number of generated
rules is low. An example of rules’ confidence after
applying them on the test set is shown in Figure 8.

Studying the results of applying rules on the test set
in 48725 cases we have found 10 generated rules
applicable. The low confidence value of the generated
rules indicates the inefficiency of the extracted rules.
Also, by screening the data we have tried to create
better rules. After applying the process on 23144 most
active users we have achieved 248 rules. Due to the
high volume of these rules we just show a part of these
rules in Figure 9.

As we can see, the support and confidence values
had not that much improvement compared to the
previous status (the support has improved to 0.05 and
confidence has improved to 0.29) but the number of
rules has increased from 10 to 248 rules. Investigating
the results of applied rules on the test set (Figure 10) we
have obtained the number of rules that can be applied on
the test set and we also have compared them to their
previous status.
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TABLE 3. Comparison of the obtained results from the
generation of association rules on the Jester dataset

The number of

The mean The number
generated
association of of cases on
rules with 0.03 gener’ated which the
rules test set can
support and confidence  be applied
0.2 confidence pp
The generated
rules f)n 73421 10 0227 .
users
information
The generated
rules on 23144 248 0235 460400

number of the
most active users

In 464400 cases the achieved rules in the process
were applied in the test set and this amount was higher
than the previous status. Table 3 shows the comparison
of obtained results from the generation of association
rules on the Jester dataset.

As we observed, through sampling from training
sets, we could create better rules. In this method, due to
smaller training set, finding the association rules can be
done with higher speed and at the same time, the quality
of the rules improves.

6. CONCLUSION

We applied the generation stages of association rules
twice on each dataset, and we achieved a more
acceptable result by filtering the information and
separating the better data. The results improved due to
the fact that we selected the users that we had more
information about them and we made the data table
denser. We also tried to include more information on the
forwarding table to the RapidMiner. Therefore, by
increasing the data and making the rating more
comprehensive for all the users we can help to produce
more and better association rules. Finally, we found that
our proposed system is effective for the MovieLense
dataset. The obtained results were not that much
suitable for Jester dataset but with our proposed
methods we tried to improve the quantity and quality of
the rules. These results indicate that the effectiveness of
the system greatly depends on the input data and the
applied dataset. In addition, if the user rates more
number of the items the system efficiency will be more
increased.

The obtained results of these rules can be applied in the
recommender systems. Among the advantages of the
proposed method, it can be referred to its simplicity and
rapid implementation. Moreover, through a sampling
from training set, the speed of association rules will be
increased.
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