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1. INTRODUCTION

One of the most important issues to be considered in designing sewer channels is sedimentation of suspended particles. In wastewater channels, sedimentation occurs regularly based on normal flow conditions. Combined sewers, which create the main part of the wastewater conveyance channel, face variety of flow rates in different times of the operation periods. These different ranges and various sediments in many combined sewers results in the repetition of sedimentation, erosion, and transfer in different time durations. Generally, both storm and sanitary flows carry different kinds of particles into the sewer system. If the velocity of passing flow through the sewer channel was not enough or conduit slope was not much to prevent the transfer of suspended particles in flow, they settle down. If the sediments remain long in the wastewater channel, a change in sediments, especially during the absence of precipitation; permanent sedimentation on pipe bottom creates the changes in velocity and shear stress. Therefore, it affects sediment conveying capacity and hydraulic resistance of wastewater channel.

One of the easiest ways to prevent sediment deposition is using the constant velocity values, but due to the lack consideration of flow conditions and sediment properties, using this method, accompanies with no optimal and effective design [1]. Therefore, considering the efficient conditions on sediment transport, sewer system design using the self cleaning concept was performed. Self-cleansing is an important aspect of sanitary sewer design and is desired to minimize the deposition of silt, sediment, and debris. It is generally defined in two ways: First, limit of deposition (Ota and Nalluri [2], Almedeij and Almohsen [3], Ota and Perrusquia [4]) and second is bed deposited (Nalluri et al. [5] Ota and Nalluri [6]). May [7] developed a design method on sediment movement in horizontal or nearly horizontal pipes. Enfinger et al. [8] used the tractive force method to design sewers with self-cleansing conditions based on a critical shear stress. This method can be extended from the design of new sewers to the evaluation of existing sewers under actual conditions. Almedeij [9] suggested a self-cleansing design procedure for rectangular sewers based on the sediment transport. Ebtehaj and Bonakdari [10] predicted sediment transport in sewer circular conduit by artificial neural network (ANN). Ebtehaj and Bonakdari [11] investigated performance evaluation of adaptive neural network for cleaning velocity, volumetric sediment concentration in various Froude numbers were compared by lab outcomes to validate the results of numerical model. Results of numerical simulation indicate a proper adaptation of numerical and experimental models. Longitudinal velocity counters obtained by numerical simulation are compared in two or three phase flows.

The efficiency and economical performance of sewer systems is an essential issue in urban drainage. The need for sewers to carry sediment has been recognized for many years. One of the main problems in designing sewerage systems is the sediment deposition. Sedimentation in sewers occurs regularly according to the alternating natural flow. The present study investigates the hydraulic characteristics of flow in channels with a circular cross section with different bed slope and their effects on sediment transport capacity by use of 3D numerical simulation of flow field with ANSYS-CFX software. It studies hydraulic features of the flow passing through a circular channel in a two or three phase conditions. Self-cleansing velocity and volumetric sediment concentration in various Froude numbers were compared by lab outcomes to validate the results of numerical model. Results of numerical simulation indicate a proper adaptation of numerical and experimental models. Longitudinal velocity counters obtained by numerical simulation are compared in two or three phase flows.
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fuzzy inference system (ANFIS) for sediment transport in sewers pipe. Ebtehaj and Bonakdari [12] compared the genetic algorithm (GA) and imperialist competitive algorithms in predicting bed load transport in clean pipe. Bonakdari and Ebtehaj [13] compared two data-driven approaches in estimation of sediment transport in sewer circular channels. In recent years, the computational fluid dynamics (CFD) have been extensively used in the various engineering field [14-16]. By using Fluent software, Bardiaux et al. [17] simulated three dimensional flow turbulent in sewer networks using $k-\varepsilon$ and Reynolds stress model. Bonakdari et al. [18] employed a numerical method to compute distribution of shear stress in sewers by ANSYS-CFX software. Zhang et al. [19] studied turbulent flow with settled particles in curved channels using Fluent software and used RSM turbulent model to investigate the flow pattern of 180 degree bend and the effects of turbulent fluctuations on particle deposition. Chen et al. [20] developed a CFD approach to implement a 3D numerical model for optimizing design changes of a combined sewer system. The authors is modeled the behavior of suspended solids using a particle tracking approach. Azimi et al. [21] simulated flow field within a circular channel along a side weir using volume of fluid scheme (VOF) and RNG $k-\varepsilon$ turbulence model. Azimi et al. [22] modeled the free surface flow and flow pattern along the side weir in a circular channel by RNG $k-\varepsilon$ model and VOF method in subcritical flow regime. The 3D free surface flow and flow turbulence in triangular channels with side weir simulated by Azimi and Shabanlou [23]. They investigated the variations of free surface and flow behavior vicinity of side weir in subcritical flow condition. Sharifipour et al. [24] numerically studied impact of the confluence angle on flow field and flowmeter accuracy in open channel junctions.

In experimental studied, researchers have been estimated the minimum required velocity to prevent the sediment deposition in the channel bed which is expressed as densimetric particle Froude number $(Fr=V(g(s-1)d^0.5))$. However, these studies have no information about the minimum required velocity to prevent sediment deposition in sewer systems. Therefore, in this numerical study, ANSYS-CFX 14.0 software was used to simulate three dimensional and three phases flow (water+air+sediment) passing through a circular channel. Flow range turbulent was modeled using $k-\varepsilon$ model. To validate the result of numerical model, flow velocity and sediments concentration in different Froude numbers were compared with experimental results. In the following, velocity field obtained from two and three phases modeling were compared. Also, changes in depth of sediment phase along the channel were studied.

2. MATERIALS AND METHODS

With the great development of computer capabilities in the last decades, the numerical computation of fluid flows, generally known as computational fluid dynamics (CFD), has become a common practice in engineering. The study of two and three dimensional flow in open channels has recently experienced a surge of interest in the application of CFD to practical problems in hydraulic and fluid mechanics. The interactions of the flow and sediment in the channel bed lead to complex flow characteristics in sewers (e.g. free surface variations, secondary flows and suspended solids transport). In this study, three-phase turbulent flow within a circular sewer channel using ANSYS CFX software is simulated. It solves the three-dimensional turbulent flow equations and utilizes a collocated and cell-centered storage scheme with a finite-volume discretization. In general, finite volume method uses conservation integral equations form as a starting point. In this method, shape functions are used to describe the variables changing from an element. Control volumes around each node are formed by connecting the geometric elements centers. Also, crossing fluxes from volume control borders and source statements are calculated based on elements as well. The equations for each time step are discrete and solved within a fully coupled system; answers are calculated during the replication process.

2.1 Governing Equations

The cornerstone of computational fluid dynamics is the fundamental governing equations of fluid dynamics. Partial differential equations describing the flow are written in a conservative form, to establish relations between the pressure, velocities and Reynolds stress [25]. The form of partial derivative equations for biphasic application is as follows: The continuity equation for each phase which is called $q$:

$$\frac{\partial q_\alpha}{\partial t} + U_i \frac{\partial q_\alpha}{\partial x_i} = 0$$

$$0 \leq \alpha_\alpha \leq 1$$

$$\sum_{\alpha=1}^{n} \alpha_\alpha = 1$$

(1)

where, $n$ is the number of phases, $U_i$ the mean velocity components and $\alpha_\alpha$ is the volume fraction of phase $q$. In each cell, the overall volume mass $\rho$ and viscosity $\mu$ are computed using the volume fraction as follows:

$$\rho = \sum_{\alpha=1}^{n} \alpha_\alpha \rho_\alpha$$

$$\mu = \sum_{\alpha=1}^{n} \alpha_\alpha \mu_\alpha$$

(2)
The momentum equation:

\[ \frac{\partial \rho U_i}{\partial t} + \frac{\partial \rho U_i U_j}{\partial x_j} = \frac{\partial P}{\partial x_i} + \mu \left( \frac{\partial^2 U_i}{\partial x_j \partial x_j} - \frac{\partial^2 U_j}{\partial x_i \partial x_j} \right) \]  

(3)

where, \( P \) is the pressure term and \( g \) is the gravitational acceleration. Equation (3) represents the Reynolds Averaged Navier-Stokes (RANS) equations system (for \( i \) and \( j \) equal to 1, 2 and 3). The terms called Reynolds tensors can be estimated by means of closing equations such as \( k-\varepsilon \) turbulent model. This software uses the finite volume method for solving partial derivative equations presented above. Therefore, the computational meshes as volumes of control must be constructed.

2. 2. Geometry and Computational Cells

Lab geometry is set in the ICEM CFD code as the pre-processing step of the CFD simulation. To investigate the exactness of numerical model, Equations (4) and (5) were used, respectively, to estimate Root Mean Square Error (RMSE) and Mean Absolute relative Error (MARE):

\[ RMSE = \sqrt{\frac{\sum_{i=1}^{N} (R_{EXPR} - R_{CFX})^2}{N}} \]  

(4)

\[ MARE = \left( \frac{1}{n} \sum_{i=1}^{n} \frac{|R_{EXPR} - R_{CFX}|}{R_{CFX}} \right) \]  

(5)

where, \( R_{EXPR} \) and \( R_{CFX} \) are results of experimental study and numerical simulation, respectively. The solving field was dismissed by a block mesh consisted of the cubic elements. Used mesh characteristics in numerical modeling viz. Root mean square error percent (RMSE) and Mean Absolute relative Error (MARE) percent for sediment volume density values can be seen from Table 1. It can be concluded from this Table that regarding to the computational cell numbers and low descendants between the grid 4 and 5 results, grid 4 for separation computational field is selected as well.

2. 3. Boundary Conditions

In this study, to verify the CFD model, the results of the experimental model of Vongvisessomjai et al. [25] is used. Also, applied boundary conditions to numerical models were chosen in a way that is in agreement with the physical conditions in vitro model. As all boundary conditions of numerical model were selected using a trial and error process, thus, the difference between experimental and numerical results reached to minimum value. Therefore, the first boundary condition ‘velocity-inlet’ is an imposed value of the velocity. Thus, the flow is injected through a wet section to obtain the expected inlet flow rate. In this case, the length of the inlet pipe must be sufficient to enable the velocity profile to be developed. The length required is considered 16 m as sets in experimental condition.

At the outlet, opening boundary condition is used which equals to the given flow depth. In this boundary condition, fluid phase is always defined as opening boundary conditions with zero Pascal relative pressure. All channel solid conditions are set as wall boundary condition.

**Figure 1** shows computational mesh number 4 in a circular channel in directions of X, Y, and Z by number of elements of 3200, 90, 100, respectively which used for this study.

**TABLE 1.** Mesh characteristics, \( RMSE \) and \( MARE \) for sediment volume density

<table>
<thead>
<tr>
<th>Meshing</th>
<th>Number of cells</th>
<th>( RMSE )</th>
<th>( MARE )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>337500</td>
<td>28.37</td>
<td>33.07</td>
</tr>
<tr>
<td>2</td>
<td>975000</td>
<td>19.74</td>
<td>25.60</td>
</tr>
<tr>
<td>3</td>
<td>1912500</td>
<td>12.08</td>
<td>17.93</td>
</tr>
<tr>
<td>4</td>
<td>2880000</td>
<td>7.31</td>
<td>13.40</td>
</tr>
<tr>
<td>5</td>
<td>3811500</td>
<td>6.53</td>
<td>12.16</td>
</tr>
</tbody>
</table>

**Figure 1.** Computational mesh of the circular channel (a) three dimensional view (b) Y-Z plane
In wall boundary conditions, no slip wall condition was used to introduce boundary condition at the section. Knowing that channel upper surface encounters atmosphere pressure in experimental condition, opening condition boundary with zero relative Pascal pressure and turbulence intensity of 0.05 are used.

3. EXPERIMENTAL MODEL

In order to validate, the present study makes use of numerical results driven from experimental data of Vongvisessomjai et al. [25]. Vongvisessomjai et al. [25] conducted their tests on pipes in two sizes 100 and 150mm in diameter and 16m in length. They employed two sections to measure the flow, one at a distance of 4.5m upstream and the other at the distance of 5.5m downstream. These two points were 6 m apart. In each section, the velocities were measured at flow surface, middle depth and near bottom and their mean average was taken as the average velocity. For the air/water phase of the flow, the Manning coefficient of roughness (n) was equal to 0.0125. To imply depositing phase, sand particle having average diameters of 0.2, 0.3 and 0.43mm were used. Vongvisessomjai et al. [25] tests were conducted in a non-deposited bed state. Vongvisessomjai et al. [25] used parameters which have the most influence for sediment transport in the limit of deposition and use of SPSS software to present the following equation that employs regression analysis:

\[
\frac{V}{\sqrt{g(s-1)d}} = 3.57C_v^{0.21}\left(\frac{d}{R}\right)^{-0.542}
\]  

where \( R \) is radius of pipes, \( d \) is diameter of sand particle, \( V \) is transport velocity and \( g \) is gravity acceleration. Using nonlinear regression in MINITAB and wide range of dataset [2, 25, 26], Ebtehaj et al. [1] preented following equation:

\[
\frac{V}{\sqrt{g(s-1)d}} = 4.49C_v^{0.21}\left(\frac{d}{R}\right)^{-0.54}
\]  

4. RESULT AND DISCUSSION

Figure 2 compares the numerical results of self-cleansing obtained from simulation, equations introduced by Vongvisessomjai et al. [25] and experimental results.

According to self-cleansing velocity resulted from numerical simulation, RMSE is equal 0.07 and MARE is equal 0.07. Besides validating numerical model, relative velocity resulted from given Equations (6), (7) and (8) in order to transfer sediments up to depositing were compared with experimental results. Validating criteria from Equations (6) and (8) are \( \text{RMSE}=0.044 \) and \( \text{MARE}=0.05 \) and \( \text{RMSE}=0.13 \) and \( \text{MARE}=0.15 \) (respectively), where relative depth this \( d/R \), and for Equation (7) \( \text{RMSE}=0.038 \) and \( \text{MARE}=0.05 \), where relative depth is \( d/y \). As is seen, numerical model predicts the self-cleansing velocity with acceptable exactness. The least error by numerical model refers to descending numbers larger than 5 which is about 0.03, and the largest error in studying self-cleansing velocity by numerical model in comparison with experimental studies is about 0.16, whereas the largest error from equations introduced by Vongvisessomjai et al. [25] is 10 and 11 percent, for Equations (6) and (7), respectively and for the equation of Ebtehaj et al. [1] is 28%. It should be noticed that the exactness of the introduced equations is calculated by experiments used to estimate the equations. Therefore, one could say that the introduced numerical model suggests an exact average flow velocity estimation in comparison with experimental and given equations. The characteristics of experimental model that CFD model is defined based on it shwon in Table 2.

Figure 3 Compares sediment volume density from numerical simulation and experimental studies. Considering given validating criteria (Equations (4) and (5)) for volumetric sediment concentration, numerical results offer \( \text{RMSE}=7.31 \) and \( \text{MARE}=13.4 \). Besides numerical model validation, resulting relative velocity from suggested equations to transfer sediments at depositing limits (Equations (6), (7) and (8)) was compared to experimental results. Validation criteria for Equations (6) and (8) are \( \text{RMSE}=6.91 \) and \( \text{MARE}=0.08 \) and \( \text{RMSE}=13.5 \) and \( \text{MARE}=1.95 \) (respectively), where relative depth is \( d/R \), and for Equation (7) equal to \( \text{RMSE}=63.54 \) and \( \text{MARE}=0.42 \) where relative depth is \( d/y \).
TABLE 2. Characteristics of the experimental model of Vongvisessomjai et al. [25]

<table>
<thead>
<tr>
<th>(Q) (L/s)</th>
<th>(y) (m)</th>
<th>(V) (m/s)</th>
<th>(d) (mm)</th>
<th>(C_v) (ppm)</th>
<th>(Fr) (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.08</td>
<td>0.03</td>
<td>0.43</td>
<td>0.20</td>
<td>46</td>
<td>7.50</td>
</tr>
<tr>
<td>1.29</td>
<td>0.06</td>
<td>0.51</td>
<td>0.30</td>
<td>31</td>
<td>7.33</td>
</tr>
<tr>
<td>2.81</td>
<td>0.03</td>
<td>0.43</td>
<td>0.30</td>
<td>57</td>
<td>6.13</td>
</tr>
<tr>
<td>4.13</td>
<td>0.06</td>
<td>0.63</td>
<td>0.30</td>
<td>74</td>
<td>8.98</td>
</tr>
<tr>
<td>2.39</td>
<td>0.06</td>
<td>0.36</td>
<td>0.43</td>
<td>9</td>
<td>4.34</td>
</tr>
<tr>
<td>3.37</td>
<td>0.06</td>
<td>0.51</td>
<td>0.43</td>
<td>40</td>
<td>6.13</td>
</tr>
<tr>
<td>1.08</td>
<td>0.03</td>
<td>0.43</td>
<td>0.43</td>
<td>69</td>
<td>5.12</td>
</tr>
<tr>
<td>4.13</td>
<td>0.06</td>
<td>0.63</td>
<td>0.43</td>
<td>90</td>
<td>7.50</td>
</tr>
<tr>
<td>0.96</td>
<td>0.06</td>
<td>0.33</td>
<td>0.43</td>
<td>7</td>
<td>3.93</td>
</tr>
</tbody>
</table>

Figure 3. Comparing volumetric sediment concentration from numerical and experimental results for different descending numbers

As seen in the picture, numerical model shows proper results in comparison with Equation(6), where relative flow depth is \(d/R\), and experimental results. Notice that an equation which considers relative flow depth as \(d/y\) introduces higher computed error in comparison with results of numerical model. Considering estimated error, numerical model offers exactness in computing sediment volume density. Maximum and minimum errors introduced by numerical model are about 0.16 and 0.11, respectively. According to the picture, it is seen that an equation which defines relative flow depth as \(d/y\), does not introduce exact results. One should consider that the exactness of the results from suggested equations is computed by experiments used to estimate the equations. Therefore, it could be concluded that suggested numerical model presents exact measurement of average flow velocity in comparison with experimental results and ones driven by suggested equations.

Figures 4 and 5 show velocity longitudinal component counters for two and three phases flows in \(x=4.5\) m and \(x=10.5\) m sections, respectively. As is seen, velocity values decreased with the addition of sediment phase (Figure 5). The highest decrease in longitudinal velocity in three-dimensional flow relative to two-dimensional flow occurs near channel bed. Velocity decreases as the result of the third phase called sediment phase. Increasing the flow depth relative to channel bed, there is smaller decrease in longitudinal velocity in three phase flow in comparison with two phase flow. As the result, velocity decreases in the given section in three phase flow. According to simulation results, maximum longitudinal velocity happens near free surface, and the minimum is measured near channel bed. Simulation results show that changing pattern of velocity profile in permanent steady flows for three dimensional flow is similar to changing pattern of velocity profile in two dimensional flow.

Figure 6 shows the changes over channel bed plate in a three phase flow along the channel. Here, horizontal axis introduces channel length relative to entering flow depth, and the vertical axis offers the ratio of sediment depth to entering water depth as a dimensionless component. It could be seen that sediment phase balance along the channel is fluctuating which presents sediment transmit over channel bed in a three dimensional flow.
5. CONCLUSION

Present numerical study used standard k-ε turbulent model and ANSYS-CFX 14.0 to simulate turbulence and range of passing flow through a circular channel in two and three phase flows three dimensionally. The experimental results of Vongvisessomjai et al. [25] were used to validate numerical results. Comparing the results of numerical model to experimental results, root mean square error and mean average percent error were RMSE=0.07 and MARE=0.07 for self-cleansing velocity and RMSE=7.31 and MARE=13.4 for volumetric sediment concentration. In comparison with two phase flow, longitudinal velocity was smaller near channel bed in three phase flow as the result of sediment phase. Based on numerical simulation results, in both two and three dimensional flows, maximum and minimum velocity occurs at free surface and bed of circular channel, respectively. Longitudinal velocity profile pattern of flow in three dimensional conditions was simulated similar to velocity profile pattern of permanent two-phase steady flows by numerical model. Present numerical modeling studied the changes of channel bed balance in three phase flow condition where fluctuations on bed plate introduced sediment transfer near circular channel bed.
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Abstract

The aim of this study was to investigate sediment transport in sewer pipes under hydraulic conditions. The ANSYS-CFX software was used to simulate the flow and sediment transport in the sewer system. The results showed that the discharge capacity of the sewer depends on the sediment concentration and the flow velocity. The numerical model was validated using experimental data from previous studies. The results indicated that the model accurately predicted the sediment transport in the sewer system.

INTRODUCTION

Sediment transport in sewer pipes is an important issue in urban water management. The deposition of sediments can affect the hydraulic performance of the sewer system, leading to reduced capacity and increased maintenance costs. The simulation of sediment transport in sewer pipes is a complex problem that requires accurate models and computational tools.

METHODS

The ANSYS-CFX software was used to simulate the flow and sediment transport in the sewer system. The computational domain was discretized using the finite volume method. The governing equations were solved using the SIMPLE algorithm. The sediment transport was modeled using the k-ε turbulence model.

RESULTS

The results showed that the discharge capacity of the sewer depends on the sediment concentration and the flow velocity. The numerical model accurately predicted the sediment transport in the sewer system, as validated using experimental data from previous studies.

CONCLUSIONS

Sediment transport in sewer pipes is a complex problem that requires accurate models and computational tools. The ANSYS-CFX software was used to simulate the flow and sediment transport in the sewer system, and the results showed that the model accurately predicted the sediment transport in the sewer system.
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