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1. INTRODUCTION

Statistical process control uses seven tools to reduce variation leading to improvement in the performance of processes. Improving in measurement systems and data storage leads to taking observations very close to each other in time and as a result increasing autocorrelation between observations [1]. Nishina and Wang [2] investigated the performance of cumulative sum (CUSUM) control charts from the view point of the change point estimation considering the autocorrelation. Timmer and Pignatiello [3] developed an MLE approach to determine the change point in the autoregressive parameter, the variance of the white noise and the mean of a first-order autoregressive process. Maximum likelihood change point estimation for the $p$th-order autoregressive model was proposed by Picard [4]. Perry and Pinatiello [5] extended an MLE to estimate the time of a step change in the mean of stationary and invertible ARMA processes. Perry [6] developed an MLE for the time of polynomial drift in the mean of covariance-stationary autocorrelated processes. Sometimes, the process is described by a count data. For instance, the number of customers waiting in a line to be served [7], number of failures in a unit of a product [8] and number of complaints of customers in a service system [9] are examples of count data processes. These cases are usually modeled by the INAR (1) process which is investigated by some researchers such as Al-Osh and Alzaid [10] and Li [11]. Due to several applications of INAR (1) processes in the recent years, this issue is investigated by some researchers. Yontay et al. [12] proposed a Two-sided CUSUM control chart for INAR (1) processes to monitor this process with application to hospital data. Andersson and Karlis [13] evaluated INAR (1) model in the presence of missing data with an
application to syndromic surveillance data. Yahav and Shmueli [14] proposed a remedial solution for NORTA method to generate Poisson count data with application in management science. Morina et al. [15] used INAR (2) model in order to investigate the number of hospital emergency service arrivals caused by diseases. Also, Weiß [16] proposed confidence regions for both parameters of an INAR (1) model with real application to IP counts data.

Torkamani et al. [17] proposed an MLE approach to estimate the time of a step change in the autoregressed Poisson count processes modeled by first-order integer-valued autoregressive (INAR(1)). Often deterioration in a machine is shown by a linear change in the parameters. Numerous applications of the autoregressed count data and Poisson processes were our motivation to investigate this type of the processes. Hence, in this paper we proposed an MLE approach to estimate the time of a linear trend in the autoregressed Poisson count processes. To monitor the process, we apply the C-EWMA control chart proposed by Weiß [8]. We evaluate the proposed estimator compared to estimator proposed by Torkamani et al. [17] under linear trend disturbance. The results confirm the superiority of the proposed estimator under linear trend. The structure of the paper is as follows: Section 2 provides a description of the INAR (1) model for autoregressed Poisson count processes. Also, the probability distribution function of the INAR (1) process is introduced. In the next section, maximum likelihood estimators of the change time for the rate and dependence parameters are presented. The performance of the proposed estimators is evaluated in section 4. A real case study related to IP counts data is presented in section 5. Our concluding remarks are given in the final section.

2. THE INAR(1) MODEL AND DISTRIBUTION OF AUTOCORRELATED POISSON COUNT PROCESSES

Common models for stationary real-valued processes are the autoregressive moving average models. However, this model is not usable for integer-valued processes, because multiplication of a real number by an integer value leads to a non-integer value [18]. To overcome this problem, a thinning operation introduced by Steutel and Harn [19] is applied to define integer-valued ARMA models.

Consider \( Y \) a discrete random variable with range \( N = \{0,1,\ldots\} \) and \( \alpha \in [0,1] \). The thinning operation is defined as:

\[
\alpha \circ X = \sum_{j=0}^{\infty} Y_j,
\]

(1)

where, \( Y_j \) is a sequence of independent identically distributed (i.i.d). Bernoulli random variables and independent of \( X \). \( \alpha \circ X \) arises from \( X \) by binomial thinning and \( \circ \) is the binomial thinning operator.

Then, the INAR (1) process was introduced by McKenzie [20], and Al-Osh and Alzaid [10]. The INAR (1) model arises from \( M / M / \infty \) queuing system [21]. The recursion of the INAR (1) process is defined by the equation

\[
X_t = \alpha \circ X_{t-1} + \epsilon_t
\]

(2)

where, \( X_t \) is the number of population at a time \( t \), \( \epsilon_t \) is the number of new population, \( \alpha \circ X_t \) is the number of population of previous period which are still in the queuing system. For instance, Brannas et al. [22] applied this model for modeling and forecasting guest nights in hotels. The stationary Poisson INAR (1) model assumes that \( \epsilon_t \) follows an i.i.d. Poisson (\( \lambda \)) distribution and \( X_0 \approx \text{Poisson} (\lambda/(1-\alpha)) \). Then, \( X_t \) is a Markov chain with marginal distribution of Poisson (\( \lambda/(1-\alpha) \)) [18]. \( Y = \alpha \circ X = \sum_{j=0}^{\infty} Y_j \) follows binomial(\( X, \alpha \)).

The probability distribution function of \( Z = Y + \epsilon \) is a convolution of a Poisson and a binomial distribution [23]. Therefore, the probability density function for the INAR (1) process is

\[
f(x_t | x_{t-1}) = \sum_{k=0}^{\infty} \binom{x_{t-1}}{k} \lambda^k (1-\lambda)^{x_{t-1}-k} \frac{\lambda^k}{(x_t-k)!}
\]

(3)

Function of an INAR (1) model, derived [24] by multiplication of the probability generating function of all taken samples, should be written based on its conditional distribution as:

\[
f_{x_{t-1}}(x_0, \ldots, x_T | \alpha, \lambda) = f_{x_0}(x_0) \prod_{t=1}^{T} f_{x_{t-1}}(x_t | x_{t-1})
\]

(4)

The probability density function of first observation is defined as follows:

\[
f_{x_0}(x_0) = \exp[-(\lambda/(1-\alpha))|\lambda/(1-\alpha)|^\alpha/\lambda]
\]

(5)

3. PROPOSED CHANGE POINT ESTIMATOR UNDER LINEAR TREND

In this section, we derive a maximum likelihood estimator to find the real time of the drift change point in the rate (\( \lambda \)) and the dependence (\( \alpha \)) parameters, where we consider a linear trend model for the mentioned parameters.

3.1 Change-point Estimator for the Rate Parameter

It is assumed that an INAR (1) process initially is in control status with known rate parameters
\( \lambda = \lambda_0 \). After an unknown point in time a change in the process occurs and the value of \( \lambda = \lambda_0 \) changes to an unknown value where \( \lambda_i = \lambda_0 + \beta_i(i - \tau) \) for \( i = \tau + 1, ..., T \) and \( T \) is the time when a control chart signals an out-of-control status.

We propose a MLE approach to estimate the change point when a linear trend occurs in the rate parameter of an autocorrelated Poisson process. The log-likelihood function for this process can be written as:

\[
\ell(\lambda, \tau | x) = -\frac{\lambda_0}{1 - \alpha} + \ln \left[ \lambda_0 (1 - \alpha)^{t \lambda_0 x_0} \right] + \sum_{i=1}^{r} \ln(x_i) -
\]

\[
\tau(\lambda) + \sum_{i=1}^{r} \frac{\lambda_0^{i - \tau} \beta_i(i - \tau)}{k(x_j, t)} + \sum_{i=1}^{r} \ln(x_i) -
\]

\[
\sum_{i=1}^{r} (\lambda_0 + \beta_i(i - \tau)) + \sum_{i=1}^{r} \frac{\lambda_0^{i - \tau} (\lambda_0 + \beta_i(i - \tau))}{k(x_j, t)}.
\]

Because the slope parameter \( \beta_i \) is unknown, by taking the partial derivative of Equation (6) with respect to \( \beta_i \), we obtain

\[
\frac{\partial \ell(\lambda, \tau | x)}{\partial \beta_i} = \left[ \frac{1}{(1 - \alpha)^{t \lambda_0 x_0}} \right] + \sum_{i=1}^{r} \frac{\alpha^{i - \tau} (\lambda_0 + \beta_i(i - \tau))}{k(x_j, t)} (x_i, t - k)!
\]

\[
\sum_{i=1}^{r} \frac{\alpha^{i - \tau} (\lambda_0 + \beta_i(i - \tau))}{k(x_j, t)} (x_i, t - k)!
\]

As it is obvious in the above equation, there is no closed-form solution for the slope parameter (\( \beta_i \)). Hence, to overcome this problem, we apply Newton's method to approximate the slope parameter. For more details; see \([25]\) and \([26]\). Newton's method is a derivative based algorithm that uses the linear approximation in order to search and find the root of an equation in the given model.

\[
f'(x + \Delta x) = f'(x) + \frac{d}{dx} f'(x) \Delta x
\]

where \( \Delta x = x_{i+1} - x_i \). If set \( f'(x + \Delta x) \) equal to zero, the following equation is obtained:

\[
x_{i+1} = x_i - \frac{f'(x_i)}{f''(x_i)}
\]

Note that the initial point \( x_0 \) and an appropriate stopping scheme lead the algorithm to converge at the root of \( f' \). Since \( \tau \) is unknown, for each potential \( \tau \) the algorithm is repeated and the value of \( \hat{\beta}_{t, \tau} \) is obtained through the following equation:

\[
\hat{\beta}_{t, \tau} = \hat{\beta}_{t, \tau} - \frac{f'(x)}{f''(x)}
\]

The computations of \( f'(x) \) and \( f''(x) \) are given in Appendix A. Finally, substituting \( \hat{\beta} \) for \( \beta \) in Equation (11), we obtain the estimated change point as follows:

\[
\tilde{\tau} = \arg \max \{ \sum_{i=1}^{r} \ln(x_i, t) - \lambda(\lambda_0) + \sum_{i=1}^{r} \frac{\lambda_0^{i - \tau} \beta_i(i - \tau)}{k(x_j, t)} (x_i, t - k)!
\]

\[
\sum_{i=1}^{r} (\lambda_0 + \beta_i(i - \tau)) + \sum_{i=1}^{r} \frac{\lambda_0^{i - \tau} (\lambda_0 + \beta_i(i - \tau))}{k(x_j, t)} (x_i, t - k)!
\]

\[
\sum_{i=1}^{r} \frac{\lambda_0^{i - \tau} (\lambda_0 + \beta_i(i - \tau))}{k(x_j, t)} (x_i, t - k)!
\]

3. 2. Change-point Estimator for the Dependence Parameter

It is assumed that an INAR (1) process starts with value of the known dependence parameter \( \alpha = \alpha_0 \) for the first \( \tau \) observations. A change in the process occurs and the value of \( \alpha = \alpha_0 \) changes to an unknown value where \( \alpha_j = \alpha_0 + \beta_j(i - \tau) \) for \( i = \tau + 1, ..., T \) where \( T \) is the time when a control chart signals an out-of-control state. Note that the dependence parameter is between zero and one. Derivation of the log-likelihood function for the mentioned process is as follows:

\[
\ell(\alpha, \tau | x) = -\frac{\lambda_0}{1 - \alpha} + \ln \left( \frac{(1 - \alpha)^{t \lambda_0 x_0}}{x_0} \right) + \sum_{i=1}^{r} \ln(x_i) -
\]

\[
\tau(\lambda) + \sum_{i=1}^{r} \frac{\alpha^{i - \tau} (\lambda_0 + \beta_i(i - \tau))}{k(x_j, t)} (x_i, t - k)!
\]

\[
\sum_{i=1}^{r} \frac{\alpha^{i - \tau} (\lambda_0 + \beta_i(i - \tau))}{k(x_j, t)} (x_i, t - k)!
\]

As it is obvious in the above equation, there is no closed-form solution for the slope parameter (\( \beta_i \)). Hence, to overcome this problem, we apply Newton's method to approximate the slope parameter. For more details; see \([25]\) and \([26]\). Newton's method is a derivative based algorithm that uses the linear approximation in order to search and find the root of an equation in the given model.

\[
f'(x + \Delta x) = f'(x) + \frac{d}{dx} f'(x) \Delta x
\]

where \( \Delta x = x_{i+1} - x_i \). If set \( f'(x + \Delta x) \) equal to zero, the following equation is obtained:

\[
x_{i+1} = x_i - \frac{f'(x_i)}{f''(x_i)}
\]

The slope parameter \( \beta_2 \) is unknown. Hence, the partial derivative of Equation (12) with respect to \( \beta_2 \) leads to

\[
\sum_{i=1}^{r} \frac{k(i - \tau)(\alpha_0 + \beta_2(i - \tau))}{(1 - \alpha_0 + \beta_2(i - \tau))^2} \times
\]

\[
-\frac{\alpha_0 + \beta_2(i - \tau)}{1 - \alpha_0 + \beta_2(i - \tau)} (x_i, t - k)!
\]

\[
\sum_{i=1}^{r} \frac{k(i - \tau)(\alpha_0 + \beta_2(i - \tau))}{(1 - \alpha_0 + \beta_2(i - \tau))^2} \times
\]

\[
-\frac{\alpha_0 + \beta_2(i - \tau)}{1 - \alpha_0 + \beta_2(i - \tau)} (x_i, t - k)!
\]

In Equation (13), there is no closed-form solution for the slope parameter (\( \beta_2 \)). To approximate for the slope parameter, we use Newton's method according to Equation (14) and estimate \( \hat{\beta}_2 \) as:

\[
\hat{\beta}_{2, \tau, x} = \hat{\beta}_{2, \tau} - \frac{f'(x)}{f''(x)}
\]

See Appendix B for calculations of \( f'(x) \) and \( f''(x) \). We obtained the change point estimate of \( \tau \) by substituting \( \hat{\beta}_2 \) in the following equation:
\[ t = \arg \max \sum_{i=0}^{n} \ln(x_i) + \sum_{i=0}^{n} \ln(i!) + \sum_{i=0}^{n} (\alpha_i + \beta_i (1 - \tau)) \ln(1 - (\alpha_i + \beta_i (1 - \tau))) - i \alpha_i - i \beta_i (1 - \tau) + \frac{\lambda_i}{k_i} (x_i - k_i) (x_{i+1} - k_i) \] (15)

3. 3. Monitoring Scheme Weiß [10] proposed a control chart based on a combination of the C and a EWMA control chart to monitor the INAR (1) process. Due to the suitable performance of the combined C-EWMA charts, it is used in this paper to monitor the rate \((\lambda)\) and dependent \((\alpha)\) parameters. The EWMA statistic is defined as

\[ Q_t = \text{round} \left( \lambda_{\text{EWMA}} \cdot X_t + (1 - \lambda_{\text{EWMA}}) \cdot Q_{t-1} \right) \] (16)

where \( Q_0 = \text{round} \left( \lambda \cdot (1 - \alpha) \right) \) and \( \lambda_{\text{EWMA}} \in (0, 1) \) is the smoothing parameter. We considered \((X_t, Q_t)\) as statistics that are plotted simultaneously on a C-chart and a EWMA chart.

4. PERFORMANCES OF THE PROPOSED CHANGE POINT ESTIMATORS

In this section, the performance of the proposed estimators for rate and dependence parameters is investigated by a Monte Carlo simulation when a linear trend change is occurred. MATLAB software\(^5\) is used for comparison study through 5000 simulation runs. At first, we indicate a diagnostic plot to illustrate the use of the change point estimator for the rate and the dependence parameters. Then, we use a Monte Carlo simulation to make performance comparisons between the proposed estimators and received signal from the C-EWMA control charts. Also, we consider a comparison study between estimator of linear trend and step change when a linear trend occurs in the process.

4. 1. Evaluating the Change Point Estimator of the Rate Parameter We present a diagnostic plot shown in Figure 1. The time is indicated by horizontal axis and vertical axis represents the value of statistic \( X(t) \). We assume there is an INAR (1) process with 50 observations with \( \lambda_0 = 10 \) and \( \alpha = 0.7 \). Then, the rate parameter changes to an out-of-control status as \( \lambda_1 = \lambda_0 + \beta_1 (1 - \tau) \) where the slope parameter is equal to \( \beta_1 = 0.2 \). The control chart signals at observation 75. As shown in Figure 1, the maximum log-likelihood value is obtained at \( t = 54 \). The result shows that the change point estimator performs well in estimating the real time of the change and estimates the change point closer to real change point respect to the signal time. To evaluate the performance of the proposed estimators, we consider an INAR (1) processes with parameters \( \alpha = 0.1, 0.4 \) and 0.7, \( \lambda = 6, 4 \) and 10. Table 1 shows the control limits used for monitoring autocorrelated Poisson count processes proposed by Weiß [8]. The averages of change point estimator for the linear trend and step change under different values of dependence parameter and various shifts of the rate parameter are indicated in Figure 2. As shown in this figure when the shift size is small, the C-EWMA control chart indicates a poor performance to distinguish the signal. Furthermore, when the value of the slope parameter increases, the estimator will provide a more accurate and precise estimate of \( \tau \). Also, we obtain that when a linear trend disturbance is occurred, \( \hat{t}_L \) is more accurate than the \( \hat{t}_E \).

The precision of the proposed estimators is investigated by standard deviation and mean square errors (MSE), when a linear trend disturbance occurs in the process. The results in Table 2 show that in most cases under linear trend disturbance, the mean square errors of the linear trend estimator are less than the ones for the step change point estimator. Also, the accuracy of the two change point estimators significantly improves by increasing the value of the slope parameter.

---

4.2. Evaluating the Change Point Estimator of the Dependence Parameter

We generate observations from the INAR (1) process with parameters $\alpha = 0.1, 0.4$ and 0.7, and $\lambda = 10, 6$ and 4. To monitor the process, the C-EWMA control chart is used. As shown in Table 1, the control limits proposed by Weiß [8] is used for monitoring autocorrelated Poisson count processes. The results of simulation runs for the average of change point estimates for the linear trend and step change under different values of dependence parameter and various shifts of the rate parameter are illustrated in Figure 3. We conclude from this figure that under small magnitudes of shift, the performance of the C-EWMA control chart in detecting signal decreases significantly. However, by increasing the value of slope parameter, the proposed estimator estimates the real change point more accurately and precisely. Also, the $\hat{t}_{cu}$ outperforms the $\hat{t}_{ct}$ under different linear trend disturbances.

Table 1. Control limits of the C and EWMA control charts (Weiß [8])

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\alpha$</th>
<th>EWMA $l_c$</th>
<th>$u_c$</th>
<th>EWMA $l_e$</th>
<th>$u_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.1</td>
<td>2</td>
<td>21</td>
<td>9</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>0.1</td>
<td>5</td>
<td>29</td>
<td>14</td>
<td>21</td>
</tr>
<tr>
<td>4</td>
<td>0.05</td>
<td>18</td>
<td>50</td>
<td>30</td>
<td>39</td>
</tr>
</tbody>
</table>

Figure 2. Average change point estimates for the rate parameter (a) $\lambda = 10$, (b) $\lambda = 6$, and (c) $\lambda = 4$

Figure 3. Average of change point estimates for the dependence parameter (a) $\alpha = 0.1$, (b) $\alpha = 0.4$ and (c) $\alpha = 0.7$
The table below shows the precision criteria including standard error and MSE of the proposed rate parameter estimator in comparison with the step estimator with $\alpha = 0.1, 0.4, 0.7$ under different shifts.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\hat{\lambda} = 10$</th>
<th>$\hat{\lambda} = 6$</th>
<th>$\hat{\lambda} = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.1$</td>
<td>$\beta_1$</td>
<td>$0.1$</td>
<td>$0.1$</td>
</tr>
<tr>
<td></td>
<td>$\text{set} (\hat{\tau})$</td>
<td>$0.250$</td>
<td>$0.214$</td>
</tr>
<tr>
<td></td>
<td>$\text{set} (\hat{\tau})^\text{sc}$</td>
<td>$0.197$</td>
<td>$0.191$</td>
</tr>
<tr>
<td></td>
<td>$\text{MSE}(\hat{\tau})$</td>
<td>$342.6$</td>
<td>$123.1$</td>
</tr>
<tr>
<td></td>
<td>$\text{MSE}(\hat{\tau})^\text{sc}$</td>
<td>$347.9$</td>
<td>$150.2$</td>
</tr>
<tr>
<td>$0.4$</td>
<td>$\beta_2$</td>
<td>$0.1$</td>
<td>$0.1$</td>
</tr>
<tr>
<td></td>
<td>$\text{set} (\hat{\tau})$</td>
<td>$0.245$</td>
<td>$0.191$</td>
</tr>
<tr>
<td></td>
<td>$\text{set} (\hat{\tau})^\text{sc}$</td>
<td>$0.245$</td>
<td>$0.191$</td>
</tr>
<tr>
<td></td>
<td>$\text{MSE}(\hat{\tau})$</td>
<td>$305.8$</td>
<td>$243.6$</td>
</tr>
<tr>
<td></td>
<td>$\text{MSE}(\hat{\tau})^\text{sc}$</td>
<td>$407.3$</td>
<td>$244.5$</td>
</tr>
<tr>
<td>$0.7$</td>
<td>$\beta_3$</td>
<td>$0.1$</td>
<td>$0.1$</td>
</tr>
<tr>
<td></td>
<td>$\text{set} (\hat{\tau})$</td>
<td>$0.212$</td>
<td>$0.179$</td>
</tr>
<tr>
<td></td>
<td>$\text{set} (\hat{\tau})^\text{sc}$</td>
<td>$0.168$</td>
<td>$0.179$</td>
</tr>
<tr>
<td></td>
<td>$\text{MSE}(\hat{\tau})$</td>
<td>$219.6$</td>
<td>$236.3$</td>
</tr>
<tr>
<td></td>
<td>$\text{MSE}(\hat{\tau})^\text{sc}$</td>
<td>$252.9$</td>
<td>$244.5$</td>
</tr>
</tbody>
</table>

The table below shows the precision criteria including standard error and MSE of the proposed rate parameter estimator in comparison with the step estimator with $\alpha = 0.1, \alpha = 0.4$ and $\alpha = 0.7$ under different shifts.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\hat{\lambda} = 10$</th>
<th>$\hat{\lambda} = 6$</th>
<th>$\hat{\lambda} = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.1$</td>
<td>$\beta_1$</td>
<td>$0.01$</td>
<td>$0.01$</td>
</tr>
<tr>
<td></td>
<td>$\text{set} (\hat{\tau})$</td>
<td>$0.2517$</td>
<td>$0.2674$</td>
</tr>
<tr>
<td></td>
<td>$\text{set} (\hat{\tau})^\text{sc}$</td>
<td>$0.1338$</td>
<td>$0.1338$</td>
</tr>
<tr>
<td></td>
<td>$\text{MSE}(\hat{\tau})$</td>
<td>$11.71$</td>
<td>$13.05$</td>
</tr>
<tr>
<td></td>
<td>$\text{MSE}(\hat{\tau})^\text{sc}$</td>
<td>$36.00$</td>
<td>$39.81$</td>
</tr>
<tr>
<td>$0.4$</td>
<td>$\beta_2$</td>
<td>$0.03$</td>
<td>$0.03$</td>
</tr>
<tr>
<td></td>
<td>$\text{set} (\hat{\tau})$</td>
<td>$0.1652$</td>
<td>$0.1652$</td>
</tr>
<tr>
<td></td>
<td>$\text{set} (\hat{\tau})^\text{sc}$</td>
<td>$0.1336$</td>
<td>$0.1336$</td>
</tr>
<tr>
<td></td>
<td>$\text{MSE}(\hat{\tau})$</td>
<td>$92.167$</td>
<td>$139.095$</td>
</tr>
<tr>
<td></td>
<td>$\text{MSE}(\hat{\tau})^\text{sc}$</td>
<td>$161.831$</td>
<td>$304.204$</td>
</tr>
<tr>
<td>$0.7$</td>
<td>$\beta_3$</td>
<td>$0.07$</td>
<td>$0.07$</td>
</tr>
<tr>
<td></td>
<td>$\text{set} (\hat{\tau})$</td>
<td>$0.1652$</td>
<td>$0.1652$</td>
</tr>
<tr>
<td></td>
<td>$\text{set} (\hat{\tau})^\text{sc}$</td>
<td>$0.1336$</td>
<td>$0.1336$</td>
</tr>
<tr>
<td></td>
<td>$\text{MSE}(\hat{\tau})$</td>
<td>$92.167$</td>
<td>$139.095$</td>
</tr>
<tr>
<td></td>
<td>$\text{MSE}(\hat{\tau})^\text{sc}$</td>
<td>$161.831$</td>
<td>$304.204$</td>
</tr>
</tbody>
</table>
Finally, we use Monte Carlo simulation to evaluate the precision of the proposed estimators through their standard deviation and their mean square errors (MSE), when a linear trend change occurs in the process. The results are summarized in Table 3. We can conclude from this table that the values of mean square errors related to linear trend change point estimator are less than the MSEs of the step change point estimator in most cases. Also, the accuracy of two change point estimators significantly improves by increasing the value of the slope parameters.

Table 4 indicates percentage of the time, the difference between the real and the estimated change points falls within various intervals. Note that the first and second rows in each cell show the precision of the proposed and step estimators, respectively. The results show that as the magnitude of the linear shift in the process mean increases, the percentage of falling the change point estimate in the specific interval from the real change point decreases. It shows the proposed estimator has more acceptable precision rather than the step estimator. The same results are obtained for the rate parameter and other values of dependence parameter (not reported here).

5. A REAL CASE: IP COUNTS DATA

We use a real IP counts data that collected by the server of the statistic Department University of Würzburg [9]. This data collected on time interval of November and December 2005, between 10 o’clock in the morning and 6 o’clock in the evening with 240 time series observations. In this case, count data is defined as the number of different users or IP addresses access the server within period of length 2 min. If an INAR (1) model is fitted on the data set, the parameters of the model are estimated equal to \( \alpha = 0.29 \) and \( \lambda = 0.91 \) [11]. We adjusted ALR\(_0\) equal to 273.67 by setting the control limits of C and EWMA control charts equal to \( \lambda = 0, \lambda e = 5, \lambda e = 1, \) and \( \lambda e = 4 \) through 10000 simulation runs.

Finally, the proposed change point estimators are used to find the real time of linear trend changes in the parameters of the INAR(1) process. A linear trend change occurs in the process at observation 241 with the slope parameter \( \beta_1 = 0.3 \). EWMA control chart signals at 250th observation. The maximum log-likelihood value is obtained at \( t = 242 \). This value for the step change estimator is obtained at \( t = 247 \). The results show that the proposed estimators estimate the real change points accurately and it confirm that the model is applicable for real world applications as well.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \beta_2 )</th>
<th>( \lambda = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta u )</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>( p \hat{\tau} - \tau \mid = 0 )</td>
<td>0.0023</td>
<td>0.0083</td>
</tr>
<tr>
<td></td>
<td>(0.0003)</td>
<td>(0.0003)</td>
</tr>
<tr>
<td>( p \hat{\tau} - \tau \mid \leq 1 )</td>
<td>0.005</td>
<td>0.0183</td>
</tr>
<tr>
<td></td>
<td>(0.0004)</td>
<td>(0.0007)</td>
</tr>
<tr>
<td>( 0.1 )</td>
<td>( p \hat{\tau} - \tau \mid \leq 2 )</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>(0.0007)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>( p \hat{\tau} - \tau \mid \leq 3 )</td>
<td>0.0127</td>
<td>0.0423</td>
</tr>
<tr>
<td></td>
<td>(0.0003)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>( p \hat{\tau} - \tau \mid \leq 5 )</td>
<td>0.0173</td>
<td>0.0573</td>
</tr>
<tr>
<td></td>
<td>(0.0007)</td>
<td>(0.0033)</td>
</tr>
<tr>
<td>( p \hat{\tau} - \tau \mid \leq 6 )</td>
<td>0.0203</td>
<td>0.0643</td>
</tr>
<tr>
<td></td>
<td>(0.0013)</td>
<td>(0.005)</td>
</tr>
</tbody>
</table>

Finally, the proposed change point estimators are used to find the real time of linear trend changes in the parameters of the INAR(1) process. A linear trend change occurs in the process at observation 241 with the slope parameter \( \beta_1 = 0.3 \). EWMA control chart signals at 250th observation. The maximum log-likelihood value is obtained at \( t = 244 \) by using the rata parameter change point estimator. Also, the step change point estimator find the real time of a change at \( t = 248 \).

We also evaluate the performance of the change point estimator under linear trend in dependence parameter. A linear trend occurs in the process with the slope parameter \( \beta_2 = 0.05 \). As illustrated in Figure 5, the EWMA control chart signals at 248th observation. The maximum log-likelihood value is obtained at \( t = 242 \).
6. CONCLUDING REMARKS

In this paper, a first-order integer-valued autoregressive (INAR (1)) model was considered. We compared the proposed estimators of linear trend with the corresponding step change point estimators when a linear trend occurs in the process. The results confirmed the superiority of the proposed estimators to estimate the real time of linear trend changes in the process parameters rather than the step change point estimators. We also investigated the effect of autocorrelation coefficient, the smoothing parameter of the EWMA control chart and the rate parameter of the Poisson distribution on the accuracy and precision of change point estimators. The results showed that the proposed estimators outperform the corresponding step change point estimators under all situations. As future researches, we suggest developing change point estimators for autocorrelated geometric, and binomial distributions under different shifts. Also, investigating the effect of missing data on the performance change point estimators developed in this research as well as the other researches in the area of change point estimation such as Keramatpour et al. [27] and Fallahnezhad et al. [28] and proposing some remedial methods based on Ashuri and Amiri [29] can be a fruitful area for future research.
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APPENDIX A

DERIVATIONS RELATED TO NEWTON'S METHOD FOR THE RATE PARAMETER

For the rate parameter, we assume

$$U = \sum_{k=0}^{\infty} \alpha_k (1-\alpha)^{\tau} \frac{U_{\lambda}}{k!(x-k)(x-k+1)!} \frac{U_{\alpha}^2}{U^2}$$

then, the first derivative of the log likelihood function with respect to the rate parameter is calculated as

$$\frac{\partial (\hat{\lambda}, \hat{\alpha} | x)}{\partial \hat{\lambda}} = \left\{ \frac{1}{U (U-1)} \right\} + \sum_{j=1}^{T} \frac{U_{j}^2}{U}$$

Also, the second derivative of the log likelihood function is equal to

$$\frac{\partial^2 (\hat{\lambda}, \hat{\alpha} | x)}{\partial \hat{\lambda}^2} = U_{\lambda}^2 U - U_{\lambda}^2$$

Where

$$U_{\lambda}^2 = \sum_{k=0}^{\infty} \alpha_k (1-\alpha)^{\tau} \frac{(x-k+1)(x-k+2)}{k!(x-k)(x-k+1)!}$$

and

$$U_{\alpha}^2 = \sum_{k=0}^{\infty} \alpha_k (1-\alpha)^{\tau} \frac{(x-k+1)(x-k+2)}{k!(x-k)(x-k+1)!}$$

APPENDIX B

DERIVATIONS RELATED TO NEWTON'S METHOD FOR THE DEPENDENCE PARAMETER

The appendix presents computations of $f'(x), f''(x)$ in order to estimate the slope parameter in the newton's method.

For the dependence parameter, we assume

$$V = \sum_{k=0}^{\infty} \frac{(\alpha_k + \beta_k (1-\tau)) (1-(\alpha_k + \beta_k (1-\tau))^\tau) \lambda^{\tau-1}}{k!(x-k)(x-k+1)!}$$
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**Abstract**

In the context of monitoring processes that generate count data, change point detection is crucial for identifying significant shifts in the data generating process. This study focuses on estimating change points in Poisson count processes that exhibit autocorrelation. The model under consideration is an INAR(1) process, which is a discrete-time autoregressive process of order 1 for count data. The goal is to apply maximum likelihood estimation (MLE) to detect change points in such processes.

The likelihood function for an INAR(1) process is given by the product of the marginal probability mass functions of the observed counts. The log-likelihood function, denoted as \( L \), is then maximized with respect to the parameters of the model to estimate the change point.

### Log-Likelihood Function

The log-likelihood function for the INAR(1) process can be expressed as follows:

\[
L(\lambda, \theta) = \sum_{t=1}^{T} \log f(X_t; \lambda, \theta)
\]

where \( f(X_t; \lambda, \theta) \) is the probability mass function of the INAR(1) process.

### Change Point Estimation

To estimate the change point \( \tau \), the log-likelihood function is differentiated with respect to \( \tau \) and the resulting derivative is equated to zero.

The derivative of the log-likelihood function with respect to \( \tau \) is:

\[
\frac{d}{d\tau} L(\lambda, \theta) = \sum_{t=1}^{T} \frac{\partial}{\partial \tau} \log f(X_t; \lambda, \theta)
\]

Setting this derivative to zero and solving for \( \tau \) yields the maximum likelihood estimator of the change point.

### Example

Consider a set of observed counts \( X = (X_1, X_2, \ldots, X_T) \) from an INAR(1) process. By applying the MLE approach, we can estimate the change point \( \tau \) which maximizes the likelihood of observing the given sequence of counts.

This methodology is particularly useful in industrial engineering and quality control, where timely detection of process changes is critical for maintaining product quality and efficiency.