1. INTRODUCTION

Slewing bearing is a major machine element which enables relative rotation of two structural parts, as shown in Figure 1. It is basically a large-sized bearing subjected to a compound set of loads, including axial force \( F_a \), radial force \( F_r \), and turnover moment \( M \). A slewing bearing is made of inner and outer rings, rolling elements and spacers which prevent rolling elements from hitting against each other. Slewing bearing can perform both oscillating and rotating movements. The rotational speed usually ranges from 0.1 to 40 rpm. They are widely used in the construction of transport devices (cranes, transporters, turning tables, etc.), wind power turbines, radars and other fields of mechanical engineering. Slewing bearing is like a joint which connects the upper part to the supporting structure. The unexpected faults of these bearings may result in breakdown of the machine, or decrease its level of performance. Moreover, the repair is very difficult and costly, especially in some application fields like wind power turbines. Thus, a reliable real-time model is necessary to evaluate the health conditions of slewing bearings, so that timely maintenance can be performed. The traditional maintenance methods such as corrective and preventive maintenance (PM) result in overall maintenance and the waste of resource [1-3]. However, condition-based maintenance (CBM) is based on condition parameters monitoring and subsequent action [4-6].

In condition-based maintenance, machine prognosis is an important strategy to carry out the machinery maintenance depending upon its actual condition. The main function of machine prognosis is to provide knowledge of condition of rotational machine and its rate of change, so that preventive measures can be carried out at appropriate time. Knowledge about the
condition of rotational machinery can be obtained by selecting some parameters that indicate machine condition deterioration such as pressure, temperature, acceleration, etc. Recently, numerous efforts have been reported in the machinery prognosis community [7-11]. Because vibration signals are directly associated with the structural dynamics as well as working condition of a machine, vibration measurement has been used for slewing bearing condition monitoring. A typical condition monitoring system is illustrated in Figure 2.

Due to slow speed and heavy load of slewing bearing representative condition, the vibrating signal is actually so weak, that results in poor signal-to-noise ratio in vibration measurement, thus making it difficult to effectively identify and diagnose the defects that are indicative of potential slewing bearing failure [12-14]. Furthermore, vibration signal is not sensitive to every potential slewing bearing failure. Hence, the accuracy of traditional evaluation result is not high. The major faults include the raceway or rolling elements spall, the rolling elements crack, and the raceway or rolling element wear. In our past experiments, it has been shown that these faults also affect rotational resistance, temperature inside the raceway, axial distance between inner and outer ring, and so on. So, it is possible to monitor the slewing bearing by other types of signals besides vibration.

However, these types of signals vary according the types of faults. Thus, it is a nonlinear complex mapping relationship between signals and faults. Therefore, avoiding the faults information loss, this paper presents a new strategy for the health evaluation of slewing bearing adopting multiple characteristic parameters.

Then, machine health condition prognosis methods can be categorized into two major classes: physics-based and data-driven methods [15]. Physics-based methods utilize mathematical model to predict the fault growth and lifetime. For instance, Srečko Glodež [16] established a mathematical model for determination of static capacity and fatigue lifetime of large slewing bearings. However, it is difficult to develop an accurate physics-of-failure model in real-word application, especially when the low speed slewing bearing damage propagation is complex and is not fully understood.

In data-driven methods, some intelligent systems are usually used to model complex relationships between inputs and outputs, and these techniques have the excellent ability to deal with nonlinear problems. ANN and fuzzy logic have been employed successfully in the prediction of machine condition degradation [7-11, 17-19].

To make use of the fuzzy reasoning to express fuzzy language via i-if-then rule, fuzzy systems were incorporated in neural network. These neuro-fuzzy systems achieved better precision than ANN-based predictor. Chaochao Chen and George Vachtsevanos [20] proposed an Interval Type-2 Fuzzy Neural Network (IT2FNN) to perform multi-step-ahead condition prediction of faulty bearings. Recently, various neural network integrated with optimized method have been successfully applied to forecast the condition of bearings.

Therefore, this paper describes the use of ANN and ANFIS for estimation of health value of slewing bearings. Therefore, a fatigue life experiment system with multiple sensors were set up and the tests performed in simulated operating conditions. Then, utilizing some of the experimental data for training and verifying, ANN and ANFIS models based on BP algorithm and least square method were presented. The results show that the ANFIS model is more reliable and accurate than ANN model for slewing bearings health value.

2. METHODS

2.1. Artificial Neural Network

The Artificial Neural Network (ANN) is simulating of human brain which has the ability to derive a general solution from complicated or imprecise data [21], and have been successfully applied to automated detection and diagnosis of machine conditions [22, 23]. In brief, ANN consists of neurons as basic units. Each neuron receives
input data, and deal with them and transforms into the output unit. In this case, most widely used Back Propagation (BP) and ELMAN neuron model are proposed in Figures 3 and 4. BP is the typical feed forward ANN with three layers including one input layer, one hidden layer and one output layer, while ELMAN network, typical recurrent ANN, is established by adding one context layer based on feed forward neural network. Context layer is used to remember past activity of a hidden layer, and the local recurrent network has dynamic memory function. The same learning algorithm called variable learning rate back propagation (VLBP) was used to train the network, where the error at the output layer was moved back to the input-hidden layers for updating weights and thresholds. The main aim of ANN training is to reduce the error between real and predicted values by adjusting weights and thresholds. The output of the context nodes can be described by:

\[ x_{c_1}(k) = x_1(k-1) \]  

where \( x_{c_1}(k) \) and \( x_1(k) \) are, respectively, the outputs of the \( i \)th context unit and the \( i \)th hidden unit. If we assume that there are \( r \) nodes in the input layer, \( n \) nodes in the hidden and context layers, and \( m \) nodes in the output layer, then the input \( u \) is an \( r \)-dimensional vector, the output \( x \) of the hidden layer and the output \( x_0 \) of the context nodes are \( n \)-dimensional vectors, the output \( y \) of the output layer is \( m \)-dimensional vector, and the weights \( W^1, W^2, W^3 \) are \( n \times n, n \times r, \) and \( m \times n \) dimensional matrices, respectively.

The mathematical model of the ELMAN model can be described as follows:

\[ x(k) = \delta^1(W^2 u(k) + W^3 x_0(k)) \]  

\[ x_i(k) = x(k-1) \]  

\[ y(k) = g(W^4 x(k)) \]  

where, \( \delta(x) \) is usually taken as the tansig function

\[ r(x) = \frac{1 - e^{-x}}{1 + e^{-x}} \]

and \( g(x) \) is taken as a linear function, that is:

\[ g(x) = x \]

The gradient descent learning algorithm is used to train the network. Let the \( k \)th desired output be \( y^d(k) \), the error then can be define as:

\[ E(k) = \frac{1}{2} \sum_{l} (y^d(k) - y(k))^2 \]

Differentiating \( E \) with respect to \( W^1, W^2, W^3 \), according to the gradient descent method, we obtain the following equations [24], which form the learning algorithm for the ELMAN.

\[ \Delta w_{ij}^1 = \phi_1 \delta_j^1 x_i \]  

\[ \Delta w_{ij}^2 = \phi_2 \delta_j^3 x_i \]  

\[ \Delta w_{ij}^3 = \phi_3 \sum_{i} \delta_i^0 j y_i \]

where, \( \phi_1, \phi_2, \phi_3, \) are the learning steps of \( W^1, W^2, W^3 \), respectively, and

\[ \delta_i^0 = (y_i^d(k) - y_i(k)) g'(\bullet) \]  

\[ \delta_j^1 = \sum_{i} \delta_{ij}^0 i f'(\bullet) \]  

\[ \frac{\partial E(k)}{\partial w_{ij}^3} = f'(\bullet) x_i(k-1) \]

2. Adaptive Neuro-fuzzy Inference System (ANFIS) ANFIS, introduced by Roger Jang [25], is a neuro-fuzzy system which has powerful ability to learn and acquire knowledge by observing by prediction. Both artificial neural network and fuzzy logic are used in ANFIS. Neural network performs well in dealing with raw data, while fuzzy logic utilizes linguistic information to prove the reasoning ability. ANFIS describes and analyzes the mapping relationship between input and output behavior of a nonlinear system through constructing a set of if-then rules.
rules with appropriate membership functions (MFs). It is a combination of least squares and back propagation gradient decent methods used for training Takagi-Sugeno type fuzzy inference system. The hybrid learning algorithm makes ANFIS converge much faster and reduces the search space dimensions of the back propagation method used in neural network [26].

In this study, it is assumed that the ANFIS has three inputs and one output. The architecture of the developed ANFIS is shown in Figure 5, in which a circle indicates a fixed node, while a square indicates an adaptive node. For simplicity, it is supposed that the rule base contains three fuzzy if-then rules of Takagi-Sugeno’s type:

Rule 1: If (x is A1) and (y is B1) and (z is C1), then
\[ \tilde{f}_1 = p_1 x + q_1 y + r_1 z + l_1. \]

Rule 2: If (x is A2) and (y is B2) and (z is C1), then
\[ \tilde{f}_2 = p_2 x + q_2 y + r_2 z + l_2. \]

Rule 3: If (x is A2) and (y is B1) and (z is C2), then
\[ \tilde{f}_3 = p_3 x + q_3 y + r_3 z + l_3. \]

where A1 and B1 and C1 are the fuzzy sets, \( \tilde{f}_i(x,y,z) \) the outputs within the fuzzy region specified by the fuzzy rule, and \( p_i, q_i, r_i \) the design parameters that are determined during the training process [27]. As described below, the ANFIS has five layers, in which the node functions of the same layer are same. The output of the \( i^{th} \) node in layer \( k \) is defined as \( O_{k,i} \). The first layer contains adaptive nodes with node functions described as:

\[ O_{1,i} = \mu_{A_1}(x) \] for \( i=1,2 \),
\[ O_{1,i} = \mu_{B_1}(y) \] for \( i=3,4 \), or
\[ O_{1,i} = \mu_{C_1}(z) \] for \( i=5,6 \)

where \( x, y \) and \( z \) are the input nodes, and \( A_1, B_1 \) and \( C_1 \) the linguistic labels, and \( \mu_{A}(x), \mu_{B}(y), \mu_{C}(z) \) the membership functions which are usually adopted the generalized Gaussian membership function

\[ \mu(x) = \exp \left( \frac{x-a}{a} \right)^2 \] (14)

where \( \{a,c\} \) is the parameter set. Parameters are called as premise parameters. Output of the second layer is the algebraic product of all the incoming signals which is given by:

\[ O_{2,i} = w_i = \mu_{A_i}(x) \times \mu_{B_i}(y) \times \mu_{C_i}(z) \] (15)

The output \( w_i \) represents the firing strength of a rule. The third layer is the normalization layer, and every node in this layer is a fixed node labeled N. The \( i^{th} \) node calculates the ratio of the \( i^{th} \) rule’s firing strength to the sum of all rules’ firing strengths,

\[ O_{3,i} = \pi_i = \frac{w_i}{w_1 + w_2 + w_3} \] (16)

In the fourth layer, the nodes are adaptive nodes. The outputs of this layer are given by:

\[ O_{4,i} = \pi_i \xi = \pi_i (p_i x + q_i y + r_i z + l_i) \] (17)

where \( \xi \) is the normalized firing strength from layer 3. \( \{(p_i, q_i, r_i)\} \) is the parameter set which are called as consequent parameters.

Finally, the fifth layer computes the overall output as the summation of all incoming signals. This layer represents the results of health value of slewing as follow:

\[ O_{5,i} = \xi_{out} = \frac{3}{\sum_{i=1}^{3} \pi_i \xi_i} \] (18)

2. 3. Clustering and Generation of ANFIS Model

In general, for a successful application of FIS to an input-output mapping problem, conformation of the number and type of membership function is essential, as well as determining a proper set of rules.

The shape of membership functions and the consequent part of an FIS is defined on the basis of specific sets of parameters. Recognition of parameters relating to the consequent part of fuzzy rules in complex systems is difficult and therefore they are usually originated from observed data using fuzzy clustering techniques [28]. The clustering is the most consequential approach in modern data mining technology, which is used to divide the set into homogenous groups based on the similarity of properties. There are two prominent fuzzy clustering, namely, subtractive and fuzzy c-mean clustering. When we have no clear idea how many clusters should be assigned for a set of data, subtractive clustering would be used. The number of clusters and the cluster centers in a dataset can be estimated. Suppose that each data point is a potential cluster center, then a measure of possibility that each data point would be defined as the cluster center is calculated based on the density of surrounding data point.

2. 4. Experiment Setup and Data Sets

A purpose-built test stand was manufactured for the fatigue life experiment of slewing bearings. As shown in Figure 6, G1, G2 and G3 are hydraulic cylinders which generate axial force \( F_a \), radial force \( F_r \) and turnover movement \( T \) to a tested slewing bearing. And G4 is the hydraulic motor to drive the tested slewing bearing. The slewing bearing is installed between two flange shells. In order to monitor the change and growth of slewing bearing raceway damage when it is working during full life period, four temperature sensors are mounted on the outer bearing ring to ensure precise observation of operation temperature on the bearing raceway, and one torque sensor is mounted on the drive motor to measure the bearing operation torque. These analog signals or digital signals are collected by the NI data acquisition card connected to the PC through PCI bus, and the LabVIEW software is used to do data acquisition and storage, and signal processing.
In this test, the type of the tested slewing bearing is QNA-730-22, of which the inner ring is the turntable ring and the outer ring is the fixed ring. The properties of the slewing bearing are shown in Table 1.

As shown in Figure 6 (b), the extreme loads are applied to the tested slewing bearing, and the rotational speed is at a 4r/min during the test. The test last seven days from new slewing bearing to disabled one.

Temperature rise, torque and temperature rise change rate were selected as the characteristic vectors of the ANN and ANFIS model in this paper. The 224 groups sample data recorded every hour were chosen to establish the evaluation models. All the data were first normalized and divided into two data sets, training (7/8 of all data) and verification (1/8 of all data). The real health value of slewing bearing is shown in Figure 7. At the beginning of test, health value is 1, and health value is 0.4 when the bearing raceway is stuck, and health value is 0 when the test is over.

### 3. RESULTS AND DISCUSSION

#### 3.1. Model Results and Performances

For the health condition evaluation of slewing bearing, the HV of slewing bearing were predicted from temperature rise, torque and temperature rise change rate by using presently developed ANN and ANFIS models. And in order to examine and compare the accuracy of two kinds of models, the variance account for VAF (Equation (19)) and the root mean square error RMSE (Equation (20)) [29] were used to compare the predicted performance of ANN and ANFIS based models.

\[
VAF = \left( 1 - \frac{\text{var}(y - \hat{y})}{\text{var}(y)} \right) \times 100\%
\]  
\[\text{RMSE} = \sqrt{\frac{1}{N} \sum (y - \hat{y})^2} \]

where var symbolizes the variance, \( y \) is the measured value, \( \hat{y} \) the predicted value, and \( N \) the number of samples. Mean absolute percentage error (MAPE) which is an assessment of accuracy in fitted series value in statistics was also utilized for comparison of the
prediction performances of two kinds of models [30]. MAPE usually express accuracy as a percentage:

$$\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100\%$$ (21)

where $y_i$ is the actual value and the $\hat{y}$ the predicted value. In addition, the correlation coefficient was given by:

$$R = \frac{\sum_{i=1}^{N}(y_i - \bar{y})(\hat{y}_i - \bar{\hat{y}})}{\sqrt{\sum_{i=1}^{N}(y_i - \bar{y})^2 \sum_{i=1}^{N} (\hat{y}_i - \bar{\hat{y}})^2}}$$ (22)

3.2. ANN Results

In ANN (BP and ELMAN network) models, the type of input variables and the number of neurons in hidden layer were determined using priori and the trial-and-error procedure. Temperature rise, torque and temperature rise change rate are included in the input vector. A neural network with 10 neurons in its hidden layer yielded the best outputs according to the selected performance criteria. Finally, In this study, the output layer involves one node, which represents the health value (HV). The transfer function used in the hidden layer is hyperbolic tangent sigmoid transfer function (tansig) and linear transfer function in the output layer.

As test results indicate in Table 2, BP and ELMAN ANN models with the above architecture and parameters are trained and tested 3 times, respectively. The four statistic criteria of two models are relatively similar, only the convergence epoch is largely different. By trial and error, the ELMAN3 with a convergence Epochs of 5860, a RMSE of 0.0713, a MAPE of 0.1519, a VAF of 0.9307 and a $R$ of 0.9653, is the best model. We can conclude that the ELMAN model is better than the BP ANN model when the training mean squared errors (MSEs) of both models are 0.005.

<table>
<thead>
<tr>
<th>Model</th>
<th>Time</th>
<th>MSE</th>
<th>Epochs</th>
<th>RMSE</th>
<th>MAPE</th>
<th>VAF</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>1</td>
<td>0.005</td>
<td>14143</td>
<td>0.0781</td>
<td>0.2169</td>
<td>0.9172</td>
<td>0.9578</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.005</td>
<td>9345</td>
<td>0.0788</td>
<td>0.1709</td>
<td>0.9163</td>
<td>0.9573</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.005</td>
<td>13291</td>
<td>0.0812</td>
<td>0.2549</td>
<td>0.9101</td>
<td>0.9541</td>
</tr>
<tr>
<td>ELMAN</td>
<td>1</td>
<td>0.005</td>
<td>7568</td>
<td>0.0706</td>
<td>0.1738</td>
<td>0.9323</td>
<td>0.9662</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.005</td>
<td>8645</td>
<td>0.0730</td>
<td>0.1733</td>
<td>0.9274</td>
<td>0.9638</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.005</td>
<td>5860</td>
<td>0.0713</td>
<td>0.1519</td>
<td>0.9307</td>
<td>0.9653</td>
</tr>
</tbody>
</table>

Figure 8. Comparison of predicted with actual values of HV for ELMAN and BP model.

Figure 9. Training performance curve of ELMAN and BP model.
A comparison between the real and predicted health value of slewing bearing using the best trained ANN is shown in Figures 8 and 9. The convergence step of ELMAN and BP models are 9345 and 5860, respectively. That is, the convergence speed of ELMAN is faster than BP model when they have the same MSEs.

3. 3. ANFIS Results

In the ANFIS model, each input variable might be clustered into several class values to established fuzzy rules and each fuzzy rule would be constructed by two or more membership functions. The most traditional methods, which are utilized to classify the input data and make the rules, are grid partition, fuzzy C-means clustering and subtractive fuzzy clustering. When there are a few variable and fuzzy rules, grid partition is an appropriate method for data classification. Nevertheless, in this paper, by having 3 input variables and 6 MFs for each input variable, the rules will be $6^3$ rules that obstacle the calculation of parameters. Thus, the fuzzy c-means clustering and subtractive fuzzy clustering are used in order to build up the rule relationship between the input and output variables. In this research, a Gaussian type MFs is used. Figure 10 presents a comparison between the real and forecasted HV. The results show that the developed ANFIS-based model can be effectively used for HV forecasting using the measured characteristic parameters. As the test results are shown in Table 3, there are also four criteria for making decision about the best method. The SFC-ANFIS model has the best performance (RMSE=0.0772, MAPE=0.1732, VAF=0.9510 and $R=0.9753$) among the ANFIS models, and the results would not be changed every training and test time. Whereas, the FCMC-ANFIS3 model with a RMES of 0.0906, a MAPE of 0.2124 and a VAF of 0.8735 is the best test result from trial and error at the same training parameters, meaning that SFC-ANFIS model is not stable. In addition, the SFC-ANFIS and FCMC-ANFIS3 model training and test results are shown in Figure 11. When the training epochs are 230, the performance of MSE in SFC-ANFIS model reaches 0.0028, while the MSE of 0.00309 in FCMC-ANFIS3 model. Therefore, the SFC-ANFIS is better than the FCMC-ANFIS model for HV prediction of slewing bearing.

3. 4. Comparison of the Models

The training and test results for comparison using the best ANN model and ANFIS model can be seen in Table 4. We can find that all of the test and training indices of SFC-ANFIS are better than those of the ELMAN except the test MAPE and RMSE. It means that the training performance of SFC-ANFIS with a training RMSE of 0.0532 and a MAPE of 0.2463 is better than that of ELMAN. Whereas just in the view of test criterion, the ELMAN with a test RMSE of 0.00713 and a test MAPE of 0.1519 can be selected as the best model, although the test RMSE and MAPE of SFC-ANFIS model is more close to that of ELMAN model. In the case of stability and robustness, the SFC-ANFIS has the absolute advantage in comparison with ELMAN, and the training epoch of SFC-ANFIS is much faster than that of ELMAN model. To visually reflect the evaluation performance of all models, the predicted results could be divided into three levels by the relative error ($w$), as shown in Table 5. When $w$ is between 0 and 10%, we assume that the predicted HV is exactly conformed to the real HV, and when $w$ is from 10 to 20%, the assessment level would be approximately matched. While $w$ is over 20%, the assessment level would be in accuracy. $w$ is defined as:

$$w = \frac{|\hat{y}_i - y_i|}{y_i} \quad (23)$$

where $y_i$ is the actual value and $\hat{y}_i$ the predicted value.

### Table 3. The performance comparison of FCMC-NFIS and SFC-ANFIS models for test data by trial and error

<table>
<thead>
<tr>
<th>Model</th>
<th>Test Time</th>
<th>MSE</th>
<th>Epochs</th>
<th>RMSE</th>
<th>MAPE</th>
<th>VAF</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCMC-ANFIS</td>
<td>1</td>
<td>0.00263</td>
<td>230</td>
<td>0.1096</td>
<td>0.2124</td>
<td>0.8735</td>
<td>0.9350</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.00311</td>
<td>230</td>
<td>0.0909</td>
<td>0.1869</td>
<td>0.9202</td>
<td>0.9596</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.00309</td>
<td>230</td>
<td>0.0906</td>
<td>0.1859</td>
<td>0.9222</td>
<td>0.9608</td>
</tr>
<tr>
<td>SFC-ANFIS</td>
<td>1</td>
<td>0.00283</td>
<td>230</td>
<td>0.0772</td>
<td>0.1732</td>
<td>0.9510</td>
<td>0.9753</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.00283</td>
<td>230</td>
<td>0.0772</td>
<td>0.1732</td>
<td>0.9510</td>
<td>0.9753</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.00283</td>
<td>230</td>
<td>0.0772</td>
<td>0.1732</td>
<td>0.9510</td>
<td>0.9753</td>
</tr>
</tbody>
</table>

### Table 4. The performance statistics of the ANN and ANFIS models for training and test data

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE Train</th>
<th>MAPE Train</th>
<th>VAF Train</th>
<th>R Train</th>
<th>RMSE Test</th>
<th>MAPE Test</th>
<th>VAF Test</th>
<th>R Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>0.0707</td>
<td>0.0788</td>
<td>0.4227</td>
<td>0.1709</td>
<td>0.9329</td>
<td>0.9163</td>
<td>0.9659</td>
<td>0.9573</td>
</tr>
<tr>
<td>ELMAN</td>
<td>0.0707</td>
<td>0.0713</td>
<td>0.3329</td>
<td>0.1519</td>
<td>0.9329</td>
<td>0.9307</td>
<td>0.9659</td>
<td>0.9653</td>
</tr>
<tr>
<td>SFC-ANFIS</td>
<td>0.0532</td>
<td>0.0772</td>
<td>0.2277</td>
<td>0.1732</td>
<td>0.9620</td>
<td>0.9510</td>
<td>0.9808</td>
<td>0.9753</td>
</tr>
<tr>
<td>FCMC-ANFIS</td>
<td>0.0556</td>
<td>0.0906</td>
<td>0.2463</td>
<td>0.1859</td>
<td>0.9585</td>
<td>0.9222</td>
<td>0.9790</td>
<td>0.9608</td>
</tr>
</tbody>
</table>
Figure 10. Comparison of predicted with actual values of HV for FCMC-ANFIS and SFC-ANFIS model.

Figure 11. Training performance curve of FCMC-ANFIS and SFC-ANFIS model.

Figure 12 and Table 6 show the probability of three levels in all predicted results. By the SFC-ANFIS and ELMAN model, 17 predicted HV exactly match with the real HV of slewing bearing and 4 predicted HV approximately match. It means that the forecast accuracy of SFC-ANFIS model and ELMAN model are 60.71%, and the BP and FCMC-ANFIS model has an accuracy of 50% for HV prediction. In order to show the deviations from the real value of HV of slewing bearing, the distances of the predicted values were calculated and the graphics were also drawn in Figure 13. The graphics indicates that the deviation intervals (-0.0897 to +0.1568) of the predicted values from SFC-ANFIS are smaller than those of other models (-0.1516 to +0.1324 from ELMAN, -0.1668 to 0.1599 from BP and -0.0797 to 0.3030 from FCMC-ANFIS).

<table>
<thead>
<tr>
<th>Grade</th>
<th>Relative error of predicted HV</th>
<th>Assessment level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0% ≤ w ≤ 10%</td>
<td>Exact Match</td>
</tr>
<tr>
<td>2</td>
<td>10% &lt; w ≤ 20%</td>
<td>Approximate Match</td>
</tr>
<tr>
<td>3</td>
<td>20% &lt; w</td>
<td>Inaccuracy</td>
</tr>
</tbody>
</table>

Table 5. Assessment level grading of slewing bearing

Table 6. The numbers of three different levels of four models in test results

<table>
<thead>
<tr>
<th>Model</th>
<th>Exact match</th>
<th>Approximate match</th>
<th>Inaccuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>14</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>ELMAN</td>
<td>17</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>FCMC-ANFIS</td>
<td>14</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>SFC-ANFIS</td>
<td>17</td>
<td>4</td>
<td>7</td>
</tr>
</tbody>
</table>

Figure 12. The percentage distribution of test results of BP, ELMAN, FCMS-ANFIS, SFC-ANFIS models.

Figure 13. The deviation of the values predicted by ANN and ANFIS models from the real HVs.

4. CONCLUSIONS
Due to slow speed and heavy load of slewing bearing representative condition, the traditional vibrating signal for diagnosis is actually so weak and is not sensitive to
every potential slewing bearing failure. In this paper, a new strategy is presented for health evaluation of slewing bearing based on multiple characteristic parameters including temperature and torque.

The study has shown that the artificial neural networks and adaptive neural fuzzy inference system ANFIS models can be successfully used to predict the health value of slewing bearing. The simulation results indicated that subtractive based ANFIS model provides more reliable predictions in comparison with ANN model. In this paper, two well-known computing techniques, namely ANN and ANFIS were applied for predicted HV of slewing bearing using the full life experiment data. These simulation models were trained and tested using the characteristic variables which fully reflected the operation condition of slewing bearing. Several statistical indices were utilized for evaluating the accuracy of predictions of the simulation models. Compared in these indices between ELMAN and BP models, every index of ELMAN model is superior to BP model. It shows that the ELMAN model has a better ability to deal with nonlinear relationships. The individual comparison of ANFIS model indicates that the SFC-ANFIS model has better predictive capabilities than the FCMC-ANFIS model in all of the evaluation indices. As a view of the accuracy of predicted results, the ELMAN model with a RMSE of 0.0713 and a MAPE of 0.1519 provides the best results. However, the VAF and R is lower than SFC-ANFIS, moreover, the SFC-ANFIS convergence step is far fewer than the ELMAN model when they arrived the same MSE, namely the computation rate is fast than ELMAN. Most important of all, the SFC-ANFIS model is very stable, and the results based on the SFC-ANFIS are also very close to that of ELMAN model, while predicted results of the ELMAN and BP models are different every operation time. In conclusion, this work shows that the SFC-ANFIS model could be a powerful tool to predict HV of Slewing bearing. Finally, other types of signals or other test data will be used to continue to verify the SFC-ANFIS model.
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