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\textbf{ABSTRACT}

It is often needed to label electroencephalogram (EEG) signals by segments of similar characteristics that are particularly meaningful to clinicians and for assessment by neurophysiologists. Within each segment, the signals are considered statistically stationary, usually with similar characteristics such as amplitude and/or frequency. In order to detect the segment boundaries of a signal, we propose an improved method using time-varying autoregressive (TVAR) model, integral, basic generalized likelihood ratio (GLR) and new particle swarm optimization (NPSO) which is a powerful intelligent optimizer. Since autoregressive (AR) model for the GLR method is valid for only stationary signals, the TVAR as a valuable and powerful tool for non-stationary signals is suggested. Moreover, to improve the performance of the basic GLR and increase the speed of that, we propose to use moving steps formore than one sample for successive windows in the basic GLR method. The purpose of using NPSO is finding two parameters used in this approach. By using synthetic and real EEG data, the proposed method is compared with the conventional ones, i.e. the GLR and wavelet GLR (WGLR). The simulation results indicate the absolute advantages of the proposed method.
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\section{1. INTRODUCTION}

The neural activity of the human brain, namely electroencephalogram (EEG), represents not only the brain function but also the status of the whole body [1]. Understanding of neuronal functions and neurophysiological properties of the brain together with the mechanisms underlying the generation of signals and their recordings is critical for those who deal with these signals for detection, diagnosis, and treatment of brain disorders and the related diseases [1].

A great automatic EEG analysis during long-term monitoring consists of four basic steps: (1) segmentation; (2) feature extraction; (3) classification; and (4) presentation [2]. Dividing a signal into parts that in each part, statistical characteristics such as amplitude and frequency do not change, namely segmentation, plays a significant role in these steps. Today, segmenting a signal has variety and great applications in many engineering and clinical fields [3-7].

Generally, there are two main approaches for signal segmentation, namely, constant or fixed size segmentation and adaptive segmentation [8]. In the first approach, constant segmentation, a signal is divided into equal parts. Although constant segmentation is fast, easy and simple to implement, it is not reliable at all. In the second approach, adaptive segmentation, a signal regarding to statistical characteristics such as amplitude, frequency and phase is automatically broken down into parts that each part has similar statistical properties [8].

In addition to references [3-7], there are many adaptive segmentation methods suggested by researchers in the literature [9-17].
Azami et al. have proposed a method to segment a signal in general and real EEG signal in particular using standard deviation, integral operation, discrete wavelet transform (DWT), and variable threshold [17]. In that work, they have illustrated that the standard deviation can indicate changes in the amplitude and/or frequency. To remove the effect of shifting and smooth the signal, the integral operation has been used as a pre-processing step [17]. However, the performance of the method is dependent on the noise components. Moreover, in this method, the length of the window must be selected empirically.

In order to detect the anomalies in the traffic signal of computer networks, a new method called generalized likelihood ratio (GLR) is proposed [15]. To enhance the GLR method, it has been suggested to use wavelet as a post-processing stage. This new method was named wavelet GLR (WGLR) method [15].

There are three shortages in basic GLR and WGLR methods: 1) in these methods, autoregressive (AR) model was used and this model can only consider stationary signals. This is a very important shortage in biomedical signals that are often non-stationary; 2) several parameters such as window length and overlapping percentage of the successive windows must experimentally be adjusted in these methods; and 3) moving one sample in successive windows for GLR method causes the method to become slow and unreliable for signal segmentation especially for biomedical signals.

In order to overcome these problems, in this paper, we propose to use the time-varying AR (TVAR) model that can be employed for non-stationary signals as well as stationary ones [18]. Integral, as a pre-processing step, is applied to increase the performance of the method. In addition, we propose that the successive windows are moved more than one sample that this technique not only enhances the CPU time, but also increases the performance of the basic GLR method considerably. Finally, in order to select the acceptable parameters, the new particle swarm optimization (NPSO) is employed.

This article is organized as follows: in the next part, GLR and NPSO are explained briefly. Section 3 clarifies the proposed method in four steps. The GLR and NPSO are explained briefly. Section 3 describes the conclusions are given in Section 5.

2. AN OVERVIEW OF THE TECHNIQUES USED IN OUR ADAPTIVE EEG SEGMENTATION

2.1. Generalized Likelihood Ratio In order to detect the anomalies in the traffic signal of computer networks, a new method called GLR is proposed. In this method two sliding windows move alongside the entire signal. Each window of this method is modeled by an AR model. If the sliding windows fall within a segment, since both windows have the same statistical properties, the modeling error between the two windows is low. However, if both sliding windows aren’t placed in the same segments, the modeling error rises. With defining a suitable threshold level, if the local maximum of modeling error is above this level, a segment boundary point is detected [15].

2.2. New Particle Swarm Optimization The idea of PSO was first raised by J. Kennedy and R. Eberhart in 1995 [19]. PSO is an evolutionary computing algorithm inspired from nature and is based on repetition. The social behavioral of animals like birds and fish when they are together has been the inspiration source for this algorithm [20, 21]. PSO, same as other evolutionary algorithms, begins with a random matrix as an initial population. Unlike genetic algorithms (GA), normal PSO doesn’t have evolutionary operators like mutation and breeding. Each member of the population is called a particle. In fact, in the PSO algorithm a certain number of particles that are formed randomly make the initial values. There are two parameters for each particle, namely, position and velocity of the particle, which are defined by a space vector and a velocity vector, respectively. These particles form a pattern in an n-dimensional space and move to the desired value. The best position of each particle in the past and the best position among all particles are stored separately. According to the experience from the previous moves, the particles decide how to make the next move. In every iteration, all particles in the n-dimensional problem space move to an optimum point. In iteration, the position and velocity of each particle can be modified according to the following equations:

\[ v_i(t + 1) = w v_i(t) + C_1 r_1 (p_{besti}(t) - x_i(t)) + C_2 r_2 (g_{best}(t) - x_i(t)) \]  \hspace{1cm} (1)

\[ x_i(t+1) = x_i(t) + v_i(t+1) \]  \hspace{1cm} (2)

where \( n \) represents the dimension (1 ≤ n ≤ N), \( C_1 \) and \( C_2 \) are positive constants, generally considered 2.0. \( r_1 \) and \( r_2 \) are random numbers uniformly between 0 and 1 and \( w \) is inertia weight that can be constant or defined by an equation [20, 21].

Equation (1) expresses that the velocity vector of each particle is updated \( (v_i(t + 1)) \) and the new and previous values of the vector position \( (x_i(\theta)) \) create the new position vector \( (x_i(t + 1)) \). In fact, the updated velocity vector affects both local and global values. The best response of the local positions is the best solution of the particle until current execution time \( (p_{best}) \) and the
best global solution is the best solution of the entire particles until current execution time \( (g_{best}) \).

Since PSO stays in local minima of fitness function we use NPSO. In iteration, as was said in PSO, global best particle and local best particle are computed. NPSO strategy uses the global best particle and local “worst” particle; the particle with the worst fitness value of the particle until current execution time \( t \). It can be defined as:

\[
 v_i (t+1) = wv_i (t) + C_1 r_1 (p_{max} (t) - x_i (t)) + C_2 r_2 (g_{best} (t) - x_i (t))
\]

(3)

3. PROPOSED ADAPTIVE SEGMENTATION

This proposed method consists of four steps as briefly described below:

1. First, in order to smooth or filter the signal we use integral as a pre-processing step. In addition, using the integral causes that the frequency is shown in the amplitude. If we assume \( f (x) = a \cos (wx) \), the integral of \( f(x) \) becomes \( f(x) = \frac{a}{w} \sin(wx) \). In other words, it causes the frequency is shown in amplitude (term \( \frac{1}{w} \)). This subject helps that the proposed method gets better than the previous version (basic GLR).

2. In this method two sliding windows move alongside the entire signal. The signal in each window of this method is modelled by a TVAR model instead of the conventional AR which is only applicable for stationary signals. In the standard AR structure, a discretely sampled signal is modelled by representing the voltage level at time \( e \) as a linear combination of voltage levels at times \( e-1, e-2, ..., e-p \) for \( p>0 \) an addition a random (driving noise) component. The relationship is supposed to be fixed over time in that the regression parameters defining the linear combination are constant for the whole period of recording. While in the TVAR model these parameters differ over time, adapting to changes evidenced in the signals, and therefore, potentially provide the kinds of time-evolving structure evident in many non-stationary signals. Such models can specially answer to and adequately capture the forms of change in the frequency structure of oscillations in EEG data [18]. Therefore, because EEG is considered as a non-stationary signal, this model improves the performance of the basic GLR considerably. If the sliding windows fall within a segment, since both windows have the same statistical properties, the modelling error between the two windows is low. However, if both sliding windows are not placed in the same segments, the modelling error rises.

3. As noted before, there are two parameters that affect the segmentation 1) length of the window and 2) percentage of overlap. If these parameters aren’t chosen correctly, the boundaries of segments may be inaccurate. To tackle this subject, in this part we use NPSO. NPSO can minimize the following fitness function over \( k \) shifts of the sliding window:

\[
 E_{\lambda} = \frac{\sum_{i=1}^{k} \left| \text{ceil}(\lambda_i - \text{mean}(\lambda)) \right|^2}{N}
\]

(4)

where \( \lambda \), named the joint likelihood ratio, demonstrates the difference between those two numbers attained by TVAR model of the two sliding windows. In addition, \( N \) shows the number of samples in \( \lambda \), and \( \text{ceil} \) stands for ceiling. In the previous work [8] we have proposed to use \( E_{\lambda} \) as Equation (5). There are two advantages to use the new fitness function (i.e. Equation (4)): 1) in Equation (5) used in the previous paper, mean value of \( \lambda \) was not considered that in some applications it makes a shortage and 2) in the new proposed function, we use \( \text{ceil} \) to increase the difference between \( \lambda \) and \( \text{mean}(\lambda) \). These two advantages boost the performance of the proposed method. Moreover, as we mentioned before, NPSO can minimize \( E_{\lambda} \) much better than that PSO used previously [8].

\[
 E_{\lambda} = \sum_{i=1}^{k} \left| \lambda_i \right|^2
\]

(5)

It should be mentioned that generally, window length and overlapping percentage of the successive windows are the major concern for the conventional methods. In other words, empirically adjusting these parameters is the main problem in these methods. Hence, we have suggested the use of NPSO to overcome this problem.

\[
 E_{\lambda} = \frac{\sum_{i=1}^{k} \left| \text{ceil}(\lambda_i - \text{mean}(\lambda)) \right|^2}{N}
\]

depends on \( \lambda_i \) \((t=1, 2,..., L-1)\) where \( \lambda_i \) and \( L \) pertain to the window length and percentage of overlap. When the undesired recognitions were increased, the sum of difference between \( \lambda_i \) and mean value of \( \lambda_i \) (threshold) or \( \lambda_i - \text{mean}(\lambda) \) increased. Thus, in the proposed approach, NPSO tries to reduce these undesired recognitions by minimizing \( E_{\lambda} \) and...
4. Determining a threshold is one of the important problems in segmentation of the signal. In many researches, the mean value or the mean value added to standard deviation or something like those are proposed as a threshold. If the defined threshold is large, several boundaries of segments may not be indicated. While the threshold value is low, several boundaries of segments may be selected inaccurately. In this paper, the mean value of $\lambda$ ($\bar{\lambda}$) is defined as the threshold. When the local maximum is bigger than the threshold, the current time is selected as a boundary of the segment.

4. SIMULATION DATA AND RESULTS

The following methods were implemented using MATLAB R2009a from Math Works. The performance and efficiency of all the proposed and existing methods were evaluated using 50 synthetic multi-component and real EEG signals.

In order to evaluate the performance of the suggested method, these algorithms are applied on a set of synthetic multi-component signals which each epoch is selected as a stationary signal. One piece of these signals includes the following seven epochs:

Epoch 1: $0.5\cos (\pi t) + 1.5\cos (4\pi t) + 4\cos (5\pi t)$, 
Epoch 2: $0.7\cos (\pi t) + 2.1\cos (4\pi t) + 5.6\cos (5\pi t)$, 
Epoch 3: $1.5\cos (2\pi t) + 4\cos (8\pi t)$, 
Epoch 4: $1.5\cos (\pi t) + 4\cos (4\pi t)$, 
Epoch 5: $0.5\cos (\pi t) + 1.7\cos (2\pi t) + 3.7\cos (5\pi t)$, 
Epoch 6: $2.3\cos (3\pi t) + 7.8\cos (8\pi t)$, 
Epoch 7: $0.8\cos (\pi t) + 3\cos (3\pi t) + 3\cos (5\pi t)$.

It is worthy to note that the mentioned signal is a general and comprehensive signal because Epochs 1 and 2 are different only in terms of amplitude, Epochs 3 and 4 are different only in terms of frequency, and the other adjacent epochs have different amplitude and frequency characteristics at the same time. Thus, we have all possible states in only one signal.

Figures 1(a) and 1(b) show 50 seconds of the mentioned signal and the result of applying the basic GLR, respectively. Figure 1(b) depicts that this algorithm cannot detect some segments boundaries of the signal. These undetected boundaries are named miss boundaries (MBs). Also, obtained output shows that this method has many false boundaries (FBs).

The signal in Figure 1(a) is also segmented using the WGLR in Figure 2. Although Figure 2 shows that the WGLR method can detect segments boundaries better than the GLR, the WGLR is still not reliable and there are some FBs and MBs.

As mentioned before, in order to increase the speed and boundaries detection accuracy of the GLR method, we propose to use a step more than one sample for moving successive windows. In Figure 3 we use this idea. By comparing Figures 1, 2 and 3, we can realize that it is much better than the WGLR and basic GLR methods. However, the method still cannot detect one boundary correctly.

To improve the performance of the GLR method, integral is applied as a pre-processing step. The output of the method is shown in Figure 4. As can be seen in Figure 4(c), the boundaries for all seven segments can be perfectly detected.

To increase the reliability of the performance of the proposed methods, in this paper 50 synthetic multi-component signals are used. Also, in order to make the signals more similar to real signals, Gaussian noise with SNRs=5, 10, and 15 dBs are added to each 50 original signals and then, the performance of the proposed methods are assessed. Three parameters are used to assess the performance of the proposed methods: true positive (TP) miss or false negative (FN) and false alarm or false positive (FP) ratios. These parameters are shown below:

$$TP = \left(\frac{N_T}{N}\right), \quad FN = \left(\frac{N_F}{N}\right) \quad \text{and} \quad FP = \left(\frac{N_P}{N}\right)$$

where $N_T$, $N_F$, and $N_P$ represent the number of true, missed, and falsely detected and $N$ shows actual number of segment boundaries.
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automatically choose the best parameters. It should be noted that to increase the effect of the difference, we have used ceil (using ceil enhances only a bit the performance of the function).
In Table 1, the results of segmentation for 50 synthetic data using the proposed methods without using NPSO are shown compared to the results of conventional methods, namely, GLR and WGLR method. The parameters used for the proposed methods and existing methods are completely equal and are selected by trials and errors. As can be seen in the table, TPs and FNs are approximately equivalent. However, FP for proposed method using integral is much better than GLR and WGLR that are known as conventional methods. Moreover, an important reason for the significantly improved performance of the proposed method is that we use the TVAR model instead of the AR model employed in the basic GLR and WGLR.

It should be mentioned that generally, window length and overlapping percentage of the successive windows are two major deficiencies for GLR and WGLR methods. Therefore, adjusting acceptable empirical parameters is the main problem in such methods. As mentioned before, in order to overcome this problem, we use NPSO. The result of using NPSO is the same as Figure 4.

Length of the window and the percentage of overlap for NPSO are selected between 2% and 10% of the signal length. In the proposed method, the parameters of NPSO method, like all evolutionary algorithms, were chosen by trial and error and are defined as: population size=30; \( C_1=C_2=2 \); Dimension=2; Iteration=50; \( w=1 \).

---

**Figure 1.** Signal segmentation for synthetic signal: (a) original signal and (b) output of the basic GLR

**Figure 2.** Signal segmentation in synthetic signal: (a) original signal and (b) output of the WGLR method

**Figure 3.** Signal segmentation in synthetic signal: (a) original signal and (b) output of proposed method

**Figure 4.** Signal segmentation in synthetic signal: (a) original signal, (b) filtered signal by integral and (c) output of proposed method

**Figure 5.** Signal segmentation in real EEG data: (a) Original signal and (b) Output of the basic GLR
5. CONCLUSION

In this paper an approach using the GLR, integral and NPSO has been proposed. After smoothing the signal using integral, we have used the TVAR as a non-stationary model for EEG signals comparing the AR used only for stationary signals. Integral also could detect the effect of frequency of the signal on amplitude. To improve the performance of the basic GLR and increase the speed of that, we have proposed to use moving steps more than one sample for successive windows in the basic GLR method. In order to select the acceptable parameters, NPSO as a powerful and intelligence optimization algorithm has been used. The proposed algorithm has been applied on both synthetic data and real EEG signal. The proposed method could improve segmentation accuracy levels to 94.1%, 95.6%, 100%, and 100% for synthetic data with SNRs equal to 10 dB, 15 dB, and without noise, respectively. The results have indicated the superiority of the proposed method for segmenting the signals compared to conventional methods, namely, GLR and WGLR.
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