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Abstract  Density Current is formed when a fluid with heavier density than the surrounding fluid flows down an inclined bed. These types of flows are common in nature and can be produced by salinity, temperature inhomogeneities, or suspended particles of silt and clay. Driven by the density difference between inflow and clear water in reservoirs, density current plunges clear water and moves towards a dam, while density current flows on a sloping bed. The vertical spreading due to water entrainment has an important role in determining the propagation rate in the longitudinal direction. In this work, two-dimensional steady-state salt solutions' density currents were investigated by means of experimental studies and data used in turn to verify the numerical model. In the laboratory experiments, the density current enters the channel via a sluice gate, into a lighter ambient fluid and it moves down-slope. Experiments were performed for different concentrations and discharges. Vertical velocity distributions were measured at various stations by Acoustic Doppler Velocimeter (ADV). Results showed a variety of phenomena depending strongly on the entrance discharge, maximum velocity and current thickness increase as well, but when concentration decreases, the current thickness increases. In the numerical simulation, the governing equations were solved numerically and k-epsilon turbulence model was used for closure. The buoyancy term was implemented in the numerical model and its constant was calibrated by experiments. For verification, the height and velocity profiles of the dense layer were compared with the experimental data and a good agreement was found.

Keywords  Density Current, k-epsilon Turbulence Model, Laboratory Experiments, Numerical Modeling

1. INTRODUCTION

Turbulent density currents are generic features of many environmental flows, whenever a fluid with a certain density flows into a fluid with different density it creates a current. They arise frequently in industrial and natural situations. Whether the density difference is created by temperature, heat, sediment particles or compositional variations, these currents exert a significant influence on transport and dispersion processes. Gravity current is another name for this type of flow. Most density
currents are buoyancy conserving while sediment-laden density currents, which are referred to as turbidity currents, are not. Dynamics of such currents are assumed to be dominated by a balance between inertial, buoyancy, and viscous forces.

Density currents can be seen in atmosphere during thunderstorms, dust storms in deserts, powder-snow avalanches in mountains (Alavian [1]), movement of lavas from erupting volcanoes (Simpson [2]) and gas movements through a mine (Alavian, et al [3]).

Laboratory experiments are useful for visualizing patterns of this behavior even though there are considerable problems in comparing experiments directly with the individual natural density currents. Natural currents vary greatly in size and duration such that any laboratory experiment may represent a subset of natural conditions. The primary advantage of laboratory experiments is that the influence of individual factors can be examined in isolation. This can only be achieved by experimental configurations that greatly simplify the nature of density currents. Such simple experiments are valuable for understanding these processes, but should only be compared with natural case studies with extreme care, particularly in light of problems such as scaling turbulent mixing. Pervious laboratory experiments of density and turbidity currents include Ellison, et al [4], Rad [5], Alavian [1], Garcia [6], Altinkar, et al [7], Kneller, et al [8]. Considerable theoretical (Akiyama, et al [9]) and numerical studies of turbulent density currents have been carried out during the past several decades (Parker [10], Akiyama, et al [9], Fukushima, et al [11]; Parker, et al [12], Choi, et al [13], Akiyama, et al [14], Firoozabadi, et al [15], Huang, et al [16]). The incorporation of turbulent kinetic energy in the modeling of density current dynamics is very important. If the turbulent kinetic energy is not properly balanced, a numerical model may predict physically unrealistic acceleration (Parker [10]).


In addition, several researches have been performed on wall jets. Launder, et al [26] have shown that k-ε model is not able to predict the wall jet properly. Also, Ljuboja, et al [27] presented that for a two-dimensional turbulent wall jet, k-ε model associated to wall laws produces a spreading rate more than 30 % higher than the experimental results. They mentioned that k-ε model does not take into account the damping effect of the wall on the lateral velocity fluctuations. Kechiche, et al [28] have mentioned that k-ε model was established for high Reynolds number flows, where viscous effects are negligible compared to the turbulent ones. For wall jets, the viscous layer plays an important role in heat and momentum transfer.

Since the density current is similar and more complex than the wall jet, k-ε model is not suitable for these currents. On the other hand, this current can be classified as the low Reynolds number flows and k-ε model has usually been calibrated and verified for high Reynolds number flows.

The purpose of the present study is to investigate the various characteristics of two-dimensional, steady state, turbulent, non-particulate salt solution density currents, developing on a sloping channel under the strata of clear water. To achieve the detailed characteristics of the density current, a set of laboratory experiments were performed. Then, the experimental data were used to verify the numerical simulation besides other test cases. In this study, the improved k-ω model (Wilcox [29]) was used for turbulence closure. This turbulence model, however, is found to have predicted the characteristics that are in agreement with the experiments.
2. EXPERIMENTAL SETUP

A laboratory apparatus was built to study the two-dimensional flows resulting from the release of the salt solution on a sloping surface in a channel of freshwater. The channel is 12 m long, 0.2 m wide and 0.6 m deep. One side of the channel was constructed of glass for observation purposes. As seen in Figure 1, the channel was divided into two sections along its longitudinal direction by sheets of Plexiglas. The shorter upstream section is an accumulator for dense water with an opening (sluice gate) at the bottom of Plexiglas separator sheet. The opening has a rectangular cross section which was controlled by a gate. The controllable opening allows changing the inlet velocity of the dense water. During the experiments, the opening of the gate was 1 cm high and the ratio of the inlet gate opening to the water depth was about 0.02 (1 cm/60 cm) in order to avoid the recirculation due to stratification. The channel was previously filled with fresh water and its temperature was the same as the laboratory room temperature. As the test began, the dense water continuously left the accumulator through the gate and went down the sloping bottom of the channel. The slope of the channel bed can be adjusted in the range of 0 % to 3.5 %. The salt solution gradually spread under the fresh water.

Another tank, called reservoir tank, with a maximum capacity of 2 m$^3$ was used to prepare the mixture of the dense water. The reservoir tank was made of stainless steel and was installed at an elevation of 2.5 m from the ground. A supplying pipe fed the dense water from the reservoir into the accumulator. A gate valve controlled the feed rate, and the feed rate was measured by a flow meter and was fixed at a desired rate. Thus, the current was in a quasi-steady condition.

After mixing the salt in the fresh water of the reservoir tank and before feeding it into the accumulator, it was transferred to a weir by another circulation pump. The purpose of using this weir was to keep the dense water head constant and to prevent the impacts of fluctuations in mixing reservoirs on the feed rate.

To avoid the return flow, a 25 cm step was built at the end of the channel as Figure 1 shows. Sixty-four valves were installed at the bottom of the step. The number of the opening valves was dictated by the inlet flow to set the discharge rate, a little more than the inflow rate to let the entrained water out of

![Figure 1. Schematic sketch of the experimental setup.](image)
the channel. To prevent losing fresh water, we replenished the fresh water at the end of the channel so that the total height of fresh water was kept constant during the experiments. The channels’ overflow prevents over replenishing the fresh water.

Salt with the specific gravity of 1630 kg/m³ was used as the soluble material for all experiments. Since the initial bulk density of the dense fluid is less than 1008 kg/m³, the mixture is considered as Newtonian fluid. The velocity profiles were measured by 10 MHz ADV (Acoustic Doppler Velocimeter) made by Nortek Company. The probes of ADV were previously calibrated by the Nortek Company and the measurements have an accuracy of about 0.1 (mm/s).

The distance between the two sensors of this instrument was 1m. The sensors were placed on a rail conveyor of the channel. These two sensors measured the instant velocity at any point in three directions. By changing the vertical location of sensors, the velocity profiles of any specific section were determined. There was a distance of 5 cm between the measured points and ADV probe, which did not disturb the flow at those points.

When the head of the current reached the end wall of the basin and the flow reached a steady state, measurements in the body of the current with ADV’s began. A steady state condition was achieved when the measuring mean velocities at one point during two minutes were the same. Some seeding material was added to the salt solution to reflect the pulses. The data acquisition took 35-40 s. for each probe’s position. The total duration of each experiment was about 80 minutes. These series of experiments were carried out to obtain instantaneous velocities, mean flow properties, and velocity profiles without interfering in the density currents. To find the repeatability of experiments, each run was repeated two times.

3. EXPERIMENTAL RESULTS

After preliminary tests and adjusting the experimental devices and measuring facilities, eleven experiments were performed. For all experiments, the inlet current thickness was set at \( h_0 = 1 \) cm. The slope of the channel bed was set at 1%. The width of the channel was \( b = 20 \) cm, thus the inlet velocity \( U_0 = Q_0/(b \times h_0) \), where \( Q_0 \) is the flow rate. The inlet buoyancy discharge

\[
B_0 = \frac{g \cos \theta}{b} \frac{\rho - \rho_w}{\rho_w} \times Q_0
\]

and the inlet Richardson number \( R_i_0 = B_0/U_0^3 \) varied as the inlet concentration changed, in which \( \rho \) is the density of the mixture, \( \rho = C \rho_s + (1-C) \rho_w \), \( \rho_s \) and \( \rho_w \) are the salt and water density respectively, \( g \) is gravity acceleration, \( C \) is concentration, and \( \theta \) is the bed slope. The inlet conditions of these experiments are shown in Table 1. \( T_m \) denotes the temperature of the saline current in the mixing tank and \( T_s \) denotes the temperature of the surrounding water in the channel. The inlet Reynolds number was calculated through \( Re_0 = U_0 h_0/\nu \) in which \( \nu \) is the mixture kinematic viscosity. In Table 1, \( S \) is the bed slope of the flume.

Since the inlet Richardson numbers (Ri0) are adequately lower than unit, the flow at the inlet is supercritical, so the maximum height of the density current occurs close to the inlet.

Considering that one side of the channel is made of glass, we could measure the height by observation. The height of the dense layer was defined as the interface between dyed saline solution fluid and colorless ambient fluid. Hereafter, this height will be called vision height (Hvisum). Sometimes, in the laboratory, the height of the current was sharp therefore we were convenient to distinguish the interface such as Figure 2a; while in cases such as Figure 2b, the height or interface was not so evident and we had to approximate the vision height.

In the experimental results, the height of the dense layer is shown in Figure 3, it can be seen that as the flow moves down the channel, hydraulic jump occurs and the flow regime changes to subcritical and the height of the density current decreases.

In this study, the effects of changing the parameters including discharge, and concentration on the dense layer height were studied. Figure 3 (a,b,c) shows that the discharge increase, leads to increase of the current height in all concentrations. Also noting Figure 3, from left to right it could be observed that, the increase of concentration causes the current height to decrease.
TABLE 1. Inlet Conditions for Saline Current Experiments.

<table>
<thead>
<tr>
<th>Run</th>
<th>$U_0$ (cm/s)</th>
<th>$C_0$ %</th>
<th>$B_0$ (cm$^3$/s$^3$)</th>
<th>$R_i$</th>
<th>$R_e$</th>
<th>$T_m$(˚C)</th>
<th>$T_s$(˚C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.5</td>
<td>0.5%</td>
<td>39</td>
<td>0.020</td>
<td>1260</td>
<td>21.5</td>
<td>21.5</td>
</tr>
<tr>
<td>2</td>
<td>16.7</td>
<td>0.5%</td>
<td>52</td>
<td>0.011</td>
<td>1680</td>
<td>21.5</td>
<td>21.5</td>
</tr>
<tr>
<td>3</td>
<td>20.8</td>
<td>0.5%</td>
<td>64</td>
<td>0.007</td>
<td>2100</td>
<td>21.0</td>
<td>21.0</td>
</tr>
<tr>
<td>4</td>
<td>25.0</td>
<td>0.5%</td>
<td>77</td>
<td>0.005</td>
<td>2520</td>
<td>21.0</td>
<td>21.0</td>
</tr>
<tr>
<td>5</td>
<td>12.5</td>
<td>1%</td>
<td>77</td>
<td>0.040</td>
<td>1260</td>
<td>21.5</td>
<td>21.5</td>
</tr>
<tr>
<td>6</td>
<td>16.7</td>
<td>1%</td>
<td>103</td>
<td>0.022</td>
<td>1680</td>
<td>21.5</td>
<td>21.5</td>
</tr>
<tr>
<td>7</td>
<td>20.8</td>
<td>1%</td>
<td>129</td>
<td>0.014</td>
<td>2100</td>
<td>21.5</td>
<td>21.5</td>
</tr>
<tr>
<td>8</td>
<td>25.0</td>
<td>1%</td>
<td>155</td>
<td>0.010</td>
<td>2520</td>
<td>21.5</td>
<td>21.5</td>
</tr>
<tr>
<td>9</td>
<td>12.5</td>
<td>1.5%</td>
<td>116</td>
<td>0.059</td>
<td>1260</td>
<td>21.0</td>
<td>21.0</td>
</tr>
<tr>
<td>10</td>
<td>16.7</td>
<td>1.5%</td>
<td>155</td>
<td>0.033</td>
<td>1680</td>
<td>20.5</td>
<td>20.5</td>
</tr>
<tr>
<td>11</td>
<td>20.8</td>
<td>1.5%</td>
<td>193</td>
<td>0.021</td>
<td>2100</td>
<td>21.0</td>
<td>21.0</td>
</tr>
</tbody>
</table>

In all experiments: $b_0 = 20$ cm, $h_0 = 1$ cm, $S = 1$ %

Non-dimensional vertical velocity profiles are shown in Figure 4, by moving along the center line of the channel, in the steady state condition and different inlet flow rates and concentrations (buoyancy flux). The distance above the bed is scaled by the inlet thickness and the velocity is normalized with the inlet velocity. The velocity profiles (Figure 4a-k) show a quick increase up to their maximum values at a short distance above the bed. The stream-wise velocity in all runs shows a typical vertical distribution of density driven flow (García [6] and Altinakar, et al [7]).
It can be seen that as the flow moves down the channel, viscosity causes the inertia forces to decline. Consequently, the maximum and average velocities reduce along the channel. In addition, the maximum velocity shifts upward because of the reduction in driving forces of the density current and also due to the occurrence of maximum shear stress at the bottom. In Figure 4, each row, from left to right, represent the inlet flow rate growth, therefore, the maximum and average velocity at bed level, and also the slope of the velocity increases with the flow rate. The point of maximum velocity shifts upward due to a rise in the inertia force of the entering current and the component of gravity force in the current direction. The magnitude of the shear stress near the bed grows by an increase, in the slope of the velocity profile near the bed, resulting in an increase of the mass flow rate. Each column of Figure 4 represents the increase in the inlet concentration from top to bottom. It can be seen that the maximum and average velocity in the x-direction will rise, from top to bottom, resulting in excessive concentration. It is clear that an increase in the inlet density of the current causes an increase in the driving force as well as the velocity. Besides, with precise observation of the height, of the density current at each column in Figure 4, it can be concluded that an increase in the inlet concentration, leads to a decrease in the height of the dense layer, whose effect is seen in the drop of the concentration profiles (Figure 3).

4. MATHEMATICAL MODELING

4.1. Governing Equations

Concentration of dense-water is so small that Boussinesq approximation can be applied, therefore, the effect of density difference is only considered in the buoyancy term, but is neglected in other terms of momentum equations. The equations which describe the motion of a two-dimensional, steady state, turbulent and density current can be expressed as:

\[
\frac{\partial u}{\partial x} + \frac{\partial w}{\partial z} = 0 \tag{1}
\]

\[
\frac{u}{\partial x} + w \frac{\partial u}{\partial z} = -\left(\frac{1}{\rho} \frac{\partial p}{\partial x} + g' \sin \theta + \frac{\partial (u + v_t) }{\partial z} \frac{\partial u}{\partial z} \right) \tag{2}
\]

\[
\frac{\partial w}{\partial x} + w \frac{\partial w}{\partial z} = -\left(\frac{1}{\rho} \frac{\partial p}{\partial x} - g' \cos \theta + \frac{\partial (u + v_t) }{\partial z} \frac{\partial w}{\partial z} \right) \tag{3}
\]

\[
\frac{\partial C}{\partial x} + w \frac{\partial C}{\partial z} = \frac{\partial}{\partial z} \left( \lambda + \kappa \frac{\partial C}{\partial z} \right) \tag{4}
\]

These equations are continuity, momentum in x and z directions, and diffusion respectively. u and w are components of the velocity in x and z directions and p is the pressure. C is concentration of the dense layer defined as \( C = (\rho - \rho_w)/(\rho_r - \rho_w) \).
The density of the mixture is defined as \( \rho = C \rho_s + (1-C) \rho_w \) and \( \lambda \) are the viscosity and diffusivity of the fluid respectively. In the momentum equation (Equation 2,3), \( g' \) is the reduced gravitational acceleration:

\[
g' = g \frac{\rho - \rho_w}{\rho_w} \tag{5}
\]

\( \nu_t \) is the turbulent viscosity and is defined later. In the concentration equation (Equation 4), \( \xi_\ell \) is the turbulence diffusivity. By using the turbulent Schmidt number \( Sc \), the eddy diffusivity is:

\[
\xi_\ell = \frac{\nu_t Sc}{Sc} \tag{6}
\]

While Schmidt number, like Prandtl number, is predictably affected by the buoyancy, it is assumed to be at unity here (Lyn, et al [30]). Equations 1-4 are not closed because the eddy viscosity remains unknown. Numerous turbulence models may be
used to estimate the eddy viscosity. Most eddy viscosity based turbulence models, such as the standard k-ε model over predict turbulent kinetic energy in stagnation points (e.g., near the solid boundaries). This weakness probably arises because of the fact that such models have been developed for high Reynolds numbers and isotropic turbulent flows, and therefore cannot accurately simulate the near wall regions where the flow is not isotropic, nor is its Reynolds number high. Herein, k-ω turbulence model is employed to evaluate the eddy viscosity.

4.2. Turbulence Modeling Nowadays, most predictions in industry involve the use of standard or modified versions of the standard k-ε turbulence model. These models have usually been developed, calibrated and validated, using flows parallel to the wall. Physical phenomena involved in the density currents are considerably different and have been considered as highly challenging test cases for the validation of turbulence models. Since, the density currents are considerably different and have been standardized for high Reynolds numbers (order 1000); thus, the standard k-ε model which has been standardized for high Reynolds numbers and isotropic turbulence flow, hence cannot simulate the anisotropy and non-homogenous behavior near the wall (Parneix, et al [31], Lander, et al [24]). Moreover, this current becomes turbulent at rather low Reynolds numbers, therefore, all these models use a single-point approach (Durbin, et al [32]) that cannot represent the non-local effects of the pressure-reflection that occur near solid boundaries. In many cases, these damping functions involve an ill-defined normal distance to the wall, which cannot be used in complex geometries. They are also highly non-linear, and sometimes introduce numerical rigidity.

An attractive alternative to the standard k-ε model is k-ω turbulence model (Wilcox [29]). There is considerable evidence that k-ω model is stronger computationally, than the standard k-ε model for the integration of turbulent flows to a solid boundary. The quantity k illustrates a measure of the kinetic energy of turbulence. It is not critically important whether k is identified as the exact kinetic energy of the turbulence or, alternatively, the kinetic energy of the fluctuations in the direction of shear, (Wilcox [29]). The second quantity introduced in the model, ω is referred to as the specific dissipation rate. Its dimensions are inversely proportional to time. Perhaps the simplest physical interpretation of ω is that it is the ratio of the turbulent dissipation rate ε to the turbulent mixing energy. Alternatively, ω is the rate of dissipation of turbulence per unit energy.

The relation between ε and ω is defined by:

$$\omega = \frac{\varepsilon}{c_1 k}$$  \hspace{1cm} (7)

The turbulent mixing energy for k-ω model is:

$$\frac{\partial}{\partial x_j}(u_j \omega) = \frac{\partial}{\partial x_j} \left[ (u + \sigma \omega \dot{v}_t) \frac{\partial \omega}{\partial x_j} \right]$$

$$+ \frac{1}{\rho} \frac{\partial u_1}{\partial x_j} \frac{\partial C}{\partial x_1} - c_2 \omega$$  \hspace{1cm} (8)

Specific dissipation rate is:

$$\frac{\partial}{\partial x_j}(u_j \omega) = \frac{\partial}{\partial x_j} \left[ (u + \sigma \omega \dot{v}_t) \frac{\partial \omega}{\partial x_j} \right]$$

$$+ \frac{c_1 \omega}{k} \left( \frac{\tau_{ij}}{\rho} \frac{\partial u_i}{\partial x_j} + c_2 \beta \frac{\partial \dot{v}_t}{\partial x_1} \right) - c_2 \omega^2$$  \hspace{1cm} (9)

In k-ω model, $\beta \frac{\partial \dot{v}_t}{\partial x_1}$ is the buoyancy term, $\dot{v}_t$ is kinematic viscosity, $\tau_{ij}$ is Reynolds stress tensor and $\beta$ is the volume expansion coefficient. The turbulent mixing energy k and the specific dissipation rate ω are needed to define the turbulence viscosity $\nu_t$, which is given by:

$$\dot{v}_t = \frac{\nu_t}{\omega}$$  \hspace{1cm} (10)

We invoke Boussinesq approximation that Reynolds
stress tensor is proportional to the mean strain-rate tensor, that is,

\[
\frac{\tau_{ij}}{\rho} = u \left[ \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \frac{\partial \delta_{k}}{\partial x_k} \delta_{ij} \right] - \frac{2}{3} \kappa \delta_{ij} \quad (11)
\]

Several closure coefficients, namely, \( c_\mu, c_1, c_2, c_3, \gamma, \sigma, \sigma', \sigma_d \) appear in the above equation. The values are summarized in the following (Wilcox [29])

\[
c_\mu = \frac{9}{100}, \quad c_1 = \frac{5}{9}, \quad c_2 = \frac{3}{40},
\]

\[
\gamma = 1, \quad \sigma = \frac{1}{2}, \quad \sigma' = \frac{1}{2}, \quad \sigma_d = 1
\]

The empirical constant, \( c_3 \) associated with the buoyancy term is uncertain. This constant depends on the slope of the channel (Huang, et al [16]). For horizontal shear flows, the buoyancy term does not affect the flow and should not be considered in Equation 9 and so \( c_3 = 0 \), while the buoyancy term should contribute completely in Equation 9 for vertical shear flows, therefore \( c_3 = 1 \) (Rodi [33]).

Fukushima, et al [34] using \( k-\varepsilon \) model showed that a value of the \( c_3 \) in the range of 0-0.4 yields good agreement between the numerical solution and experimental results for density currents. In this study, we discussed and performed the numerical tests on the \( c_3 \) constant.

### 4.3. Geometry Specification and Boundary Conditions

Geometry specification and boundary conditions are listed in Table 2. Sketch of boundary conditions is shown in Figure 5. Test case 1 and 2 are the experimental data presented by Akiyama, et al [9] and test case 3, 4 and 5 are the results of present experiments.

In the present study, various boundary conditions such as the inlet, the bottom, and the free surface boundary condition are required. Known quantities are specified at the inlet for inflow velocity \( U_0 \), concentration \( C_0 \), and current thickness \( h_0 \). Turbulent kinetic energy and dissipation rate at the inlet are estimated, respectively, as \( k_\text{in} = 10^{-4} U_0 \) and \( \omega_\text{in} = 10 k_\text{in}^{0.5} / (c_\mu h_0) \) (Ferziger, et al [35]). At the free surface, a symmetry boundary condition (no flux condition) is used. This assumption is typically well unless the dynamics of the free surface affects the propagation of the density current, i.e., the overlying depth of the surrounding water is about ten times greater than the current thickness. At the bottom, the no-slip condition is imposed, i.e., \( u = v = 0 \). For solute concentration, zero flux is used at the bottom, i.e., \( \partial C / \partial z = 0 \). The turbulence model is invalid in the viscous sub layer, so the law of the wall was applied in the bottom boundary. In this region, the velocity is estimated by using the following wall function:

\[
U^+ = \frac{1}{\kappa} \ln y^+ + 5.1
\]

Where \( U^+ = \frac{U}{u^+} \), \( u^+ \) is shear velocity, \( \kappa \) is von Karman constant and equal to 0.4 and \( y^+ = u^+ / \nu \).

For the turbulence kinetic energy and its rate of dissipation the following relations near the wall are used:

\[
k = \frac{u^*}{\sqrt{c_\mu}}
\]

\[
\omega = \frac{u^*}{\nu \sqrt{c_\mu}}
\]

The no-slip condition at the bottom wall is imposed that \( k \) vanishes at \( y = 0 \), i.e., \( k = 0 \) at \( y^+ = 0 \).

At the downstream outlet, the flow is assumed to be fully developed; thus, zero gradient for velocity components and concentration are employed, i.e., \( \partial u / \partial x = \partial v / \partial x = \partial c / \partial x = 0 \).

### 4.4. Solution Method

The flow and the turbulent equations have to be correctly resolved to obtain concentration distribution predictions. All computations were performed in Cartesian coordinates with rectangular geometry. Cartesian grids were used, with a high resolution near all solid boundaries (Figure 6). The numerical
TABLE 2. Specification of Computational Geometry and Boundary Conditions.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of the Channel</td>
<td>6 m</td>
<td>6 m</td>
<td>10 m</td>
<td>10 m</td>
<td>10 m</td>
</tr>
<tr>
<td>Height of the Channel</td>
<td>1.3 m</td>
<td>1.3 m</td>
<td>0.6 m</td>
<td>0.6 m</td>
<td>0.6 m</td>
</tr>
<tr>
<td>Dense Layer Inlet Height (h_0)</td>
<td>0.04 m</td>
<td>0.05 m</td>
<td>0.01 m</td>
<td>0.01 m</td>
<td>0.01 m</td>
</tr>
<tr>
<td>Inlet Velocity (U_0 \text{ m/s})</td>
<td>0.063</td>
<td>0.0684</td>
<td>0.125</td>
<td>0.25</td>
<td>0.167</td>
</tr>
<tr>
<td>Inlet Concentration</td>
<td>1.2 %</td>
<td>1 %</td>
<td>0.5 %</td>
<td>1.5 %</td>
<td>1 %</td>
</tr>
<tr>
<td>Slope</td>
<td>14 %</td>
<td>10 %</td>
<td>1 %</td>
<td>1 %</td>
<td>1 %</td>
</tr>
<tr>
<td>(R_{\theta})</td>
<td>2538</td>
<td>3438</td>
<td>1260</td>
<td>2520</td>
<td>1680</td>
</tr>
<tr>
<td>(R_{\theta})</td>
<td>0.75</td>
<td>0.66</td>
<td>0.02</td>
<td>0.005</td>
<td>0.023</td>
</tr>
</tbody>
</table>

4.5. Solver

This project was solved by an in-house code. The code is to compute two and three dimensional, steady and unsteady, turbulent and laminar flow. The computation is based upon the solution of a partial differential equation, governing the dynamics of the flow. The finite volume method is used to discretize the partial differential equations into an algebraic equation. The tri-diagonal matrix algorithm (TDMA) is applied to solve the obtained algebraic equations. The hybrid scheme was used for discretizing the momentum, turbulence and particles mass balance equations. The code utilizes the collocated variable arrangement, in which all variables are stored at the same control volume. This means that all the variables are stored at the center of the control volume. This method worked out by Rhie, et al [36] interpolation SIMPLEC method handles the linking between velocities and pressure. All fluid properties were treated as being constant. The under relaxation coefficient is set at 0.5, 0.8 and 0.3, for velocities, concentration and pressure respectively. Convergence is evaluated for each iteration based on the residual criterion. In this method, the sum of absolute residuals of a variable for all computational control volumes is compared with a reference quantity at the end of each iteration. Here, the inlet flux of each variable is chosen as a reference quantity for the same
variable. When the sum of absolute residuals is normalized by the inlet flux is on the order of $10^{-4}$ for all variables, computation stops. When iterations are completed, quantities obtained for each variable are saved, and therefore can be used as the basic solution in the next iteration. After velocity components and pressure converge, scalar transport equations for turbulent kinetic energy and dissipation rate are solved. Finally, concentration equation along with all previous equations is simultaneously solved, and iterations continue until the convergence for all variables is obtained.

5. NUMERICAL RESULTS

5.1. Verification $k$-$\omega$ model has been applied to simulate structure of density current. Hence, the density current was simulated in five test cases. Detailed information for the specification of geometry and boundary conditions has been presented in Table 2. Figure 7 shows the height of the steady density current in comparison with the experimental data presented by Akiyama, et al [9] for different $c_k$. In the experimental works, it is common to measure the height of the dense layer via its clarity. Therefore, in this numerical work, we supposed that the height of the current is the place where concentration is equal to 1% of inlet concentration (like boundary layer approach). The data were non-dimensionalized by $h_0$, which is the sluice gate height. In Figure 7, the effects of empirical constant $c_{3\epsilon}$, or buoyancy term on the current thickness are shown. The current thickness increases as $c_{3\epsilon}$ increases. Since, buoyancy produces additional turbulent kinetic energy, the entrainment increases, as a result, more dilution occurs in the downstream and the height of the dense layer increases. By observing Figure 7, it can be seen that for these cases, $c_k = 0.2$ for $k$-$\omega$ model is in good agreement with the experimental data. After this, all simulations is performed with $c_k = 0.2$.

Finally in Figure 8, the non-dimensional velocity profiles computed by $k$-$\omega$ are compared with experimental data of test case 5 (Run 6 of experimental tests) in different locations. Results show that $k$-$\omega$ model can be applied to experimental cases and has an acceptable level of accuracy for estimating the velocity profiles.
Figure 7. The effect of $c_3\varepsilon$ constant on k-ω model, (a) test case 1, (b) test case 2.

Figure 8. Comparison of velocity profile between the numerical result (k-ω model) and experimental result (test case 5) in different locations.
5.2. Results and Discussion  In Figure 9a-d the non-dimensional velocity profiles at some downstream locations, using $k$-$\omega$ model and $c_k = 0.2$ have been shown. The curves are non-dimensionalized by the inlet velocity ($U_0$). It can be seen that the maximum velocity occurs near the wall. At the inlet of the channel, due to the existing high inertia force, water entrainment is high. As it can be seen, the maximum magnitude of the velocity at the beginning of the channel is approximately equal to that of the average inlet velocity. By moving along the channel, the magnitude of the velocity decreases sharply and as mentioned before, the point of the maximum velocity shifts upward. It has been shown that with the exception of the region close to the source, the driving force is the component of gravity force parallel to the current direction ($x$ direction).

Comparison between Figure 9a,b or c,d has shown that the maximum velocity and also its location increases when the inlet velocity rises.

Considering that in the experimental tests concentration profiles is not measured, we compute concentration profile only with the numerical simulation. In Figure 10a-d, the non-dimensional concentration profiles at several downstream locations have been shown. The curves are non-dimensionalized by the inlet concentration ($C_0$). Maximum concentration occurs near the wall and equals the inlet concentration. The vectors of stream-wise velocity have been shown in Figure 11a. It can be seen that the parabolic velocity distribution quickly adapts to the wall-bound flow, thus producing a maximum velocity very close to the bottom. The interface between the underflow and surrounding water is
observed and it increases along the downstream, which is the result of water entrainment. The contour of concentration in the channel is shown in Figure 11b.

Figure 10. The concentration profiles in different locations using k-ω model, (a) test case 1, (b) test case 2, (c) test case 3 (Run 1), (d) test case 4 (Run 4).

Figure 11. (a) Velocity vectors and (b) concentration contours that computed by k-ω model for test case 1.
6. CONCLUSION

A series of laboratory experiments were conducted in a channel to study two-dimensional, steady state and turbulent characteristics of a density current. The experimental results show that the maximum and average velocities reduce along the channel. In addition, maximum velocity happens in the upper parts because of the reduction in driving forces of density current and maximum shear stress at the bottom. Besides, for each section, maximum and average velocity and also velocity gradients at the bottom increase with an increase in discharge. In all experiments with different concentrations, it was observed that the thickness of the density current grew with an increase in discharge. It should be mentioned that the magnitude of maximum and average velocity in the x-direction will rise, resulting an increased concentration. It is clear that the increase in density of the current causes an increase in the driving force as well as the velocity. Thus leads to a decrease in the height of the dense layer, whose effect is seen in the drop of the concentration profiles.

In the second part of the present study, k-ω turbulence model has been applied to simulate the structure of the density current. Momentums, continuity, mass balance and turbulence equations are solved, simultaneously, by SIMPLEC method, without any limited or simplified assumption. The computed heights and velocity profiles of the dense layer were in good agreement with the experimental data.

7. NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_0$</td>
<td>Inlet Buoyancy Discharge</td>
</tr>
<tr>
<td>$b$</td>
<td>Width of the Channel</td>
</tr>
<tr>
<td>$C$</td>
<td>Concentration</td>
</tr>
<tr>
<td>$g'$</td>
<td>Gravitational Acceleration</td>
</tr>
<tr>
<td>$H$</td>
<td>Water Depth</td>
</tr>
<tr>
<td>$h$</td>
<td>Density Current Height</td>
</tr>
<tr>
<td>$h_0$</td>
<td>Inlet current Thickness</td>
</tr>
<tr>
<td>$K$</td>
<td>Turbulent Mixing Energy</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure</td>
</tr>
<tr>
<td>$p_0$</td>
<td>Surface Pressure</td>
</tr>
<tr>
<td>$Ri_0$</td>
<td>Inlet Richardson Number</td>
</tr>
<tr>
<td>$Re_0$</td>
<td>The inlet Reynolds Number</td>
</tr>
<tr>
<td>$Sc$</td>
<td>Schmidt Number</td>
</tr>
<tr>
<td>$T_m$</td>
<td>Temperature of the Saline Current in the Mixing Tank</td>
</tr>
<tr>
<td>$T_s$</td>
<td>Temperature of the Surrounding Water in the Channel</td>
</tr>
<tr>
<td>$U_0$</td>
<td>Inlet Velocity</td>
</tr>
<tr>
<td>$u$</td>
<td>X-Velocity</td>
</tr>
<tr>
<td>$u^*$</td>
<td>Shear Velocity</td>
</tr>
<tr>
<td>$w$</td>
<td>Z-Velocity</td>
</tr>
</tbody>
</table>

Greek Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>Density of the Mixture</td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>Salt Density</td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>Water Density</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Diffusivity of Fluid</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>Turbulence Diffusivity</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Molecular Viscosity</td>
</tr>
<tr>
<td>$\tau_g$</td>
<td>Reynolds Stress Tensor</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Specific Dissipation</td>
</tr>
<tr>
<td>$\mu_T$</td>
<td>Eddy Viscosity</td>
</tr>
<tr>
<td>$\gamma_1$, $\gamma_2$, $\gamma_3$</td>
<td>Closure coefficients for k-ω</td>
</tr>
<tr>
<td>$\sigma$, $\sigma^*$, $\sigma_d$</td>
<td>Closure Coefficients for k-ω</td>
</tr>
<tr>
<td>$c$</td>
<td>Turbulent Dissipation Rate</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Volume Expansion Coefficient</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Kinematics Viscosity</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Von Karman Constant</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Channel Slope Angle in Degree</td>
</tr>
</tbody>
</table>
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