TRANSIENT NATURAL CONVECTION FLOW ON AN ISOTHERMAL VERTICAL WALL AT HIGH PRANDTL NUMBERS: SECOND-ORDER APPROXIMATION
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Abstract The method of matched asymptotic expansions, which has been used in previous studies of steady natural convection flow, is extended here to transient natural convection flow at high Prandtl number (Pr). Second-order expansion solutions, valid for large Prandtl numbers, are presented for the transient natural convection flow near a vertical surface which undergoes a step change in temperature. Throughout the transient, the flow is found to have the same dual-layer structure which is characteristic of the steady flow at high Prandtl number. For large Prandtl number, the time to steady state is shown to increase proportional to square root of Pr. The temperature and velocity overshoot, which occurs during the transient at moderate Prandtl number, is shown to disappear as Pr → ∞. Uniformly valid expansions for the velocity and temperature profiles near the surface are found to be in good agreement with the numerical solution of the full governing equations for as low as Pr=16. By increase of Prandtl number, the error because of instability in numerical solution of the full governing equations increases and the necessity of using singular perturbation techniques become more obvious.
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INTRODUCTION

The transient laminar fluid motion and heat transfer resulting from the impulsive heating or cooling of a vertical surface in a quiescent fluid has been the subject of a number of previous studies. For both the step change in temperature for the iso-thermal surface, and the sudden application of a uniform heat flux, analytical solutions have been obtained [1,2] for the one dimensional portion of the transient. Finite-difference computational schemes [3,4] have been used to predict the transport behavior during the entire transient, including both the one-dimensional regime and the later period, during which the flow adjusts to its steady-state two-dimensional form.

Although these studies have thoroughly investigated the important flow and heat transfer phenomena in transient natural convection near vertical surfaces, they provide very little information about the systematic behavior of such flows at high Prandtl number. The finite difference calculations which have been made for these flows, have been at Prandtl numbers near 1, for gases, or near 7, for water.
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The closed-form solutions for the one-dimensional portion of the transient may be evaluated for any Prandtl number, but they are valid only for short times. Gebhart [5] presented solutions for the uniform-flux surface for values of Prandtl number up to 1000. However, the accuracy of these solutions is limited by the assumption of the integral method. Almost all experimental data on transient vertical natural convection flows have also been from flows in fluids with Prandtl numbers near either 1 or 7.

The limiting case solutions [Ref. 2] when Prandtl number is taken as infinity, omits the derivative term of second-order in energy equation and change it into a partial differential equation of first-order. This reduction is only valid in limiting studies when Prandtl number is exactly infinity. But physically in some applications fluids are employed which have the property of having high Prandtl number other than exactly infinity.

The present work is an analysis of transient natural convection in a high Prandtl number fluid. The analysis is applied to an isothermal surface which suddenly changes temperature above or below the ambient. Flows of this type commonly occur in technological applications. A high Prandtl number fluid is sometimes used as a heat sink in electrical transformers. The sudden application of electrical power to the transformer produces a transient buoyancy-driven flow. Transient flows at high Prandtl number may also result from the sudden addition or removal of heat in chemical processing of hydrocarbon and silicone polymers, and in thermal energy storage devices.

The analysis used here combines a matched asymptotic expansion technique [6] with an explicit finite difference computational scheme. Asymptotic transient profiles are obtained for the limiting circumstances of Pr $\rightarrow \infty$. Second-order corrections are also computed so the results may be used to predict flow and heat transfer at moderate values of Pr. It will be shown that the results accurately predict the flow and temperature field behavior at least in the range 16 $< \text{Pr} < \infty$. These results provide a more complete picture of the manner in which the heat transfer and flow behavior changes with Prandtl number in these time-dependent flows.

FORMULATION OF THE PROBLEM

The analysis applies to a flat vertical plate immersed in an extensive body of quiescent fluid at a uniform temperature. To initiate the transient, the plate temperature is suddenly raised or lowered to a value different from the temperature of the fluid.

The analysis incorporates the non-dimensional variables of Hellums and Churchill [7], listed below

$$
T_N = -\frac{T - T_\infty}{T_p - T_\infty} - \frac{T - T_\infty}{\Delta T},
$$

$$
U - u(\nu\beta, \Delta T)^{-1/3},
$$

$$
V = \nu \left( \frac{g\beta}{\gamma^2} \Delta T \right)^{1/3},
$$

$$
Y = \nu \left( \frac{g\beta}{\gamma^2} \Delta T \right)^{1/3} = \frac{1}{3} \frac{\Delta T}{\gamma^2},
$$

The equations governing conservation of mass, momentum and energy, in terms of these non-dimensional variables, are given below. The usual boundary-layer and Boussinesq approximations have been made:

$$
\frac{\partial U}{\partial X} + \frac{\partial V}{\partial Y} = 0,
$$

$$
\frac{\partial U}{\partial \tau} + \frac{U}{\partial X} \frac{\partial U}{\partial X} + \frac{V}{\partial Y} \frac{\partial U}{\partial Y} = T_N \frac{\partial^2 U}{\partial Y^2},
$$

$$
\frac{\partial^2 T}{\partial \tau^2} + \frac{U}{\partial X} \frac{\partial T}{\partial X} + \frac{V}{\partial Y} \frac{\partial T}{\partial Y} = \frac{1}{\text{Pr}} \frac{\partial^2 T}{\partial Y^2}.
$$

The initial and boundary conditions are

$$
\tau = 0 : U - V = T_N = 0,
$$

$$
X = 0 : U - V = T_N = 0,
$$

$$
Y = 0 : U - V = 0, \ T_N = 1,
$$

$$
Y \to \infty : U - T_N = 0
$$
As $Pr \to \infty$, the coefficient of the second derivative in the energy equation vanishes. Hence, to obtain a solution for large $Pr$, a singular perturbation technique is needed. It is therefore assumed that throughout the transient, the flow consists of two regions: an inner region, near the surface, dominated by buoyancy and viscous effects, and an outer region where only viscous and momentum effects are important. Accordingly, in the inner region, the Y and time coordinates are stretched as follows

$$\xi = \frac{1}{Pr} \eta, \quad Pr \gg \infty$$

$$\eta = \epsilon^{-1/4} Y, \quad \hat{\theta} = \epsilon^{1/2} \tau$$

(4)\hspace{1cm}(5)

Inner expansions for $U$, $V$ and $T$ are taken to be

$$U_i = \epsilon^{1/2} [U_0 + \epsilon^{1/2} U_1 + \epsilon U_2 + ...]$$

$$V_i = \epsilon^{3/4} [V_0 + \epsilon^{1/2} V_1 + \epsilon V_2 + ...]$$

$$T_i - T_N = \epsilon^{1/2} [T_0 + \epsilon T_1 + \epsilon^2 T_2 + ...]$$

(6)

The inner variables and expansions are chosen so that, to lowest order, as $Pr \to \infty$, the inner momentum equation retains only the viscous and buoyancy terms.

Writing the governing equations (2) in terms of the inner coordinates (5) and expansions (6), and requiring that the equations be satisfied at each level in powers of $\epsilon$, the systems of equations for inner region are obtained which are presented in Appendix as Equations I, II, and III.

In similar fashion, outer stretched coordinates and expansions are taken to be

$$\xi = \epsilon^{1/4} Y, \quad \theta = \epsilon^{1/2} \tau$$

$$U^0 = \epsilon^{1/2} [U_0 + \epsilon^{1/2} U_1 + \epsilon U_2 + ...]$$

$$V^0 = \epsilon^{3/4} [V_0 + \epsilon^{1/2} V_1 + \epsilon V_2 + ...]$$

$$T^0 = 0$$

(7)\hspace{1cm}(8)

The scaling and expansions are chosen so that, to lowest order, only momentum and viscous terms are retained. The temperature field is exponentially small in the outer region and is therefore taken as zero in the expansion to $O(\epsilon)$.

Substituting in the same manner as for the inner equations, the systems of equations are obtained for the outer velocity terms which are presented in Appendix as Equations IV, V, and VI.

Boundary conditions at the surface ($y=0$) and initial conditions for the inner equations are obtained by substituting new variables (5) and the expansions (6) into Equations 3a-3c. Likewise, the boundary conditions far from the surface and the initial conditions for the outer equations are obtained by substituting the relations in (7) and (8) into Equations 3a, 3b and 3d.

The outer ($\hat{\eta} \to \infty$) boundary conditions for the inner equations and the inner ($\xi \to 0$) boundary conditions for the outer equations are obtained by matching the inner and outer expansions. The method used here is similar to that described by Van Dyke [8] except that the $x$ and time dependence of the flow field must be considered. Since the inner and outer $x(\hat{X})$ and time ($\hat{\theta}$) scales are equal, the inner and outer expansions can be matched for fixed $\hat{X}$ and $\hat{\theta}$. Combining the matching conditions with the required conditions at $\hat{\theta} = 0, \hat{X} = 0, \eta = 0$ and $\hat{\xi} = \infty$, the full boundary and initial conditions for the inner and outer equations are obtained.

**CALCULATION PROCEDURE**

The systems of Equations I, II, III and IV, V, VI together with the corresponding boundary and initial conditions were solved numerically using an explicit finite difference scheme. The value $X_{\text{max}} - 100$ was considered to represent the total height of the plate, and $\eta_{\text{max}} - \tilde{\xi}_{\text{max}} - 16$ were considered to represent $\eta = \infty$ and $\tilde{\xi} = \infty$. This is equivalent to a value of the Grashof number, $Gr \tau^* \gamma 6 \hat{\theta}$ at the end of the plate.

The flow region was divided into a grid with $m$ and $n$ spacings in the $X$ and $Y$ directions. For
both the inner and outer regions, the values of \( m \) and \( n \) used were 20 and 32, respectively. Second-order derivatives were written in central differences, forward differences were used for first-order derivatives in \( \eta \) and \( \zeta \) and a backward difference was used for \( \theta \) derivatives.

The calculation procedure generates a solution by marching forward in time while matching the inner and outer expansions at each time step. Beginning with the results from the last time step, the solution at the next step was calculated first for the lowest-order inner equations along with their corresponding conditions using the newly calculated necessary values, the lowest-order outer solution was then calculated for next time step. This procedure were followed to solve the higher order inner and outer equations. The resulting velocity and temperature fields were then stored, and the whole process was repeated to march the entire perturbation solution forward in time. The solution was computed until steady state was reached using a time step, \( \Delta \theta \), of 0.01.

From a series of calculations with different grid sizes and time steps, it was calculated that \( m=20, n=32 \) and \( \Delta \theta = 0.01 \) would yield acceptable accuracy. Increasing \( \Delta \theta \) from 0.01 to 0.02 resulted in a change in the velocity and temperature profiles of less than 2% of their respective peak values across the layer.

It should be mentioned here that in order to control our computer code and for the purpose of comparison, the full governing equations (2) along with initial and boundary conditions (3) were also solved numerically with similar procedures as above.

**RESULTS AND DISCUSSIONS**

In addition to the numerical solution of the full governing equations, the following one-dimensional analysis can also be used for the sake of comparison with the perturbation solutions.

During the initial one-dimensional portion of the transient, the \( V \)-velocity and \( X \)-derivative terms in the governing equations are zero. Without these terms, the governing equations and boundary conditions reduce to a linear system of partial differential equations and boundary conditions for which closed-form solutions exist. Using Laplace Transformations, it is easily shown that during the one-dimensional portion of the transient, the solutions for governing equations of the inner and outer regions with corresponding boundary conditions are given by

\[
T_0 - \text{erfc} \left( \frac{\eta}{2\sqrt{\theta}} \right) \Rightarrow T_1 - T_2 = 0 \quad (9)
\]

\[
u_1 - \frac{\eta}{\sqrt{\pi \theta}} \exp \left( \frac{\eta^2}{4\theta} \right) \Rightarrow \nu_1 - \nu_2 = 0 \quad (10)
\]

\[
u_0 = \exp \left( -\frac{\zeta^2}{4\theta} \right) \Rightarrow \nu_1 - \nu_2 = 0 \quad (11)
\]

\[
u_0 = \frac{\eta}{\sqrt{\pi \theta}} \left[ \gamma \left( \frac{\eta^2}{4\theta} \right) + \frac{\eta}{\sqrt{\pi \theta}} \exp \left( -\frac{\eta^2}{4\theta} \right) \right] \quad (12)
\]

The solution for the lowest-order temperature solution is just the one-dimensional conduction transient in a semi-infinite solid. The lowest-order inner and outer solutions for the velocity, obtained above, can be combined using the method of additive composition, described by Van Dyke [8], to obtain the following uniformly valid solution for the \( U \) velocity:

\[
u_1 (\tau, Y) = r \tau \left( \frac{Y^2}{2\nu} \right) \text{erfc} \left( \frac{Y}{2\sqrt{\tau}} \right) - \frac{Y}{\sqrt{\pi \tau}} \exp \left( -\frac{Y^2}{4\tau} \right) - \left( 1 - \frac{Y^2}{2\nu} \right) \]

\[
u_0 = \text{erfc} \left( \frac{Y}{2\sqrt{\nu \tau}} \right) + \frac{Y}{\sqrt{\pi \tau}} \exp \left( -\frac{Y^2}{4\tau} \right) + ... \quad (13)
\]
The uniformly-valid solution for $U$, Equation 22, is compared with the corresponding one-dimensional solution obtained from governing Equations 2, as following:

$$
\frac{U_0(\tau, Y, \xi)}{U(\tau, Y, \xi)} = e^{1/(\xi)}
$$

(14)

It is seen from (14) that as $Pr \to \infty$, these two solutions are the same. On the other hand, from the one-dimensional governing Equations 2 and their corresponding initial and boundary conditions, we get

$$
T_N(Y, \tau) = \text{erfc}\left[\frac{Y}{2\sqrt{\tau}}\right]
$$

(15)

Also from $q^+=K \frac{\partial T}{\partial \eta} \bigg|_{\eta=0} = h \Delta T$, the local Nusselt Number from (9) and (15) is

$$
Nu_x = \frac{Gr_x^{1/3} \cdot \varepsilon^{1/4}}{\sqrt{\pi \theta}}, \quad Nu_x = \frac{Gr_x^{1/3}}{\sqrt{\pi \xi \tau}}
$$

(16)

To obtain the second-order approximate solution of two-dimensional composite solution which is uniformly valid everywhere, an asymptotic matching procedure as before is used, to get

$$
U_2 = e^{1/2} U_1 + U_0 - A_{00} + e^{1/2} \left( A_{11} v_1 + A_{12} v_2 + A_{20} - A_{21} \right) \left( U_1 + u_2 \right)
$$

(17)

where the functions $A_{00}, A_{10}, A_{11}, A_{20}, A_{21}$, and $A_{22}$ are presented in the Appendix as equations (VII).

From the expansion for the temperature field, the local Nusselt number is related to the gradients of $T_0, T_1,$ and $T_2$ at the surface as

$$
Nu_x = -\varepsilon^{1/4} \cdot Gr_x^{1/3} \left[ \frac{\partial T_0}{\partial \eta} (X, 0, \theta) + \varepsilon^{1/2} \frac{\partial T_1}{\partial \eta} (X, 0, \theta) + \varepsilon \frac{\partial T_2}{\partial \eta} (X, 0, \theta) \right]
$$

(18)

It can easily be shown that during the initial one-dimensional portion of the transient, and at steady state, the heat transfer parameter $Nu_x / Gr_x^{1/4}$ is a function only of the ratio $\tau / X^{1/2}$.

Figure 1 shows the lowest-order inner velocity profile for $Pr=16$, for two-dimensional (---) and one-dimensional case (- - -).

Figure 2 shows the lowest-order outer velocity profile in the case of two-dimensional (---) and one-dimensional case (- - -) for Pr=16 and
Figure 3. Variation of temperature for Pr = 16 for different values of \( t \). Complete numerical solution (---) and perturbation solution (- - -).

Figure 4. Lowest-order inner velocity profile for different values of \( q \) for Pr = 2000.

Figure 5. First-order inner velocity profile for different values of \( q \) for Pr = 20,000.

Figure 6. Second-order inner velocity profile for different values of \( q \) for Pr = 50,000.

Figure 7. First-order outer velocity profile for different values of \( q \) for Pr = 20,000.

As it can be seen, by increasing Pr the curves quickly reach a maximum and then reach a constant value. Figure 5 shows the variations of first-order inner velocity at Pr = 50,000 for different values of \( q \). As it is seen these curves do not intersect but because of effects of momentum in the inner region and for low values of Pr these curves have intersections. Figure 6 shows the variations of second-order inner velocity at Pr = 50,000 for different values of \( q \). Figure 7 shows the variations of first-order outer velocity at Pr = 20,000 for different values of \( q \). Figure 8 shows the variations of
second-order outer velocity at Pr = 50,000 for different values of q. Figure 9 shows the variation of velocity obtained from complete numerical solution of the equations (---) and the perturbation solution (- - -) at Pr = 16 for different values of t and as it is seen these two curves compare very well, except near the maximum values of the velocity. The error in complete solution of the equations increases by increase of Prandtl number. Figure 10 shows the variation of velocity for Pr = 20 (---) and Pr = 1000 ( - - -) for different values of q using perturbation methods. By increase of Pr the maximum values of velocity gets closer to the wall and the thickness of the thermal boundary layer decreases. Figures 11-13 show the gradients of T₀, T₁, and T₂ on the wall, respectively. Comparing each figure at X = 60 and X = 100 is interesting. Figure 14 shows
CONCLUSIONS

The results of the present study indicate that, at high Prandtl number, the transient natural convection flow near a vertical isothermal surface is also characterized by two layers. Here the velocity boundary layer tends to be somewhat larger due to large kinematic viscosity relative to thermal diffusivity. The motion of the outer layer, however, seems to be caused by the drag force exerted by the inner layer, not due to the buoyancy itself. This dual-layer structure is characteristic of the transient flow which results from a step change in the temperature of a vertical isothermal surface. Using the method of matched asymptotic expansions, and matching at each time step and x location, it is possible to numerically calculate time-dependent expansion solutions for the inner and outer regions. These may be combined to form uniformly-valid time-dependent solutions for any large Prandtl number. The three-term composite expansions were found to be in good agreement with the numerically calculated solution of the full equations for Prandtl number at least as low as 16.

As \( Pr > \infty \), the overshoot in the local Nusselt number disappears. This suggests that at large Pr, the Nusselt number may be calculated with fair accuracy during the transient by using the value predicted by the one-dimensional closed-form solution until its value equals the steady-state value. After that point, the steady-state value would be used.

In the modified form used here, the method of matched asymptotic expansions proved to be an effective technique for analysis of the transient natural convection flow resulting from a step change in surface temperature.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( AKJ )</td>
<td>functions determined by matching</td>
</tr>
<tr>
<td>( BkJ )</td>
<td></td>
</tr>
<tr>
<td>( Gr )</td>
<td>Grashof number</td>
</tr>
<tr>
<td>( x )</td>
<td>acceleration of gravity</td>
</tr>
<tr>
<td>( g )</td>
<td></td>
</tr>
<tr>
<td>( h_x )</td>
<td>local heat transfer coefficient</td>
</tr>
<tr>
<td>( Nu )</td>
<td>Nusselt number</td>
</tr>
<tr>
<td>( Pr )</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>( t )</td>
<td>time</td>
</tr>
<tr>
<td>( T )</td>
<td>dimensionless temperature</td>
</tr>
<tr>
<td>( T_i )</td>
<td>inner region temperature</td>
</tr>
<tr>
<td>( T_w )</td>
<td>wall temperature</td>
</tr>
<tr>
<td>( T_f )</td>
<td>fluid temperature</td>
</tr>
<tr>
<td>( U, V )</td>
<td>dimensionless velocity</td>
</tr>
<tr>
<td>( U_i, V_i )</td>
<td>inner region velocity</td>
</tr>
<tr>
<td>( U^0, V^0 )</td>
<td>outer region velocity</td>
</tr>
</tbody>
</table>
components of velocity Parallel and normal to the surface
X, Y dimensionless coordinates
x, y vertical and horizontal coordinates

GREEK

e Perturbation Parameter
b Coefficient of thermal expansion
h inner stretched Coordinate
q stretched time variable
n Kinematic viscosity
x outer stretched coordinate
t dimensionless time

APPENDIX

\[ \frac{\partial U_0}{\partial X} + \frac{\partial V_0}{\partial \eta} = 0 \]

\[ \frac{\partial^2 U_0}{\partial \eta^2} \cdot T_0 = 0 \]

\[ \frac{\partial T_0}{\partial \theta} \cdot U_0 \frac{\partial T_0}{\partial X} + \frac{\partial^2 T_0}{\partial \eta^2} = 0 \]

\[ \frac{\partial U_1}{\partial X} + \frac{\partial V_1}{\partial \eta} = 0 \]

\[ \frac{\partial^2 U_1}{\partial \eta^2} \cdot T_1 = 0 \]

\[ \frac{\partial T_1}{\partial \eta} \cdot U_1 \frac{\partial T_1}{\partial X} + \frac{\partial^2 T_1}{\partial \eta^2} = 0 \]

\[ \frac{\partial U_2}{\partial X} + \frac{\partial V_2}{\partial \eta} = 0 \]

\[ \frac{\partial^2 U_2}{\partial \eta^2} \cdot T_2 = 0 \]
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