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Abstract
simulation can become a viable method of analysis. The renewal function is estimated through simulation
for a renewal process simulation for a rencwal process with gamma distributed renewal times and the
shape parameter 0> 1. Gamma random deviates will be generated by means of the so called Acceptance-
Rejection mothod. Inorder to reduce the variance of the point estimator, the idea of antithetic variates will
be incorporated in the sampling process. It 1s shown that such sampling scheme 1s capable of reducing the

When the times between renewals in a renewal process are not exponentially distributed,

variance of the point estimator. Finally, an algorithm 1s developed and along with the experimental results
1s vertfied.
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INTRODUCTION

Discrete event simulation is an increasingly used
method ol analysis which requires an enormous
amount ol computertime for generating representative
outputs. Some methods exist for increasing output
precision or reducing simulation run time. These
methods are generally refered o as the Variance-
Reduction Techniques (VRT). Law and Kelton| 1]
provide athorough discussion of the general types of
VRT's that have been successfuly applied to a wide
varicty ol simulations. There exist four VRT's which
arc applicable o simulating asingle system. Antithetic
variate mcthod (AV) is one of these techniques
which is effective and casy to implement [1]. Due to
its desirable properties, AV is the only VRT which
has been incorporated in GPSS/H (See Schriber{2])

while the other types of VRT's are yet to be featured
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in any simulation language.

Since the random variates are monotonic functions
of the random numbers, AV is aided by the inverse
transformation method [3]. In fact, if the random
deviates are generated through amethod otherthan the
inverse transformation, the results of applying the
antithetic variates are atbest uncertain in the sense that
nothing can be said about the induced correlation
between pairs of observations.

One of the important probability distribution
functions (pdf) is the gamma pdf which is defined as
follows:

f(x)= x®lep 0<x, O<oP (1)

1
BT ()
where o is known as the shape parameter and 3 is

known as the scale parameter. Many random

phenomenain a wide variety of applications behave as
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4 gamma random variable,

Generating the gamma random deviates in
simulation, undercircumstanses that ocis non-integer,
is limited to the rejection methods or the iterative
schemes [4]. The rejection method proposed by
Fishman(5] uses a negative exponential pdf as the
"enveloping function” for the case of oo > 1.

The iterative schemes (see Phillipsf6]) are typically
rather long and time consuming on computer [4].

Due to its nature, the rejection method so far has not
positively coexisted in anenvironment with the technique
of antithetic variates. Whatthis paper is trying to achieve
is laying down the foundation for such acoexistence. As
such, a two parameter gamma pdf with a > 1 whose
deviates are generated through the rejection method is
chosen and a method is proposed which allows the
simultaneous application of complementary AV. In
order to demonstrate the merits of the algorithm,
approximation of the renewal function in a replaccment

process is chosen as a case problem.

A SINGLE COMPONENT
REPLACEMENT PROCESS

A replacement process consists of a series of
regencration times with the following characteristics:

I. times between regenerations form a sernies of
independent and identically distributed (iid) random
variables.

2. the expected value of a function of the process
immediately after regeneration is independent of the
past history of the process.

In a replacement process once a component fails,
the system returns to the down condition. Simulation
of a single component replacement process depends
on the number of replacements required for the
operation of the system for t time units, N(t), the
residual life of the system's component, R(S)), and
the residual lives of the spares, R(S)), R(S).... .The

cumulative distribution function (CDF) of the residual
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life can be expressed as follows:

PR <x=IF(x+s)-F) |II-F)]". 0<s, x
(2)
where F(. ) represents the CDF of the single component
system’'s life. In fact, itis assumed that the ith spare has
s, hours of accumulated life (1= 1.2....) at installation,
where s is not necessarily zero. The relation between
N (1) and R (s) can be expressed as
n o+l
PIN@®=n}=P{D R(s)<tn Y Rsh>t}.n=012..
i=1 =1 3)
To analyze a replacement process, one should
eitherestimate the probabilitics in (3), orequivalently
find an estimate for the expected value of, say, N (1)

which is defined as
E[N(® = nP{N({=n)}. (4)
n=0

This paper chooses to estimate the expected value of
N (1).

APPLICATION OF ANTITHETIC RANDOM
VARIATES TO SIMULATION OF A SINGLE
COMPONENT REPLACEMENT PROCESS

Computer programs used for simulating replaceme:t
processes often strain the computer memory. Using
the variance reduction techniques, one can improve
the output precision without increasing the sample
size, or reduce the sample size while maintaining the
same level of precision. By output precisionitis meant
the variance of the sample mean, Var [ﬁ (1) |, where
N(t) is defined as

k
N@®=D N®/k (5)
i=1

Using antithetic deviates is advantageous in that it
reduces the variance of the sample mean without

introducing bias in the point estimate. In a simulation
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experiment, the expected value of a random variable
like X is estimated by taking the random sample X,
X,..... X, from the distribution F (x). Obviously the

2

ok
point estimate X :z X, /kisunbiased tforE[X].The
=1

variance of this estimator is generally defined as

k
Var(X)=[2, Var (X)+2 3 ¥ COV (X, X)I/K".
=1 -] (6)
I the observations in the sample are correlated, the
covariances in (6) will difter from zero, In fact, if negative
correlation 1s introduced v the sampling process, the
covariance term in (6) becomes smaller than Z Var (X))
/ k* while X remains an unbiased estimator.
Hammerseley and Handscomb| 7] have shown the
variance reduction property forthe sample X, X, ...,
X, (keven)when X, is generated from the random
number U and X, I8 generated from U =1 - U
wlhicere 1 = O 1., k/2-1and j=1+ I. Under such

circumstances, the pair (X, . X, , ) is called a pair
ol complementary antithetic random variables.
Based on Mitchell's |8 Jtheorem, George {9) proves
that when inverse transformatiort method is used to
venerate the random deviates from the distribution of
the residual lives, the variance reduction is surely
possible in simulation of a replacement process.

The inverse translormation method is not applicable

lY(x)
N yd
\
(/
N f)‘x)
.\
AN
Y
~
~
~ “ -

to a number of important probability density functions
{pdf). Random deviates from, say. Gamma pdf arc
commonly generated by the rejection method and as
such it will be shown thatitis still possible to reduce the
variance of the sample mean number of replacements

through complementary antithetic random deviates.

VARIANCE REDUCTION IN
SIMULATION OF A SINGLE COMPONENT
REPLACEMENT PROCESS WHEN
REJECTION METHOD IS USED

Let X have density function f . To gencrate random
deviates from f by the rejection method, an "enveloping
function” should be sclected. This enveloping function
is basically a density function like 1, (Sce Figure 1)
which is multiplied by a suitable constant like @ where
« > 1. In case such a constant exists. it should be the
smallest number largerthan [ whichmakesal |, tangent
to f_(See Figure 2). In scarch for 1. it is intended to
select 1, in a way that gencrating random deviates
from it is rather casy.

To generate a random deviate from f , a point. P (x.
v). is generated randomly under the curve al, (Sce
Figure 2). The x - coordinate of point P is a random
deviate generated from 1, and the y - coordinate 1s a

random deviate uniformly distributed between zero

Figure 2. Gamma density function and the enveloping function al,, (x).
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and «l, (x). In case, the y - coordinate, v, does not
exceed f (x), the point P is regarded as a success in
the sensc that x is taken as a random deviate from f
(See Morgan [10]).

Throughoutthis paperitis assumed thatthe inverse
transformation method is applicable toward
generating deviates from 1, as such, to generate x,
requires generating just one random number,

Generating the antithetic random deviate for a
successful x, amounts to generating a successful pair
of points, say, P and P'. A successful pair of points
like P (x, v) and P’ (x', v") consists of two points that
lic in the region bounded by the two axes and the
graph of { (See Figure 2) with their x - coordinates
being antithetic in the sense that x and X' are generated
by using the random numbers U, and U' = 1 - U,
respectively. Itis important to note that even though
the y - coordinates of such pair of points will be
generated by the same random number, they are
different because the antithetic random number that
makes the x- coordinate of P', also participates in
making the y-coordinate.

Theorem. Simultancous application of the
rejection method and complementary antithetic
deviates in simulation of a single component
replacement process will reduce the variance of the
sample mecan number of replacements during the
ume interval [0, t], provided that there exists, at least,
onc pair of successtul points P and P'.

Proof . First, it must be shown that
COV N (1) N, (. D] <0, Vi (7)
holds and from (7) one would have

lim COV [N, (t,1), N, (1,i)]= COV [N (), N, (1) | £0

(8)
where, 1= 1,2,... represents the number of components
available for use in [0, t] including the initial

component.
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In case there are at least one pair of successful
antithetic points, we will show that if N is a
nonincreasing function of the random number U,
then N, will be anon- decreasing function of the same
random number and vice versa. In fact, if U 1s large,
L (UJ.), 1.e., the generated value for the component's
life will be large (L is the CDF corresponding to
density 1), Generating a large value for the
component’s life implies that N, (t, 1) is rather small.
On the other hand, when U, is large, I-U and from
there L' (1 - UJ.) will be small and this means a large
value for N_ (¢, 1).

Thus, under the condition stated above, we have
COV [N (L1, N ()] <0

Since, for a finite time interval, [0, t}), the value of

N.(t, 1) and N, (1, 1) are finitc for all i, we can wrile

im COV [N (t, ), N, (L, )] =
COV MmN, (t, i), im N, (1, i)] =
" COVIN, (). N, (D] <0 ©)

In fact, since each of the covariance terims is hon-
positive, the limit also is non - positive.

Let i designate the least positive integer for which
complementary antithetic random numbers U, and
1 - U, lead to a successtul pair of points P (x. v) and
P'(x', v'). When U, = u, the covariance between N (1)
and N_ (1) can be written as

1
COV [N, (. N, (1= | EIIN,(-EN, (0] IN, ()
-EN_ () ]I U =uldu

where EN_ (1) is an abreviauon ol E [N (O], 1= 1.2,
Since, EN, () = EN, () holds, the last cquation can be

written as

1
COVIN, (0,N,(®]=| E[IN,(-EN,0IIU,= ul du
(10)
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Now, let U, be a value quite close to 1 denoted by u”
suchthat 2 X >t If U, <u” holds, N, (t) will be equal

toi-1 zm(i the covariance equation will become

COV N, ©.N, 1= [[G-D-EN,® 1EIN,®

u*

EN, 011U, =uldu+ | ELN,®-EN, O N, ©

“EN,®|1U,=uldu= [l* [1G- 1) - EN,(©] [EN, (O

u*

CEN, (011U, = u] du + [0 E [N, (t) - EN, (0] [N, (1)
- EN, (V11U ,=uldu (11)

In the first term on the right hand side, we have
EN_ (0> EN, (1) since the condition U, > u” is forced,
and at the same time (i - 1) is smallerthan EN, (). All
this means that the first integral leads to a negative
value. Forcing the condition U, < u” in the second
term on the right leads 1o a non - positive value since
N (1) becomes larger than usual while N, (t) becomes
smaller than usual. Thus, using the complementary
antithetic random numbers leads to asmaller variance
for the mean number of replacements during the
interval 10, 1.

Corollary. Simultancous implementation of the
rejection method and the complementary antithetic
random numbers in simulation of a single component
replacement process reduces the variance of the mean
number of replacements during the time interval
[0, t] where cach spare and the initial componenthave
accumulated some specified amount of wear,
provided. at least, onc pair of successful antithetic
points is generated.

Proof. Prool is similar to what was shown above,
except forthe fact that the enveloping density function
[, (X) now becomes a truncated density like 1, (x),
x> s> 0, where s stands for the amount of wear at
installation. This proof is valid when for component

i the accumulated amountof wear becomes s, Infact,
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the sequence { X} mustbe generated in such a way that
none of the X's is smaller than its corresponding s,

which is straightforward.

The algorithm

Step 1. Choose the enveloping density function 1, in
such a way that its random deviates can be generated
by inverse transformation method.

Step2. Use therejectionmethod to generate asequence
of "successful points" P (x, v), P, (x,, v, ...,
Py e (xy, W17 VN (t)+1) suchthatthe sum X +X +...
+ XN (01 is the smallest value equal toorlarger than L
Step 3. Assuming that the sequence of random numbers
U, U,...U,. (>N (1) + 1) has led to the sequence

of component lives X, X,, ... Xy, define the

+ 1
sequence of random numbers U’ = 1 - U where 1 =
1,2,..., n and use as many of them as necded for
generating the random component lives X', X', ...,
X'Nz(t)-H
smallest value equal to or larger than t. If nis not large

such thatthe sum X' + X', +... + X'y 1s the
2{t)+1

enough for this condition to hold, then extra random
numbers should be generated independently and used.

Following the obove - mentioned steps will resukt
in the pair (N, (), N, (). This pair would be a
complementary antithetic pair provided for some
random number like U, and its complementary
antithetic random number, U',, two successful points

like P (x, v) and P' (x',, V') are gencrated.
COMPUTATIONAL RESULTS

This section is devoted to the presentation of the
results from several replacement process simulations
with complementary antithetic variates used In
conjunction with the acceptance / rejection method.

The time to failure distribution of the components
is assumed to be gamma with the scale parameter
(basically) B = 1.

For the shape parameter, o, values in the range 1.1

to 3.5 are considered. Run lengths, t, of 5, 10, and 15
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hours are used.

The design of cach simulation run is such that in
cachiteration three values N, (1), N, (1), and N, (t) are
generated where,

N, ()= the number of replacements through time t
when the random numbers are generated
independently (Column” Base" of Table I),

N,(1) = the number of replacements through time t
when times 1o failures are generated randomly and
independently of the "Base” (Column "Independent”
of Table D),

N (1) = the number of replacements through time t
when the sequence of random numbers used in the
"Base" arc used for complementary antithetic
sampling (Column "Antithetic" of Table I). The
number of runs for determination of each N_ (t) is set
cqual to 10,000.

Asintended, the values from Base and Independent
runs should not be correlated while the values from
the Base and Antithetic runs should be negatively

correlated. The values from the Independent runs are

generated and combined with the Base runs to provide
a comparison with the correlated runs Base and
Antithetic. The sample means and variances of the
number of replacements arc shown in Table 1. The
sample coefficients of correlation and the sample
variances between Base and Antithetic and between
Base and Independent are tabulated in the Antithetic
and Independent cotumns.

The sample coefficient of correlation between Bise
and Independent runs was expectedly near zero, while
it ranged from -0.04 to -0.47 between Base and
Antithetic runs. In fact, the value of the parameter o
has a decisive effect on the magnitude of the induced
negative correlation and hence the reduction in the
variance of the sample mean (VSM). Such ctfect is
reciprocal to the magnitude of the shape parameter.

Table T contains a column that (for an ordinary
renewal sequence) shows the value of Iim E [N (0] as
t goes to infinity [11]. As can be scen for cach of the
simulations shown in Table I, the difference between
the lim__E [N(D)] = t/u + (c® - p?)/ (2u?) and the

TABLE I. Simulation of Replacement Processes

Input Mean Lim Variance Corr.  Coeff. |VSM *1.0E-4 | Var.
o3 B t Base | Ind. Anti.l E[N(t)] | Base | Ind. Anti. | Ind. Anti. | Ind. Anti Red.
1.10 | 1.00 10 903 | 903 { 907 908 | 8.07 | 812 | 836 | -001| 047 | 400 } 220 | %35
1.50 | 1.00 10 6.50 6.48 6.50 6.50 4.52 4.64 4.42 -0.01 -0.30 | 227 1.57 G
2.00 1 1.00 10 475 | 474 | 473 475 | 262 | 2.57 | 258 0.01 | 021 | 1.31 102 | w2z
2.50 | 1.00 10 3.69 3.70 3.70 3.70 1.68 1.68 1.68 0.01 015 ) (.88 072 Yol S
3.00 {1 1.00 [ 10 3.00 | 300 | 300 3.00 | 1.17 1.20 119 0.02 | -0.07 | 0.60 1 055 U8
3.50 | 1.00 10 251 249 | 250 250 | 088 | 0.91 0.48 001 -0.04 1 0 042 1 was
2.00 | 1.00 5 226 | 225 223 225 1.31 1.32 1.31 0000 021 1 068 (.52 G20 ;
2.00 | 1.00 | 15 725 | 727 | 725 725 | 383 | 384 | 384 [ 001 020 194 .53 G0
250 1 1.50 | 10 234 | 236 | 236] 237 1.12 1.14 1.15 | -0.02| -0.14 | 055 0.4y %109
2.50 | 2.00 10 1.69 1.69 1.70 1.70 0.84 0.86 0.86 0.02 1 -0.15 | 043 (.37 G139
2.50 | 2.50 10 1.29 1.30 | 1.30 1.30 | 071 072 | 072 002 { -0.17 | 037 030 | 9189
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estimated means of N(U) is negligible (n and o2 are the
mean and variance of the componentlife's distribution
function).

In order o show that how well the computational
results match the theoretical results, the antithetic
estimated mean number of renewals was compared
with the expected value of N(1). In fact, the expected
value of N(U), where possible, was calculated through

the following relation [ 12].

EINO| =P LS & (poebiom) g=12,.
o o= 1-¢
r=|
in which e’ is defined as € = ¢*™* Table Il shows the
results of such comparison for the case of an integer

(x.

TABLE I1. A Comparison of the Computational Results
Against the Theoretical Results

Estimated | Exact value of | Difference
| t [Meuan(Ant) E [N (t)] (%)
215 223 2.25 0.8
20 10 4.73 475 0.4
20 15 7.25 7.25 0.0

10 3.00 3.7 2.2

CONCLUSIONS AND FUTURE
EXTENSIONS

This paper has proposed a pragmatic approach to the
problem ol generating antithetic random deviates n
conjunction with the acceptance-rejection method.
This approach was experimentally tested for the case
ol asingle component replacement process for which
the possibility of reducing the variance of the mean
number of replacements was also established
analytically.

Throughout the test runs, Gammadensity function
(with & > 1) was chosen to represent the time to

failure of the component. According to the results,
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themagnitude of variance reductionis highly dependent
on the value of the shape parameter, o, of Gamma. In
fact, the flatter the shape of the pdf, the higher is the
magnitude of variance reduction.

The algorithm developed in this work can be
modified and applied to other types of antithetic
random numbers to shed some more light on the
possibility of enhancing the magnitude of variance
reduction for large values of the shape parameter of a
Gamma density function.

To enhance the magnitude of variance reduction,
different schemes of applying the rejection method
toward generating the random deviates (in particular,
the Cheng's [10] method for gamma pdf) can be
examined. In fact, different schemes adopt different
"enveloping functions” which can drastically reduce
the probability of rejection and hence increase the

magnitude of variance reduction.
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