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A B S T R A C T  
 

 

This study introduces an Enhanced Autoregressive Integrated Moving Average (E-ARIMA) model for 

anomaly detection in time-series data, using vibrations monitored by CA 202 accelerometers at the 
Kirkuk Gas Power Plant as a case study. The objective is to overcome the limitations of traditional 

ARIMA models in analyzing the non-linear and dynamic nature of industrial sensory data. The novel 
proposed methodology includes data preparation through linear interpolation to address dataset gaps, 

stationarity confirmation via the Augmented Dickey-Fuller Test, and ARIMA model optimization 

against the Akaike Information Criterion, with a specialized time-series cross-validation technique. The 
results show that E-ARIMA model has superior performance in anomaly detection compared to 

conventional Seasonal ARIMA (SARIMA) and Vector Autoregressive models. In this regard, Mean 

Absolute Error (MAE), Mean Squared Error (MSE), and Root Mean Squared Error (RMSE) criteria 
were utilized for this evaluation. Finally, the most important achievement of this research is that the 

results highlight the enhanced predictive accuracy of the E-ARIMA model, making it a potent tool for 

industrial applications such as machinery health monitoring, where early detection of anomalies is 
crucial to prevent costly downtimes and facilitate maintenance planning. 

doi: 10.5829/ije.2024.37.08b.19 
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1. INTRODUCTION 
 
In the rapidly evolving field of industrial automation and 

monitoring, the analysis of sensory time-series data plays 

a fundamental role in ensuring the efficiency and 

reliability of machinery and systems (1, 2). Meanwhile, 

one of the important applications of data analysis by 

various artificial intelligence algorithms that can be seen 

in daily life is the prediction of transport traffic and 

routing based on the shortest possible time to reach the 

destination (3-5). In addition, in the past few years, in 

order to study the corona virus and its spread in the world, 

time series analysis methods were also used to analyze 

the speed of transmission, progress and even treatment 

time (6). Therefore, it is very important to pay attention 

to the analysis of time series data in events. Especially if 

this phenomenon is new, or happens for the first time, or 

if it does not happen repeatedly, like an earthquake in any 

region, which does not have the same intensity and 

duration time (7-9). In industries related to mechanical 

engineering, one of the most well-known time series data 

is vibrations. Vibration analysis has emerged as a critical 

tool in the predictive maintenance of industrial 

equipment, enabling early detection of anomalies that 

could lead to equipment failure (10). Meanwhile, the 

industries related to energy production are one of the 

most challenging, because over time the equipment wears 

out and on the other hand, with the growth of the 

population, the demand for energy production increases. 

To overcome this issue with the lowest cost (not making 

fundamental changes in the system and updating it), the 

industrialists are also forced to receive the maximum load 

capacity from their power plants. Gas turbines play a vital 

role in contemporary energy production and offer 

numerous advantages to satisfy worldwide energy needs. 

Their key feature is their exceptional efficiency, 

particularly when utilized in combined cycle setups, 

which promotes maximum energy utilization. Gas 

turbines are primarily powered by natural gas but can also 

run on various fuels, providing operational flexibility. 

Their compact design allows them to be located near 

demand centers and reduces energy loss during 

transmission (11).   

 

 

 
Figure 1. Damaged turbine in the Kirkuk gas power plant 

(severe destruction of blades) 

The ability of gas turbines to produce both electricity 

and heat demonstrates their efficiency and adaptability. 

Ongoing technological advancements improve their 

environmental compatibility and operational flexibility. 

Economically, gas turbines require less time to build and 

are cheaper than many traditional energy sources, making 

them an economically viable option for power generation 

(12). Despite their clear benefits, gas turbines face 

challenges, including compressor fouling, airflow 

reversal risks, and combustion issues. Moreover, 

bearings and seals are critical for turbine operation but 

can fail due to overheating or malfunctioning, 

respectively (13). Lubrication and cooling systems are 

susceptible to contamination and blockages, potentially 

causing overheating. Control systems depend on accurate 

sensor data to manage operations, but failures here can 

disrupt performance (14). Fuel system issues and 

structural integrity concerns, such as cracks from thermal 

cycling and vibrational disturbances, also pose risks. 

Electrical components (e.g., generators) may fail, leading 

to significant operational and financial consequences, 

such as downtime, increased maintenance costs, safety 

hazards, and environmental damage (15). Figure 1 

illustrates images of extensive blade destruction in the 

Kirkuk gas power plant turbine, which requires complete 

repair to restore its operational capacity.  

The ability to accurately detect anomalies in 

industrial systems is not just a technical challenge, but 

also a critical aspect of operational management that has 

important implications for safety, efficiency, and cost. As 

a result, if anomalies are not detected, they can lead to 

unexpected downtimes. Therefore, improving anomaly 

detection techniques in industrial environments, 

especially in critical facilities such as power plants, is of 

great importance. In general, to prevent and diagnose 

these issues, a variety of sensors and diagnostic 

techniques are employed. Also, vibration analysis, 

acoustic emissions monitoring, oil analysis, and 

performance monitoring are key methods used to detect 

and address potential problems. In this regard, Non-

Destructive Testing (NDT) and advanced control systems 

like SCADA are integrated with these sensors to provide 

comprehensive diagnostics (16, 17). In addition, data 

analysis and machine learning are applied to the sensor 

dtata in order to predict wear and potential failures, and 

enable the planning of preventive maintenance strategies. 

Investigations into Artificial Intelligence (AI) 

methodologies for fault detection and diagnosis 

highlights the significant promise of cutting-edge AI 

technologies in enhancing the reliability and operational 

efficiency of gas turbines (18-20). Despite advances in 

sensor technology and data analysis, the dynamic and 

non-linear nature of sensory data poses significant 

challenges in accurate detection of anomalies. Previous 

research shows that traditional models such as Auto-

Regressive Integrated Moving Average (ARIMA) and its 
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variants have been widely used for time-series analysis. 

Traditional ARIMA models exhibit significant 

limitations when analyzing non-linear and dynamic 

sensory data, especially in industrial contexts such as 

power plants. One of the fundamental drawbacks of 

ARIMA models lies in their inherent design, which is 

predominantly linear. This linearity assumes a constant 

relationship between past and future values, an 

assumption that fails when dealing with non-linear data 

where such relationships can vary significantly. In 

industrial environments, sensory data often exhibit non-

linear characteristics due to complex interactions 

between numerous variables and the presence of 

unpredicted events or faults, which make ARIMA models 

inadequate to capture such complexities. Furthermore, 

the dynamic nature of sensory data in industrial 

environments, characterized by frequent shifts and 

sudden changes, poses a challenge to the stationary 

requirement of ARIMA models. ARIMA models 

necessitate that the data to be stationary, meaning that its 

statistical properties such as mean, variance, and 

autocorrelation remain constant over time. However, in 

power plants, data can fluctuate wildly and be affected by 

factors such as equipment wear, operational changes, and 

external disturbances. This non-stationarity in the data 

leads to poor predictive performance and unreliability in 

forecasting future values, which significantly limits the 

applicability of ARIMA models in these contexts (21). 

The main contributions of this paper are the development 

and validation of an E-ARIMA model specifically 

designed for anomaly detection in industrial sensory 

time-series data, demonstrating the superior performance 

of the model over traditional ARIMA and other time-

series models through rigorous statistical evaluation, and 

provide a novel methodological framework that increases 

the accuracy and reliability of anomaly detection in 

complex industrial environments. This work also extends 

the application of time-series analysis in predictive 

maintenance and provides significant practical 

implications for improving operational efficiency and 

reducing maintenance costs in industrial settings. 

The rest of this paper is organized as follows: Section 

2 addresses the methodology, beginning with a detailed 

description of the data preparation process, including the 

collection and interpolation of the time-series data from 

the Kirkuk gas power plant. Section 3 introduces the E-

ARIMA model and details its development, the rationale 

behind its design, and the algorithm structure that 

facilitates improved anomaly detection in sensory data. 

Section 4 presents the results of the study and shows the 

performance of the E-ARIMA model in comparison with 

traditional time-series models like SARIMA and Vector 

Autoregressive models. The paper concludes with 

section 5, which summarizes the main findings, 

contributions, and potential impact of the E-ARIMA 

model on the field of time-series analysis and anomaly  
 

detection in industrial settings. 

 

 

2. DATA PREPARATION 
 
This research uses a comprehensive dataset extracted 

from the Kirkuk gas power plant, which is currently 

being upgraded to a combined cycle power facility. Data 

collection occurred throughout February 2021, starting at 

midnight on the 1st and ending at 11:59 PM on the 28th. 

This dataset includes readings from four CA 202 

accelerometers strategically installed on the four 

bearings, as shown in Figure 2. These readings provide 

insight into the plant operations, including machinery 

activity, load levels, and signs of wear. 

The CA 202 accelerometer is purposefully designed 

with internal insulation and a symmetrical polycrystalline 

shear-mode measuring element. This transducer is 

specifically engineered for challenging industrial 

vibration monitoring and is an excellent choice for 

heavy-duty gas and steam turbines. The CA 202 

piezoelectric accelerometer has a sensitivity rate of 100 

pC/g at 120 Hz with ±5% deviation. In addition, it is 

robust enough to withstand transient overloads of up to 

250 g. Also, its linearity is finely tuned and maintains an 

accuracy of 1% over a peak range of 0.0001 g to 20 g 

peak, with an average deviation of up to 2% over a peak 

range of 20g to 200 g. Moreover, its dynamic 

measurement capability is from 0.0001 grams per minute 

to a maximum 200 g. Notably, the accelerometer exhibits 

a transverse sensitivity of 5% and resonates at a nominal 

frequency of 11 kHz after installation. Its frequency 

 

 

 
(a) 

 
(b) 

Figure 2. The equipment employed to monitor turbine 

vibrations in the Kirkuk gas power plant: (a) CA 202 

accelerometer and (b) location of sensors installation 
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response remains constant within 5% from 0.5 Hz to 

3000 Hz, with the lower threshold determined by the 

associated conditioner, and features a 10% response rate 

between 3 kHz and 4.5 kHz. Figure 3 presents a 

representative of the data extracted from the VIBRO-

METER monitoring system installed in the Kirkuk gas 

power plant. In fact, this system effectively monitors the 

vibrations in different parts of the turbin (22). 

Ensuring the smooth and accurate continuity of this 

time-series dataset is of considerable significant 

importance, as interruptions or gaps can distort its natural 

temporal sequences. In this research, we have chosen to 

employ the linear interpolation technique to effectively 

address and correct such irregularities. This approach 

estimates missing data points based on nearby values and 

preserves the integrity of the dataset. Particularly for 

time-sensitive measurements such as vibrations, linear 

interpolation assumes a constant progression between 

adjacent data points, which ensures seamless transition 

for missing values. However, it is necessary to examine 

the underlying causes of the data gaps. If they result from 

specific events such as equipment malfunctions, a more 

domain-specific treatment may be necessary. After the 

imputation process, the dataset is thoroughly checked to 

ensure that the introduced values do not skew the genuine 

patterns or introduce any biases. 
 

 

3. E-ARIMA MODEL DEVELOPMENT  
 

The introduction of ARIMA model for anomaly 

detection in sensory time-series data not only emphasizes 

its enduring relevance in time-series analysis, but also 

acknowledges its inherent limitations. While ARIMA 

excels at capturing and modelling linear relationships 

within stationary data, its traditional form struggles with 

the non-linear and dynamic nature of real-world sensory 

information. Consequently, we have improved the 

standard ARIMA model to address these shortcomings 

and ensure rigorous testing of model stationary and  
 

 

 
Figure 3. A representative of the data extracted by the 

VIBRO-METER monitoring system: installed at the Kirkuk 

gas power plant 

optimization, which is crucial for industrial applications 

like those in the Kirkuk power plant. This proactive 

measure allows our customized ARIMA model to 

maintain its structural advantages while effectively 

adapting to and detecting unusual patterns in volatile 

time-series data. 

Algorithm 1 presents the structure of the E-ARIMA 

model which we developed to detect anomalies in 

sensory time-series data (the data collected from CA 202 

accelerometers installed in Kirkuk power plant). The 

initial stage of the algorithm involves preprocessing the 

data with the Augmented Dickey-Fuller (ADF) (23) test, 

which is crucial to verify the stationarity of the time 

series—a requirement for the subsequent ARIMA 

modelling. The ADF test is a statistical procedure used to 

test the stationarly of a time series. The test equation can 

be expressed as: 
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𝛥𝑦𝑡 =  𝛼 +  𝛽𝑡 +  𝛾𝑦𝑡−1 + 𝛿1𝛥𝑦𝑡−1 +  … +
 𝛿𝑝−1𝛥𝑦𝑡−𝑝+1 + 𝜀𝑡  

(1) 

where, 𝑦𝑡 , α, and  βt are defined as, the time series at time 

t, the constant term, and the trend component, 

respectively. Moreover, γ is the coefficient on 𝑦𝑡−1, 

testing the null hypothesis 𝐻0: γ=0 (non-stationary) 

against the alternative 𝐻0: γ<0 (stationary). The δ1, 

δ2,…, δ𝑝−1  and 𝜀𝑡 in Eq. 1 are the coefficients of lagged 

difference terms and the error term, respectively. The 

output of the ADF test includes a test statistic, the p-

value, the number of lags used, and the number of 

observations, which provide a detailed description of the 

static properties of the data. If found to be non-

stationarity, the series is differentiated until stationarity 

is achieved, as shown by the ADF test results. This test 

was utilized in the current study to check the stationarity 

of the time-series data. Stationarity is an important 

assumption in time-series analysis because most 

statistical models assume that the statistical properties of 

the data generating process do not change over time. The 

ADF test helps to confirm whether the data are stationary 

or need to be covaried to achieve stationarity, which is 

essential for accurate modelling and forecasting. The 

existence of non-stationarity in data can lead to 

misleading models and predictions, especially in the 

context of industrial sensory data, which are often 

characterized by dynamic changes and non-linear 

behaviors (24).   

Once the stationarity is confirmed, the algorithm 

moves to the ARIMA model optimization phase. Here, a 

range of ARIMA configurations are evaluated (p, d, and 

q), where 'p' represents the order of the autoregressive 

terms, 'd' is the degree of differencing, and 'q'  is the order 

of the moving average process. For each ARIMA 

configuration, the model's fit is assessed using the Akaike 

Information Criterion (AIC) (25), and the model with the 

lowest AIC is selected. This step not only identifies the 

best-fitting model, but also avoids overfitting by 

penalizing excessive complexity. Model optimization 

based on the AIC is another critical step in the model 

development process. It helps to select the best ARIMA 

model among a set of candidate models by considering 

the goodness of fit and complexity of the model. AIC 

penalizes adding more parameters to the model, which 

helps prevent overfitting. Overfitting is problematic in 

the context of non-linear and dynamic data, as complex 

models may capture noise rather than the underlying 

pattern, leading to poor predictive performance. By 

optimizing the AIC-based model, this study ensures that 

the model is sufficiently complex to capture the dynamics 

in the data while being simple enough to avoid 

overfitting, thereby enhancing its predictive accuracy and 

robustness in the face of non-linear and dynamic 

behaviors in the sensory data. 

Unlike standard time-series cross-validation 

(TimeSeriesCV) methods, TimeSeriesCV respects the 

temporal order of observations, which is essential for 

time series analysis. During this step, a dynamic 

threshold for anomaly detection is established using the 

standard deviation of the training data multiplied by a 

predefined 'std_multiplier'. This adaptive threshold is key 

to the algorithm's ability to maintain high sensitivity to 

anomalies in the presence of volatile data behaviour. Our 

approach in developing the proposed E-ARIMA model is 

novel in its integration of rigorous stationarity testing, 

AIC-based model optimization, and a specialized cross-

validation method for time-series data, which ensures 

that the model can effectively adapt to the unique 

characteristics of sensory data. This is especially 

important in real-world scenarios where such data may 

exhibit non-linear and non-stationary behaviours.  

Figure 4 illustrates the performance of the proposed 

E-ARIMA algorithm for anomaly detection in vibration 

data collected from a CA 202  accelerometer installed in 

the Kirkuk power plant located in Iraq. Figure 4a shows 

that the vibration levels are relatively stable and a sharp 

increase indicates an anomalous event. Figure 4b 

demonstrates a similar scenario but with a different scale 

of vibration values. In both graphs, three types of lines 

are shown: the actual vibration data (in green), the points 

where the onset of an anomaly is detected (in dashed red), 

and the detected anomalies (in solid red). 

In Figure 4a, the actual vibration measurements 

remain consistently low, with a few small spikes, until a 

significant increase marks the onset of anomalous 

behavior. The algorithm successfully detects the starting 

point shortly before the actual anomaly occurs, as 

indicated by the proximity of the dashed red line to the 

solid red anomaly marking. This early detection of 

potential issues in industrial settings is critical for 

preventive maintenance and damage reduction. 

Figure 4b shows a scenario with higher vibration 

values, while the onset and anomaly are similar in the real 

data representation. The onset of anomalous behavior just 

before a dramatic rise in vibration levels is detected by 

the E-ARIMA algorithm, which flags a potential issue. 

This visualization emphasizes the sensitivity and 

accuracy of the algorithm in predicting deviations from 

normal operating patterns, which is very important for 

the proactive maintenance of machinery in the power 

plant. Overall, the graphs effectively demonstrate the 

ability of the E-ARIMA algorithm in early anomaly 

detection, a valuable asset to ensure operational 

continuity and safety in industrial environments. 
 

 

4. RESULTS AND DISCUSSION 
 

To elucidate the performance of the proposed E-ARIMA 

algorithm in anomaly detection, we conducted a thorough  
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(a) 

 
(b) 

Figure 4. Performance of the proposed E-ARIMA algorithm 

in anomaly detection on collected sensory data from CA 202 

accelerometer installed in Kirkuk power plant 

 

 

benchmarking analysis against established algorithms in 

the field, particulary Seasonal Autoregressive Integrated 

Moving Average (SARIMA) and Vector Autoregressive 

(VA) models. We first discuss the architectural details of 

these two models and subsequently evaluate their 

performance against the proposed E-ARIMA model, 

comparing execution time, Mean Absolute Error (MAE), 

Mean Squared Error (MSE), and Root Mean Squared 

Error (RMSE). 

 

SARIMA model: 

An extension of the ARIMA model incorporating 

seasonality, it is also adept at handling complex time 

series data with seasonal patterns. Its application in 

anomaly detection uses this capability to identify unusual 

events by analyzing deviations from seasonal norms and 

trends within the data. 

The pseudocode starts by specifying the split_point to 

divide the dataset into train and test segments, ensuring a 

robust model evaluation. In the training loop, for each 

column, the SARIMA model is instantiated with 

sarima_order and seasonal_order, then fitted without 

display messages (disp=False). It then predicts values for 

the test length and stores the predictions in 

sarima_forecasts. Algorithm 2 presents SARIMA model. 

This structured approach enables model training and 

prediction on multiple data columns and demonstrates 

the versatility of the SARIMA model in handling various 

time series patterns within a dataset . 

 

 
 

VA model: 

A multivariate forecasting algorithm, is adept at 

capturing the linear interdependencies among multiple 

time series. In anomaly detection, its strength lies in 

utilizing the collective information from various related 

series to identify unusual patterns or deviations that may 

not be apparent when examining the series 

independently. This makes the vector autoregressive 

model particularly useful in complex systems where 

multiple variables interact, and enables a comprehensive 

analysis that enhances the detection of anomalies based 

on the interconnected dynamics of the data. 

Algorithm 3 begins by determining `split_point`, a 

critical step for dividing the dataset into `train` and `test` 

segments, a standard practice in time-series forecasting 

to validate model performance. The `train` data is then 

processed through interpolation (`train_interpolated`), 

which is an important step to fill in missing values, 

ensuring data consistency for the vector autoregressive 

model. Furthermore, this model is fitted with the Akaike 

Information Criterion ('aic'), which is an efficient method 

for determining the best lag length in the VAR context. 

The forecasting process involves using the latest 

observations (`var_forecast_input`) of the interpolated 

training data as input, a technique that uses the most 

recent data trends for prediction. Finally, the pseudocode 

illustrates a systematic evaluation process for the vector 

autoregressive model, where each column of the `test` 

dataset is assessed against the forecasts (`var_forecasts`), 

highlighting the model's predictive strength and accuracy 

using a bespoke metric calculation function 

(`calculate_metrics`). 

In the field of time-series forecasting, the MSE, 

RMSE, and MAE are important criteria for evaluating 

model performance. These metrics quantitatively 

measure the difference between values predicted by a 

model and the observed data. These metrics are crucial 

for several reasons, (1) MSE provides a global measure  
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of the quality of an estimator by calculating the mean 

squared difference between the estimated values and 

actual value. It gives a clear picture of the model's 

performance as it squares the errors before averaging, 

which penalizes more significant errors., (2) RMSE is the 

square root of MSE and is particularly useful when large 

errors are undesirable. It is in the same units as the 

response variable and can be more interpretable than 

MSE., and (3) MAE measures the average magnitude of 

errors in a set of predictions, regardless of their direction. 

It’s a linear score, which means all the individual 

differences are weighted equally. Moreover, it is less 

sensitive than MSE. Equations (2) to (4) provide 

relationships to calculate MSE, RMSE, and MAE, 

respectively (26-28). 

MSE =  (
1

n
) ∗  Σ(y −  ŷ)2  (2) 

RMSE =  √MSE  (3) 

MAE =  (
1

n
) ∗  Σ|y −  ŷ|  (4) 

In the above formulas, the parameters n, y, and ŷ 

represent the number of data points, the actual values, and 

predicted values, respectively . 

The evaluation metrics clearly indicate that the 

proposed E-ARIMA model surpasses both SARIMA and 

VAR models in accuracy. The proposed E-ARIMA 

model's MSE of 0.0023, RMSE of 0.0395, and MAE of 

0.0262 are all significantly lower than those of the 

SARIMA and VA models. These results are not just 

statistically desirable; they represent a remarkable 

improvement in the model’s ability to predict and detect 

anomalies. Lower MSE and RMSE values for the 

proposed E-ARIMA indicate a better fit to the data with 

fewer large errors, while the lower MAE reflects its high 

accuracy in all predictions without undue influence from 

outliers. The comparison with SARIMA and VA models, 

which show MSEs of 0.0041 and 0.0034, RMSEs of 

0.0486 and 0.0466, and MAEs of 0.0348 and 0.034, 

respectively, highlights the improvements of proposed E-

ARIMA.  

It is importnant to notify that: The favorable 

performance of the E-ARIMA model in the analysis of 

Kirkuk gas power plant data is mainly due to its 

specialized design and adaptability to the unique 

characteristics of industrial time-series data. Unlike 

traditional ARIMA models, the E-ARIMA framework 

includes additional preprocessing and optimization steps 

that allow it to effectively handle the non-linear and 

dynamic aspects of industrial sensory data. This 

adaptability ensures that the model can accurately 

interpret and predict based on the complex data 

characteristics inherent in such industrial settings. 

Ensuring stationarity through the Augmented Dickey-

Fuller Test and appropriate differencing is a pivotal 

component of the E-ARIMA model, which is necessary 

for the analysis of Kirkuk gas power plant data. This 

process stabilizes the data, which is vital for generating 

reliable predictions, especially in environments such as 

power plants where operational changes can induce non-

stationary data behavior. Furthermore, the selection of 

model parameters, optimized using the Akaike 

Information Criterion, avoids overfitting and 

underfitting, thereby enhancing the model's predictive 

precision and adaptation of the model to the nuances of 

the dataset. 

The E-ARIMA model employs specialized time-

series cross-validation and an adaptive thresholding 

mechanism for anomaly detection, aspects that are 

particularly beneficial for industrial datasets like those 

from the Kirkuk plant. The cross-validation of time-

series preserves the temporal integrity of the data, which 

is essential for accurate forecasting in time-dependent 

scenarios. Meanwhile, adaptive thresholding efficiently 

identifies potential anomalies, which is a critical feature 

for monitoring plant operational data. The tailored 

approach of the model to volatile and non-linear data 

emphasizes its superior performance and relevance in the 

fields of industrial data analysis. 

 

 

5. CONCLUSIONS 
 

This study successfully developed and validated an 

Enhanced Autoregressive Integrated Moving Average 

(E-ARIMA) model for anomaly detection in industrial 

sensory time-series data, focusing on vibration data from 

CA 202 accelerometers in the Kirkuk gas power plant. 

The performance of proposed E-ARIMA model was 

significantly superior, as evidenced by MAE of 0.0262, 

MSE of 0.0023, and RMSE of 0.0395. These results 

significantly outperformed those of traditional Seasonal 

ARIMA (SARIMA) and Vector Autoregressive models, 

which reported higher MAE, MSE, and RMSE values of 

0.0348 and 0.034, 0.0041 and 0.0034, and 0.0486 and 

0.0466, respectively. This development emphasizes the 

ability of the proposed E-ARIMA model to effectively 

manage the non-linear and dynamic nature of industrial 

sensory data, thereby increasing the accuracy of anomaly 

detection in complex environments. Nevertheless, the 
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scope of the current study focused on a unique industrial 

context and type of sensor data, may limit the broader 

applicability of the results. Future research should aim to 

extend the validity of the E-ARIMA model in different 

industries and sensory data to strengthen its global 

applicability. 
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Persian Abstract 

 چکیده 
با استفاده از ارتعاشات    ، یزمان  یسر  یهادر داده  ی ناهنجار  ص یتشخ  ی ( را براE-ARIMA)  شرفتهیپ   یخودبازگشت  کپارچه یمتحرک    ن یانگیمدل م  ک ی  یمطالعه به معرف  نیا

  ل ی در تحل  ARIMA  یسنت  یهامدل  یهاتیپردازد. هدف غلبه بر محدود  یم  یکرکوک به عنوان مطالعه مورد  یگاز  روگاهیدر ن  CA 202  یهاسنجشده توسط شتاب   توریمان

مجموعه داده،   یها پر نمودن به شکاف یبرا  یخط یابیدرون قیها از طرداده یسازشامل آماده د یجد یشنهادیاست. روش پ یصنعت  یحس یهاداده یرخطیو غ یکینامید تیماه

  ی تخصص   یزمان  یهای متقابل سر  یاعتبارسنج  کیبا تکن  ک،یاطلاعات آکا  اریدر برابر مع   ARIMAمدل    یسازنهیو به  شده،تیفولر تقو-یکیآزمون د  قیاز طر  ییستایا  دییتأ

 نیدارد. در ا  یعملکرد برتر  یبردار  وی( و اتورگرسSARIMAمانند )  ARIMA  یسنت یهانسبت به مدل  یناهنجار  صیدر تشخ  E-ARIMAکه مدل    دهدینشان م  جیاست. نتا

  ن یمهمتر  ت،یاستفاده شد. در نها  یابیارز  نیا  ی( براRMSEمربعات خطا )  نیانگیم  شه ی( و رMSEمربعات خطا )  نیانگی(، مMAE)  قمطل  یخطا  نیانگیم  یارهایراستا، از مع 

  آلات ن یماش  مت سلا  شیمانند پا  یصنعت  یکاربردها  یبرا  یقو  یو آن را به ابزار  کندیرا برجسته م  E-ARIMAمدل    شرفته یپ  ینیبشی دقت پ  جیاست که نتا  ن یا  ق یتحق  ن یدستآورد ا

 .دنمایی م لیرا تسه یو نگهدار ریتعم یزریمهم است و برنامه اریبس نهیپرهز یهای از خراب یریجلوگ یبرا هایزودهنگام ناهنجار صیکه تشخ ییجا کند،ی م لیتبد

 

 


