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A B S T R A C T  
 

 

The issue of energy limitation has gained attention as a crisis faced by societies. Buildings play a major 

role, in energy consumption making it crucial to accurately predict their energy usage. This prediction 
problem has led researchers to explore machine learning techniques in the field of energy efficiency. In 

this study we investigated the performance of used machine learning methods like Random Forest (RF) 

Multi Layer Perceptron (MLP) Linear Regression (LR) and deep learning methods for predicting 
building energy consumption. The findings revealed that deep learning outperformed methods in solving 

this problem. To address this we proposed a voting based solution that combines three CNN models with 

structures and a Deep Neural Network (DNN) method. We applied our proposed method to the WiDS 
Datathon dataset and achieved promising results. Each of the deep learning methods used in the proposed 

method provide suitable results and finally, the voting them is done by the averaging. Due to the fact 

that the proposed method obtains the final result from voting regression models with high accuracy, it is 
considered a robust model that will be able to provide a suitable prediction against new data. 

doi: 10.5829/ije.2024.37.06c.03 
 

 

Graphical Abstract1 

 
 

 

1. INTRODUCTION 
 

The increasing energy consumption at the global level 

has led to many environmental problems, such as air 

 

*Corresponding Author Email: l.riazi@gmail.com (L. Riazi) 

pollution, global warming, and climate change. 

Therefore, the management of human activities is 

necessary to preserve life on earth [1]. In addition, the 

limitation of energy reserves is a problem that has caused 
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many concerns in many countries. Conventional energy 

sources are not sustainable and obtaining and using fresh 

reserves is becoming more challenging day by day [2] . 

These problems have drawn the attention of 

researchers to the prediction of energy consumption in 

different fields [3]. Since the contribution of buildings in 

energy consumption is significant (36 % of the total 

global energy), predicting building energy consumption 

and optimizing energy consumption has become a 

fundamental issue [4] . 

The building sector is a major energy consumer, 

accounting for a significant percentage of global energy 

consumption of CO2 emissions, and over time its annual 

growth rate increases. The increase in building energy 

consumption has been due to population growth and 

increased demand for building comfortable 

environments. This increased use of energy consumption 

in the building sector raises concerns about supply issues 

and global environmental impacts. Therefore, energy 

efficiency in this sector is needed to reduce carbon 

emissions and reduce supply problems, and it serves as 

the basis for many advanced building energy 

management techniques, such as safety monitoring, 

demand response and optimization control.  

Hence, a precise method for predicting building 

energy consumption for energy management systems is 

important and challenging. However, building energy 

consumption data often shows nonlinear and non-

stationary patterns that make forecasting more difficult. 

With the increasing demand for energy consumption, 

the necessity of activity in this field is still ongoing, as 

well as up-to-date articles in this field are presented in 

prestigious journals. In order to address the mentioned 

problems, in this research, a new approach to predicting 

energy consumption using artificial intelligence 

techniques has been presented in order to increase 

accuracy. In this research, the combination of deep 

learning and artificial intelligence techniques will be 

used to develop a solution to the problem that offers both 

good accuracy and efficiency. 

The innovations of this research can be expressed as 

follows: 

• Integrated use of deep learning methods in predicting 

energy consumption in the building field which includes 

various networks such as torsion, recursive network, etc. 

Was. 

• Optimize the parameters of several deep learning 

methods simultaneously in order to achieve higher 

accuracy. This optimization is applied with the help 

of a successive halving method.  
• Feature selection with the help of recursive feature 

removal to achieve higher performance. 

• Apply the voting process between the results of 

applying different deep models based on the weights 

assigned to each model. 

In addition, increasing urbanization and the 

development of cities is one of the issues that aggravates 

this concern in many countries [5]. One of the available 

solutions to control this problem is to predict the energy 

consumption of the building before designing and 

building the structure. This prediction can lead to the 

optimal construction of buildings and energy saving. 

Building energy prediction is related to several factors 

such as the behavioral characteristics of the building 

occupants, physical characteristics of the structure, 

environmental conditions and weather. These cases have 

complicated the accurate prediction of this issue. Various 

tools have been provided to simulate building energy 

consumption and their performance depends on many 

input parameters. In fact, for the correct use of this tool, 

accurate and extensive information must be available. In 

practice, this issue itself has become a new challenge and 

the unavailability of this information leads to the poor 

performance of these tools [6]. One of the available 

solutions to solve this problem is the use of machine 

learning techniques that are used in various fields [7]. 

These methods do not require a lot of information and 

can provide a suitable forecast using the historical data of 

each region. 

Machine learning algorithms and models use patterns 

and inference to learn, rather than using clear 

instructions. In this way, they easily identify trends and 

patterns without the need for human intervention. The 

widespread use of machine learning methods in various 

fields to manage multidimensional and complex data in a 

short time and using limited resources is significant. In 

addition, researchers' attention to this field has led to the 

continuous improvement of its techniques . 

In this way, it is possible to predict the building's 

energy needs in any area by using the available data and 

using the machine learning technique, and avoid possible 

future problems. The proper performance of machine 

learning methods largely depends on the models used for 

learning and the available data. In this research, an 

approach based on deep learning techniques is used, 

which processes data in a way inspired by the human 

brain and recognizes complex patterns. In addition, this 

research will use a standard data set that has been 

collected and used by several research teams in recent 

years, and will keep the possibility of comparing the 

results for future research . 

In the continuation of this research, in section 2, the 

recent work done in the field of using machine learning 

and deep learning techniques in the problem of predicting 

building energy consumption are presented. In section 3, 

the proposed voting-based system is discussed and its 

details wiare explained. In section 4, explanations about 

the data set used are provided. The results of the 

implementation of the proposed method and its 

components are presented in section 5, and finally, 

conclusion is stated in section 6. 
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2. RELATED WORK 
 

Currently machine learning and deep learning algorithms 

have proven their ability to manage sequential data and 

are used to solve many data- driven problems [8, 9]. In 

Yazdan et al. [10] used RNN to predict energy 

consumption. The results of this research showed that the 

proper efficiency of this method is obtained by increasing 

the number of courses and setting the parameters 

properly. Olu-Ajayi and Alaka [11] introduced machine 

learning techniques including artificial neural network, 

support vector machine and decision tree; they have 

applied on a dataset of multiple buildings and were able 

to predict the average amount of energy consumption in 

buildings.. The results obtained from this research 

showed that the artificial neural network showed the best 

performance among the evaluated methods and achieved 

values of 2.80 and 7.85 in RMSE and MSE criteria, 

respectively. 

A building energy consumption prediction model 

called SSA-CNNBiGRU was proposed by Wei and Bai 

[12] which combines SSA, CNN and BiGRU methods. 

Actual data is used from a number of office buildings in 

the UK. The obtained results and comparison with other 

machine learning techniques showed the appropriate 

accuracy of the proposed method of this research. So that 

in the MAE criterion, the values of 76.85 and 77.70 were 

obtained for the prediction of electricity consumption and 

gas consumption, respectively. A new architecture based 

on hybrid deep learning was proposed by Jogunola et al. 

[13] using two layers of CNN and BLSTM and LSTM. 

This method was used to predict energy consumption in 

commercial and residential buildings in areas such as 

Canada and the United Kingdom, and satisfactory results 

were obtained. 

An electric load forecasting model was proposed by 

Alsharekh et al. [14] in which the input data which 

includes spatial and temporal features is pre-processed. 

After that, a method based on R-CNN and MLLSTM is 

used to learn patterns in two steps. The results of 

implementing the proposed method on the IHEPC and 

PJM datasets showed a relative reduction in the error rate.  

Khan et al. [15] investigated several deep learning 

methods and finally a CNN-based model was proposed 

to extract new features from the analyzed data to predict 

the energy required in residential and commercial 

buildings. The features extracted in the previous step are 

used by the LSTM encoder and decoder to generate 

prediction sequences. Khan et al. [16] presented a 

framework for predicting short-term electric energy 

consumption; which first deals with data preprocessing 

and cleaning. In the continuation of this research, CNN 

is used to extract the pattern. The output obtained from 

this section is sent to a stacked LSTM. Evaluation of this 

system on the IHEPC and PJM datasets provided good 

results. 

Amalou et al. [17] investigated a number of deep 

learning methods, such as RNN, LSTM and GRU to 

solve the problem of energy consumption management 

and prediction. The results of this research on the SGSC 

data set showed that among the mentioned methods, 

GRU provides the best performance., LSTM, GRU and 

combined LSTM-GRU learning methods were used by 

Çetiner [18] to predict energy consumption. The 

proposed method of this research was applied to the 

dataset published by ENTSO-E (European Distribution 

Authority). The results of the research showed that the 

combined LSTM-GRU method has relatively higher 

training time, however, it has achieved appropriate 

accuracy. 

Wang et al. [19], a multi-scale recurrent neural 

network (MCRNN) was proposed that uses multi-scale 

convolution units to gather information about 

temperature, air pressure, light data. Bi-RNN is used to 

obtain the dependence between the expressed factors. In 

the proposed method of this research, a recurrent 

convolutional connection is used to filter useful multi-

scale and long-term information. Lei et al. [20] first used 

the rough sets theory to reduce the effective factors. In 

the following, the extracted features were used as the 

input of a deep neural network to predict the energy 

consumption of the building in the short and medium 

term. The results of the proposed method with other 

methods proved the appropriate accuracy of this method. 

El Alaoui et al. [21] focused on predicting the energy 

consumption of an administrative building through the 

utilization of machine learning and statistical techniques. 

The study aims to develop accurate and efficient models 

for forecasting energy usage, which can contribute to 

energy management and conservation efforts. They 

collect and analyze historical energy consumption data 

from an administrative building, along with relevant 

external variables like weather conditions and occupancy 

patterns. This data is then utilized to develop predictive 

models using machine learning algorithms, such as 

artificial neural networks and support vector regression. 

Additionally, statistical methods, including 

autoregressive integrated moving average models, were 

employed for benchmarking purposes and model 

comparison. The models' performances were compared 

based on three statistical indicators: normalized root 

mean square error (nRMSE), mean average error (MAE), 

and correlation coefficient (R). The results show that all 

studied models have good accuracy, with a correlation 

coefficient of 0.90 < R < 0.97. The artificial neural 

network outperforms all other models (R=0.97, 

nRMSE=12.60%, MAE= 0.19 kWh).  
 

 

3. PROPOSED METHOD 
 

In this study, several machine learning regression  
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TABLE 1. Comparison of previous works 

Evaluation Data collection Method Reference 

RMSE / 0.084 OPSD, Germany RNN (10) 

RMSE / 2.80 MHCLG + Meteostat ANN (11) 

MAE/ 76.85 

MAE/ 77.70 
Real office buildings in the UK SSA-CNNBiGRU (12) 

MSE / 0.09 commercial and domestic building in Canada and UK CBLSTM-AE (13) 

MSE / 0.002 

MSE / 0.0005 
IHEPC and PJM datasets R-CNN + ML-LSTM (14) 

MSE / 0.19 

RMSE / 0.47 
UCI residential building dataset CNN + LSTM-AE b (15) 

RMSE / 14.85 

RMSE / 3.4 
IHEPC and PJM datasets CNN + stacked LSTM (16) 

RMSE / 0.034 SGSC GRU (17) 

MSE / 0.0013 Germany energy consumption data set LSTM-GRU (18) 

RMSE / 38.3016 Residential building in Belgium MCRNN (19) 

Relative error/ 7% Civil public and laboratory building RS-DBN (20) 

 

 

methods, including Random Forest (RF), Multi-Layer 

Perceptron (MLP), Linear Reggression (LR), and 

Convolutional Neural Networks (CNN) were used to 

analyze the investigated data set. The results showed that 

the CNN method has a significant superiority over the 

other investigated techniques. Since deep learning 

methods can detect complex patterns in data with 

appropriate accuracy, in this research, deep learning 

methods were further investigated. Different structures of 

CNN and Deep Neural Network (DNN) were 

investigated and finally a method based on voting was 

proposed to predict building energy consumption. The 

proposed method of this research is shown in Figure 1. 

Since deep learning methods work well on data and 

perform well, it is difficult to choose the best method 

among them. To get better results in the proposed method 

of this research, voting technique has been used. The 

proposed voting regression-based method is a meta-

estimator that averages the predictions of individual 

models and provides a final prediction. In this method, 

instead of providing a strong model, a combination of 

several models is used. In the proposed method, each 

model examines aspects of the data structure and the 

result of the final model will be more robust. In methods 

with appropriate robustness, one can be sure that the 

performance of the model does not change and does not 

deviate significantly when using new data compared to 

the training data. As can be seen in the figure, in the 

proposed research system, three different versions of 

CNN and a DNN models are applied to the training data 

after the pre-processing of the obtained data. The 

specifications of the CNNs used in the proposed method 

are given in Table 2. The results obtained from voting 

methods will be presented as the final prediction. 

We examined different methods of deep learning 

approaches with different parameters; finally, the 

architecture proposed in this article has provided the best 

results. 

 

 

4. DATA SET 

 

In this research, the WiDS Datathon dataset is used to 

check the energy consumption prediction model. WiDS 

Datathon has been created in collaboration with various 

institutions and universities such as Stanford University, 

Harvard University and the WiDS Datathon Committee. 

This continuously developing dataset is collected by 

research teams and university researchers around the 

world for climate change mitigation and energy 

efficiency.   The WiDS Datathon 2022 used in this 

research contains approximately 100k observations of 

building energy consumption records, and each record 

represents the energy consumption information of a 

building over the course of one year. This information 

was collected over 7 years from several different states of 

the United States. In each record, information related to 

31 features is recorded, which includes building 

characteristics, climate characteristics of the region (the 

region where the building is located), geographical 

characteristics of the region, the year in which the 

information was checked, and the amount of energy 

consumption. Among the things that are checked for 

building specifications are things like the type of  
 



M. Khodadadi et al. / IJE TRANSACTIONS C: Aspects  Vol. 37 No. 06, (June 2024)   1067-1075                                     1071 

 

 

 
Figure 1. Flowchart of the proposed method 

 

 

TABLE 2: The specifications of the CNNs used in the proposed method 

Param # Output Shape Layer (type)  

640 (None, 54, 64) Conv1D_1 (Conv1D) 

CNN_1 

0 (None, 54, 64) dropout_2 (Dropout) 

6176 (None, 52, 32) Conv1D_2 (Conv1D) 

1040 (None, 51, 16) Conv1D_3 (Conv1D) 

0 (None, 25, 16) MaxPooling1D(MaxPooling1D) 

0 (None, 400) flatten_2 (Flatten) 

25664 (None, 64) Dense_1 (Dense) 

65 (None, 1) Dense_2 (Dense) 

192 (None, 58, 32) Conv1D_1 (Conv1D) 

CNN_2 

0 (None, 58, 32) dropout_1 (Dropout) 

3104 (None, 56, 32) Conv1D_2 (Conv1D) 

0 (None, 28, 32) MaxPooling1D (MaxPooling1D) 

0 (None, 896) flatten_1 (Flatten) 

28704 (None, 32) Dense_1 (Dense) 

33 (None, 1) Dense_2 (Dense) 

512 (None, 56, 64) Conv1D_1 (Conv1D) 

CNN_3 

0 (None, 56, 64) dropout (Dropout) 

6176 (None, 54, 32) Conv1D_2 (Conv1D) 

1040 (None, 53, 16) Conv1D_3 (Conv1D) 

0 (None, 26, 16) MaxPooling1D (MaxPooling1D) 

0 (None, 416) flatten (Flatten) 

13344 (None, 32) Dense_1 (Dense) 

33 (None, 1) Dense_2 (Dense) 
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building, the floor area of the building and the year of its 

construction. Among the climatic and geographical data 

recorded in this dataset, we can mention things like 

minimum, average and maximum temperature, annual 

rainfall in the building site, maximum wind speed and its 

direction. More information about this dataset is 

available on the Kaggle site.  

In order to use the WiDS Datathon data set in this 

research, pre-processing operations were first applied to 

the data. Management of missing values, removal of 

outliers, dimensionality reduction, normalization and 

discretization are among the things that have been done 

in the pre-processing of the data set investigated in this 

research. 

 

 

5. RESULTS AND DISCUSSION 
 

In order to better compare the performance of the 

proposed method in this research, the performance of the 

basic regression methods that are used in many 

researches are first examined. In the first experiment, RF, 

MLP, LR, and CNN methods were applied separately on 

the training data set, and the results obtained from their 

application on the test data set are given in Table 3. As 

can be seen from the results of this table, the results 

obtained from the CNN method are significantly superior 

to other methods. Among RF, MLP and LR regression 

methods, LR regression method has the best 

performance. However, the CNN method has performed 

better than it in terms of MSE, MAE, MAPE and 

Coefficient of Determination by 369.63, 2.43, 0.03 and 

0.11, respectively. The comparison of the methods in 

different criteria in Figure 2  clearly shows the superiority 

of the CNN. 

In the continuation of this section, the performance 

results of the proposed method of this research and the 

deep learning methods used in it were compared. As 

stated in the previous section, three regression models 

based on CNN that have different structures and one 

regression model based on DNN have been used in the 

proposed method. The results recorded by each of them 

are given in Table 4. Figure 3 shows the comparison of 

the efficiency of deep learning methods and the 

implemented basic methods (LR, MLP and RF). 

Comparison of the graphs obtained from this figure show 

that deep learning methods are superior in various 

criteria. 

 

 
TABLE 3. Comparison of the results obtained from LR, MLP, 

RF, and CNN 

CNN RF MLP LR  

2159.24 2674.97 2535.43 2528.87 Mean Squared Error 

25.08 27.86 27.51 27.51 
Mean Absolute 

Error 

0.64 0.68 0.67 0.67 
Mean Absolute 

Percentage Error 

0.32 0.21 0.21 0.21 
Coefficient of 

Determination 
 

 

 

 
Figure 2. Performance comparison of LR, MLP, RF, and CNN in (a): Mean Squared Error (b): Mean Absolute Error (c): Mean 

Absolute Percentage Error and (d): Coefficient of Determination 
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TABLE 4. Comparison of the results obtained from DNN, CNN_1, CNN_2, CNN_3 and Voting system 

Voting system CNN_3 CNN_2 CNN_1 DNN  

2126.62 2092.89 2495.87 2159.24 2457.63 Mean Squared Error 

25.00 23.45 29.72 25.08 27.02 Mean Absolute Error 

0.65 0.55 0.80 0.64 0.65 Mean Absolute Percentage Error 

0.33 0.34 0.22 0.32 0.23 Coefficient of Determination 

 

 

 

 
Figure 3. Performance comparison of LR, MLP, RF, CNN_1, CNN_2, CNN_3 and DNN in (a): Mean Squared Error (b): Mean 

Absolute Error (c): Mean Absolute Percentage Error and (d): Coefficient of Determination 

 

 

 

Figure 4 shows the comparison of deep learning 

methods and the proposed voting-based method. The 

results of this study show that the CNN_3 method is the 

best available method and the proposed method of this 

research is the second best method in the results with a 

small difference. The proposed method consists of voting 

regression models and the average of the methods used  

 

in it is used to obtain the final result. In this way, the final 

result obtained is directly related to the results of the 

basic methods used, and the final result will be less than 

the best available method among the basic methods. This 

small difference in the accuracy of the system can be 

ignored compared to the more robustness of the proposed 

method. 

 

 



1074                                      M. Khodadadi et al. / IJE TRANSACTIONS C: Aspects  Vol. 37 No. 06, (June 2024)   1067-1075 

 

 

 
Figure 4. Performance comparison of DNN, CNN_1, CNN_2, CNN_3 and Voting system in (a): Mean Squared Error (b): Mean 

Absolute Error (c): Mean Absolute Percentage Error and (d): Coefficient of Determination 

 

 
6. CONCLUSION 
 

In this research, first, a number of machine learning 

regression models were used to predict building energy 

consumption. For appropriate review of the methods, the 

WiDS Datathon data set was used, which is available to 

all researchers and makes it possible to compare the 

results for future research. The results of the 

investigations showed that the compared deep learning 

method recorded relatively more appropriate results in all 

the investigated criteria, including MAE, MSE, MAPE 

and R2. In this way, in the continuation of this research, 

a method based on voting of deep learning methods was 

proposed. Each of the deep learning methods used in the 

proposed method provide suitable results and finally, the 

voting between these regression methods is done by the 

averaging. Due to the fact that the proposed method 

obtains the final result from voting regression models 

with high accuracy, it is considered a robust model that 

will be able to provide a suitable prediction against new 

data. 
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Persian Abstract 

 چکیده 
مصرف   قیدق ینیب شیدارند و پ یدر مصرف انرژ یاست. ساختمان ها نقش مهمن روبرو هستند مورد توجه قرار گرفته آکه جوامع با  یبه عنوان بحران یانرژ تیمسئله محدود

مطالعه عملکرد   نیکشف کنند. در ا  یانرژ  یور  هبهر  نهیرا در زم  نیماش  یریادگی  یها   کیباعث شده است که محققان تکن  ینیب  ش یمشکل پ  نیمهم است. ا  اریانها بس  یانرژ

  ی نیب  شیپ  یبرا  قیعم  یریادگی( و  LR)   یخط  ونی( رگرس MLPکاملا متصل )  هیچند لا  ی( شبکه عصبRF)  یمورد استفاده مانند جنگل تصادف  ینیماش  یریادگی  یروش ها

موضوع، ما  نی به ا یدگیرس یکند. برا یبهتر عمل م  ی دیگرمشکل از روشها نیدر حل ا قیعم ی ریادگیها نشان داد که  افتهیقرار گرفت.  یساختمان مورد بررس  یمصرف انرژ

کند. ما روش    یم  بیترک  DNN  قیعم  ی را با ساختارها و روش شبکه عصب  CNN  یچشیپ  یعصب  یهاکه سه مدل شبکه  میکرد  شنهادیرا پ  یریگ  یبر را  یراه حل مبتن  کی

مورد استفاده در روش    ق یعم  یریادگی  یاز روش ها  کی  هر   .میافتی  دست   یکننده ا  دواری ام  ج یو به نتا  میاعمال کرد  WiDS Datathon  یخود را به مجموعه داده ها  یشنهادیپ

 یریگ  یرا  ونیرگرس  یرا از مدل ها  یینها  جهینت  یشنهادیروش پ  نکهیشود. با توجه به ا  یانجام م  نیانگینها با مآ  یریگیرا  تیدهند و در نها  یرا ارائه م  یمناسب  جینتا  یشنهادیپ

 . خواهد بود  دیجد یمناسب در برابر داده ها  ی نیب شیشود که قادر به ارائه پ یممحسوب  یمدل قو  کیورد، آ یبا دقت بالا به دست م
 

 


