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A B S T R A C T  
 

In recent years, with the increase of access to customer data and the improvement of data analysis 
capabilities through intelligent methods, various activities have been carried out to analyze customer 

behavior; it is in the detection of bank frauds. Currently, bank frauds have a wide range of results, other 

than material and financial losses to the bank, customers and banks. After using smart tools to use 
different algorithms, the two selected algorithms XGBoost and LightGBM, according to the high ROC 

in the obtained models were selected step by step. At the same time, it has been used in final tests with 

the reduction of false samples labeled as fraud (FP). This model is developed using real development 
data and gives very acceptable results in card-to-card fraud detection. This model can significantly 

improve the security of the banking system and be used as a tool to reduce financial crimes. 
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Graphical Abstract 

 
 
 
1. INTRODUCTION1 
 

Fraud, which is a multi-million-dollar business 

worldwide, has become a significant problem nowadays. 
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The development of new technologies has resulted in the 

creation of new ways to commit fraud. The creation of a 

new information system, in addition to its advantages and 

benefits, can create additional opportunities for 
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criminals. In addition to detecting fraud and fraud in 

organizations, fraud detection techniques and 

intelligence tools aim to predict future behavior and 

reduce the risk of fraud by understanding user and 

customer behavior. Banks and financial institutions are 

striving to speed up the process of identifying fraudsters 

due to the high costs of fraud (1-3). It is against the law 

to commit fraud in electronic banking and electronic 

money transfer. Fraudsters are encouraged and incited to 

enter this field due to the large volume of monetary and 

financial transactions and transfers conducted on the 

Internet and electronic platform (4-6). To provide 

electronic services, it is crucial and important to 

recognize the identity of individuals. The purpose of this 

study was to uncover fraud in the banking system and 

develop an optimal method for analyzing information 

from the One of the State banks of Iran using intelligence 

tools and model evaluation. The focus of this research is 

to review the latest fraud detection methodologies and 

tools. The propose of this is to develop the framework for 

the fraud detection mechanism, as well as the use of the 

Python language to implement the developed model. In 

the following, according to the research literature and the 

background of the research, there is an introduction about 

the previous studies and different methods of fraud 

detection, in the next part, the proposed research plan and 

research methodology, and then the analysis of the 

information and the research results are given. 
 
 

2. LITERATURE REVIEW 
 

An introduction to fraud and fraud detection methods is 

provided in this preliminary section, based on previous 

studies. The increase in communication technologies and 

online transactions has led to an increase in financial 

frauds. One of the most common and dangerous forms of 

financial fraud is credit card fraud. Machine learning 

algorithms and neural networks can be used to detect 

patterns and anomalies related to fraud in mobile banking 

transactions (7-10). Artificial intelligence-based systems 

are able to detect and prevent fraud in real time due to the 

increasing number of financial frauds in the banking 

industry and the significant financial losses caused to 

banks and their customers, which is a significant 

advantage over traditional fraud detection methods. Real-

time performance is what all AI-based systems have in 

common. Using machine learning algorithms and neural 

networks, these systems are capable of identifying 

fraudulent patterns and behaviors in mobile banking 

transactions and taking preventive measures if fraud is 

detected. Fraud detection systems can model customer 

behavior patterns based on past transaction history and 

other factors like location, time, and type of transactions. 

Then, if anomalous behavior or suspicious transactions 

are detected, the system activates an alert. To review and 

verify the transactions, the bank or customer can receive 

this alert as a text message or notification (11-15). 
The detection and identification of fraudulent 

activities in credit card transactions can be achieved 

through the use of machine learning and data mining 

methods. The importance of this issue is because the use 

of credit cards in payments is increasing worldwide. 

Fraud detection is done in all three classical, online, and 

commercial fields through data mining and machine 

learning (16-19). Banking and other related industries 

face a significant challenge in detecting and preventing 

fraud. Companies use data analysis and machine learning 

algorithms to identify patterns and suspicious behaviors. 

There is no complete and effective solution for fraud 

detection in banking and e-commerce yet, and there are 

problems like false positive results and reduced system 

accuracy (20-23). Advanced fraud detection models can 

be very effective in dealing with fraud in e-commerce. As 

an intelligent system, these models are capable of 

identifying fraud patterns and recognizing suspicious 

transactions. Using advanced methods like machine 

learning and artificial intelligence can improve fraud 

detection and prevent financial and credit losses caused 

by fraud in e-commerce (24-26). The financial industry 

has been able to use better and more effective fraud 

detection methods; thanks to the development and 

advancement of various technologies and their 

combination with big data analysis and artificial 

intelligence. The detection and prevention of fraud in the 

financial industry can be significantly improved by 

integrating these methods and using expert teams. 

Algorithms, machine learning models, artificial neural 

networks, data analysis techniques, and process 

automation tools are used in banking intelligence. 

Banking uses these tools to identify fraudulent patterns 

and trends, predict fraudulent behavior, quickly detect 

fraud, and improve banking security and control systems 

(27-31). In banking, fraud detection is done through the 

use of artificial intelligence and machine learning 

algorithms. These algorithms can identify patterns and 

anomalies that suggest fraud by analyzing large volumes 

of data from various sources, like transaction records, 

customer information, and network logs, which include 

unauthorized access, unusual transaction patterns, and 

suspicious behavior. Using algorithms and computational 

methods; machine learning can directly extract the 

required information from the data for fraud detection. 

These methods are capable of learning information from 

data without the need for default equations (32, 33). 

 

 

3. SUGGESTED DESIGN 
 
The proposed plan to detect suspicious behaviors in card 

transactions is presented in Figure 1, based on various 

studies conducted in the field of credit card fraud 

detection and utilizing examples from related articles. 
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A strong and accurate model for predicting fraud is 

created using the combination of XGBoost and 

LightGBM algorithms in this model. 

 

3. 1. Exploratory Data Analysis               The fraud 

detection process begins with the extraction and loading 

of exploratory data from the bank's database. For optimal 

algorithm performance, this step involves transforming 

features, filling in empty values, removing duplicate data 

and noise, and using other methods such as 

transformation, normalization, and standardization. The 

data preprocessing operation is complete. 

 

3. 2. Features Engineering              Feature engineering 

and the opinion of expert experts are used to select 

important and influential data at this stage. PCA 

algorithms can be utilized to select the best features. 

 

3. 3. Data Training           The pre-processed data is 

randomly split into two training and experimental groups, 

with 80% belonging to training data and 20% belonging 

to experimental data. Then, different algorithms that 

were assumed to be important and reliable in previous 

fraud detection studies are trained in different stages 

using training data, so that different models of each 

algorithm are ready to be evaluated . 

 

3. 4. Sampling by Smote METHOD          In this step, 

the Smote method is used to address the problem of 

unsatisfied classes in the data. By generating artificial 

samples from existing samples, Smote can increase the 

number of minority class samples.  

 
3. 5. Testing  Data            Different built models are used 

to test the data of the experimental group, and a confusion 

matrix of the results for each algorithm is prepared for 

use in step evaluating models. 

 
3. 6. Evaluating Models           The F criterion and AUC 

criterion are calculated for each of the confusion matrices 

in this step. 

 

3. 7. Determining A Machine Learning Model            
First, determine the number of algorithms for which the 

highest F criterion was measured after reviewing the 

criteria calculated in step evaluating models. The number 

of selected algorithms is decreased based on the amount 

calculated for the AUC criterion. XGBoost and 

LightGBM algorithms were chosen after completing this 

stage based on the statistical population of this research 

and the criteria mentioned. Due to its shorter execution 

time compared to LightGBM, the XGBoost algorithm 

will be prioritized for model execution in the main stages 

to reduce the execution time to a suitable extent. 

 

3. 8. New Transaction           The bank's database is used 

to extract card-to-card transaction information for fraud 

detection operations at this stage. 

 

3. 9. Preparing Data          The pre-processing of the 

extracted information in step new transaction is done 

similarly to step features engineering. 

 

3. 10. Predicting Fraud Using the Xgboost 
Algorithm         The main fraud detection procedure 

commences at this point, with the use of the XGBoost 

algorithm. The XGBoost algorithm is a powerful 

machine learning algorithm that can accurately predict 

various data. 

 

3. 11. Improving Fraud Detection Accuracy with 
The Lightgbm Algorithm           In this step, the output 

information of step predicting fraud using the Xgboost 

algorithm is filtered and only the information related to 

the transactions that have been labeled fraudulent by the 

XGBoost algorithm are entered as input to the LightGBM 

algorithm. When it comes to dealing with large and 

complex datasets, the LightGBM algorithm, which is 

based on gradients, performs better. By using this 

combined algorithm, the goal is to reduce the number of 

false positives (FN) and increase model accuracy. 

 

3. 12. A Caution to The Bank          In the final stage, 

the forecast information is checked, and fraudulent 

transactions are notified to the bank with a warning. This 

process is repeated to check new transactions. By using 

the proposed scheme, it is possible to conduct a more 

detailed analysis to detect fraud in card-to-card 

transactions. To predict transaction information for the 

One of the State banks of Iran and other banks. Figure 1 

shows the proposed hybrid model. 

 

 

4. METHODOLOGY 
 

The focus of this research has been on examining and 

discussing an important and research topic. The primary 

objective of this research is to investigate and analyze a 

particular problem or challenge and suggest innovative 

and appropriate solutions to resolve it. Various research 

methods and techniques have been employed to achieve 

this goal, which are described below: 

The method of this research is the case study method 

because it specifically focuses on an Iranian state bank 

and an European bank. 

a) The research is practical in terms of its purpose, as its 

results are used to inform bank managers and the task 

force to discover Bank Fraud and send the required 

reports to the Central Bank of J.A. 

b) In terms of location, the research is conducted on the 

internet and field type. The data of the European Bank 

are collected through the website www.kaggle.com,  
 



532                                M. Karbasiyan and H. Hamidi / IJE TRANSACTIONS C: Aspects  Vol. 37 No. 03, (March 2024)   529-537 

 

 

 
Figure 1. Suggested Design 

 

 

while the data of the One of the State banks of Iran are 

collected through the field and legally stored in the bank's 

data storage unit. 

c) By predicting the fraud label using transaction 

information from both banks within a certain period of 

time, the research is predictive. 

d) In terms of the nature of the data, the research employs 

a qualitative approach. For feature engineering, this 

method is utilized to obtain expert opinions, views, 

opinions, and experiences from experts, data warehouse 

specialists, and individuals related to the subject under 

study. 

 

4. 1. Collecting Data         The first data set of the 

research includes credit card transactions made by a 

European bank for two days in 2013. The second data set 

includes card-to-card transactions made by the Tose'e 

Ta'avon bank for one month. For the Tose'e Ta'avon 

bank, the selected features include various variables such 

as age group, job, economic sector, customer 

membership type, terminal type, day and time and 

transaction amount, number and amount of daily and 

monthly card transactions as source and destination. if in 

the reviewed studies, the calculation features of the 

number and amount of card transactions have not been 

used in other time periods. 

 
4. 2. Data Sample Quantity          In the first data set, 

out of a total of 284,807 transactions, only 492 are 

fraudulent transactions and 284,315 are non-fraudulent 

transactions, and in the second data set, out of a total of 

4,139,607 card-to-card transactions, which are related to 

one month, the number is 5. 161 cases have already been 

identified as fraudulent transactions. 

 
4. 3. Tools For Collecting Data        The information 

related to the first data set was received from the website 

www.kaggle.com and the information of the second data 
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set was directly compiled and engineered by the experts 

of the bank's data warehouse unit. Feature engineering 

and initial pre-processing of this educational data is also 

done by Oracle sql development software . 

Also, the implementation of the model with machine 

learning algorithms and its evaluation has been done by 

Python coding tool and PyCharm 2021.3.3 IDE. 

 

 

5. DATA ANALYSIS 
 
In this section, the proposed design is used to analyze 

statistical data set information. The introduced 

algorithms have been used because of their power, good 

performance, and wide applications. In the following, the 

evaluation criteria of the algorithms were examined and 

then the algorithms were evaluated on sample data from 

the European Bank in order to provide a suitable solution 

to detect fraud in the real data of the Tose'e Ta'avon bank 

and an optimal process to increase its speed and accuracy. 

The Xgboost Algorithm is a powerful machine 

learning algorithm based on gradient boosting and 

provides better performance than other algorithms by 

exploiting the power of hardware computing. 

The Decision Tree (Dt) Algorithm is used for 

classification and regression and makes a decision by 

building a decision tree based on the features and 

conditions of the segmentation. 

The Random Forest Algorithm operates based on the 

concept of a set of decision trees and makes decisions by 

combining their results. 

Nearest Neighbors Algorithm is based on nearest 

neighbors and uses labels of neighboring samples to 

predict labels. 

Isolation Forest Algorithm is a method to detect rare 

and unusual defects in data. This algorithm tries to 

separate defects from other data by building random trees 

and simulating the random process. 

The Local Anomaly Factor (Lof) Algorithm uses a 

method to detect defects and local anomalies in the data. 

Lightgbm Algorithm is a gradient boosting based 

machine learning algorithm developed by Microsoft. 

This algorithm is used for classification and regression. 

LightGBM is commonly used in large datasets due to its 

high speed and low memory consumption. 

 
5. 1. The Criteria for Evaluation             The algorithms 

are evaluated against sample data from the European 

Bank using the specified criteria, and a suitable solution 

is provided to detect fraud in the data, increasing the 

speed and accuracy of the analysis process. 

Accuracy: The ratio of the number of correctly classified 

data to the total number of data. 

Precision: The ratio of the number of true positive data 

that are correctly detected to the total number of detecting 

positive data. 

Recall: The ratio of the number of true positive data 

correctly recognized to the total number of true positive 

data. 

Measurement (F1 score): F1 is a measure that 

combines accuracy and readability and is used to 

compare algorithms. 

Operating characteristic curve (ROC curve): A 

graph that shows the ratio between the correct detection 

rate and the false detection rate of the algorithm. 
 

5. 2. Comparing the Results of Different 
Algorithms and Selecting Suitable Algorithms           
The performance of the algorithms is evaluated by 

dividing the dataset into two parts: training and testing. 

The training data set is utilized for algorithm training, 

while the test data set is utilized for evaluating their 

performance. The calculation and reporting of accuracy, 

recall, F-score, and ROC-AUC scores for each algorithm 

was done. 

According to the results obtained in Table 1, the 

following four algorithms are selected as the best 

algorithms according to the record of the highest value of 

the F function: 

XGBoostSmoted,XGBoost,LightGBM,Smoted 

LightGBM 

In the next step, the following two algorithms are 

selected according to the record of the highest ROC-AUC 

criterion: Smoted XGBoost, Smoted LightGBM. 

Finally, considering the higher processing time of the 

Smoted LightGBM algorithm and the large number of 

input data, we arrange the algorithms in such a way that 

the data processing takes place in the following two steps: 
 

 

TABLE 1. Evaluation results with different methods in the 

European Bank 

Algorithm Smote F Score 
Time  

training (s) 

ROC-

AUC 

XGBoost  NO 0.9996 28.60 0.8928 

XGBoost  YES 0.9996 91.16 0.9285 

Decision Tree  NO 0.9994 8.76 0.8928 

Decision Tree  YES 0.9982 110.83 0.8027 

Random Forest  NO 0.9996 2683.57 0.8928 

Random Forest  YES 0.9995 5135.88 0.9234 

KNN NO 0.9984 0.07 0.6570 

KNN  YES 0.9708 0.19 0.7867 

Isolation Forest NO 0.9510 4.804 0.9092 

Isolation Forest YES 0.9924 8.407 0.6295 

LOF NO 0.9442 54.466 0.7378 

LOF YES 0.9380 244.241 0.6379 

LightGBM NO 0.9998 131.685 0.9030 

LightGBM YES 0.9998 343.914 0.9183 
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First, the data is processed by the XGBoost algorithm 

and fraud label prediction is done. 

In this step, the output of the previous step is filtered, 

only the data that includes the label Class=1 are entered 

into the Smoted LightGBM algorithm as input, and these 

data are re-predicted as primary data with the 

corresponding Class.  

Once the data has been processed, it's crucial to pay 

attention to these points: 

● Due to the greatly reduced amount of data in the 

input of the second stage, the prediction operation 

can be performed at a higher speed in the second 

stage. 
● FP cases pertain to transactions that are not 

fraudulent, but the first algorithm (XGBoost) 

recognizes them as fraud, and the second algorithm 

(LightGBM) significantly decreases the model's 

accuracy. 
Figure 2's ROC diagram shows that the two selected 

algorithms are better than the other reviewed algorithms. 

Two algorithms, XGBoost and LightGBM, are chosen to 

optimize the model and detect fraud in card transaction 

information in the European Bank dataset. 

 
5. 2. Testing the Model and Its Results on the Real 
Data of the Tose'e Ta'avon Bank             First, using 

the XGBoost algorithm, the data of Tose'e Ta'avon bank 

is divided into two parts, training and testing, in such a 

way that the training data includes a small portion of the 

whole data. The Smote algorithm is used to balance the 

training data since the data with label 1 is very limited 

and much less than the data with label 0, and the data set 

is unbalanced. 
Because the prediction is based on the type of fraud 

detection, the goal is to first increase the number of fraud 

cases correctly detected and then decrease the number of 

non-fraud cases that are falsely  detected to increase 

 

 

 
Figure 2. ROC graph for different algorithms without using 

Smote technique 

accuracy. The training data is used for supervised 

learning, and then the entire bank transaction information 

is tested. The confusion matrix of Figure 3 is obtained as 

a result. According to the analysis and evaluation results 

of the XGBoost hybrid algorithm using Smote, it can be 

seen that this algorithm performed very well with 99.76% 

accuracy. The confusion matrix shows that out of a total 

of 4,144,892 samples, approximately 4,139,607 were 

correctly identified as negative samples, and only 8,285 

were identified as false positive samples. Also, the 

accuracy of positive and negative predictions is 99.96% 

and 29.64%, respectively. The recall rates are 99.80% 

and 67.64%, and the F score is 0.9988 for negative 

samples and 0.4122 for positive samples. Also, the area 

under the ROC-AUC chart equal to 0.8372 shows that the 

algorithm has a good ability to distinguish between the 

two categories. The XGBoost algorithm's performance 

has been improved by the use of the Smote technique, 

and the processing time was approximately 388.23 

seconds. Equation 1 is the equivalent of the total number 

of fraudulent transactions. 

5161=1670+3491=FP+TP

=1)==ss]Count([Cla  
(1) 

The total number of cases was 5,161, but only 3,491 were 

correctly identified. But the number of 8,285 cases was 

also wrongly labeled as fraud, which is considered a new 

data set to solve this issue in the continuation of the 

transactions in relation 2. 

11.776=8.285+3.491=FN+TP  (2) 

The number of 11,776 transactions is entered as input 

to the LightGBM algorithm, and again the supervised 

learning steps are performed on the training data of the 

filtered dataset, and then data testing is performed on all 

11,776 transactions, and finally the results are according 

to the matrix The confusion of Figure 4 is obtained. 
 

 

 
Figure 3. Confusion matrix of XGBoost algorithm with 

Smote on real data of Tose'e ta'avon bank 
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Figure 4. Confusion matrix of LightGBM algorithm with 

Smote on real data of Tose'e ta'avon bank after filtering 

 

 

The combined algorithm's analysis and evaluation 

results indicate that it has a good performance with a 

96.25% accuracy. The confusion matrix indicates that 

among 8,776 samples, approximately 8,067 were 

correctly identified as negative samples, while only 218 

were identified as false positive samples. Also, the 

accuracy of positive and negative predictions is 97.30% 

and 93.74%, respectively. The recall results are 97.37% 

and 93.58%, with the F score being 0.9733 for negative 

samples and 0.9366 for positive samples. The algorithm's 

ability to distinguish between the two categories is 

demonstrated by the 0.9548 area under the ROC-AUC 

chart. The algorithm's performance on the test data is 

demonstrated by the ROC-AUC score of 0.9562 on the 

test set. 

According to equation 3, it is evident that the model 

decreases the items related to FN by keeping TP and 

enhances the accuracy of the output. 

3267=TP2 , 3491=TP1

218=FN2 , 8.285=FN1 

11.776= 218+224+3.267+8.067=FN+FP+TP+TN
 

(3) 

Therefore, the model is also optimized by selecting two 

algorithms XGBoost and LightGBM to detect fraud in 

card transaction information  in the Tose'e Ta'avon bank 

dataset. 

 

 

6. CONCLUSION 
 

According to comprehensive analyses and tests, the 

proposed model was developed to detect fraud in the 

transaction information of the Tose'e Ta'avon bank, using 

XGBoost and LightGBM algorithms. The objective of 

this algorithm combination is to detect defects and 

anomalies in data with high speed and accuracy. The 

experiments demonstrate that this model with high 

accuracy can correctly detect defects and provide reliable 

information about the data's state. Using the existing 

knowledge and experience in the field of data analysis 

and machine learning, it is certain that this model with 

the combination of XGBoost and LightGBM has the 

ability to detect fraud in the information of  The Tose'e 

Ta'avon bank well and can be used as a powerful tool in 

detecting fraud. In this research, an advanced method for 

detecting fraud in transactions was presented. There are 

two main steps in this method. The XGBoost algorithm 

is used to identify frauds by entering transaction 

information after preprocessing. Only the transactions 

that received the fraud label in the first step are included 

after filtering the output of this algorithm. To enhance 

fraud detection accuracy, the filtered information is fed 

into the LightGBM algorithm in the second step. The 

accuracy of fraud detection is significantly increased by 

this step. The results show that by combining XGBoost 

and LightGBM algorithms with two stages of fraud 

detection, the speed and accuracy of fraud detection are 

significantly increased. This method can be used in 

banking and financial transaction systems that face 

various types of fraud. The proposed method in the 

current research provides a reliable and accurate solution 

to detect fraud in Tose'e Ta'avon bank transactions. This 

method can significantly improve the speed and accuracy 

of fraud detection and can be used in financial and 

banking transaction systems. 
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Persian Abstract 

 چکیده 
 یاقدامات مختلف  ان یرفتار مشتر  لیتحل  ی هوشمند، برا  یهاها با استفاده از روشداده  لیتحل  شرفتهیپ  یهایی و توانا  انیمشتر  یهابه داده  یدسترس  شیبا افزا  ر،یاخ  یهادر سال

دارند و باعث   یع یدر حال حاضر گستره وس  یبانک  قلبات است. ت  یکشف تقلب در بانکدار  ی هوشمند برا  یهاستمیاقدامات، استفاده از س  نیاز ا  یکیصورت گرفته است.  

شده   ی طراح  یکشف تقلب در بانکدار  یمدل هوشمند برا  کی  قیتحق  نیموضوع، در ا  تیاند. با توجه به اهمها شدهآن   انیها و مشتربه بانک   یدیجد  یرمالیو غ  یمال  یهابیآس

و    F  یارهایمع   یبرتر  لیبه دل  LightGBMو    XGBoost  تم ی، دو الگور  ن یماش  یر یادگ یمختلف    یهاتم یلگورا  ی بررس  یبرا  یهوشمندساز   یاست. پس از استفاده از ابزارها

ROC  نادرست با برچسب   ی هااستفاده شدند تا همزمان با دقت بالا، تعداد نمونه  یینها  شات یدر آزما  ی ابه صورت مرحله  هاتمیالگور  ن یدر مدل مورد نظر انتخاب شدند. ا

کارت به کارت    یهاتقلب در تراکنش  صیدر تشخ  ی قابل قبول  ار یبس  جیشده و نتا  شی آزما  یک بانک دولتی  یواقع   یهامدل با استفاده از داده  نی( را کاهش دهند. اFPتقلب )

 استفاده شود.  یمال میموثر در کاهش جرا یفراهم کند و به عنوان ابزار ی بانک ستمیس تیامن  دررا  یریبهبود چشمگ تواندیمدل م نیا .دهدی ارائه م
 

 

 


