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A B S T R A C T  

 

Nowadays, due to the growing population, rising global warming, environmental pollution, and the 

reduction of fuel sources, the use of Distributed Generation Sources (DGs) has grown, and because of 

their random nature, the conventional performance of power systems is being changed. Reactive power 
has a considerable role in power systems management and control indexes such as loss, stability, 

reliability, and security, among which the loss index usually can be easily minimized and controlled. 

Thus the modeling and optimizing of reactive power must be done accurately and correctly. This paper 
uses a novel metaheuristic algorithm which is called Dandelion, to solve the constrained non-linear 

optimal reactive power dispatch problem, and the Improved Taguchi method based on orthogonal arrays 

has been applied in order to the uncertainty of DG units modeling. The applied optimal reactive power 
dispatch algorithm is tested and validated using standard IEEE 30-bus test power systems. These results 

show that the Computational time of the applied algorithm in comparison with other used algorithms is 

the least value and reduces the reactive power from 22.244 to 2.366 Mvar; also, the losses of the power 
system significantly will be decreased with the tested and introduced algorithm. Genetic Algorithm(GA), 

Particle swarm optimization algorithm (PSO), and Prairie dog optimization algorithm (PDO) have been 

utilized to solve the problem. 

doi: 10.5829/ije.2024.37.01a.04
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NOMECLATURE 

Vi 
min , Vi 

max 
The minimum and maximum voltage in the bus i, 
respectively. 

Nexp, ng, NC, NT, N, 
NB, NL 

Number of experiments, generator, 
compensators, transformers,modules, buses, 

and lines, respectively. 

Pi 
min , Pi 

max 
The minimum and maximum active power in the bus i, 
respectively. 

GA, nb-1 
Genetic algorithm, All basses except Slack 
bus, respectively. 

Qi 
min , Qi 

max 
The minimum and maximum reactive power in the bus i, 

respectively. 
OA, FF, WT, PV 

Orthogonal Arrays, Full factor, Wind 

turbine, and Photovoltaics, respectively. 

sij 
max Maximum apparent transmission power. 

𝑉𝑜𝑢𝑡
𝑐𝑢𝑡, 𝑉𝑖𝑛

𝑐𝑢𝑡, 

Vrated 

The minimum, maximum, and nominal 

speed of the turbine. 

𝑇𝑖
𝑚𝑎𝑥, 𝑇𝑖

𝑚𝑖𝑛 
The maximum, and minimum taps number of transformers, 

respectively. 
Voc, ISC 

Module open circuit/ short circuit voltage/ 

current , respectively. 

fjψ, f*ψ 
The power and the nominal power  passing through the ψ 

transmission line and experiment j and , respectively. 
TC ,Ta, NOT 

Photovoltaics, Ambiance, and Nominal 

operating temperatures, respectively. 

σ , μ, Yj 
Standard deviation, Mean, and Test performance index, 

respectively. 
Kv ,KI 

Voltage and current temperature coefficient 

(
𝐴

℃
) (

𝑉

℃
), respectively. 

A̅j, Pd 
Average  effects levels factor, Active demand power, 
respectively. 

VMPP , IMPP 
Maximum power point voltage and current 
flow, respectively. 

Level 
The value of a random variable is based on an orthogonal 

array. 
Vi,j The voltage of bus i, and j respectively. 

Delta 
The main effect of random variables on performance 

indicators. 
Gi,j , 𝐵𝑖𝑗 

Line i – j conductance, and suspension 

respectively. 

Rank, TM Random variable class, and Taguchi method, respectively. 𝑄𝑐𝑖,𝑚𝑖𝑛, 𝑄𝑐𝑖,𝑚𝑎𝑥 
The minimum and maximum allowable 
reactive power generation, respectively. 

 
1. INTRODUCTION 
 
Optimal reactive power dispatch (ORPD) is a major 

condition for the secure and economic operation of power 

systems, which will be reachable by suitable coordination 

of the system equipment used to manage the reactive 

power flow in order to reduce the active power losses.  

The active power losses have been set as an objective 

in the ORPD problem. In order to achieve the desired 

objective, the generator bus voltages, and settings of 

passive devices such as transformers and shunt VAR 

compensators are adjusted to reduce the active power 

losses (1). The issue of reactive power control is vital in 

the distribution networks because if the consumption of 

reactive power in the distribution part has increased the 

power plants will not be able to produce more reactive 

power due to their technical limitations, so the losses will 

increase and  thus the stability of distribution networks 

will change (2). Due to the reactive power consumption 

by the loads, the power factor of the distribution network 

will change, which will affect the network losses; 

according to technical concepts, the power factor must be 

near to one; of course, the unit power factor is an ideal 

state that will not be reachable (3). In distribution 

networks, capacitors have been used in order to loss 

reduction and also power factor correction, when the 

power factor has been decreased the reactive power will 

be injected into the network (4, 5). According to the 

above-mentioned statements explains, due to many 

consumed loads and transformers and generators, and 

other equipment, it is required to apply the optimal power 

flow (OPF) to control the reactive power because (6). 

Similar to OPF, the OPRD includes some continuous and 

discrete variables every one of them at least has one 

limitation, to solve the nonlinear problem, and 

optimization of reactive power, using classic 

mathematics methods such as Gradient (7), Newton-

Raphson (8), the interior point (9), linear programming 

(LP) (10), non-linear programming (11), and Quadratic 

programming (QP) (12). Enormous mathematical 

calculations and operations, getting stuck in local 

answers, are disadvantages of the mentioned classical 

methods (13). Using the metaheuristic method in order to 

solve the ORPD problem is strongly recommended 

because the mentioned disadvantages of the classical 

method will be eliminated. These algorithms are such as 

Whale Optimization Algorithm (WOA) (14), Particle 

Swarm Optimization (PSO) (15), Ant Lion Optimizer 

(ALO) (16), Improved Social Spider Optimization 

Algorithm (ISSO) (17), Improved Antlion Optimization 

Algorithm (IALO) (18), Genetic Algorithm (GA) (19), 

Ant Colony Optimizer (ACO) (20), Opposition-Based 

Gravitational Search Algorithm (OGSA) (21), Wind 

Driven Optimization Algorithm (WDO) (22), modified 

differential evolution algorithm (MDEA) (23), 

Specialized Genetic Algorithm (SGA) (24), evolutionary 

programming (19), comprehensive learning particle 

swarm optimization (25), fuzzy adaptive PSO (FAPSO) 

(26), seeker optimization algorithm (SOA) (27), cuckoo 

search algorithm (CA) (28), Hybrid Evolutionary 

Programming (HEP) (29), harmony search algorithm 

(30), Teaching Learning-Based Optimization (31), 

biogeography-based optimization (32), modified sine 

cosine algorithm (1), water cycle algorithm (33), hybrid 

Fuzzy- Jaya optimizer (34). With population and global 

warming increasing, the sources of fossil fuels are being 

decreased, so traditional power plants will have a 

problem in order to produce electrical power. These 

traditional power plants pollute the air and cause other 

environmental problems and have low efficiency (35). In 
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recent years the use of DGs has increased. The produced 

electrical power of DGs depends on the intensity of 

sunlight, the angle of sunlight, wind speed, and the 

altitude of the turbine tower respectively in photovoltaic 

cells and wind turbines  (36). These DG units, due to their 

random and probabilistic natures thus in OPF or OPRD 

should be used in probabilistic modeling methods. These 

DGs do not have the traditional power plants problems, 

even having high efficiency (37-39). According to the 

random nature of DG units, in order to convert 

uncertainties of their inputs the probabilistic modeling 

methods such as the Latin hypercube [26], point estimate 

method [27], scenario-based method [28] , and Monte 

Carlo method, the Monte Carlo method is the basic 

method for any probabilistic assessment method [29] , 

must be used. An optimization algorithm which is named 

improved social spider optimization algorithm (ISSO) 

has been used for optimizing the active and active power 

distribution, which is compared to the standard SSO, 

passes each process with two equations, using only one 

modified equation of the first and the second generations, 

creates the solution and has good and fast performance, 

less computation, less simulation time, and higher quality 

results in the ORPD problem than the standard SSO [31]. 

In order to solve the problem of ORPD, the water wave 

optimization algorithm (WWO) was used by 

Bhattacharya and Chattopadhyay [32]. The improved 

antlion optimization algorithm (IALO) has been used to 

solve OPRD and OPF for different constrained IEEE 

distribution networks, the good and accurate results in 

networks with bus voltage limitations and limitations of 

all capacitor banks prove that this algorithm is a powerful 

and accurate algorithm [33]. A new adaptive multi-

objective optimization artificial safety algorithm has 

been used for OPRD, which is based on the Pareto 

coefficient, a method that is provided by Gafar et al. [34] 

for the classification of antibodies. Using the integration 

of three algorithms, particle swarm optimization (PSO), 

genetic algorithm (GA), and search for symbiotic 

organisms (SOS) (HGPSOS) to OPRD,  which (SOS) has 

been based on the interactions between two various 

organisms which in the ecosystem - mutualism, 

hybridism, and parasitism are used. The HGPSOS 

algorithm has high computational speed and accuracy 

due to the presence of three precise and powerful 

algorithms, and it also has a high convergence rate, 

because it is combined with the GA, it shows that it is a 

stable and accurate algorithm [30]. Combining the heat 

transfer optimization algorithm (HTO) and the simulated 

coronary circulation system optimization algorithm 

(SCCS) was used by Zhang et al. [36] to reduce the losses 

and OPRD, each factor in the HTO algorithm is 

considered such as a cooling entity that is surrounded by 

other factors, like heat transfer, the thermodynamic law 

is used in the HTO algorithm. A candidate solution 

algorithm, which has been built and has been designed 

from the mechanisms of the human body and capillaries, 

and is being used to optimize the OPRD and loss 

reduction, in this algorithm, the Coronary Development 

Factor (CDF) is responsible for the evaluation, and the 

initial population space has been selected freely, then in 

the whole population, the best solution is considered as 

the stem and the minimum value of the coronary will be 

expansion coefficient, then the crown production of the 

stem has been called the divergence phase, and the 

growth of other capillaries has been called the clip phase. 

According to the coronary artery growth factor (CDF), 

there will be superior capillary growth (BCL), With and 

without the L index (voltage stability). The (ORPD) 

problem, as a sub-problem of OPF, has significant effects 

on providing reliability and economical performance 

[37]. A new optimization algorithm which has been 

named Turbulent Flow  Water Based Optimization 

Algorithm (CTFWO) is used to solve the OPRD which  

is a complex mixed integer nonlinear optimization 

problem that includes discrete and continuous control 

variables (40). The Benchmark table was utilized by 

Kumar et al. (41), which could be an enormous table with 

awfully expansive numbers that need much time and 

calculations to run for OPRD while the improved TM, 

employs OAs that have lower numbers and need lower 

time and calculations to run for the ORPD problem. The 

TM is a statistical and quality-control-based strategy (42) 

that is utilized to show the vulnerabilities of DGs, and 

OPF calculations using the relationship and correlation 

concepts of RVs while the improved TM is being utilized 

in the MINITAB and MATLAB computer software that 

the relationship and correlation concepts of RVs run 

automatically in the computer programs. The improved 

TM is accurate and has lower computational levels than 

TM, the time, and speed of converge are quick.  to assess 

the capability of the Dandelion calculations and 

improved TM to solve the ORPD, the simulation results 

of the Dandelion algorithm calculation are compared 

with varied algorithms, including PSO, GA, HGPSOS, 

HTO, PDO, ISSO, WWO, and IALO. The calculations 

and the results of PSO, PDO, DO, and GA are compared 

and discussed in thr presentation of results. Furthermore, 

the results of the improved TM are compared with the 

results of the assessed execution of different POPF 

methods in Tables 3 and 4. The results show that the 

Dandelion algorithm calculation has the finest response, 

and is excellent in comparison to other algorithms in 

terms of arrangement precision, joining rate, and 

solidness. The improved TM is accurate in comparison to 

the TM and employs data amid the optimization process 

in other words, utilizing the POPF results amid 

optimization and the correlation of RVs, the discharge 

variable is required for more examination and 

optimization with more precision afterward in arrange to 

assess the productivity of the displayed strategy. 
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The notable contributions of this study can be 

categorized as follows: 

1) Solving ORPD problem considering uncertainties of 

DG units and Time-varying load. 

2) Applying the Improved Taguchi method for modeling 

 load, solar irradiance, and wind speed uncertainties. 

3) Using a new optimizing algorithm for solving the 

ORPD problem with and without DGs presence. 

4) Comparing the performance of the Dandelion 

algorithm with the GA, PSO, and PDO for solving the 

ORPD problem. 

 

 

2. FORMULATION OF THE PROBLEM 
 

In this section, the objective function of the OPRD 

problem is equal to  loss minimization of the distribution 

network using reactive power optimization which has 

been expressed as Equation (1). 

(1) 𝑃𝐿𝑜𝑠𝑠 = ∑ 𝐺𝑖𝑗(𝑉𝑖
2 + 𝑉𝑗

2 − 2𝑉𝑖𝑉𝑗 cos 𝛿𝑖𝑗  )
𝑛𝑙
𝑙=1    

The minimization of the objective function is being 

limited by various constraints, such as  Equations 2 and 

3 which show equal limits in the network,indexes G, and 

D have been applied to represent generation, and demand 

respectively. Equations 4 and 5 express unequal 

constraints which include the voltage constraints of 

generators, tap transformers, and the reactive power of 

compensating equipment. The taps of the transformers 

are also limited in their minimum and maximum range 

according to Equtaion 6. The constraints of parallel 

compensators are also according to Equtaion 7. In 

addition to these restrictions, according to Equtaion 8. 

The three main parameters in this function are: 𝑉𝑟𝑎𝑡𝑒𝑑, 

𝑉𝑖𝑛, and 𝑉𝑜𝑢𝑡. When the wind speed reaches 𝑉𝑖𝑛, the WTs 

start generating power; when the wind speed reaches 

𝑉𝑟𝑎𝑡𝑒𝑑, the output power reaches the nominal 𝑃𝑟𝑎𝑡𝑒𝑑 . If 

the wind speed exceeds 𝑉𝑜𝑢𝑡, power generation will be 

stopped [25]. From a probabilistic aspect, the outputs can 

no longer be called definitive. In other words, all the 

outputs of the problem will be presented as mathematical 

expected values. This means that in this case, the outputs 

of losses and voltages are the mathematical expected 

values of voltages and losses. 

(2) 𝑃𝐺𝑖 − 𝑃𝐷𝑖 = 𝑉𝑖 ∑ 𝑉𝑗
𝑛𝑏
𝑗=1 (𝐺𝑖𝑗 cos 𝛿𝑖𝑗  + 𝐵𝑖𝑗  sin 𝛿𝑖𝑗 )  

(3) 𝑄𝐺𝑖 − 𝑄𝐷𝑖 = −𝑉𝑖 ∑ 𝑉𝑗
𝑛𝑏
𝑗=1 (𝐺𝑖𝑗  sin 𝛿𝑖𝑗 − 𝐵𝑖𝑗 cos 𝛿𝑖𝑗)  

(4) 𝑄𝐺𝑖
𝑚𝑖𝑛 ≤ 𝑄𝐺𝑖 ≤ 𝑄𝐺𝑖

𝑚𝑎𝑥  

(5) 𝑉𝐺𝑖
𝑚𝑖𝑛 ≤ 𝑉𝐺𝑖 ≤ 𝑉𝐺𝑖

𝑚𝑎𝑥  

(6) 𝑇𝑖
𝑚𝑖𝑛 ≤ 𝑇𝑖 ≤ 𝑇𝑖

𝑚𝑎𝑥  

(7) 𝑄𝐶𝑖
𝑚𝑖𝑛 ≤ 𝑄𝐶𝑖 ≤ 𝑄𝐶𝑖

𝑚𝑎𝑥  

(8) 𝑉𝑖
𝑚𝑖𝑛 ≤ 𝑉𝑖 ≤ 𝑉𝑖

𝑚𝑎𝑥  

 

2. 1. Uncertainties Modelling         In probabilistic 

planning, it is important to state an appropriate statistical 

model for RnVr s, and it is being used in some models of 

uncertainty sources such as PV, WT, and electrical 

vehicle (EV) which the EV can charge at parking in smart 

distribution networks and can control the network 

indexes such as losses, voltage drop (43, 44). 
 

2. 2. Load Modelling       Using normal distribution, the 

density function of the corresponding probability 

distribution has been expressed in Equtaion 9: 

(9) 𝑓(𝑃𝑑) =
1

√2πσ
exp (−

(𝑃𝑑−𝜇)
2

2𝜎2
)  

 

2. 3. Wind Turbine Modeling        The modeling of 

wind has consisted includes two steps, as follows:  

I) Wind speed modeling:  Due to the wind speed having 

random behavior, the wind speed must be modelled using 

a proper statistical distribution, and usually, to do so the 

continuous Weibull probability distribution is utilized 

according to Equtaion 10. 

)10) 𝑓(𝑣) =
ℎ

𝑐
 (
𝑣

𝑐
)
ℎ−1

exp (− (
𝑣

𝑐
)
ℎ
)  

in the above-mentioned equation, v, c, and h represent the 

wind speed,  the shape factor, and  the scale factor 

respectively.  

II)  Turbine output power modeling: depends on the 

wind speed and other parameters of the wind turbine, 

which has been explained in Equtaion 11. 

(11) 𝑝 =

{
 

 
0                       𝑉𝑜𝑢𝑡

𝑐𝑢𝑡 ≤ 𝑉 𝑜𝑟 𝑉 ≤ 𝑉𝑖𝑛
𝑐𝑢𝑡

  
𝐾1𝑉 + 𝐾2              0 ≤ 𝑉 ≤ 𝑉𝑖𝑛

𝑐𝑢𝑡     

   𝑃𝑟𝑎𝑡𝑒𝑑                𝑉𝑟𝑎𝑡𝑒𝑑 ≤ 𝑉 ≤ 𝑉𝑜𝑢𝑡
𝑐𝑢𝑡  }

 

 

  

K1= 
   𝑃𝑟𝑎𝑡𝑒𝑑 

𝑉𝑟𝑎𝑡𝑒𝑑−𝑉𝑖𝑛
𝑐𝑢𝑡 , K2 = - K1𝑉𝑖𝑛

𝑐𝑢𝑡, V is the wind speed.  

The details of power generation using wind turbines 

are shown in Figure 1. 
 

2. 4. Photovoltaics Modelling         Due to the sunlight 

radiation having random behavior, the radiation should 

be modeled using an appropriate statistical distribution, 

and usually, to do so the continuous Beta probability 

distribution is used according to Equtaion 12-a, using 

Equtaions 12-16 the active power can be calculated. 

F(G)=
1

𝐺𝜎√2𝜋
𝑒𝑥𝑝 [−

ln (𝐺−𝜇)2

2𝜎2
] (12-a) 

𝑃𝑝𝑣(𝑠) = 𝑁 ∗ 𝐹𝐹 ∗ 𝑉(𝑠) ∗ 𝐼(𝑠) (12) 
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Figure 1. Wind turbine production capacity 

 

 

𝑉(𝑠) =  𝑉𝑜𝑐 − 𝐾𝑉 ∗ 𝑇𝐶 (13) 

𝐼(𝑠) =  𝑠 ∗ (𝐼𝑆𝐶 + 𝐾𝐼 ∗ (𝑇𝐶 − 25)) (14) 

𝑇𝐶 = 𝑇𝑎 + 𝑠 ∗ (
𝑁𝑂𝑇 − 20

0.8
) (15) 

FF=
𝑉𝑀𝑃𝑃∗𝐼𝑀𝑃𝑃

𝑉𝑂𝐶∗𝐼𝑂𝐶
 (16) 

 

 

3. ORTHOGONAL ARRAYS 
 

An OA is a fractional factorial matrix whose rows 

represent factor levels in each run and its columns 

represent a specific factor whose levels change in each 

experiment. All traditional factorial designs and fraction 

arrays are orthogonal. In the past, OA was known as 

magic squares. Perhaps the effect of OA in experiments 

has led to such naming. Because a fraction of the 

experiments is chosen in it, each combination is repeated 

in equal numbers, the reason they are named orthogonal 

is that all the columns are examined independently. The 

OAs are denoted by the letter L, which comes from the 

Latin word because the use of OA in experimental 

designs is related to Latin square designs. An OA is 

basically a table whose rows are used for experiments and 

whose columns are used for an RnVr (Table 1). Each of 

the numbers in the table describes the modes of a RnVr. 

OAs are sorted with the symbol OANexp  (NL) 
N

. 

For example, Table 2 is used for a problem with seven 

random variables and eight experiments; each random 

variable has two levels. Generally, must be done 128 

processes, but by using the OA just eight experiments are 

needed. So, the calculation steps will be decreased to 

6.25% of the total steps; this shows the ability and 

Advantage of OA (45, 46). 
 

 

4. IMPROVED TAGUCHI METHOD 
 

The improved Taguchi method is to increase the accuracy 

of the Taguchi method and the flowchart of this method 

TABLE 1. Orthogonal array 𝑶𝑨𝑵𝒆𝒙𝒑  (𝑵𝑳)
𝑵 

Experiment number 
Levels 

RnVr1 RnVr 2 … RnVr N 

1 L11 L12 … L1N 

2 L21 L22 … L2N 

…. …. …. … …. 

𝑁𝑒𝑥𝑝  L𝑁𝑒𝑥𝑝1 L𝑁𝑒𝑥𝑝2 … L𝑁𝑒𝑥𝑝N 

 

 

TABLE 2. Orthogonal array OA827
 

Experiment Level of each variable 

1 1 1 1 1 1 1 1 

2 1 1 1 2 2 2 2 

3 1 2 2 1 1 2 2 

4 1 2 2 2 2 1 1 

5 2 1 2 1 2 2 2 

6 2 1 2 2 1 1 1 

7 2 2 1 1 2 2 1 

8 2 2 1 2 1 1 2 

 

 

is discussed as illustrated in this section. In this method, 

steps 1 to 5 of the Taguchi method, and the Improved 

Taguchi method are exactly repeated, but in the 

following, other steps are also performed. By comparing 

sets 1 and 2, probably some of the same variables will 

have the same levels. These variables are called certain 

variables and other variables are called uncertain 

variables. The reason for this naming is that are being 

obtained the same levels for these variables from two 

different paths, one of the experiments and the other of 

averaging the values obtained from the experiments. 

Certain variables are excluded from the optimization 

process. In the next section, the sixth step, the placement 

process is explained. 
 

4. 1. Placement of Uncertain Variables in the 
Experiment with the Best Value        The experiment 

that has the best result among the experiments performed 

is one of the possible experiments to examine all 

combinations of different variables. Therefore, there may 

be another combination of variables that has a better 

outcome compared to the current best available test. One 

of these more suitable combinations may be the 

combination corresponding to the best experiment, while 

its uncertain variables are placed according to set 2. 

Because the averaging of the obtained results was the 

basis for choosing set 2, the statistical nature of this 

process increases the probability of choosing the optimal 

values for the variables. The certain variables determined 

by the task are removed from the process and only the 

uncertain variables are re-examined. In order to prevent 

the interaction of variables, the process of placing 
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uncertain variables from the second set in the best 

experiment is done individually. If the inserted variable 

causes a better result than the previous variable, we call 

this variable definite and fix it in the best test. Other 

uncertain variables will be placed in the same way. 
 

4. 2. Choosing the Orthogonal Array for the 
Remaining Uncertain Variables       In this stage, 

uncertain variables are optimized by using another 

Taguchi table that is selected for them. If the number of 

remaining variables is small, we test all possible 

combinations. The optimization process continues until 

the optimization completion condition is met. 
 

4. 3. The Differences between the TM and the 
Improved TM          In the TM, finally, the levels of the 

RVs in sets 1 and 2 are placed in the best experiment, and 

each of the two sets that bring a better result is considered 

as the set containing the optimal values. In the improved 

TM, the RVs are divided into two groups of certain and 

uncertain variables. Certain variables are determined and 

removed from the optimization process. While the 

uncertain variables are checked more carefully, this is the 

difference between the improved TM and the TM. Since 

the presented method uses the TM, there is no need to 

prove the convergence towards the optimal point. To 

prevent the interaction of variables, the improved TM 

suggests the placement of individual variables. In this 

paper, the aim is to show the effect of the high precision 

of the simulation results of the Improved TM utilizing the 

Dandelion algorithm. 
 

 

5.DANDELION ALGORITHM 
 

A new swarm intelligence bioinspired optimization 

algorithm that has low computational time and high 

convergence speed has been called the Dandelion 

algorithm (DA) which has been introduced recently (47). 

Dandelion algorithm flowchart is shown in Figure 2. It 

includes three stages, 

1. Growth stage: In this stage, the seeds spiral down from 

a high height due to eddies, or they are driven locally due 

to different climatic conditions. 

2. Descending stage: In this stage, the flying seeds 

decrease their height by continuously adjusting their 

direction.  

3. Landing or sitting stage: In this stage, the seeds 

descend to grow and grow in places they have chosen 

randomly. Using Brownian motions and Levy's random 

walk, the movement path of grains is determined in the 

stages of decline and settlement, respectively. 
 

 

6.OPRD USING IMPROVED TM 
 

In Improved TM every uncertainty is named as a random 

variable (RnVr). In general, the relationship between 
 

 
Figure 2. Dandelion algorithm flowchart 

 

 

input and output RnVr s in a distribution network  is 

expressed according to Equation 18: 

Yin = 𝑓 (Xout) (18) 

The 𝑓 is a nonlinear relation that establishes the 

relationship between Xout and Yin. In OPRD, the factors 

are the same as RnVr s. In OPRD, the number of factors 

is expressed in m and the number of levels in n, and then 

the next mn test must be performed. In this paper, an 

OPRD of a distribution system that includes PV and WT 

DGs is investigated and analyzed using Improved TM 

based on OA. 

In order to solve the OPRD problem:  

(i) The structure and information of the power system 

equipment are important and practical. 

(ii) The input RnVrs are shown by the vector Yin 

according to Equation 18. 

(iii) "Level" means the value below the curve is a 

function of the probability density of incoming RnVr s.  

(iv) Every experiment refers to a load flow, if there are 

several RnVr s, thus the number of load flows will be 

increased, thus the final answer will be obtained after a 

long computational time and several mathematics 

operations. As the above- mentioned advantage of OA, 

thus should be used. The first step in deploying Improved 

TM is to determine the levels of each RnVr. Selecting 

two levels and three levels for each factor requires the 

least and most time and calculations, respectively. In 

Improved TM, levels 1 and 2 are being selected, 

respectively μ - σ and μ + σ. In the TM, the final optimal 

answer is being reached using an optimal experiment 

based on the optimal levels of RnVr s instead of all 

experiments based on OAs. To use this optimal 

experiment, one must first express an index according to 

Equation 19. 
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(19) 𝑌𝑗 = ∑ |𝑓𝑗𝜓 − 𝑓
∗
𝜓
|𝑁𝐿

𝜓   𝑗 = 1،2،3،…     

The second step is to determine the average effect of the 

factors based on Equations 19 to 25. 

The third step is to define the main effect of each 

factor on 𝑌𝑗. These main effects of the factors are being 

calculated according to Equations 26 to 29: 

𝐴̅1 = (𝑌1 − 𝑌2)/2 (20) 

𝐴̅2 = (𝑌3 − 𝑌4)/2 (21) 

𝐵̅1 = (𝑌1 − 𝑌3)/2 (22) 

𝐵̅2 = (𝑌2 − 𝑌4)/2 (23) 

𝐶1̅ = (𝑌1 − 𝑌4)/2 (24) 

𝐶2̅ = (𝑌2 − 𝑌3)/2 (25) 

𝛥𝐴 = (𝐴̅2 − 𝐴̅1) (26) 

𝛥𝐵 = (𝐵̅2 − 𝐵̅1) (27) 

𝛥𝐶 = (𝐶2̅ − 𝐶1̅) (28) 

If the major effect is positive in RnVr or the same factor, 

the second level is considered otherwise. 

It is now shown how to apply the OAs to the OPRD by 

performing the following main steps: 

a)  Determining the input RnVr s. 

b)  Determine the number and values of the levels of 

variables. 

c)  Determine the OA. 

d) Execute OPRD. 

e) Analysis of results. 

𝜇𝑗 =
1

𝑁𝑒𝑥𝑝
∑ 𝑥𝑗𝑖   
𝑁𝑒𝑥𝑝
𝑖=1 , 𝜎𝑗 = [

(∑ 𝑥𝑗𝑖
𝑁𝑒𝑥𝑝
𝑖=1 −𝜇𝑖)

2

𝑁𝑒𝑥𝑝
]   (29) 

xji is the value of the jth output RV for the ith experiment. 
 

 

7. SIMULATION RESULTS 
 

In this study, the 30-bus IEEE standard system has been 

used in order to solve ORPD. This system includes 6 

generators and 80 transmission lines, of which 17 lines 

have a tap changer. Also, three reactive power 

compensating equipment, which are installed in buses 15, 

25, and 53, have been used for compensating. The initial 

active, and reactive power loss of the network without the 

presence of DGs are 22.244 Mvar and 17.59 MW 

respectively. The performance range of the variables is 

given in Table 3 and other network information has been 

obtained from (48). The Improved TM is tested in 

MATLAB and MINITAB software. In this study, there 

are two wind farms in bus 38, 39 and a PV cell in bus 16,  

TABLE 3. Values of μ and σ using other methods 

Entire losses TM Scenario  LHS 2PEM 

μ [MW] 30.5 40.8 52.42 36.3 

σ 11.15 26.1 36.22 12.2 

 

 

which has a nominal capacity of 100 MW. To simulate 

this wind farm and PV cell, data has been received from 

the North Dekta site and the Watford area (49). Figure 3 

shows IEEE 30-bus test system. The results are 

illustrated in Figures 4 and 5 show the converged plot of 

GA, PDO, DO, and PSO algorithms. Any of the 

optimizations have been run in 100 Iteration and more 

information about any optimization algorithms is 

explained below: 

 

7. 1. Genetic Algorithm           This optimization has 

been run in 26 populations and 100 iterations and in 

44.076 (s). The number of the control variables is 13 and 

the percent of crossover is 0.1 and the best value for 

OPRD with GA is 3.891 MVar.  

 

 

 
Figure 3. IEEE 30-bus Test system 

 

 

 
Figure 4. Reactive power optimization with algorithms 
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Figure 5. GA, DO, PDO, PSO Buses Voltage 

 

 

7. 2. Particle Swarm Optimization Algorithm       
This optimization has been run in 26 populations and 100 

iterations and in 21.940 (s). The number of the control 

variable is 13 and the inertia weight is 1 and inertia 

weight damping ratio is 0.99 and personal learning 

coefficient is 1.5 and global learning coefficient is 2 and 

the best value for OPRD with PSO is 2.038 Mvar. 
 

7. 3. Prairie Dog Optimization Algorithm         This 

optimization has been run in 26 populations and 100 

iterations and in 82.830 (s). The number of the control 

variables is 13 and the best value for OPRD with PDO is 

3.584 MVar. 
 

7. 4. Dandelion Algorithm           This optimization has 

been run in 26 populations and 100 iterations and in 

19.996 (s), and the number of the control variables is 13 

and the best value for OPRD with DA is 2.366 MVar 

according to Figure 6. Table 4 shows in terms of optimal 

value the PSO has a minimum value for OPRD and in 

terms of time the DA has a minimum value for OPRD so 

an algorithm that gives the best value in terms of time and 

optimal value for OPRD must be used and must be 

selected, according to Table 4 the PSO has a minimum 

value and maximum time even that time is equal to 

quadruple of DA time, but with pay attention to Table 4, 

the DA has closet value to PSO just with 0.3 MVar 

difference also has minimum time for solving of OPRD 

so the DA should be in OPRD problems. Before the use 

of the algorithms, the reactive power of 30 bus IEEE 

standard network was solved in 0.083(s) was equal to 

22.244, and with paying attention to Table 4, it is 

concluded that the DA has closet time and much 

difference with the reactive power before using the 

optimization algorithms. using DA 20.2 MVar reductions 

will be had in reactive power which will be effective in 

terms of power losses and power transfer for power 

systems. Table 3 shows other probabilistic assessment 

methods such as point estimation, Taguchi, Scenario-

based, and Latin hypercube sampling and their results. 

Flowchart of improved Taguchi method is illustraed 

in Figure 6. 
 

 
TABLE 4. Results of OPRD before and after using the 

algorithms 

Algorithms GA PDO DO PSO OPF 

Time (s) 28.7 99.002 22.119 19.493 0.083 

Reactive 

(MVar) 
3.9611 3.0206 2.0917 2.2106 22.244 

Buses 

Voltages (v) 
0.8429 0.8298 0.8301 2.0410  

Time(sec) 19.207 82.022 18.827 21.940  

 

 

 
Figure 6. Flowchart of improved Taguchi method 

 

 

8. CONCLUSIONS 
 

The loss is an important index for power systems that can 

be controlled by reactive power, thus it is necessary to 

optimize the reactive power by increasing the DGs in 
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power systems. In this paper, the dandelion optimization 

algorithm, and the improved Taguchi method which is 

based on orthogonal arrays have been utilized to solve 

complicated optimal reactive power dispatch problems 

and the modulation uncertainties of DG units, 

respectively. The use of portable systems such as wind 

turbines and photovoltaics as the most used technologies 

has been considered. Moreover, the load and 

uncertainties of wind turbines and photovoltaics have 

been investigated. The results show that the Dandelion 

algorithm has solved the OPRD in minimum time and has 

decreased the reactive power by about 20.2 Mvar which 

will be very good for the power system in terms of power 

losses and other aspects. Thus it is concluded that the 

Dandelion optimization algorithm and the Improved 

Taguchi method are effective, and accurate in solving the 

probabilistic ORPD problem compared with algorithms 

(GA, PDO, and PSO) applied for the ORPD problem. 

 

 

9. REFERENCES 
 

1. Abdel-Fatah S, Ebeed M, Kamel S, Yu J, editors. Reactive power 
dispatch solution with optimal installation of renewable energy 

resources considering uncertainties. 2019 IEEE Conference on 

power electronics and renewable energy (CPERE); 2019: IEEE. 

10.1109/CPERE45374.2019.8980056 

2. Lee K, Han Y. Reactive-power-based robust MTPA control for 

v/f scalar-controlled induction motor drives. IEEE Transactions 
on Industrial Electronics. 2021;69(1):169-78. 

10.1109/TIE.2021.3055183  

3. Saodah S, Kastawan IMW, Yusuf E, Manunggal BP, Maryanti M, 
editors. Simulation of effects of using capacitor for reactive power 

(VAR) compensation on electrical power supply quality. 5th 

FIRST T1 T2 2021 International Conference (FIRST-T1-T2 

2021); 2022: Atlantis Press. 10.2991/ahe.k.220205.029 

4. Fernando M, Gamini D, Naveendra J. Reduction of Reactive 

Power Waste of Inductive Electrical Appliances using Power 
Factor Correction. Vidyodaya Journal of Science. 2021;24(01). 

10.31357/vjs.v24i01.4960  

5. Nazarpour D, Sattarpour T. Assessing the impact of size and site 

of dgs and sms in active distribution networks for energy losses 

cost. International Journal of Engineering, Transactions A: 

Basics. 2015;28(7):1002-10. 10.5829/idosi.ije.2015.28.07a.06  

6. Verma R, Padhy NP. Optimal Power Flow Based DR in Active 

Distribution Network With Reactive Power Control. IEEE 

Systems Journal. 2021.   

7. Polprasert J, Ongsakul W, Dieu VN. Optimal reactive power 

dispatch using improved pseudo-gradient search particle swarm 
optimization. Electric Power Components and Systems. 

2016;44(5):518-32. 10.1080/15325008.2015.1112449  

8. Jan R-M, Chen N. Application of the fast Newton-Raphson 
economic dispatch and reactive power/voltage dispatch by 

sensitivity factors to optimal power flow. IEEE transactions on 

energy conversion. 1995;10(2):293-301. 10.1109/60.391895  

9. Granville S. Optimal reactive dispatch through interior point 

methods. IEEE Transactions on power systems. 1994;9(1):136-

46. 10.1109/59.317548  

10. Terra L, Short M. Security-constrained reactive power dispatch. 

IEEE transactions on power systems. 1991;6(1):109-17. 

10.1109/59.131053  

11. Lee K, Park Y, Ortiz J. A united approach to optimal real and 
reactive power dispatch. IEEE Transactions on power Apparatus 

and systems. 1985(5):1147-53. 10.1109/TPAS.1985.323466  

12. Quintana V, Santos-Nieto M. Reactive-power dispatch by 
successive quadratic programming. IEEE transactions on energy 

conversion. 1989;4(3):425-35. 10.1109/60.43245  

13. Ebeed M, Kamel S, Jurado F. Optimal power flow using recent 
optimization techniques.  Classical and recent aspects of power 

system optimization: Elsevier; 2018. p. 157-83. 

14. ben oualid Medani K, Sayah S, Bekrar A. Whale optimization 
algorithm based optimal reactive power dispatch: A case study of 

the Algerian power system. Electric Power Systems Research. 

2018;163:696-705. 10.1016/j.epsr.2017.09.001  

15. Zhao B, Guo C, Cao Y. A multiagent-based particle swarm 

optimization approach for optimal reactive power dispatch. IEEE 
transactions on power systems. 2005;20(2):1070-8. 

10.1109/TPWRS.2005.846064  

16. Mouassa S, Bouktir T, Salhi A. Ant lion optimizer for solving 
optimal reactive power dispatch problem in power systems. 

Engineering science and technology, an international journal. 

2017;20(3):885-95. 10.1016/j.jestch.2017.03.006  

17. Nguyen TT, Vo DN. Improved social spider optimization 

algorithm for optimal reactive power dispatch problem with 

different objectives. Neural Computing and Applications. 

2020;32(10):5919-50. 10.1007/s00521-019-04073-4  

18. Li Z, Cao Y, Dai LV, Yang X, Nguyen TT. Finding solutions for 

optimal reactive power dispatch problem by a novel improved 
antlion optimization algorithm. Energies. 2019;12(15):2968. 

10.3390/en12152968  

19. Wu QH, Ma J. Power system optimal reactive power dispatch 

using evolutionary programming. IEEE Transactions on power 

systems. 1995;10(3):1243-9. 10.1109/59.466531  

20. Abou El-Ela A, Kinawy A, El-Sehiemy R, Mouwafi M. Optimal 
reactive power dispatch using ant colony optimization algorithm. 

Electrical Engineering. 2011;93:103-16. 10.1007/s00202-011-

0196-4  

21. Shaw B, Mukherjee V, Ghoshal S. Solution of reactive power 

dispatch of power systems by an opposition-based gravitational 

search algorithm. International Journal of Electrical Power & 

Energy Systems. 2014;55:29-40. 10.1016/j.ijepes.2013.08.010  

22. Shaheen AM, El-Sehiemy RA, Farrag SM, editors. A novel 

framework for power loss minimization by modified wind driven 
optimization algorithm. 2018 International Conference on 

Innovative Trends in Computer Engineering (ITCE); 2018: IEEE. 

10.1109/ITCE.2018.8316648 

23. Sakr WS, El-Sehiemy RA, Azmy AM. Adaptive differential 

evolution algorithm for efficient reactive power management. 

Applied Soft Computing. 2017;53:336-51. 

10.1016/j.asoc.2017.01.004  

24. Villa-Acevedo WM, López-Lezama JM, Valencia-Velásquez JA. 

A novel constraint handling approach for the optimal reactive 
power dispatch problem. Energies. 2018;11(9):2352. 

10.3390/en11092352  

25. Mahadevan K, Kannan P. Comprehensive learning particle 
swarm optimization for reactive power dispatch. Applied soft 

computing. 2010;10(2):641-52. 10.1016/j.asoc.2009.08.038  

26. Zhang W, Liu Y. Multi-objective reactive power and voltage 
control based on fuzzy optimization strategy and fuzzy adaptive 

particle swarm. International Journal of Electrical Power & 

Energy Systems. 2008;30(9):525-32. 

10.1016/j.ijepes.2008.04.005  

27. Dai C, Chen W, Zhu Y, Zhang X. Seeker optimization algorithm 

for optimal reactive power dispatch. IEEE Transactions on power 

systems. 2009;24(3):1218-31. 10.1109/TPWRS.2009.2021226  



46                                          M. Najjarpour and B. Tousi / IJE TRANSACTIONS A: Basics  Vol. 37 No. 01, (January 2024)   37-47 

 
28. Sulaiman M, Rashid MM, Aliman O, Mohamed M, Ahmad A, 

Bakar M. Loss minimisation by optimal reactive power dispatch 

using cuckoo search algorithm. 2014. 10.1049/cp.2014.1479  

29. Yan W, Lu S, Yu DC. A novel optimal reactive power dispatch 
method based on an improved hybrid evolutionary programming 

technique. IEEE transactions on Power systems. 2004;19(2):913-

8. 10.1109/TPWRS.2004.826716  

30. Khazali A, Kalantar M. Optimal reactive power dispatch based on 

harmony search algorithm. International Journal of Electrical 

Power & Energy Systems. 2011;33(3):684-92. 

10.1016/j.ijepes.2010.11.018  

31. Mandal B, Roy PK. Optimal reactive power dispatch using quasi-
oppositional teaching learning based optimization. International 

Journal of Electrical Power & Energy Systems. 2013;53:123-34. 

10.1016/j.ijepes.2013.04.011  

32. Bhattacharya A, Chattopadhyay PK. Solution of optimal reactive 

power flow using biogeography-based optimization. International 

Journal of Electrical and Computer Engineering. 2010;4(3):621-

9. 10.5281/zenodo.1057965  

33. Heidari AA, Abbaspour RA, Jordehi AR. Gaussian bare-bones 

water cycle algorithm for optimal reactive power dispatch in 
electrical power systems. Applied soft computing. 2017;57:657-

71. 10.1016/j.asoc.2017.04.048  

34. Gafar MG, El-Sehiemy RA, Hasanien HM. A novel hybrid fuzzy-
JAYA optimization algorithm for efficient ORPD solution. IEEE 

Access. 2019;7:182078-88. 10.1109/ACCESS.2019.2955683  

35. Jahangir MH, Eslamnezhad S, Mousavi SA, Askari M. Multi-year 
sensitivity evaluation to supply prime and deferrable loads for 

hospital application using hybrid renewable energy systems. 

Journal of Building Engineering. 2021;40:102733. 

10.1016/j.jobe.2021.102733  

36. Zhang Y, Wang L, Ding H, Zhu Y, Hu Q, Lv Z, editors. An 

overview of virtual power plant prospects from the perspective of 
optimal scheduling, market bidding and transient analysis. 2021 

IEEE Sustainable Power and Energy Conference (iSPEC); 2021: 

IEEE. 10.1109/iSPEC53008.2021.9735631 

37. Shi Y, Tuan HD, Savkin AV, Lin C-T, Zhu JG, Poor HV. 

Distributed model predictive control for joint coordination of 

demand response and optimal power flow with renewables in 
smart grid. Applied Energy. 2021;290:116701. 

10.1016/j.apenergy.2021.116701  

38. Ranjbar A, Vig S, Sharma K. Performance Analysis of Grid 
Connected Distributed Generation Sources (DGS) Using ETAP.  

Cognitive Informatics and Soft Computing: Springer; 2022. p. 

105-14. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

39. Hosseini Mola J, Barforoshi T, Adabi Firouzjaee J. Distributed 
generation expansion planning considering load growth 

uncertainty: A novel multi-period stochastic model. International 

Journal of Engineering, Transactions C: Aspects. 

2018;31(3):405-14. 10.5829/ije.2018.31.03c.02  

40. Abd-El Wahab AM, Kamel S, Hassan MH, Mosaad MI, 

AbdulFattah TA. Optimal Reactive Power Dispatch Using a 
Chaotic Turbulent Flow of Water-Based Optimization Algorithm. 

Mathematics. 2022;10(3):346. 10.3390/math10030346  

41. Kumar L, Kar MK, Kumar S. Statistical analysis based reactive 
power optimization using improved differential evolutionary 

algorithm. Expert Systems. 2023;40(1):e13091. 

10.1111/exsy.13091  

42. Ali MH, Soliman AMA, Adel AH. Optimization of Reactive 

Power Dispatch Considering DG Units Uncertainty By Dandelion 
Optimizer Algorithm. International Journal of Renewable Energy 

Research (IJRER). 2022;12(4):1805-18. 

10.20508/ijrer.v12i4.13573.g8606  

43. Gholami M, Sanjari MJ. Optimal Operation of Multi-Microgrid 

System Considering Uncertainty of Electric Vehicles. 

International Journal of Engineering, Transactions B: 

Applications. 2023;36(8). 10.5829/ije.2023.36.08b.01  

44. Peiravi M, Domiri Ganji D. Generating electrical power using 

movement of various vehicles in new lighting base. International 
Journal of Engineering, Transactions B: Applications. 

2022;35(2):387-96. 10.5829/ije.2022.35.02b.15  

45. Najjarpour M, Tousi B, Jamali S. Loss Reduction in Distribution 
Networks With DG Units by Correlating Taguchi Method and 

Genetic Algorithm. Iranian Journal of Electrical and Electronic 

Engineering. 2022;18(4):1.   

46. Najjarpour M, Tousi B, editors. Loss Reduction of Distribution 

Network by Optimal Reconfiguration and Capacitor Placement 

Using Cuckoo and Cultural Algorithms. 2023 8th International 
Conference on Technology and Energy Management (ICTEM); 

2023: IEEE. 10.1109/ICTEM56862.2023.10083643 

47. Zhao S, Zhang T, Ma S, Chen M. Dandelion Optimizer: A nature-
inspired metaheuristic algorithm for engineering applications. 

Engineering Applications of Artificial Intelligence. 

2022;114:105075. 10.1016/j.engappai.2022.105075  

48. Eberhart R, Kennedy J, editors. A new optimizer using particle 

swarm theory. MHS'95 Proceedings of the sixth international 

symposium on micro machine and human science; 1995: Ieee. 

10.1109/MHS.1995.494215 

49. Solc J, Botnen BW. JV Task 99-Integrated Risk Analysis and 

Contaminant Reduction, Watford City, North Dakota. Univ. of 

North Dakota, Grand Forks, ND (United States); 2007. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



M. Najjarpour and B. Tousi / IJE TRANSACTIONS A: Basics  Vol. 37 No. 01, (January 2024)   37-47                                        47 

 

 

 

COPYRIGHTS 

©2024  The author(s). This is an open access article distributed under the terms of the Creative Commons 

Attribution (CC BY 4.0), which permits unrestricted use, distribution, and reproduction in any medium, as long 

as the original authors and source are cited. No permission is required from the authors or the publishers . 

 

 

 

 

Persian Abstract 

 چکیده 
 ی تصادف  یتماه  یلها رشد کرده و به دل DG ، استفاده ازفسیلی  و کاهش منابع سوخت  یستز  یطمح  یآلودگ  ین،زم  یشگرما  یشافزا  یت،امروزه با توجه به رشد روزافزون جمع 

  یداری،قدرت مانند تلفات، پا  های  یستمو کنترل س  یریتمد  ی در شاخص ها  یهنقش قابل توجّ  یواست. توان راکت  ییرقدرت در حال تغ   یها  یستمها، عملکرد متعارف س  آن

به    یدبا  یوتوان راکت  یساز  ینهو به  یمدل ساز  ینبه حداقل رساند و کنترل کرد. بنابرا  یتوان به راحت  یمعمولاً شاخص تلفات را م  یانم  یندارد که در ا  یتو امن  یناناطم  یتقابل

و   شودیمحدود شده استفاده م یرخطیغ ینهبه یوتوان راکت یعحل مسئله توز یبه نام قاصدک برا یدجد یفراابتکار یتمالگور یکمقاله از  ینانجام شود. در ا یح و صح یقطور دق

اعمال شده با  ینهبه یوتوان راکت  یعتوز یتماستفاده شده است. الگور DG یواحدها یتعدم قطع  یسازمدل یمتعامد برا هاییهبر آرا یمبتن یافتهبهبود  یاز روش تاگوچ ینهمچن

  یر با سا  یسهاعمال شده در مقا  یتمالگور ی دهد که زمان محاسبات  ی نشان م یجنتا ینشود. ا  یم  یید و تا  یشآزما    IEEE باسه  30 قدرت تست استاندارد   ی ها  یستماستفاده از س 

 یتست شده و معرف یتمقدرت با الگور یستمس ات تلف یندهد. همچن یکاهش م Mvar 2.366به   22.244را از  یومقدار را دارد و توان راکت ینمورد استفاده کمتر یها یتمالگور

  ین حل ا  یبرا (PDO) یسگ دشت  سازیینه به  یتمو الگور (PSO) ازدحام ذرات   سازی ینهبه  یتم، الگور(GA)   یکژنت  یتم. الگوریابد  یکاهش م  یقابل توجه  یزانشده به م

 .اندمشکل استفاده شده
 
 

 

 


