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A B S T R A C T  
 

 

The web and social media are overcrowded with news pieces in terms of amount and diversity. Document 
clustering is a useful technique that is widely used in organizing and managing data into smaller groups. 

One of the factors influencing the quality of clustering is the way documents are represented. Some 
traditional methods of document representation depend on word frequencies and create sparse and large-

sized document vectors. These methods cannot preserve proximity information between documents. In 

addition, neural network-based methods that preserve proximity information suffer from poor 
interpretability. Conceptual text representation methods have overcome the shortcomings of previous 

methods, but semi-supervised text clustering does not currently use concept-based document 

representation. This paper presents a two-level semi-supervised text clustering method that uses labeled 
and unlabeled data simultaneously to achieve higher clustering quality. In the first level, documents are 

represented based on the concepts extracted from the raw corpus. Second, the semi-supervised clustering 

process applies unlabeled data to capture the overall structure of the clusters and a small amount of labeled 
data to adjust the center of the clusters. Experiments on the Reuters-21578 and BBC News data collections 

show that the proposed model is superior to other semi-supervised approaches in both text classification 

and text clustering. 

doi: 10.5829/ije.2021.34.12c.10
 

 
1. INTRODUCTION1 
 
News documents on web pages as well as social networks 

are the main source of textual data due to the widespread 

use of Internet [1]. News articles flood the web every day 

through many major or minor news portals around the 

world. As the amount of online information resources 

increases rapidly, so does the content of available online 

news [2]. To analyze a large number of documents, text 

clustering is applied, which is a method of dividing a group 

of documents into different clusters based on content 

similarity [3]. This method has many applications in news 

recommender systems [4-5], news classification, emotion 

analysis [6], text summarization [7], etc. 

The clustering function relies mainly on the 

representation of documents that aims to convert raw 
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documents into numerical vectors. The most common way 

to represent a document, known for its interpretability and 

intuition, is the Bag-of-Words method [8], which 

represents a document vector with its word frequencies. 

However, although it is easy to interpret, it suffers from 

unreasonable dimensions. Deep neural network methods 

such as Convolutional Neural Networks (CNNs) [9] and 

Doc2Vec [10] create reasonable dimensional vectors to 

represent documents. Nevertheless, the resulting 

representations are not easy to interpret because the 

constituent values of the document vector are calculated 

through complex neural network weight structures. 

Clustering is a primary method for discovering the 

natural structure of unlabeled data [11]. One of the newest 

methods is the use of labeled data to improve the 

performance of unsupervised clustering [12]. The basic 
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idea is that unlabeled data form the overall structure of the 

clusters, and some labeled data set the center of the clusters. 

This method uses both labeled and unlabeled data, called 

semi-supervised clustering [13]. Nowadays many semi-

supervised clustering methods have been proposed for 

various applications. In clustering methods such as SOM 

[14] and Naïve Bayes Expectation-Maximization  [15], 

unlabeled data is first labeled, and then these new labeled 

data and the original labeled data train the model. But it is 

not clear how much data needs to be re-labeled and how 

reliable it is. 

To solve these problems, we introduce a new two-level 

method for semi-supervised documents clustering, which 

makes full use of labeled and unlabeled data, while 

maintaining proximity information and high 

interpretability of documents. The words are represented  in 

vectors using the Word2Vec [16] algorithm to utilizing the 

semantic similarity of the continuous space. In the first 

level, similar word vectors are grouped into clusters. In the 

second level, documents are represented based on these 

clusters. This proposed method can obtain the underlying 

components of documents while maintaining their 

interpretability. A semi-supervised clustering algorithm is 

applied on the documents in the new space to obtain the 

final document clusters. Because the model is explicable, it 

provides humans deeper understandings of texts and more 

explicit operation logic for reasoning. 

This paper is organized as follows. In section 2, some 

related works of document representation and semi-

supervised clustering are reviewed. Our proposed concept-

based model for semi-supervised document clustering is 

presented in section 3. Section 4 presents the datasets used 

and the experimental results, and detailed analyses are 

presented in section 5. Ultimately, our work is concluded 

in section 6. 

 

 
2. RELATED WORKS 

 
2. 1. Text Representation              The Bag-of-Words 

(BoW) method has limitations such as large dimensionality 

and suffering from sparsity. Some succeeding 

representation techniques, such as Latent Semantic 

Analysis (LSA) [17]  diminishes the term-document matrix 

into a low dimension matrix. Although it works more 

efficiently than the BoW method, it diminishes the matrix 

in linear space and fails to identify the non-linear semantic 

similarities between the words. The Word2Vec [18], a two-

layer neural network, is a model for transforming large text 

into a multidimensional vector space. As the name implies, 

by training neural network weights, each word in the raw 

corpus is represented as a unique vector that can maintain 

a semantic similarity between words. One of the most 

important contributions of Word2Vec is that words that 

occurred in a similar context will be close in embedded 

space and will preserve the semantic similarities between 

the words. Also, while high dimensions and sparsity are 

weaknesses of BoW, the vectors produced by Word2vec 

have reasonable, optimal, and dense dimensions. For this 

reason, many machine learning and text data mining 

problems can be solved through Word2Vec [19]. 

Le et al. [10] proposed the Doc2Vec model, which 

utilizes textual information from words and paragraphs 

mutually to obtain the representation of texts in a 

continuous vector space. Due to the fewer dimensions of 

the produced document vectors, it is more effective than 

BoW. In addition, research has shown that Doc2Vec is 

more effective than Word2Vec in solving clustering 

problems [20]. Nevertheless, low interpretability and 

unclear logic behind document vectors' generation 

procedure are the problems of the Doc2Vce method. 

In this study, the documents are represented based on 

the concepts in the text. In this regard, Kim et al. [16] 

proposed the Bag-of-Concepts (BoC)  method. It creates 

concepts through clustering word vectors generated by 

Word2Vec. Then, the document vector is formed 

considering the frequency of concepts in the documents. 

But this method does not suggest a solution for text 

clustering. Jia et al. [21] used the concept decompositions 

method to cluster short texts. They presented a 

decomposition approach to obtain concept vectors that 

generate by identifying the semantics of word communities 

in a weighted word co-occurrence network extracted from 

the short text set. 

Lee et al. [22] proposed a new way for representing 

documents. Their method is based on concepts that 

automatically receive appropriate conceptual knowledge 

from an external knowledge base and then conceptualizes 

the words and terms of the documents with a probabilistic 

approach. Their method, using an external knowledge base, 

provides a better understanding of document representation 

for humans. They also diminish concept ambiguity through 

clustering concepts with related meanings to improve the 

BoC algorithm. To evaluate the performance of the 

proposed method, their model is evaluated in the field of 

document classification. 

 

2. 2. Semi-Supervised Clustering            Semi-supervised 

clustering is considered an alternative to conventional 

unsupervised methods. A complete review of some semi-

supervised clustering algorithms is presented by Zhu et al. 

[23]. 

In a study, Dara et al. [14] used self-organizing map 

(SOM) for semi-supervised clustering of texts. First, 
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unlabeled texts are labeled, and then these texts, along with 

the previously labeled texts, are used to train the classifiers. 

However, their proposed method does not specify how 

much re-tagging of unlabeled data is required, which is one 

of the disadvantages of this method. A combination of 

Naive Bayes and Expectation Maximization (NBEM) 

algorithms for semi-supervised clustering was also 

presented [15]. This model repeatedly tags unlabeled data 

in a loop and uses this newly labeled data to retrain the 

model. Basu et al. [24] suggested MCP KMEANS, a 

method that merges two similarity-based and search-based 

clustering approaches. Although a combination of these 

two approaches may enhance clustering quality, their 

objective function may fall to a local minimum.  Zhang et 

al. [25] designed an algorithm named TESC for text 

classification using semi-supervised clustering. The main 

difference between this method and other semi-supervised 

methods is that this method uses labeled and unlabeled 

documents together. The TESC algorithm assumes that the 

document set consists of several components and uses a 

clustering process to obtain these text components. After 

clustering, the process of classifying test documents is 

based on calculating the distance to the clusters' centroids. 

Lee et al. [26] proposed a distributed method for semi-

supervised documents clustering similar to the TESC 

algorithm. The difference between this method and the 

TESC method is that clustering is distributed and 

performed by several sub-algorithm simultaneously. The 

results are then collected from sub-clusters. The advantage 

of this method is higher speed and accuracy that can 

compete with the TESC method. Gan et al. [27] state that 

prior knowledge can reduce the quality of semi-supervised 

clustering if incorrectly collected. The basic premise is that 

when the label of a labeled sample is identified as risky, the 

predictions of the labeled instance and the nearest 

homogeneous unlabeled instances should be similar. This 

is performed through unsupervised clustering then creating 

a local graph to model the similarities between the labeled 

and the nearest unlabeled instances. 

In another algorithm, document clustering using 

automatic generation constraints is applied to classify 

documents [28]. The intrinsic structure of the text data is 

analyzed using a partial clustering algorithm. The 

clustering algorithm allows reaching a set of must-

link/cannot-link constraints that can be applied in semi-

supervised clustering. Constraints are then considered as a 

semi-supervision factor in a hierarchical clustering 

algorithm. 

Lu et al. proposed a method that uses concept 

factorization to improve document clustering performance 

with supervisory data [29]. This approach involves 

pairwise penalty and reward constraints on conceptual 

factorization, which can guarantee that the data points of a 

cluster in the main space are still in the same cluster in the 

converted space. 

In this paper, we present a method that uses labeled and 

unlabeled data simultaneously; however, our method is 

different from earlier approaches as well as the TESC 

method. In the TESC method, most data are labeled and 

only less than 3% of the data are unlabeled. In the proposed 

method of this research, large fractions of data are 

unlabeled and only a limited number of labeled data are 

used. This difference significantly reduces the cost of data 

tagging in real-world applications. In addition, most of the 

mentioned semi-supervised document clustering methods 

neglect the issue of document representation, which can 

greatly affect the clustering results. In this paper, a semi-

supervised document clustering algorithm based on the 

conceptual representation of documents is presented that 

can be used in a variety of applications. 

 

 
3. THE PROPOSED METHOD 
 
This paper introduces an innovative semi-supervised 

clustering approach for news documents based on their 

conceptual representation. It is assumed that the input 

document set is split into unlabeled and labeled documents. 

Each document is constituted of a set of words. The purpose 

is to reach a clustering model 𝐶 =  {𝐶1, … , 𝐶𝑚} of the 

documents, such that ⋃ 𝐶𝑖 = 𝐷1≤𝑖≤𝑚  and 𝐶𝑖 ∩ 𝐶𝑗 = ∅ (1 ≤

𝑖 ≠ 𝑗 ≤ 𝑚), 𝑤ℎ𝑒𝑟𝑒(𝐷) = 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑠𝑒𝑡. 

Figure 1 presents the complete training procedure of the 

suggested model, expressed in terms of three steps: 

preprocessing, document representation, and clustering. 

This method, which represents documents based on their 

constituent concepts, takes advantage of the simultaneous 

use of both labeled and unlabeled data types for document 

clustering. In the following sections, we describe in detail 

all three steps of the proposed model.  

 
3. 1. Text Preprocessing              Initially, documents are 

tokenized after removing stop-words and pre-processing 

the texts. The word embedding model Word2Vec [30] is 

utilized to train word relationships from the input document 

set. The tokenized words of documents set are employed as 

an input for training the Word2Vec model. Consequently, 

each token in the words set (𝑊) is:  

represented with a dense vector in the embedded space. The 

most notable contribution of the Word2Vec neural network 

model is that words that occur in a similar text are placed 

close to each other in the embedded space, after clustering 

these embedded words, words with related meanings are 



S. M. Sadjadi et al. / IJE TRANSACTIONS C: Aspects  Vol. 34, No. 12, (December 2021)     2648-2657                                              2651 

 
Figure 1. Proposed document clustering model 

 

 

placed in the same cluster and concept, which helps to 

maintain semantic relationships between words. 
 

3. 2. Documents Representation         Documents 

representation is based on the concepts extracted from the 

data corpus. In the document representation stage, firstly a 

set of concepts are extracted from the set of words 𝑊, such 

that each concept consists of an exclusive set of words. The 

main idea for deriving concepts is to implement a clustering 

algorithm on a set of words (𝑊) to group it into several 

clusters, each of which represents a concept. Following the 

construction of the concepts, each document is represented 

by a vector formed by concepts (𝑑). 
The Spherical K-Means clustering algorithm 

employing the cosine distance is applied to cluster word 

vectors. The procedure of the Spherical K-Means algorithm 

is the same as the K-Means clustering algorithm and it 

assigns each data to a cluster with a predetermined value 

for the number of clusters, and updates each cluster center 

according to the cluster data membership in the previous 

iteration. Since Word2Vec maximizes the cross-product of 

embedded vectors and context vectors, the cosine distance 

has been used as the proper criterion for clustering nearby 

word vectors into a common cluster and measuring 

distances between word vectors in semantic space.  

Each cluster created by Spherical K-Means clustering is 

considered as a concept. Document vectors are constructed 

using these concepts. Words with similar meanings are 

divided into the same cluster according to the clustering 

efficiency and semantic space trained by the Word2Vec. 

Therefore, each word in the text corpus will be regarded as 

a concept's member. Because each word may be present in 

many documents, it is not a proper discriminator for 

machine learning applications [31], so Concept Frequency 

- Inverse Document Frequency (CF-IDF) Equation (1) is 

applied to the produced word vectors to eliminate the 

unfavorable effects of common words between concepts. 

𝐶𝐹 − 𝐼𝐷𝐹(𝑐𝑖 , 𝑑𝑗 , 𝐷) =  𝐶𝐹(𝑐𝑖 , 𝑑𝑗) × log 
|𝐷|

|𝑑 ∈ 𝐷 ; 𝑐𝑖  ∈  𝐷|
 

𝑤ℎ𝑒𝑟𝑒 (𝑐𝑖 , 𝑑𝑗 , 𝐷) =  (𝐶𝑜𝑛𝑐𝑒𝑝𝑡𝑖, 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑗 , 𝐶𝑜𝑟𝑝𝑢𝑠) 

(1) 

The number of concepts and consequently the length of 

document vectors are arbitrary and defined by the user 

considering the processing complexity and storage 

constraints. It may also be determined experimentally 

according to the dataset. In this regard, the clustering 

accuracy may be evaluated for an increasing number of 

concept. As reported later in the experiments, it is observed 

that after a certain value, the accuracy does not change 

significantly. This value can determine number of 

concepts. After extracting the document vectors, it is time 

to cluster the documents. For this purpose, the clustering 

algorithm is implemented on the conceptual vectors of 

documents. 

 

3. 3. Semi-supervised Clustering             Once the 

documents have been created based on the conceptual 

representation, it is time to cluster the constructed 

document vectors. In the clustering process, two documents 

with similar concepts are expected to have the same 

vectors. In this step, which uses both unlabeled and labeled 

data types, labeled documents are used as supervisors of the 

clustering process. Labeled and unlabeled document 

vectors are entered as input to the semi-supervised 

clustering algorithm. Spherical K-Means clustering is used 

to partition vectors. The resulting clusters may contain data 

from several different labels, so in a purification process 

described below, the gross clusters are broken down into 

smaller pure clusters. 
Based on the data labels in each cluster, the proposed 

algorithm decides whether the cluster needs to be purified 

or is already pure. Also, the decision on how many smaller 

clusters to break the gross cluster is one of the tasks of the 

clustering algorithm, which is performed according to the 
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following purification procedure which is repeated until all 

clusters have a label: 

1. The cluster contains data from only one label: the 

cluster is transferred to the final clustering result. 

2. The cluster contains both unlabeled data and data 

from one label: The label of labeled data is selected as the 

cluster label. 

3. The cluster contains several different labels: The 

cluster is divided into the number of labels and each of 

these sub-clusters contains only one type of data label. 

4. The cluster contains several labels and unlabeled 

data: Purification is performed according to procedure 3, 

with the difference that unlabeled data will also have a 

separate sub-cluster. 

5. The cluster is composed entirely of unlabeled data: 

Using the cosine distance, the nearest center of the labeled 

cluster is selected and its label is assigned as the label of 

this unlabeled cluster. 

Once the purification is complete, all clusters will have an 

appropriate label. 

After the document vectors are clustered using the 

semi-supervised clustering described in Figure 1, the 

document output clusters are identified as components of 

the text corresponding to the document categories. Each of 

these clusters is labeled and can be used in the test data 

clustering process. Each test data uses the cosine distance 

to find the nearest center of the cluster and chooses the label 

of that cluster as its label.  

The method proposed in this research has the following 

contributions: 

Previous methods of document representation have 

disadvantages such as not maintaining non-linear semantic 

relationships between words. Also, neural network-based 

methods such as Doc2Vec suffer from low interpretability. 

The method proposed in this paper is based on the 

conceptual representation of documents, in addition to 

maintaining non-linear relationships, has high 

interpretability and intuition. Since the proposed method is 

a semi-supervised clustering method, large amounts of data 

can be clustered and categorized with acceptable accuracy 

with low overhead and low cost. This point is beneficial in 

the application of social networks and stream data where 

the amount of unlabeled data is large. One of the most 

important advantages of this method over deep learning 

methods is that, unlike deep learning networks, the logic of 

the proposed method is clear, and with the addition of new 

data, there is no need to re-train the model. 

3. 4. Complexity Analysis          Since the proposed model 

consists of two levels, the time complexity of each level is 

calculated separately and the training total time complexity 

is obtained from the sum of these two values. At the first 

stage, to form the concept vectors of documents, due to the 

existence of the Word2Vec model, the time complexity 

value is equal to 𝑂 (𝑁 ∗ log(𝑉)), where 𝑁 is the total 

corpus size and 𝑉 is the unique-words vocabulary count 

[17]. Also, the time complexity of the concept extraction 

part is equal to 𝑂(𝑡𝑘𝑉), where 𝑡 is the number of iterations 

of the algorithm, and  𝑘 is the number of concepts. 

In the second step, the semi-supervised clustering 

algorithm is calculated with time complexity 𝑂(𝑡′𝑚𝑁 +
𝑁), where 𝑡′ is the number of iterations of the algorithm, 

and 𝑚 is the number of final clusters. As a result, the overall 

time complexity of the architecture presented in this 

method is a maximum of 𝑂( 𝑁 ∗ log(𝑉) + 𝑡𝑘𝑉 +  𝑡′𝑚𝑁 ). 
 

 

4. DATASET 
 

In this paper, two datasets consisting of news documents 

are used to evaluate the proposed model. The Reuters-

21578 news dataset includes a collection of news items 

published on the news agencies' websites. The Reuters-

21578 set of documents is related to the news that was 

published on the Reuters website in 1987, which was 

collected by Reuters’ staff in 1991. In this study, 2110 

documents from four different categories are chosen as 

"agriculture" (571 documents), "crude" (580 documents), 

"trade" (483 documents), and "interest" (476 documents) 

are randomly selected after deleting the uncommon words.  

The second dataset is the BBC News documentation, 

which includes 2,225 news documents published from 

2004 to 2005, and was compiled in five categories in 2006. 

In this study, all 2225 documents from five different 

categories are chosen as follows: "tech" (401 documents), 

"sport" (511 documents), "politics" (417 documents), 

"entertainment" (386 documents), and "business" (510 

documents). 

Some common natural language pre-processing tasks, 

such as case folding (converting uppercase to lowercase 

letters), removing punctuations, removing stop-words, and 

tokenization, are applied to the document collection. For 

fast Word2Vec training, words that have occurred less than 

5 times in the entire datasets are removed. 
 

 

5. EXPERIMENTS 
 
Various experiments have been designed and performed to 

observe the performance of the proposed model. The 

proposed model is compared with K-Means, Bag-of-

Concepts (BoC) [16], TESC (BoW) [25], and Doc2Vec 

[10]. To compare, there is a need for criteria to measuring 

the efficiency of the mentioned methods, which are 

described in the following. 
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The Normalized Mean Squared Error (NMSE) criterion 

expresses the quality of the clustering performed. This 

criterion calculates the average squares of the errors, and 

the normalized numerical value gives an output between 0 

and 1, and smaller values show a lower variance within the 

cluster. The NMSE metric is defined in Equations (2) and 

(3), in which 𝜇 is the set of cluster centers, 𝑋 is the set of 

data points,  and 𝜇𝑐𝑖
 is the cluster centroid of the data point 

𝑥𝑖. 

𝑀𝑆𝐸 (𝑋, 𝜇) =  
1

𝑁
∑ (𝑥𝑖 − 𝜇𝑐𝑖

)2
𝑖   (2) 

𝑁𝑀𝑆𝐸(𝑋, 𝜇) =
1

𝑁
 
∑ (𝑥𝑖−𝜇𝑐𝑖

)2
𝑖

∑ (𝑥𝑖)2
𝑖

  (3) 

The Normal Mutual Information (NMI) is a cluster 

criterion that evaluates the quality of data clustering 

according to their pre-given labels. The NMI evaluates how 

the clustering algorithm can reconstruct the original data 

labels [32]. This criterion can be used when the data label 

is available. The output of this numerical criterion is in the 

range [0,1], which shows the statistical similarity between 

the labels of the generated clusters and the original labels 

of the data. A value of zero indicates a failed cluster 

assignment, while values close to one indicate that 

clustering can recreate real data classes. The NMI criterion 

shows better performance in presenting the quality of 

clusters than the entropy criterion. This is because the 

entropy criterion depends on the number of clusters, and 

the higher the number, the better the entropy criterion. But 

the NMI standard is not like this and does not necessarily 

increase as the number of clusters increases. Equation (4) 

shows the mathematical definition of this criterion. 

𝑁𝑀𝐼 =  
𝐼(𝐶;𝐾)

(𝐻(𝐶)+𝐻(𝐾))/2
  (4) 

𝐼(𝑋; 𝑌)  =  𝐻(𝑋)  −  𝐻(𝑋|𝑌)  (5) 

Equation (5) is the mutual information between the random 

variables 𝑋 and 𝑌 , 𝐻(𝑋) is the Shannon entropy of 𝑋, 

𝐻(𝑋|𝑌) is the conditional entropy of 𝑋 given 𝑌, 𝐶 is the set 

of class labels and 𝐾 is the set of cluster labels. 

In this paper, not only the quality of the generated 

clusters is evaluated, but also the real application of this 

method in the classification of news documents is 

evaluated. For this purpose, the classification accuracy 

criterion is introduced, which is a criterion that expresses 

the performance of a classifier with a percentage value. 

This value shows that of all the test data, how many data 

are rightly classified. By dividing the number of rightly 

classified samples by the total number of samples, the 

amount of accuracy is obtained. Equation (6) shows the 

measure of accuracy. In this regard, 𝑦�̂� is the class 

prediction for example 𝑙. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
∑ 1(𝑦�̂�=𝑦𝑖)𝑖

|𝑋|
  (6) 

 

5. 1. Results 
5. 1. 1. Effect of the Number of Concepts           In 

document representation, the number of concepts 

determines the length of the document vector. Therefore, it 

would have a significant effect on the performance quality 

of the proposed model. The performance of the proposed 

model, in terms of clustering quality and classification 

accuracy, when the number of concepts varies, is shown in 

Table 1. According to the results of this table, the best 

performance occurs when the number of concepts is 300 

and after that, there is no noticeable increase in both 

clustering and classification accomplishments. Compared 

to BoW method, which depends on the number of words in 

the text, a significant improvement in classification 

accuracy is observed. Also, compared to BoC method, 

which displays the text conceptually, it is observed that 

with the addition of labeled documents, the proposed model 

shows its superiority. In subsequent experiments, the length 

of the document vector is assumed to be 300. 
 

5. 1. 2. Effect of Window Size           In the suggested 

model, to maintain nonlinear semantic relations between 

words, a word embedding method Word2Vec is used. 

Word2Vec neural network training depends on parameters 

that one of the most important parameters is the size of the 

window. At each stage of the neural network training, a 

slider window is moved on the text so that the words in this 

window can be used as input and output of the neural 

network. Experiments have shown that the larger the 

window size, the model would be trained better, and the 

generated word vectors would be more effective as a result 

of clustering. 

Tables 2 and 3 examine the effect of window size 

changes on clustering quality and document classification 

accuracy. As shown in Tables 2 and 3, the performance of 

the proposed model improves as expected by increasing the 

window size. This performance improvement is obtained 

because the neural network encounters more words at each 

stage and can predict output more likely. Semantic 

relationships between words are more discovered and have 

a significant effect on the weight of the neural network. In 

this experiment, 80 percent of data is used for training with 

200 labeled documents. 

The values mentioned for NMI and NMSE indicate that 

as the window size increases in word embedding, the  
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quality of the clusters also improves. For example, in Table 

2 (Reuters-21578), when the window size changes from 4 

to 20, the NMI value increases from 0.274 to 0.33, which 

indicates better quality. The mean squared error also shows 

a decreasing trend. As the evaluation metrics are negligibly 

improved in larger window sizes, in order to avoid 

additional overhead and reduce the time complexity, a 

window size of 8 is considered to train the Word2Vec 

model in subsequent experiments. 

 

 

 
TABLE 1. Performance of the proposed model when the number 

of concepts varies - (Reuters-21578) 

Number of 

Concepts 
100 200 300 400 500 600 

Proposed Model 
Classification 

Accuracy (%) 
69.33 74.20 76.32 76.12 77.02 77.13 

BoC 
Classification 

Accuracy(%) [16] 
66.31 

TESC (BoW) 
Classification 

Accuracy (%) [25] 
62.65 

Proposed Model 

Clustering NMSE 
0.124 0.114 0.106 0.107 0.105 0.103 

BoC Clustering 

NMSE [16] 
0.1340 

TESC (BoW)  

Clustering NMSE 

[25] 

0.1803 

 

 
TABLE 2. Performance of the proposed model when the size of 

the window varies - (Reuters-21578) 

Window Size 4 8 20 

Classification Accuracy 63.9 % 67% 72% 

NMI 0.274 0.33 0.38 

NMSE 0.1191 0.1031 0.1007 

 

 

 
TABLE 3. Performance of the proposed model when the size of 

the window varies - (BBC News) 

Window Size 4 8 20 

Classification Accuracy 74.5 % 76.7% 76.8% 

NMI 0.421 0.449 0.511 

NMSE 0.1038 0.0961 0.0904 

TABLE 4. NMI scores of news document clustering for proposed 

model compared with K-Means, TESC (BoW), and Doc2Vec at 

the various percentage of labeled documents – (Reuters-21578) 

The 

percentage of 

labeled 

documents (# 

of labeled 

documents) 

4% 

(100) 

9% 

(200) 

14% 

(300) 

18% 

(400) 

22% 

(500) 

27% 

(600) 

K-Means 0.198 0.261 0.305 0.342 0.367 0.345 

TESC [25] 0.165 0.189 0.306 0.397 0.413 0.388 

Doc2Vec [10] 0.243 0.292 0.362 0.375 0.413 0.421 

Proposed model 0.331 0.370 0.435 0.457 0.460 0.481 

 

 

5.1.3. Effect of the Number of Labeled Documents 
Another factor influencing the quality of semi-supervised 

text clustering is the number of labeled documents. To 

observe the effects of labeled data on the quality of 

clustering, an experiment is designed in which the number 

of labeled data changes though the number of unlabeled 

data is kept constant. In this analysis, 80% of the documents 

are used for training and the remaining 20% for testing. 

Tables 4 and 5 show the NMI values of proposed model 

clustering for various numbers of labeled documents 

compare to other methods when the number of unlabeled 

documents is fixed. 
Clustering with the proposed model on Reuters-21578 

is of better quality than other methods. It is also noteworthy 

that as the number of labeled documents increases, the NMI 

value and therefore the clustering quality increases 

significantly. For example, in a case, when 9% of all 

documents are labeled (200 documents), the value of The 

proposed method is 0.370, TESC (BoW) 0.189, Doc2Vec 

0.292, and K-Means 0.261. In the worst case, when only 

4% of all documents are labeled (100 documents), the NMI 

value of the proposed model does not fall below 0.331, 

while other methods produce far fewer NMIs and lower 

quality clusters. The same trend and performance for the 

BBC News dataset can be seen in Table 5. 

As can be concluded from Tables 4, 5, and Figure 2, 

with the increase of labeled documents, the quality of the 

resulting clustering has an increasing trend. Comparing the 

values in Tables 4 and 5, it can be seen that the architecture 

presented in this paper for semi-supervised clustering of 

documents has significantly improved the quality of news 

document clustering. Because of the concepts and 

components of the text have been extracted, the proposed 

method can create cluster labels corresponding to 

documents classes, which is why the NMI in the proposed 

method is higher than other methods. 
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Tables 6 and 7 show the accuracy of the classification 

of news documents for the proposed method compared to 

other methods. As can be seen from these tables, the 
 

 

TABLE 5. NMI scores of news document clustering for proposed 

model compared with K-Means, TESC(BoW), and Doc2Vec at 

the various percentage of labeled documents – (BBC News) 

The 

percentage of 

labeled 

documents ( # 

of labeled 

documents) 

4% 

(100) 

9% 

(200) 

14% 

(300) 

18% 

(400) 

22% 

(500) 

27% 

(600) 

K-Means 0.236 0.301 0.338 0.361 0.389 0.390 

TESC [25] 0.200 0.237 0.352 0.432 0.463 0.469 

Doc2Vec [10] 0.339 0.365 0.393 0.420 0.437 0.494 

Proposed 
model 

0.421 0.453 0.471 0.478 0.529 0.555 

 

 

 
Figure 2. NMI scores of news document clustering for 

proposed model compared with K-Means, TESC(BoW), and 

Doc2Vec at the various percentage of labeled documents – 

(Reuters-21578) 

 

 

TABLE 6. News document classification accuracy of the 

proposed model compared with TESC (BoW), and Doc2Vec at 

the various number of labeled documents – (Reuters-21578) 

Number of 

labeled 

documents 

200 250 300 350 400 450 

TESC (BoW) 

(%) [25] 
63.32 64.02 64.23 65.36 66.32 66.90 

Doc2Vec (%) 

[10] 
64.00 67.23 70.64 72.23 71.62 73.17 

BoC [16] 66.31 

Proposed 

model (%) 
72.06 74.45 75.12 76.01 76.11 77.37 

TABLE 7. News document classification accuracy of the 

proposed model compared with TESC (BoW), and Doc2Vec at 

the various number of labeled documents – (BBC News) 

Number of 

labeled 

documents 
200 250 300 350 400 450 

TESC (BoW) 
(%) [25] 

64.68 68.19 69.46 71.37 72.11 72.45 

Doc2Vec (%) 
[10] 

67.81 69.60 73.42 76.35 76.57 77.92 

BoC [16] 69.45 

Proposed 

model (%) 
75.51 76.67 77.84 78.71 81.34 81.92 

 

 

classification accuracy of the proposed method is at least 

4% superior to other methods. It is clear that with the 

increase of labeled documents, the accuracy of classifying 

news texts has increased. 
 
 

6. CONCLUSION 
 

In this research, a concept-based method for semi-

supervised clustering of news documents is presented. The 

main idea is that the way documents are represented affects 

the quality of clustering and classification of documents. 

For this purpose, a two-level semi-supervised clustering is 

proposed that extract concepts from corpus words, and 

represents documents based on the concepts. This method 

of document representation overcomes the weaknesses of 

previous methods and has high interpretability by 

describing documents in low dimensions. The method 

proposed for clustering document vectors is a semi-

supervised method that uses a limited amount of labeled 

data. This method uses unlabeled data to capture the overall 

structure of clusters and labeled data to set cluster centers. 

It also identifies the structure and components of the text 

and creates clusters corresponding to the data classes. 

Experiments have shown that the method proposed in this 

paper has a significant advantage over other methods of 

semi-supervised clustering of the text. Also, the effect of 

various parameters such as window size, document length 

(number of concepts), and number of labeled documents 

have been studied and evaluated. The results are 

satisfactory but more studies can be done in the future. For 

example, the use of N-Grams in training the Word2Vec 

neural network model may produce better results. 
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Persian Abstract 

 چکیده 
ها به داده  تیریو مد  یدر سازمانده  یااست که به طور گسترده  دیروش مف  کیاسناد    یبنداز نظر مقدار و تنوع مملو از اخبار هستند. خوشه  یاجتماع  یهاصفحات وب و رسانه

 در متن   کلمه  یهاتکراراسناد به    ی بازنمای  یسنت  یهااز روش  ی برخاسناد است.    یی، نحوه بازنما  یبندخوشه  ت یفی بر ک  رگذاریاز عوامل تأث  یکیشود.  یکوچکتر استفاده م  یهاگروه

 یبر شبکه عصب   یمبتن  یها، روش  نیاسناد را حفظ کنند. علاوه بر ا  نیب  یتوانند اطلاعات مجاورتیها نمروش  نیکنند. ایم  جادیرا ا  یسند پراکنده و بزرگ  یدارند و بردارها  یبستگ

از تفسیرا حفظ م  یکه اطلاعات مجاورت بر کاستاهیبر مف  ی مبتن  متنِ  ییبازنما  یهابرند. روشیرنج م  فیضع   یریرپذیکنند،  اما روشکنندمیغلبه    یقبل  یهاروش  ی هایم   یها، 

ارائه شده   فهومبر م  یمبتن  ون خبری مت  ی نظارتمهین  یبندروش خوشه  کیمقاله    ن ید. در انکن یبر مفهوم استفاده نم  ی اسناد مبتن  شیمتن در حال حاضر از نما  ینظارت مهین  یبندخوشه

استخراج شده از   میکند. در مرحله اول اسناد بر اساس مفاه یبرچسب و بدون برچسب به طور همزمان استفاده م یدارا یهابالاتر از داده یبندخوشه ت یفیبه ک  یابیدست یاست که برا

برچسب را   یدارا  یهااز داده  یها و مقدار کمخوشه  یگرفتن ساختار کل   یرا برا  رچسببدون ب  یهاداده  ینظارت مهین  یبندخوشه  ندی، فرآسپس  شوند.یم  نمایش دادهمجموعه اسناد  

هم   یشنهادیدهد که مدل پینشان م  BBC Newsو    Reuters-21578  های  مجموعه داده  یروبر  انجام شده    یهاشیکند. آزمایاعمال م  به طور همزمان  هامرکز خوشه  میتنظ  یبرا

 کند.یبهتر عمل م  ی نظارت مهین  یهاروش ریمتن از سا یبندمتن و هم در خوشه یبنددر طبقه

 


