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Abstract

One of the problems with today's TCP/IP networks is their transmission system. If the bandwidth of a network is full, human and physical factors must be used for a new transmission system with a higher capacity to provide its bandwidth, which is very time consuming and costly. In this article, we proposed a method that in addition to the optimal use of available bandwidth, if the network capacity is full, it will be automatically transferred to a higher bandwidth network. For this purpose first, by designing a fuzzy PID controller for the existing network, it is tried to congestion control them and make use of it. It can be seen that the proposed controller performs much better in terms of an output response, following the queue length, stability and uncertainly, compared to the classical controller. If the input data to the network is increased, more packets are lost and this reduces the quality of the network. To solve this problem by using bandwidth management, by considering the threshold for packets loss in each network, if exceeding this limit, the existing network is switched to a network with a higher capacity and the problem of bandwidth and network quality is solved and causes subscriber satisfaction.

NOMENCLATURE

\( W \) Average TCP window size (packet)
\( q \) Average queue length (packet)
\( R(t) \) Packets return time (s)
\( C \) Link capacity (packet/s)
\( T_p \) Propagation delay (s)
\( N \) Number of resources
\( P(t) \) Probability of the packet being marked
\( K_p \) Proportional gain
\( K_i \) Integral gain
\( K_d \) Derivative gain
\( K_u \) Gain (Nichols method)
\( T_u \) Period (Nichols method)

INTRODUCTION

The subject of data congestion in networks based on Transmission Control Protocol (TCP) has become a major research topic in recent years [1]. Floyd and Jacobson [2] offered two solutions to the problem of congestion. The first solution suggests the solution in the initial and final points of sending packets, i.e. sender and receiver, and the second solution provides the adoption of the policy in the middle points of the network, i.e. routers. The first solution is generally interpreted as congestion control through TCP and the second solution is interpreted as Active Queue Management (AQM). In 1993, the Random Early Detection (RED) method was
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projected [2], according to which the middle points of the network are randomly deleted before the packing queue. Through this method, it was determined according to the studies that it does not have the required efficiency and cause of the fluctuation of the queue length [3]. Consequently, numerous methods have been projected to develop the projected method, including Stability RED, Fuzzy RED [4], Adaptive RED [5], PD-RED (Proportional-Integral) methods. Notably, some have also tried to offer newer methods for active queue control, including BLUE [6], Multi-GREEN [7]. The nonlinear RED model has also been applied through the TRED method to develop the RED method [8]. Smart methods are also used for congestion control. A new AQM controller called a feed-forward neural network [9] has been projected to effectively control network congestion through establishing queue lengths. This pattern exhibits nonlinear and dynamic network traffic and predicts the future value of queue length. Moreover, we have created a good interaction between network operational capacity and delay through a learning system with loss prediction (LP) and reinforcement learning (RL) [10]. In another study, the problem of density in Bandwidth Delay Product (BDP) networks was solved through presenting a new Elastic-TCP method, resulting in a higher power than other Media Transport Protocol (MTP) [11].

Through mathematical models, it is feasible to envisage the behaviour of the system in different modes and conditions and to adopt the essential policy in dealing with such behaviour. The TCP network has always been regarded by researchers as a complex nonlinear system whose dynamics are frequently changing. A good deal of effort has been completed to mathematically recognize computer network models [12]. This is while one of the best models in this field can be regarded as the Misra model, introduced in 2000 [13]. This model is based on the fluid flow model and provides a nonlinear model of the network. Through presenting this model, different individuals attempted to use control theory to provide a method for active queue control. The basic idea was to use a control rule to accidentally remove the packets in the queue before the queue fills out.

The first controller to be offered was a simple Proportional Integral (PI) controller [14]. The PID controller was introduced, which performed better than the PI and RED controllers, and the process of changing parameters has less oscillation, leading to better queue adjustment. In this method, it was seen that increasing resources and the number of routers is better than control. PI and RED actuators operate and its oscillation is much less than the above methods, but in response to turbulence and uncertainty, the response is slower. A nonlinear congestion control model was used to overcome this problem; an example of which is the use of a slip mode controller [15]. In this method and through finding a rule of feedback control, the model is such that the source is stable and its application to the system has significantly overcome the turbulence and uncertainty. In another study, it uses PID-derived feedback control to correct AQM limitations, monitoring dynamic network changes at any time, and controlling congestion in these environments. In this method, it is observed that dynamically, tracking the length of the queue, the rate of loss of the package, and the use of the link are significantly improved [16].

Much research has been done on fuzzy logic about congestion control. One of the methods is presented in literature [17], which uses fuzzy logic to solve the problem of linearization and parameterization of RED and has developed the RED method with this device. To solve the problem of congestion in wireless sensor networks used in medical, agricultural and military equipment, a method has been proposed [18] in which, using a combination of fuzzy logic and PID, congestion it is detected earlier, and the length of the buffer queue is adjusted by determining the probability of packet loss. In another study, a fuzzy sliding mode congestion control (FSMC) algorithm is presented in literature [19] which, the queue buffer length is adjusted in congestion nodes through a new model of congestion control between the transfer layer and the MAC layer, leading to a decrease in delay and the packet loss and also, to improvement in network power.

In this study, we first examine the issue of active queue AQM management as the basis for different control systems and then obtain the mathematical and dynamic model of the TCP network. In the following, we examine two issues simultaneously. First, the Fuzzy PID control method is presented automatically to adjust the PID parameters, so that in addition to setting the parameters, we can automatically improve the disturbance and uncertainty, and compare it with the classical control method, and point out its advantages. Then, we control the congestion in the network according to the design. If the congestion control is no longer effective, we need to design a mechanism that allows us to use a network with more bandwidth and better performance with Bandwidth management. We propose a new method to solve this problem. By designing three networks with different bandwidths and managing this network, in addition to the optimal use of each network through congestion control, if congestion in each network significantly increases, by taking into account the threshold and using switching system. We moved the existing network to a network with more bandwidth. In this way, the appropriate bandwidth is allocated to each network. The important advantage of this method is that it always allocates the appropriate bandwidth to the subscribers and makes them satisfied.
2. ACTIVE QUEUE MANAGEMENT

Active queue management is applied in the middle points and to control congestion. The initial encounters with the problem of congestion in the middle points were such that the router would insert the packets into the buffer for processing, and if the buffer was full, the newly received packets would be destroyed. In this case, the packets that reached the buffer were processed earlier, which is the same as the implementation of the First-In-First-Out (FIFO) method. This method is called Drop Tail. The instability of the queue in the middle points causes the difference between delays, and this is inappropriate for Real-Time users. In AQM, the queue length (number of packets left in a queue) is tried to remain at a reference point determined by the designer or operator toward preventing packet overflows. Any deviation of the queue length from the reference results in changing from the router to the network resources through sending commands so that the queue length returns to the reference point. AQM can be applied as a controller for the TCP network to keep the queue length constant, assuming that its output is the probability of destroying packets and its input is the amount of congestion. Therefore, the theory of control can be applied to form a control law, which is the same as the possibility of eliminating packets. Many methods based on this principle have been projected for AQM, such as RED, PI, PID, etc [20].

2.1. TCP/IP Network Mathematical Model  A mathematical model of the network was introduced in 2000. Based on the studies, this model is closer to the real system. It describes the mathematical model of an AQM that supports TCP currents and designs an AQM-resistant controller. The controller is designed for the N data flow of TCP. The shutdown time (RTT) of each stream is defined as follows:

\[ R(t) = \frac{q(t)}{c} + T_p \]  

(1)

One dynamic model of TCP behaviour is the use of fluid flow and statistical differential equation analysis [13]. These dynamics include the same N number of TCP sources and a router to determine the average amount of changes and dynamics queue the router (Figure 1).

This model depends on key network changes and it is described through the following nonlinear differential equations.

\[ \dot{W}(t) = \frac{1}{R(t)} \left( w(t) W(t - R(t)) - \frac{W(t - R(t))}{2} P(t - R(t - R(t))) \right) \]  

(2)

The above equation consists of two increasing and decreasing sections. The increasing section indicates that the amount of compression window increases by one unit for the time changes of a time shift. This happens during the TCP compression prevention phase. The decreasing section indicates that the value of the window decreases to one half in the event of a loss. The second part of the AQM model is for the middle points, which should be written based on the dynamics of queue length changes. The dynamics of this section are expressed as Equation (3).

\[ q = \begin{cases} C + \frac{N(t)}{R(t)} W(t) & q > 0 \\ \max \left\{ 0, -C + \frac{N(t)}{R(t)} W(t) \right\} & q = 0 \end{cases} \]  

(3)

Equation (3) includes two increasing and decreasing sections. The decreasing section, as the capacity of the midpoints, represents the amount of packet processing per time unit, and the increasing section represents the number of packets reaching queue per time unit. In this equation, the queue length is modelled through the difference between NW/R and the C link capacity. In Equations (1), (2), and (3), the parameters are defined as follows:

- W: Average TCP window size (packets);
- q: Average queue length (packets);
- R(t): packets return time (seconds);
- C: Link capacity (seconds/pack);
- q(t)/C: queue delay;
- Tp: propagation delay (seconds);
- P(t): the probability of the packet being marked in t

around the working point and assuming that N(t)= N and C(t)= C and placing \( w = 0 \) and \( q = 0 \) we reach the following values.

\[ \begin{align*} \dot{w} &= 0 \Rightarrow w_0^2 P_0 = 2 \\
\dot{q} &= 0 \Rightarrow q_0 = \frac{R_0 C}{N} \\
R_0 &= \frac{q_0}{C + T_p} \end{align*} \]  

(4)

In linearization, we do not consider the dependence of \( t - R \) time delay parameters on the length of the queue \( q \) and assume that the time delay is replaced through a constant value \( t = R_0 \). In other words, we do not consider the dependence of the return time depending on the queue length in the dynamic parameters.

Figure 1. Network topology with N similar sources TCP and a router.
In the fuzzy control method, using the error and error derivative and applying the appropriate rules on these parameters, the PID controller coefficients are adjusted so that a suitable signal is generated for the process. This is shown in Figure 2 [22].

3.1. Mathematical Topics

To implement the fuzzy PID control, we define the control signal \( U(t) \) based on the PID as follows.

\[
G_c(S) = K_p + \frac{K_i}{S} + K_d S = K_p \left(1 + \frac{1}{T_i S} + T_d S\right)
\]

(9)

\[
k_p = \frac{K_p}{T_i}, \quad k_d = k_p T_d
\]

To determine the coefficients of the PID controller, we can use the Ziegler and Nichols method. For this purpose, we put the controller in P mode, and by increasing the controller gain, we act so that the system output is on the verge of fluctuation. In this case, the gain is \( K_a \) and the oscillation period \( T_u \). The following values of PID controller values are obtained as follows [23]:

\[
K_p = 0.6 K_a, \quad K_i = 2 k_p / K_a, \quad K_d = k_p T_a / 8
\]

(10)

After obtaining the controller finances, which we also use in the fuzzy controller, we describe the fuzzy system in this research. To begin with, instead of \( K_p, K_d \) and \( K_i \), we get \( K'_p, K'_d \) and \( \alpha \), where \( \alpha = T_i / T_d \) is. As a result, the value of \( K_i \) is obtained using Equation (9) and the value of \( \alpha \) is obtained as follows.

\[
K_i = \frac{K'_p}{T'_i} = \frac{K_p}{T_i}, \quad T'_i = T_i = \frac{K_p}{K_j}, \quad \alpha = \frac{k'_p}{K'_p K_j}
\]

(11)

In the following, instead of obtaining the absolute values of the controlling fines, we obtain their normalized values by the following method.

\[
k'_p = \frac{k_p - k_p \text{ min}}{k_p \text{ max} - k_p \text{ min}} \in [0, 1]
\]

(12)

\[
k'_d = \frac{k_d - k_d \text{ min}}{k_d \text{ max} - k_d \text{ min}} \in [0, 1]
\]
According to Figure 3 with error input and error derivative, fuzzy system outputs are defined as follows. The values of $K_p, K_d$ and $K_1$ are calculated for the values of $K_p, K_d$ and $\alpha$. To obtain fuzzy PID coefficients, we must carefully define fuzzy rules. For this purpose, we define the rules as follows:

$$\text{If } e \text{ is } A_i \text{ and } \dot{e} \text{ is } B_i \text{, then } k'_p \text{ is } \left\{ \begin{array}{ll} \text{Big} & \text{Small} \end{array} \right\}$$

$$k'_d \text{ is } \left\{ \begin{array}{ll} \text{Big} & \text{Small} \end{array} \right\}$$

(13)

For this purpose, we specify the membership function for $e$ and $\dot{e}$ in Figure 4 [21, 24].

For get $K_p'$ and $K_d'$ we consider the membership functions graphically as shown in Figure 5. According to Figure 5, we consider the membership function as follows [25]:

$$\mu_{\text{Small}}(x) = \text{min}(-\frac{1}{4}\ln x, 1)$$

$$\mu_{\text{Large}}(x) = \text{min}(-\frac{1}{4}\ln(1-x), 1)$$

(14)

We also use a fuzzy singleton for $\alpha$.

In the following, we consider the following conditions to determine the fuzzy rules.

**Rule i:**

$$\text{If } e \text{ is } A_i \text{ and } \dot{e} \text{ is } B_i \text{, then } K_p = \mu_{A_i}^i(e) \mu_{B_i}^i(\dot{e}) \sum_{i=1}^{\alpha} \mu_i = 1$$

(15)

As a result, the output values of the fuzzy system are equal to:

$$K_p' = \sum_{i=1}^{\alpha} \mu_i^i k_p^i \quad K_d' = \sum_{i=1}^{\alpha} \mu_i^i k_d^i \quad \alpha = \sum_{i=1}^{\alpha} \mu_i$$

(16)

To obtain the fuzzy system rules table, we use the appropriate answer. In this case, for different points of this answer, we must analyze the performance of the fuzzy system to obtain its rules. Suppose the response of a system is in Figure 6.

The purpose of fuzzy system design is to achieve the appropriate response of Figure 6. For this purpose, we follow the answer path. If we want to get from point $a_1$ to $b_1$, we have to increase $K_p$, $K_1$ and decrease $K_d$. Also, if we want to change the answer around the reference value, to follow the path from $b_1$ to $c_1$, we have to decrease $K_p$, $K_1$ and increase $K_d$. Then, in order to reach from $c_1$ to $d_1$, $K_p$ and $K_1$ have to increase and $K_d$ decrease. Also, similar to the previous case, to reach from point $a_1$ to $b_1$, must be increased $K_p$, $K_d'$ and $\alpha$ must be reduced by using relations $K_i = \frac{K}{T_i}$ and $\alpha = \frac{K}{T_d}$. Other changes are obtained according to the answer.

For this purpose, using the above method and the membership function of Figures 4 and 5 we obtain the fuzzy rules, which you can see in the Tables 1, 2 and 3 [21, 22, 26].

In Table 1, we consider the gain changes $K_p'$ as follows. If the error $e(k)$ is a large value (NB), regardless of the value of the error derivative $e(k)$, we choose a large gain of $K_p'$ (B). If the error value decreases (NM), and also the error derivative value decreases (NM or NS), we consider the value of gain $K_p'$ to be large (B). If the error value is zero (ZO) and the error derivative value is
low, we consider the value gain \(K_p'\) to be small(S), unless the derivative of the error is zero, in this case, we choose a large gain of \(K_p'\) (B). In the same way, different amounts of gain \(K_p'\) and \(\alpha\) obtained based on the error and the error derivative.

From the rules of Tables 1 to 3, the values of \(K_p'\), \(K_p'\) obtained from Equations (11) and (12), and PID control coefficients are obtained as follows:

\[
\begin{align*}
K_p &= K_p^{\min} + (k_p^{\max} - k_p^{\min})k_p', \\
K_d &= K_d^{\min} + (k_d^{\max} - k_d^{\min})k_d', \\
K_i &= \frac{K_p^2}{\alpha K_d^{'}}
\end{align*}
\]  

(17)

where in:

\[
\begin{align*}
k_p^{\min} &= 0.32k_p, \\
k_p^{\max} &= 0.6k_p, \\
k_d^{\min} &= 0.08k_d, \\
k_d^{\max} &= 0.15k_d
\end{align*}
\]

(18)

Using the Zicklor and Nichols method [27, 28], we can first adjust the PID parameters and use the values \(k\) and \(t\) obtained from it to design the rules of the fuzzy system and extract the final PID values to produce the fuzzy controller control signal. We will explain this in the simulation section of this article.

**TABLE 1. Fuzzy system rules for \(K_p'\)**

<table>
<thead>
<tr>
<th>(e(k))</th>
<th>NB</th>
<th>NM</th>
<th>NS</th>
<th>ZO</th>
<th>PS</th>
<th>PM</th>
<th>PB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>NM</td>
<td>S</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>S</td>
</tr>
<tr>
<td>NS</td>
<td>S</td>
<td>S</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>ZO</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>PS</td>
<td>S</td>
<td>S</td>
<td>B</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>PM</td>
<td>S</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>S</td>
</tr>
<tr>
<td>PB</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
</tbody>
</table>

**TABLE 2. Fuzzy system rules for \(K_d'\)**

<table>
<thead>
<tr>
<th>(e(k))</th>
<th>NB</th>
<th>NM</th>
<th>NS</th>
<th>ZO</th>
<th>PS</th>
<th>PM</th>
<th>PB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>NM</td>
<td>B</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>NS</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>S</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>ZO</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>PS</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>S</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>PM</td>
<td>B</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>PB</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
</tbody>
</table>

**TABLE 3. Fuzzy system rules for \(\alpha\)**

<table>
<thead>
<tr>
<th>(e(k))</th>
<th>NB</th>
<th>NM</th>
<th>NS</th>
<th>ZO</th>
<th>PS</th>
<th>PM</th>
<th>PB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>NM</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>NS</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>ZO</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>PM</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>PB</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

4. BANDWIDTH MANAGEMENT WITH CONGESTION CONTROL APPROACH AND FUZZY LOGIC

In previous discussions, it was explained how to control network congestion with a fuzzy method so that the network can remain stable; but in some cases, the network inputs are so high that the existing network no longer responds to network data despite the congestion control system. In this case, the data packets are largely deleted and the congestion control response to the system is not available. An appropriate solution must be found for this issue. In this paper, the proposed solution is to set a threshold for deleting packages. As long as the removal of packets is less than this threshold, the existing system will work without change. If the amount of packet deletion exceeds the threshold, use a switching system to transfer the network to a network with more bandwidth so that it can have more capacity to transfer data. With this method, in addition to optimizing the use of the existing network, if the network is full, we can transfer to the network with more capacity using the designed system and keep the network stable and cause more satisfaction of data subscribers. We display this in Figure 7.

Figure 7. Bandwidth management
5. SIMULATION

To simulate bandwidth management with congestion control and fuzzy logic approach, we consider three networks with bandwidths of 10Mb/s, 50Mb/s, and 100Mb/s. We first test the network with the specifications of N=60, RTT=200ms, and C=152packet/s or bandwidth of 10mb/s. With these features, the network’s congestion dynamics are equal to:

\[ \frac{194e^{-0.2t}}{S^2 + 24.67S + 98.3} \]

In this mode, we simulate congestion control for both classical control modes and fuzzy logic for the buffer with the desired queue of 100 using MATLAB software.

As you can see in Figure 8, the fuzzy PID controller outperforms the classical PID controller in terms of output response and system speed in terms of congestion control.

In Figure 9, you can see that the control signal U shows a value of 50, which is the same amount of packet loss in this network, and its value is acceptable. Next, we increase the input data to the network from N=60 to N=100, and we want to see how congestion control works with existing network features. In this case, the network dynamics with N=100, RTT=200ms, and C=152packet/s or bandwidth of 10mb/s is obtained as follows:

\[ \frac{116e^{-0.2t}}{S^2 + 37.77S + 163.8} \]  

(20)

You can see the simulation of the above network with the changes made with the desired queue of 100 for the output response and the control signal in Figures 10 and 11.

According to Figure 10, it can be seen that by increasing the input data to the network from N = 60 to N = 100, you follow the desired value of 100 well, but the control signal, which is the packets loss, increases from 50 to 141, which packets loss is much higher than the standard value and is not acceptable for the existing network.

To solve this problem, we consider a network with a higher capacity and a threshold value of 80 to remove packets. If the control signal, which is the removal of packets, exceeds the threshold value of 80, the existing network does not respond to the input data and must be switched to a higher capacity network. In this case, a network with N=100 and RTT=200ms and capacity...
consider $C=50\,\text{mb/s}$. In this case, the network dynamics are as follows:

$$\frac{88e^{-0.2t}}{S^2+11.555S+32.765} \quad (21)$$

We performed the simulation for this network with the desired queue value of 100.

As observed in Figures 12 and 13, in the new network, in addition to controlling congestion and making optimal use of it, the queue length of 100 is well followed and the packets’ loss is greatly decreased (41 packets). If we would apply the previous network with this number of resources, the number of packets loss would reach 141, which is not acceptable.

5. 1. Effects of Uncertainty in the Fuzzy PID Controller

To study the effects of uncertainty in the fuzzy PID controller designed in Section 3.1, we first change one of the plant coefficients and observe the system response to this change. To change, we assume that the $f$ coefficient $b$ changes as follows.

$$b + [\alpha , \alpha^+] \quad (22)$$

We considered the value of $\alpha$ equal to 0.5. In this case, according to the value of $b$ in the plant (19), which is $24.67$, we apply the values of $b$ as follows.

$$[24.17, 25.17] \quad (23)$$

First, we consider the value $b$ to be 24.17 and apply it to plant (19). The plant is obtained as follows.

$$\frac{194.1e^{-0.2t}}{S^2+24.17S+98.3} \quad (24)$$

We perform a simulation with these specifications.

Then, considering $b$ equal to 25.17, the plant is obtained as follows.

$$\frac{194.1e^{-0.2t}}{S^2+25.17S+98.3} \quad (25)$$

The above plant simulation is obtained as follows.

We simulated the same conditions for the plant (21) with a coefficient ($b=11.553$) with a value of $\alpha$ equal to 0.5. The value of $b$ is obtained as follows:

$$[11.053, 12.053] \quad (26)$$

By applying the value $b$ to the plant, the following values are obtained and we perform a simulation for each.

$$\frac{88e^{-0.2t}}{S^2+11.053S+32.765} - \frac{88e^{-0.2t}}{S^2+12.053S+32.765} \quad (27)$$

As shown in Figures 14 to 17, when changing the coefficient $b$, the fuzzy PID controller does not change,
but the classic PID controller significantly changes. In this case, we conclude that the fuzzy PID controller responds well to uncertainty.

6. CONCLUSION

In this study, we examined two issues, first by designing a fuzzy PID controller and considering the appropriate rules, we solved the problem of congestion control for the network and at the same time, we made optimal use of the existing network. The designed fuzzy PID controller showed how the desired queue length is well followed and by simulation, we showed that the output of the fuzzy PID controller is much better in terms of an output response, overshoot, speed and uncertainly than the classic controller. In the next step, which was the main topic of this research, it was suggested that the amount of packets loss is limited and is acceptable to an extent that does not exceed the threshold. If the packets loss increases too much, to overcome it, we designed a mechanism that includes different networks, each with its characteristics and designed with different capacities. If we use a network whose number of packets loss exceeds the allowable limit, with a management and supervisory system and using hybrid switching, it detects this issue and switches to a network with a higher capacity. By doing this, we always make sure that data subscribers never run out of bandwidth, and their satisfaction with the operators' increases.
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دهیم تا علاوه بر استفاده بهینه از پهنای باند موجود باند یک شبکه باید عوامل انسانی و فیزیکی دست بکار شده و جهت تامین پهنای باند آن فازی برای شبکه موجود هر شبکه در صورت عبور از، و گی، دنبال نمودن طول صف مطلوب، باعث رضایتمندی مشتریان می‌شود. در صورت پر شدن ظرفیت شبکه بصورت اتوماتیک به شبکه با پهنای باند بالاتر منتقل گردد. برای این منظور ابتدا با طراحی یک کنترل کننده پیشنهادی از نظر پاسخ خریداری، سعی می‌شود کنترل از ارگانیزه و حداکثر استفاده را از آن نمود. مشاهده می‌گردد که کنترل کننده بین‌نشسته‌ای از نظر پاسخ خریداری می‌تواند در کنترل منجر به حداکثر استفاده و بهبود کیفیت شبکه شود.

چکیده

پایداری و عدم تقطیعی در مقایسه با کنترل کننده کلاسیک بهتر عمل می‌نماید. در صورت افزایش داده‌های ورودی به شبکه، تأمین حد استاندارد باعث جابجایی ذخیره‌سازی و بقاء پایین آمدن کیفیت شبکه شود. برای این منظور ابتدا با استفاده از مدل‌پردازی پایین‌ریخت و مدل‌پردازی پایین‌ریخت شبکه حل می‌گردد و باعث رضایتمندی مشتریان می‌شود.


