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ABSTRACT

This article proposes a new approach for centralized path planning of multiple aircraft in presence of the obstacle-laden environment under low flying rules. The problem considers as a unified nonlinear constraint optimization problem. The minimum time and control investigate as the cost functions and the maximum velocity and power consider as the constraints. The pseudospectral method applies as a popular and fast direct method to solve the constrained path planning problem. The three-degree-of-freedom nonlinear point mass equations of motion with realistic operational aircraft constraints consider through the simplified mathematical model. The fixed obstacle considers as a combination of spheres with different radius. Also, the moving obstacles consider as a sphere with a known radius and fly at a constant speed. The effectiveness of the proposed concept will be demonstrated by presenting four case studies with a different number of aircraft along with the static and moving obstacles in various scenarios to ensure safe and effective flights.


1. INTRODUCTION

The concept of point-to-point Urban Air Transportation (UAT) is growing fast. The large cities with traffic congestion problems have stepped forward to start air transportation such as Dubai, Los Angeles, Rio de Janeiro, and Sydney [1]. Besides, several companies try to build operational vehicles, which can fly in the urban environment, Volocopter VC200, Lilium Jet, Uber air taxi, City Airbus, and Ehang184 are such projects, see Figure 1 [2]. Notwithstanding, the manufacturing and technological development, there are other challenges in air traffic management, air space regulations, and certification. As a regulation and certification perspective, the Federal Aviation Administration (FAA) and European Aviation Safety Agency (EASA) are responsible for discussing the requirements and licenses for this autonomous or piloted concept [3–5]. For carrying passengers in the dynamic environment by the UAT need a more intelligent Air Traffic Management System (ATMS). According to civil aviation "Air-taxiing means flight by a helicopter, or other types of aircraft capable of vertical takeoff and landing, above the surface of an aerodrome at a ground speed of fewer than 20 knots to taxi under normal aviation practice" [6].

The concept of point to point transportation means that the aircraft must fly from an origin to the destination. During the flight, each one doesn't allow to fly in part of the airspace due to urban airspace limitation, which encompasses prohibited areas, restricted areas, military operations areas, buildings, etc. [7, 8]. Also, these aircraft should avoid collisions with other aircraft on their path. The collision defines as: "Two or more aircraft lose minimum separation from each other" [7]. The important problem in real flight trajectories is that the aircraft dynamic and performance constraints should consider in the path planning [8, 9]. In practice, there are acceptable bounds related to the states and the control inputs (e.g., maximum thrust, maximum velocity). All of the mentioned limitations and considerations should model as
constraints to be respect in the aircraft flight path. As shown later, this problem converts to a nonlinear optimal control problem with constraints on the state and control variables. Solving the nonlinear optimal control problem requires the approximation of three types of mathematical elements: the integration in the cost function, the differential equation of motion, and the state-control constraints [10]. These requirements make Pseudospectral methods ideal as they are efficient for the approximation of all three mathematical elements [11–13].

The requirements, the certification process, and the safety of UAT investigated in literature [9]. The UAT marketing, travel time, motion efficiency and air traffic control mentioned as challenging topics in literature [14]. The hybrid model of air traffic control and management considering eight critical factors in ATMS proposed by Ma and Wu [15]. Based on the results, the performance of ATMS improved by desirable safety separation, the ATC structure, and collaborative decision-making. The performance characteristics of centralized and decentralized ATC analyzed in literature [16]. This paper indicated that the mitigation of the domino effect was an important factor in the design of ATMS and the centralized ATMS prevent the domino effect [16]. Also, collaborative decision making applied in the ATMS in the terminal area of Sao Paulo [17]. In other research, the optimal conflict resolution of air traffic (AT) developed in literature [18]. In this research, aircraft assumed to cruise in a horizontal plane with the constant velocity. The path planning methods, such as gradient descent, rapidly-

explore random tree, and numerical optimization methods thoroughly investigated for various collision-free path planning [19, 20]. The efficiency of the mixed-integer linear programming, dynamic sparse A*, and artificial potential fields investigated for the unmanned aerial vehicle collision avoidance [21]. Recently, several works focused extensively on the optimization approaches for computing collision-free aircraft trajectories with speed or heading control or both simultaneously [22–24]. The problem of path planning solved for a civilian aircraft in the presence of static obstacles with the online optimization direct multiple shooting method [25, 26]. In the current paper, the problem of the path planning for multi-aircraft in urban airspace with the operational and safety requirements will be considered in the presence of static and moving obstacles.

The trajectory optimization with nonlinear constraints needs an accurate numerical solution, cause there is no analytical solution or it is difficult to compute. Over the last decade, pseudospectral have risen to prominence in the numerical solution of trajectory optimization [27]. By this method, the unsolvable nonlinear optimal problem converts to a nonlinear programming problem that is much easier to solve. The conflict resolution between multi-aircraft in the conflict zone solved with these methods [26]. In this article, the conflict-free trajectory computed based on the summation of the aircraft velocity during the flight in obstacle-free airspace. More details and the key theoretical results reviewed in literature [28–30]. The present paper deals with solving the conflict-free path in the presence of static and moving obstacles by pseudospectral in a unified optimization problem in contrast to the mentioned works.

The rest of this paper is organized as follows. Section 2 presents the mathematical aircraft dynamics, obstacles, and definitions of the collision. The optimal control and problem formulation describe in Section 3. Simulation results based on the proposed approach with four case studies provide in Section 4. Some concluding remarks and the suggestions for future researches give in Section 5.

2. MATHEMATICAL MODELING

In this section, first, the dynamic model of the aircraft (air taxi) is provided. Then, the mathematical forms of the static and dynamic obstacles model to employ in the optimal control formulation as the state constraints. The path planning problem with obstacle and collision avoidance will define based on the low altitude flying rules. The optimal solution will be obtained with nonlinear mathematical models.

2.1. Dynamic Model

In this paper, the point-mass model of the flying vehicle is used to describe the motion of the aircraft [26]. This model captures most of
the dynamical effects, encountered in the trajectory optimization problem, discussed in the literature. The three-degree-of-freedom (3DOF) model assumes a flat nonrotating system as an inertial coordinate frame with constant mass. Under these assumptions, aircraft equations of motion can be described as follows [26]:

\[
\begin{align*}
\dot{x}_i &= V_i \cos(\gamma_i) \cos(\chi_i) \\
\dot{y}_i &= V_i \cos(\gamma_i) \sin(\chi_i) \\
\dot{h}_i &= V_i \sin(\gamma_i) \\
V_i &= \left( \frac{\mathcal{T}_i - D_i}{m_i} \right) - g \sin(\gamma_i) \\
\dot{\gamma}_i &= \left( L_i \cos(\phi_i) - m_i g \cos(\gamma_i) \right) \\
\dot{\chi}_i &= \frac{L_i \sin(\phi_i)}{m_i V_i} 
\end{align*}
\]

where \( i = 1, 2, ..., N \) is the number of aircraft, \( x_i \) is the down-range displacement, \( y_i \) is the cross-range displacement, \( h_i \) is the altitude, \( V_i \) is the ground speed that is assumed to be equal to airspeed, \( \gamma_i \) is the flight path angle, \( \chi_i \) is the heading angle, \( m_i \) is the aircraft mass, which is assumed to be constant (electrical powered) and \( g \) is the acceleration due to gravity, \( L_i \) and \( D_i \) are the aerodynamic forces of lift and drag, respectively. The state vector is \( \mathbf{x}_i \triangleq [x_i, y_i, h_i, V_i, \gamma_i, \chi_i] \) and the control input vector is \( \mathbf{u} \triangleq [\phi_i, n_i, T_i] \) as shown in Figure 2. Three control variables are the bank angle \( \phi_i \), the engine thrust \( T_i \) and the load factor \( n_i \). The aircraft model should include the appropriate performance, physical and structural limitations of the aircraft. Any optimized trajectories that are planned can also include additional constraints related to the safety of passengers [6]. The following state-input constraints can be taken into account with lower and upper bounds [31, 32]:

\[
X_{il} \leq x_i \leq X_{iu} \quad U_{il} \leq u_i \leq U_{iu}
\]

It can be shown that the system of nonlinear equations of motion (Equations(1)-(6)) can be transformed into an alternative form by defining the three virtual control variables as follows [32]:

\[
\begin{align*}
\dot{x}_i' &= U_1, \quad \dot{y}_i' = U_2, \quad \dot{h}_i' = U_3,
\end{align*}
\]

where \( U_1, U_2, \) and \( U_3 \) are virtual control variables. These virtual and actual control variables are related through the following equations [32]:

\[
\begin{align*}
\varphi &= \alpha \tan \left( \frac{U_3 \cos \chi - U_1 \sin \chi}{\cos \gamma (U_3 + g) - \sin \gamma (U_1 \cos \chi + U_2 \sin \chi)} \right) \\
\eta &= \left( \frac{\cos \gamma (U_3 + g) - \sin \gamma (U_1 \cos \chi + U_2 \sin \chi)}{g \cos \varphi} \right) \\
T &= \left( \sin \gamma (U_3 + g) + \cos \gamma (U_1 \cos \chi + U_2 \sin \chi) \right) m + D \\
\tan \chi &= \frac{\dot{h}_i}{V_i} \\
\sin \gamma &= \frac{\dot{h}_i}{V_i} 
\end{align*}
\]

The reduced aircraft models can be also expressed as follows [32]:

\[
\begin{align*}
\mathbf{x}_i' &= \mathbf{A} \mathbf{x}_i + \mathbf{B} \mathbf{u}_i \\
\mathbf{p}_i &= \mathbf{C}_p \mathbf{x}_i \\
\mathbf{v}_i &= \mathbf{C}_v \mathbf{x}_i \\
\mathbf{A} &= \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \otimes I_3, \quad \mathbf{B} = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \otimes I_3 \\
\mathbf{C}_p &= \begin{bmatrix} 1 & 0 \end{bmatrix} \otimes I_3, \quad \mathbf{C}_v = \begin{bmatrix} 0 & 1 \end{bmatrix} \otimes I_3
\end{align*}
\]

where \( \mathbf{x}_i = [p_i^T, v_i^T]^T \) is the state vector, \( \mathbf{p}_i = [x_i, y_i, h_i]^T \) is the position, \( \mathbf{v}_i = [x_i, y_i, h_i]^T \) is the velocity, \( \mathbf{U}_i = [u_i^T, u_i^T, u_i^T] \) is the virtual control, \( I_3 \in \mathbb{R}^{3 \times 3} \) is the identity matrix, and \( \otimes \) is the Kronecker product. The latter form is useful for mapping geometric trajectory parameters in terms of the aircraft control variables and vice versa. Such mappings are useful for efficient implementation of control constraints and simplification of the computational procedure [31–33].

2. 2. Low Altitude Flying Rules and Collision Model

UAT must be safe, efficient, predictable, and has a minimum impact on urban airspace. So UAT shall comply with the prohibitions under low altitude flying rules as represented in literature [6]. One of the prohibitions is the minimum safety distances between two aircraft and between aircraft and obstacle. For this purpose, aircraft has located at the center of a virtual sphere as a safety zone. The static obstacles have considered by a combination of the multiple spheres. The dynamic obstacle has modeled with a moving sphere. In
this article, the radius of the safety sphere is 600 meters. The collision or loss of separation has occurred whenever two safety sphere overlaps. There is a great amount of research in this area [21, 34, 35] and a comprehensive survey represented in literature [36].

2.3. Aircraft Collision Model  
Assume that \((x_i(t), y_i(t), z_i(t))\) is the position of the \(i\)th aircraft at time \(t\). A conflict between the flying trajectories of the aircraft, \(i\) and \(j\) do not occur if the following relation is satisfied for all of the time:

\[
\left(x_i(t) - x_j(t)\right)^2 + \left(y_i(t) - y_j(t)\right)^2 + \left(h_i(t) - h_j(t)\right)^2 \geq D^2
\]

\(D\) is the minimum separation safety radius. In addition, it is assumed that at time \(t=0\), there exists a sufficient separation between all aircraft, so no collision occurs at the initial time.

2.4. Obstacles Collision Model  
The aircraft trajectory must be avoided from any obstacle such as terrain, restricted area, danger zone or any urban obstacle. The boundary of any obstacle can be defined by \(\phi(x, y, h)\), so the allowed area will be as follows:

\[
O_{\text{free}} = \{(x, y, h) \in \mathbb{R}^3, \phi(x, y, h) \geq 0\}
\]

If the obstacle moves with time, then:

\[
O_{\text{free}} = \{(x, y, h) \in \mathbb{R}^3, \phi(x(t), y(t), h(t)) \geq 0\}
\]

In this paper, all obstacles considered as a combination of the multi sphere with a predefined radius as shown in Figure 3. It is important to note that the combination of multi-sphere can make different shapes.

3. OPTIMAL CONTROL AND TRAJECTORY PLANNING

The general form of the trajectory optimization for multi-aircraft can be formulated as follows [26]:

\[
\min J = \sum_{i=1}^{N} \int_{t_0}^{t_f} g(X_i(t), U_i(t), t) dt_i
\]

subject to: \[\frac{d}{dt}X_i = f(X_i, U_i), \quad i = 1 \ldots N\]

\[
C_{\text{ineq}}(X_i(t), U_i(t)) \geq 0
\]

\[
X_i^0(t) \leq X_i(t) \leq X_i^{u}(t)
\]

\[
U_i^l(t) \leq U_i(t) \leq U_i^{u}(t)
\]

where \(g\) is the integral cost functions, \(X_i\) represent algebraic state vector, and \(U_i\) is the control vector, \(i = 1 \ldots N\) represents the index of aircraft, \(t_o, t_f\) represent the initial and terminal time, \(C_{\text{ineq}}\) represents inequality constraints such as collision avoidance and minimum separation Equations (15)-(16). Obviously, the lower and upper bound on the state and control vector can be considered as linear inequality constraints. In general, such dynamic optimization problems cannot be solved analytically [37]. Most practical problems are solved using nonlinear programming methods based on some discretization of the original continuous control problem [20, 27]. In this paper, the pseudospectral method used for solving the optimal control problem with constraints with bounded inputs and state variables. For the integration in the cost function, the differential equation, and the state-control constraints, pseudospectral methods are efficient for the approximation of all three mathematical objects. Pseudospectral methods are a class of direct collocation methods where the optimal control problem is transcribed to a nonlinear programming problem (NLP) by parameterizing the state and the control using global polynomials and collocating the differential-algebraic equations using nodes obtained from a Gauss-quadrature [29].

3.1. Pseudospectral Method for Optimal Path Planning  
This method is based on approximation of the nonlinear optimization problem using interpolating polynomials in collocation points that are defined as the roots of the \(K\)th degree Legendre polynomial. Without loss of generality, the time interval \(t \in [t_0, t_f]\) can be transformed into \(\tau \in [-1,1]\) by the change of variable [29].

\[
t = \frac{1 + \tau}{1 - \tau}
\]

The basic idea of pseudospectral methods is to approximate \(X(\tau)\) by \(K\)th order polynomial \(X(\tau_K)\) based on Lagrange interpolation of their values at the LG node point. Let \((X(\tau_i), U(\tau_i))\), be an approximation of a feasible solution \((X(\tau), U(\tau))\) evaluated at the node \(\tau_i\) then the state and control vectors are approximated as follows [29]:

![Figure 3. Aircraft in urban airspace with the static and moving obstacles](image-url)
The derivative of the series (24) and evaluating at the \( f \)-th collocation point, \( t_f \), gives:

\[
X(t) = X(t_f) = \sum_{i=1}^{K} X(t_i) L_i(t)
\]

The dynamic constraint (19) is then collocated at the LG points as follows [29]:

\[
\sum_{r=1}^{K} D_r X_r \cdot \frac{t_f - t_r}{2} f(X_r, U_r, t_r, \mu_r, \tau_f) = 0,
\]

\( (r = 1,...,K) \)

where \( D_{ri} \) is the \( K \times (K+1) \) pseudospectral differentiation matrix. The dynamic constraint (19) is transcribed into algebraic constraint via Equation (27). Note that the dynamic constraint is collocated only at the LG points, whereas the state is approximated at the N LG points plus the terminal point [38]. Moreover, the initial condition is \( X_0 = X(-1) \) and the final condition \( X_f \) by the fundamental theorem of calculus is defined as follows:

\[
X_f \equiv X_0 + \frac{t_f - t_0}{2} \sum_{i=1}^{K} \omega_i f_i
\]

\( \omega_i = \frac{2}{b_i (b_i + 1)} \) \( b_i = (x_i + 1) \) Sqrt[ (x_i + 1) ]

where \( \omega_i \) are the LG weights.

Thus the continuous cost function of Equation (18) is approximated by the Gauss quadrature integration rule as follows:

\[
f_m = \frac{t_f - t_0}{2} \sum_{i=1}^{K} \omega_i m g_{im}(X_{im}, U_{im}, t_{im}; t_0, t_f) \]

\( m = 1,...,N \)

In addition, the path constraint (20) is discretized as follows:

\[
C_{f \rightarrow 0}, \{X_j(t_f), U_j(t_f)\} \geq 0
\]

The cost function of Equation (29) along with the algebraic constraints of Equation (27) and the discretized inequality Equation (30) with the boundary condition Equation (28) defines an NLP whose solution is an approximate solution to the continuous nonlinear optimization problem in Equations (18)-(20).

### 3.2. First-order Optimal Condition

The first-order optimality conditions (Karush–Kuhn–Tucker condition KKT) of the NLP become a discretization of the first-order optimality conditions for the continuous control problem Equations (18)-(20). The KKT condition can be formulated using the Lagrangian multipliers \( \lambda_r \in \mathbb{R}^n, \mu_r \in \mathbb{R}^n, r = 1,...,K \) and \( \lambda_f \in \mathbb{R}^n \) as [38]:

\[
J_f = \frac{t_f - t_0}{2} \sum_{i=1}^{K} \omega_i g_i - \sum_{r=1}^{K} \mu_r C_r,
\]

\[
- \sum_{r=1}^{K} \lambda_r \left( \sum_{i=1}^{K} \mu_r X_r \cdot \frac{t_f - t_r}{2} f_r \right)
\]

\[
- \lambda_f \left( X_f - X_0 \cdot \frac{t_f - t_0}{2} \sum_{r=1}^{K} \omega_r f_r \right)
\]

where \( J_f \) is the augmented cost function. The first-order optimality conditions are obtained by setting equal to zero of the derivative of the augmented cost function with respect to \( X, U, \mu_r, \lambda_r, \lambda_f, t_0 \), and \( t_f \). The solution to the NLP of the previous section must satisfy the following conditions [38]:
\[
\dot{X} = AX + BU
\]

The system dynamic:

\[
X = [X_1^T, \ldots, X_N^T]^T
\]

\[
U = [U_1^T, \ldots, U_N^T]^T
\]

A = 
\[
\begin{bmatrix}
A_1 & 0_{6 \times 6} & \cdots & 0_{6 \times 6} \\
0_{6 \times 6} & A_2 & \cdots & 0_{6 \times 6} \\
0_{6 \times 6} & 0_{6 \times 6} & \ddots & 0_{6 \times 6} \\
0_{6 \times 6} & \cdots & 0_{6 \times 6} & A_N
\end{bmatrix}
\]

\[
A_i = \begin{bmatrix} 0_{3 \times 3} & 0_{3 \times 3} \\ 0_{3 \times 3} & l_{3 \times 3} \end{bmatrix}
\]

\[
BU = \begin{bmatrix} b_{u_1} \\ \vdots \\ b_{u_N} \end{bmatrix}, b_{ui} = \begin{bmatrix} 0_{2 \times 1} \\ u_i \end{bmatrix}, i = 1 \ldots N
\]

where N is the number of aircraft.

The cost functions:

\[
j = \int dt \quad \text{or} \quad \int U^2(t)dt
\]

The deconfliction constraints:

\[
c_{ineq} = C_{ij} = \|p_i(t_i) - p_j(t_l)\| \geq R_s,
\]

\[
i \neq j, l = 1 \ldots K
\]

\[
p_i = \hat{X}[6 \times (i - 1) + 1:6 \times (i - 1) + 3], i = 1 \ldots N
\]

\[
p_j = \hat{X}[6 \times (j - 1) + 1:6 \times (j - 1) + 3], j = 1 \ldots N
\]

Static obstacle avoidance:

\[
R_{SO} - \|X_i(\tau_m; 0; t_f) - P_{SO}\| \leq 0, i = 1 \ldots N
\]

\[
P_{SO} \text{ is the position of the static obstacle. For simplicity, each obstacle is modeled by a combination of multiple spheres with a different radius.}
\]

Moving obstacle avoidance:

\[
R_{MO} - \|X_i(\tau_m; 0; t_f) - P_{MO}(\tau_m; 0; t_f)\| \leq 0, i = 1 \ldots N
\]

\[
P_{MO} \text{ is the position of moving obstacle and model.}
\]

The pure state constraint (maximum velocity):

\[
V_i(\tau_m; 0; t_f) \leq V_{\text{max}}
\]

The control constraint (maximum power):

\[
m_i \times \|U_i(\tau_m; 0; t_f)\| \times V_i(\tau_m; 0; t_f) \leq P_{\text{max}}
\]

where \(m_i\) is the mass of aircraft.

The proposed approach can be represented by the following diagram, Figure 4.

4. CASE STUDIES AND NUMERICAL RESULTS

This section presents the numerical simulation for a formation flight trajectory planning problem in urban airspace. The optimal collision-free trajectories compute by utilizing the pseudospectral method. The centralized conflict resolution problem solved without static and moving obstacles [38].

The current research solves the conflict-free path in the presence of static and moving obstacles. The performance parameters of the electric Vertical Take-Off and Landing (eVTOL) Lilium Jets (henceforth called A/C) use for this simulation. A/C is powered by 36 ducted electric fan engines, which generate approximately 320kW (435hp) of power and has a range of 300km, with the maximum altitude about 4km and a maximum speed about of 85m/s [39]. Its take-off weight is 400kg. Four
scenarios represent the effectiveness of the proposed approach under the following conditions:

- Airspace dimension: (900x900x400) meters.
- The minimum safety separation: 60 meters.
- The static and moving obstacles and surrounding safety zone are modeled as a sphere with the predefined radius (100, 90, 80, 70, 60, 50 meters)
- Take-off and landing phases are omitted.
- Maximum speed 85m/s.
- Maximum available power for each A/C equal to 320kW

So, the simulation can be considered as a part of the real flight in the low altitude urban airspace.

**Case 1.** In this case, the UAV flies over the urban airspace with one-static obstacles in either minimum time or minimum energy form as the performance index. Table 1 shows the parameters used in the simulation.

Although this case is not likely to happen in reality, this case shows the ability of the algorithm to solve nonlinear constrained optimal control. This algorithm has robust and fast convergence to the optimal solution as shown in Figure 5. Obviously, the control effort in the minimum time is much more than the minimum energy as shown in Table 2. Since the minimum energy is obtained in infinite time, the simulation time has been considered as high enough. Base on the company policy and/or passenger request, one of the strategies (time/ energy) can be chosen.

**Case 2.** In this case, A/C flies over the urban airspace in the presence of one static obstacle and one moving obstacle in either minimum time or minimum energy scenario. The simulation parameters are similar to the previous case as summarized in Table 1 with a moving obstacle is considered with the velocity vector $V_o=[10, 10, 0]$ (m/s) and the initial position $Z_o=[0, 0, 100]$ (m).

**Table 1.** Parameters for numerical simulation case 1

<table>
<thead>
<tr>
<th>Parameter description</th>
<th>Value (meter)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial position</td>
<td>[0, 0, 0]</td>
</tr>
<tr>
<td>Final position</td>
<td>[900, 900, 400]</td>
</tr>
<tr>
<td>Center of obstacle</td>
<td>[450, 450, 200]</td>
</tr>
<tr>
<td>Radius of obstacle</td>
<td>100</td>
</tr>
</tbody>
</table>

![Figure 5](image.png)  
*Figure 5. The optimal trajectory for A/C in the presence of one static obstacle and one moving obstacle -minimum time and minimum energy*

**Table 2.** Results of minimum time and minimum energy case 1

<table>
<thead>
<tr>
<th>Performance Index</th>
<th>Flight time duration (s)</th>
<th>Control effort (m/s²)</th>
<th>Run time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J = \int dt$</td>
<td>22.58</td>
<td>250.56</td>
<td>0.4</td>
</tr>
<tr>
<td>$J = \int u^2 dt, t_f = 500s$</td>
<td>500</td>
<td>8.31</td>
<td>0.43</td>
</tr>
</tbody>
</table>

In this case, the effect of the moving obstacle with on the flight time and control effort has been investigated as shown in Figure 6. As expected, time and control effort increased, as shown in Table 3. The increase in time and control effort in minimum time is more than in minimum energy. In other words, the impact of disturbance (moving obstacle) on minimum time is greater than minimum energy.

**Case 3.** In this case, A/C flies over the urban airspace in the presence of six static obstacles and two moving obstacles in either the minimum time or the minimum energy form as the cost function. The position and radius of obstacles are presented in Table 4.

In this case, path planning of A/C considering multiple static and moving obstacles has been investigated as shown in Figure 7. As the number of obstacles increases, the flight time and the control effort will be also increased as shown in Table 5.

**Case 4.** In this case, six A/Cs fly over the urban airspace in the presence of a combination of multi-sphere as static obstacles and two moving obstacles with constant speed. The combination of multi-sphere can generate different shapes for a realistic urban environment. The problem of multi-aircraft conflict resolution without considering static and moving obstacles investigated [37].

**Table 3.** Results of minimum time and minimum energy case 2

<table>
<thead>
<tr>
<th>Performance Index</th>
<th>Flight time duration (s)</th>
<th>Control effort (m/s²)</th>
<th>Run time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J = \int dt$</td>
<td>24.1</td>
<td>264</td>
<td>0.69</td>
</tr>
<tr>
<td>$J = \int u^2 dt, t_f = 500s$</td>
<td>500</td>
<td>8.36</td>
<td>0.8</td>
</tr>
</tbody>
</table>

![Figure 6](image2.png)  
*Figure 6. The optimal trajectory for A/C in the presence of one static obstacle and one moving obstacle -minimum time and minimum energy*
### TABLE 4. Parameters for numerical simulation case 3

<table>
<thead>
<tr>
<th>Parameter description</th>
<th>Value (meter)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial position</td>
<td>[0, 0, 0]</td>
</tr>
<tr>
<td>Final position</td>
<td>[900, 900, 400]</td>
</tr>
<tr>
<td>Center of obstacle 1, Radius</td>
<td>O1= [300, 300, 150], R1=90</td>
</tr>
<tr>
<td>Center of obstacle 2, Radius</td>
<td>O2= [600, 600, 300], R2=100</td>
</tr>
<tr>
<td>Center of obstacle 3, Radius</td>
<td>O3= [600, 200, 100], R3=50</td>
</tr>
<tr>
<td>Center of obstacle 4, Radius</td>
<td>O4= [200, 600, 120], R4=60</td>
</tr>
<tr>
<td>Center of obstacle 5, Radius</td>
<td>O5= [200, 200, 400], R5=70</td>
</tr>
<tr>
<td>Center of obstacle 6, Radius</td>
<td>O6= [450, 450, 200], R6=80</td>
</tr>
<tr>
<td>Moving obstacle 1 position</td>
<td>Mo1= [400, 10t, 300], R =100</td>
</tr>
<tr>
<td>Moving obstacle 2 position</td>
<td>Mo2= [10t, 400, 400], R =100</td>
</tr>
</tbody>
</table>

Figure 7. The optimal trajectory for A/C in the presence of six static obstacles and two moving obstacles - minimum time and minimum energy.

### TABLE 5. Results of minimum time and minimum energy case 3

<table>
<thead>
<tr>
<th>Performance Index</th>
<th>Flight time duration (s)</th>
<th>Control effort (m²/s³)</th>
<th>Run time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J = \int dt )</td>
<td>24.64</td>
<td>274.38</td>
<td>4.3</td>
</tr>
<tr>
<td>( J = \int u^2 dt, t_f = 500s )</td>
<td>500</td>
<td>8.49</td>
<td>4.1</td>
</tr>
</tbody>
</table>

The aircraft initial and final position for case 4 are presented in Table 6. The comprehensive model for UAT has been investigated in case 4. The running time for minimum time and minimum energies are 152.2 and 156.8 seconds respectively.

### TABLE 6. Aircraft initial and final position case 4

<table>
<thead>
<tr>
<th>Aircraft</th>
<th>Initial position(m)</th>
<th>Final position(m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A/C1</td>
<td>[100,0,400]</td>
<td>[900, 700, 0]</td>
</tr>
<tr>
<td>A/C2</td>
<td>[900,0,500]</td>
<td>[900, 900, 400]</td>
</tr>
<tr>
<td>A/C3</td>
<td>[0, 100, 0]</td>
<td>[200, 800, 0],</td>
</tr>
<tr>
<td>A/C4</td>
<td>[0, 0, 0]</td>
<td>[900,700,400],</td>
</tr>
<tr>
<td>A/C5</td>
<td>[600, 0, 0]</td>
<td>[0.900, 300].</td>
</tr>
<tr>
<td>A/C6</td>
<td>[800,0,0]</td>
<td>[0.900, 500].</td>
</tr>
</tbody>
</table>

The optimal path in the minimum time and minimum energy have been depicted in Figures 8 and 9.

Figure 8. The optimal trajectory for six A/Cs in the presence of multi-static obstacles and two moving obstacles - 3D-view (right side) – and the X-Y, X-h, Y-h view (left side) - minimum time approach.
Figure 9. The optimal trajectory for six A/Cs in the presence of multi-static obstacles and two moving obstacles - 3D-view (right side) – and the X-Y, X-h, Y-h view (left side) - minimum energy approach.

respectively. In the minimum time scenario, the time history of velocity is shown in Figure 10. As obviously, each A/C has restricted conditions regarding the allowable power and maximum velocity. In addition, the history of power and maximum allowable power are shown in Figure 11. The control effort (power history) has a sharp variation during the flight. On the other hand, in the minimum energy scenario, the history of velocity, and control efforts of each of A/Cs are depicted in Figures 12 and 13, respectively. The control effort (power history) has a smooth variation, as expected.

The results of minimum time and minimum energy for case 4 are presented in Table 7.

Figure 10. History of A/C’s velocity as a function of time - minimum time approach.

Figure 11. History of power as a function of time - minimum time approach.

Figure 12. History of velocity as a function of time - minimum energy approach.
The influence of the static and moving obstacles on the flight path investigated in these cases. As shown in results, each of A/C can fly in urban restricted airspace in an optimized conflict-free path. The computational load and running time increased with an increasing number of obstacles and A/C, so needs a more powerful computer for real case. The results indicate that the proposed approach is applicable in urban air transportation; thus, this method can employ to obtain the conflict-free path efficiently. However, one point with the proposed approach is that the centralized path planning and conflict resolution could rarely lead to a chain reaction of new-popped conflicts. Future research can dedicate to the complete flight with take-off and landing phases, or utilizing real urban airspace limitations and moving obstacles with variable speed. Besides, the cost function can be used as a combination of time and energy or flight cost per passenger.
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