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Non-overlapping field-of-view (FOV) cameras are used in surveillance system to cover a wider area.
Tracking in such systems is generally performed in two distinct steps. In the first step, people are
identified and tracked in the FOV of a single camera. In the second step, re-identification of the people
is carried out to track them in the whole area under surveillance. Various conventional features such as
clothes and appearance of person have been used to identify peoples in the cameras. However,
similarity between appearance and clothes of people causes unreliable results. Thus, much reliable
features are still required to increase the ability of tracking system. The aim of this paper is to propose
a novel algorithm to identify people in a network of cameras with disjoints views. In our proposed
methodology, according to relative size of various parts, human body are divided into three portions of
head, middle section and lower section. Considering histograms of these portions, matching process
was done aiming to distinguish persons in FOV of cameras. The other main challenge in such multi-
camera system is to deal with illumination changes and varying appearance of people at different
camera’s view. The cumulative brightness transform function (CBTF) was employed to alleviate the
difficulty of illumination changes. Experiments were conducted in RGB, YCbCr and HSV color spaces
and it was found that YCbCr color space gives a better performance result compared to other color
spaces used in this work.
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1. INTRODUCTION

information may be due to low camera resolution,
complex nature of object motion and its geometry,

The main purpose of a tracking system is to
continuously detect exact location of an object as well
as its trajectory once the object or camera moves.
Tracking systems are used in various tasks including
robotics, navigation, traffic surveillance and abnormal
behavior detection. In this regard, different tracking
systems have been developed in the past decades.
Human tracking has dominated tracking systems for
security or surveillance purpose. According to the
studies conducted in this field, people tracking are a
very complicated and difficult task as various features
are required to be considered.

In video processing, due to 3D world projection into
2D images, information is often lost [1]. The loss of

*Corresponding Author’s Email: h.hassanpour@shahroodut.ac.ir (H.
Hassanpour)

complete or partial occlusion of an object with others.
The other challenging issues for people tracking in
multi-camera systems are scene illumination changes
and various appearances of people at different camera
views [2-4].

Obiject histogram matching techniques such as color
histogram matching has been used as a signature in
many published works [5]. These approaches have also
been used for re-identifying the objects in a network of
cameras without disjoint views [6, 7]. Porikli et al. [8]
probability based Bayesian Belief Network was used to
improve performance of the histogram-based approach
for objects recognition and/or re-identification.
Kettnaker et al. [9] Bayesian method was used for
human tracking in cameras with disjoint view. In this
paper, motion of people was assumed to be uniform,
hence the system may fail once the object stops moving.
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Histogram matching is a simple and a fast technique
for tracking people but it may not be accurate in a
network of cameras with disjoint views because of
possible changes in people’s appearance and scene
illumination. In this paper, a methodology based on
histograms of various parts of human body is proposed
for a better people re-identification by increasing the
accuracy of the histogram matching technique.

This paper also addresses the problem of dealing
with illumination changes for appearance of people at
different camera sites. Figure 1 shows the image of a
person, along with its histogram observed in two views
of different cameras under different poses in
surveillance  network. This figure shows that
illumination differences of an object in different
cameras in a camera network makes recognition or re-
identification of people difficult. We use cumulative
brightness transform function (CBTF) to alleviate this
difficulty for people tracking in disjoint cameras.

2. RELATED WORKS

Various researches have been conducted on different
aspects in human tracking. Moeslund et al. [10] almost
400 papers have been reviewed and discussed on objects
tracking problems as well as rectification approaches
such as human model initialization, tracking, position
estimation and activity recognition. Yilmaz et al. [11]
details of available methods for objects tracking have
been introduced and summarized. In this study, they
have categorized the tracking algorithms on the basis of
the object shape, appearance, color and their motion
representations. Enzweiler et al. [12] several object
tracking systems has been reviewed and compared.
Khakpour et al. [13] proposed a new method for kernel-
based object tracking. In this paper, a definition for
union image blob is defined and then mapped to a new
representation which is called as potential pixels matrix.

Geronimo et al. [14] six steps have been considered
for people tracking systems including pre-processing,
foreground  segmentation,  object  classification,
verification, refinement and tracking. In this study,
various tracking algorithms have been evaluated and
discussed in more detail. These methods use several
overlapping cameras for tracking purpose and hence,
they could not be used to cover an extensive area. As a
matter of fact, cameras with disjoint views (i.e. non-
overlapping cameras) must be used to cover a large
area. Human tracking with non-overlapping cameras
have also been subject of many studies. Javed et al. [15]
spatial parameters and object motion models were used
for tracking tasks. In this paper, parameters were
combined with people’s appearance models to improve
the object re-identification performance.

Figure 1. Same person observed in two views of different
cameras under different poses in a surveillance network.

In addition, motion features like position, velocity
and acceleration of people were used to re-identify
objects in a network of cameras with disjoint views. For
instance, the authors in literatures [16, 17] used the
information gained from observing location and velocity
of object moving across multiple non-overlapping
cameras to determine spatial relationships between
cameras. Rahimi et al.[18], it has been assumed that
there is a possible relationship between objects in these
cameras, and a Markov model was used for modeling
people’s dynamic. Javed et al. [19], spatial-temporal
information as well as color and illumination transfer
functions were used to establish relationships between
people. These methods would be useful where distances
between cameras are short and people have a consistent
movement style.

Detecting and tracking active objects are two main
issues in surveillance systems. Mahdavi et al. [20], a
block-based similarity algorithm has been proposed to
detect and track active objects in successive frames in
different cameras. In this approach, the authors defined
a similarity and cost functions based blocks’ features in
order to reduce the computational complexity of their
algorithm. The results obtained through experimental
investigations indicated that the developed approach is
suitable for real time monitoring and gives a good
performance for active objects in noisy environments.

A novel non-training approach was introduced by
Xie et al. [21] where visual-spatial saliency is used to
get query image. In this approach, images of segmented
pedestrian are partitioned into small regions, so as hyper
graphs which are employed to represent visual and
spatial relationship among regions. The visual-spatial
saliency is then formulated as a hyper graph via
considering into human body and similarity of
pedestrians. The visual-spatial saliency is ultimately
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used in region-based matching to enhance the re-
identification process.

Person re-identification is a process in which people
across non-overlapping cameras are matched. Recent
findings have revealed that metric learning is an
effective approach for re-identification purpose.
However, most of learning method metrics are not able
to work properly with small sample size due to the
limited number of training samples. Liong et al. [22], a
new discriminative regularized metric learning (DRML)
method was proposed for person re-identification. In
this approach, discriminative information of training
samples are extracted and used to regulate the
eigenvalues of covariance matrices, which results to a
better estimation of distance metric. Experimental
results obtained from three widely used datasets
indicated that this approach is so effective when is used
for person re-identification.

Person re-identification methods are generally
looking for robust person matching through combining
different features. These features are often assigned with
certain weights by assuming that all of them are equally
good for all of the individuals included in re-
identification process. Liu et al. [23] showed that only
few of these features are important and the rest may juts
increase the computational time. To identify these
certain features, they proposed a new unsupervised
approach in which extracted features are weighted
adaptively by their alien and appearance attributes.

Person re-identification across network of cameras
with limited or non-overlapping fields of view is still a
challenging subject. An investigation [24] evaluated
performance of various re-identification techniques;
including regularized Pairwise Constrained Component
Analysis, kernel Local Fisher Discriminant Analysis,
Marginal Fisher Analysis using both histogram-based
and kernel-based features. Authors in this research
found a significant improvements in identification, in
terms of Cumulative Match Characteristic curves
(CMC) and Proportion of Uncertainty Removed (PUR)
scores.

3. THE PROPOSED APPROACH

Object re-identification is defined as observing an
object in one camera and reidentifying it in the same or
different cameras a little while after. An object may
appear in a camera more than once. Re-identification of
an object in a camera as well as obtaining information
about the time and number of entrance would be very
helpful in object attitude analysis and identification.
Motion features (estimated positions and velocity [2])
would not be suitable to track objects in a network of
cameras with disjoint view as there are too many
entrance and exits point in such environments and
motion feature depends mostly on the object position.

This means that objects may exit from a certain point
and enter in the same view from a different point.
Different entrances and exits points are shown in Figure
2. It is not rational to use spatial-temporal approaches in
such environments as well since time and position of
objects vary once they enter or exit. Similarly
geometrical attributes would not be a good choice for
re-identification due to low resolution images and lot of
resizing processes performed on the images [2].

TABLE 1. Relative length of different human body parts

Segment Relative length

Height 8
Forearm 2
Upper arm 15

Neck and head 1.25
Torso 25
Shoulder girdle 2
Pelvic girdle 2
Upper leg 2
Lower leg 2
Foot 1

Cameral open blind area camera2

N\

Figure 2. Depicting the inter-camera association between two
non-overlapping cameras. Given tracked targets in each
camera, our goal is to find the optimal correspondence
between them, such that the associated pairs belong to the
same object
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Figure 3. Generic topology of non-overlapping FOVs
multi-camera surveillance system [25].
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Figure 3 shows a general scheme of cameras with
disjoint view. In this Figure two cameras are set in a
building for surveillance.

The aim of this paper is to propose an approach
which can improve the performance of re-identification
to a significant level. In this approach, first the problem
of changes in illumination in appearance of people at
different camera views is resolved by using CBTF.
Then, the histogram matching accuracy is improved via
partitioning the image of human body into three parts.
Histograms of each parts are compared with those from
the previously observed people. The proposed method is
described below in more details.

3. 1. Various Parts of Human Body = Human body
is a set of connected parts. To segment these parts we
need to have their corresponding sizes which are
measured relative to total height. In this study, relative
distances, according to clinical and body proportions
studies as well as HMA databases [26], are considered
for each part of the body as they are frequently used in
human motion and human body proportions analysis.
Generally, each body can be considered to be eight
times of the head and hence each part gives a size value
relative to the total height of the body. Table 1 gives
these values obtained for each part of the body. For the
purpose of this study, body was partitioned into three
portions including head, middle section and lower
section. Figure 4 gives a representation showing how
various parts of body can be portioned into different
segments.

3. 2. Similarity Measure Various measures have
been proposed to calculate the possible similarities of
different bodies. It was shown that selecting a
sophisticated measure can significantly improve the
performance of a tracking system. In this study
Bhattacharyya distance was used for tracking people in
a network of cameras with disjoint views as it is one of
best measure for matching purpose [25, 27].
Bhattacharyya measure is expressed as:

S(Gix,0j,)=1-Dg(0;\,0;j,) (1)

where O; gives persons observed in camera number i
and frame number k while O;j, denotes persons

observed in camera number j and frame number I. If H;
and Hjare considered to be the histograms of these

people, parameter Dy is defined as [28]:

Dg (H H j)=J1—Z,/Hi<v).H ) @)
v=l

In the above equation, m denotes the number of bins in
the histogram. Bhattacharyya distance gives a value
between 0 and 1. The smaller the value, the lower the
similarity.

3. 3. Re-identification Process In re-
identification process, an arrived person in a camera
view is compared with those persons already identified
by the system. The following equation is used to
measure the similarity between their features for
possible re-identification:

arg max similarity(SimiIarity(Hi JH j))

J ®)

In the above equation, H; corresponds to the histogram

of the new person arrived in the frame of the camera
(FOV) whereas H; corresponds to the histograms of

the persons already identified by the tracking system. In
the following, we use the probability of the observations
belonging to the same object as [25]:

B Och ’Och
PlZ(ol,u(a)vOZ,l(a)|ﬂ%ﬁ): I1e o Lu 2’|)
ch e{R,G, B}

)

where y is an arbitrary constant and D is a distance

between an object appearance in C2 and C1. With 112“1

we consider a correspondence among the two
consecutive observations, O, , and O,,, i.e., exiting from
one camera and entering into another one (Oy, shows
object O in camera 1 and frame u). using the above
equation:

ch ,ch
e PHT R
ch e{R,G,B}

> Threshold (5)

In this equation, D represents the discrepancy between
the corresponding histograms of two persons; k is the
person who has the maximum similarity with the new
person. If the similarity measure from the color
channels (with Equation (5)) exceeds the threshold, it
means that the person has already been observed in the
previous frames (re-identified); otherwise it is
considered as a new person. In this paper, to compare
the corresponding histogram of various parts of human
body, Equation (6) was taken into consideration.

e PHTHED

ch e{R,G,B}

& > Threshold (6)
e PHTHD)

ch e{R.G,B}

In the above equation, k1 and k2 represent the middle
section and lower section of body, respectively.

3. 4. Cumulative Brightness Transform Function
In this paper, the cumulative brightness transform
function (CBTF) introduced in [2] is used to reduce the
associated effect of variation in severity of brightness
while persons pass through the cameras.
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Figure 4. Model and human body relative ratio.
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Figure 5. The transfer functions for the RGB color channels
from camera C1 to camera C2 obtained using Cumulative

Brightness Transfer Transform.

In the training step, we need to get information of
the same person going through two cameras with
disjoint views. Three RGB channels histograms are
computed corresponding to each image in the two
cameras, C1 and C2. All the 256 bins of each color
channel are considered in computing the histograms. An
accumulation of the brightness value training set is
computed rather than calculation of a brightness
transform function (BTF) for each training pair.

Hi(a)

The cumulative histogram Hy of N training samples
in camera C1 can be computed from the brightness

values By,..B,,...By as:

H(By) = Xt XiL1 11(By) )

where 11(By) is the count of brightness value By in O,.
Note that this cumulative histogram must be normalized
by the total number of pixels in the training set to
alleviate the effect of size difference between views.
The same is done for all the corresponding training

images of camera C2 obtaining H.. The CBTF equation
is:

/\71 A
fij=Hj (Hi(By) (8)

Figure 5 shows the CBTF obtained based on the
training set. It should be noted that mostly lower color
values from camera C2 are being mapped to higher
color values in camera C1, indicating that the same
object is appearing much brighter in C1 as compared to
C2. Figure 6 shows effect of CBTF on the same person
in different cameras.

4. EXPERIMENTAL RESULT

In this section, performance of the proposed algorithm
for object re-identification in non-overlapping camera
networks will be briefly discussed. Algorithm 1
represents the sequences of tracking system. The first
step of this algorithm is to calibrate the camera’s colors
sensitivity during the training time. As it is presented in
Figure 7, in the testing step, objects are firstly detected
by cameras and CBTF is applied on colors’ histogram
of the body. In the next step, person’s body is
partitioned into three portions including head, middle
and lower sections. Tracking in this stage is divided into
two steps of tracking/re-identification in cache and
database. Cache here is the frames previously recorded
for the same person, and the database consists of all the
persons appeared in any camera at any past time. If the
person cannot be found in the cache or databases, the
person is considered to be a new person.

Hi(b) H(a) ofter transforming

a H a8 8 & H &

Figure 6. The observations are of the same object from camera C1 and camera C2, respectively (a and b). Their red channel
histograms are also shown. The last histogram is obtained after transforming the colors (of first histogram) with a reconstructed

CBTF from the subspace.
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Input: Image sequences from camera C1 and C2
Output: Object re-identification and tracking
If time <= training time then
Compute the CBTF for camera pairs C1 - C2 using
algorithm in Section 4.
else
Detect persons in cameras C1 and C2;
[0 Correct object’s colors in cameras C2 using its
corresponding CBTF ;
[0 Body’s person partitioned into three portions;
[0 Match each objects in cache using equations (3)-(6);
if person is matched then
Update its position, area, information of color’s
person and frame number in cache;
else
Person is matched in database using equations (3)-(6);
if person is matched in database then
Update its position, area, information of color and
frame
number in database;
else
Create a new structure for the person in cache and
database;
add object’s position, information of color, area
and frame
number in cache and database ;

Figure 7. Algorithm of Object tracking and re-identification in non-
overlapping camera environment

- s
Figure 8. Twelve men and three women extracted from the
database.

Figure 9. Same person viewed in different sizes according to
his distance to the cameras.

4. 1. Database The dataset used for current study
was obtained from the interesting work published in
[25]. They have used two non-overlapping cameras set
at two different locations in an office as shown in Figure
3. Figure 8 shows twelve men and three women

extracted from the database using our proposed tracking
system. The real size of the images were 640 x 480
which were resized to be 320 x 240 for reducing the
processing time. We used a training set composed of
208 frames (for each view) of appearance of one person
in both FOVs. As the test set, we have used 2434 frames
coming from fourteen people. As it is shown in Figure
9, the same person might be viewed in different sizes
according to his distance to the cameras. In this paper,
we used normalized histograms to overlook the sizes of
the persons.

TABLE 2. Obtained results using the proposed method
in different color space

Methods Accuracy F1 RE PR
Proposed method in RGB 58 81 76 87
Proposed method in HSV 59 80.9 80 82
Proposed method in YCbCr 65 87.6 80 97
Whole body in RGB 34.2 - - -
Without CBTF in RGB [25] 32.4 - - -
Without CBTF in HSV [25] 34.4 - - -
Applying CBTF in RGB[25] 54.16 - - -

Applying CBTF in HSV [25] 23.43

4, 2. Evaluation Measure Quantitative measures
are rarely used to assess the efficiency of a tracking
system in cameras with disjoint views. Accuracy is one
of the quantitative measures introduced in several
published works. This measure is used to determine the
number of correctly detected objects per entire objects
passed through a given scene [8, 19]. Several other
criteria have also been introduced in literature. Precision
(PR) and Recall (RE) are two of these criteria found to
be reliable in image processing tasks. PR and RE of
object re-identification for each algorithm is calculated
by using equations

P
R=
TP+ FP ©)
P
= (10)
TP+ FN

The three quantities TP, FP and FN being defined as
follow:

True positive (TP): If an old label is correctly assigned
to an object, or a new label is created for a new object.
False positive (FP): If an old label is assigned to a
wrong object.

False negative (FN): If a new label is created for an
already labeled object.

It is not straightforward to compare the classifiers using
the two measures. The F1-measure introduced in
literature [29] combines the recall and precision
measures with an equal weight in the following form:
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(B? +1) x PR x RE
FB(r, p) 57 < (PR+ RE) , Where =1 (11)
F1-Measure is an automated measurement that
determines the precision and recall capabilities of a re-
identification system. The F1 metric weights recall and
precision equally, and a good re-identification algorithm
will maximize both precision and recall simultaneously.
Thus moderately good performance on both will be
favored over extremely good performance on one and
poor performance on the other.

4. 3. Tracking Results The data set was obtained
by extracting people from whole FOVs of both cameras.
Note that we did not consider any geometrical
constraints on the exiting and entering areas of people
moving in the observed scenario. We used a training set
composed of 208 foreground patches (for each view)
associated with the appearance of one person in both
cameras. We have used 2434 foreground patches
coming from fourteen people in the test set. Table 2
describes the results obtained on the test set detailed as
correct matches for persons.

In this paper, experiments have been conducted
using the color histogram to track and re-identify
people. We separately compared the performance of the
whole body color histogram and the performance of
different parts’ color histogram (proposed method) in
some color spaces. Table 2 displays the results obtained
from the experiments. Given in Table 3, the proposed
method has a reliable efficiency in all of the color
spaces used for this study. However, YCbCr color space
was found to be the best one for tracking.

The experiments conducted by Mazzeo et al. [25],
which has been done on this dataset, considered four
persons for their study, but we used fifteen persons for
our work.

Because of sufficient performance of CBTF in
balanced brightness of different cameras views, people
re-identification and tracking accuracy is more tangible
than the way without using it. In other words, this
method is able to reduce the unaccepted effects of
environmental conditions and type of cameras. The
other noticeable aspect is sufficient performance in
occlusion of same part of person’s bodies. In this case,
we divide the body into three parts and seperately
compare each parts with those of previously identified
people. Therefore, it can decrease the unacceptable
effects of occlusion. Experimental results show the
sufficiency and accuracy of the proposed method.

5. CONCLUSIONS

A network of cameras with disjoint view can
significantly cover an extensive area as well as reduce
the surveillance cost because of reducing the number of

cameras. People re-identification has a significant effect
on tracking systems. Since severity in brightness of
images can drastically reduce the efficiency of the
systems, in this paper cumulative brightness transform
function was used to compensate this effect so as to
increase the ability of the tracking system in re-
identification of persons. In this regard, we used the
color histogram of different segments of body according
to their relative distances in different color spaces such
as RGB, YCbCr and HSV. In fact, we intented to
improve the performance of the color histogram
technique in this paper. Fortunately, the results indicate
that our proposed method outperforms other existing
methods. It is noteworthy that the proposed method has
better results in YCbCr space than other color spaces.
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