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Abstract   The aim of a multi-mode resource-constrained project scheduling problem (MRCPSP) is 
to assign resource(s) with the restricted capacity to an execution mode of activities by considering 
relationship constraints, to achieve pre-determined objective(s). These goals vary with managers or 
decision makers of any organization who should determine suitable objective(s) considering 
organization strategies. In this paper, we present a new bi-objective model for the MRCPSP that 
maximizes the net present value (NPV) and minimizes the holding cost of activities completed by the 
projects’ completion time. For better adoption with real conditions, we consider four different 
payment models for positive cash flow. To verify the proposed model, a number of numerical 
examples are solved in small sizes and the related computational results are illustrated in terms of 
schedules. Finally, a meta-heuristic algorithm based on simulated annealing (SA) is utilized to solve 
our four payment proposed models in various sizes and the obtained results were analyzed. 
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اي  هدف در مساله زمانبندي پروژه با محدوديت منابع در حالت چند مد، تخصيص منابع و يا مجموعهچکيده   

ها با رعايت روابط پيشنيازي و براي رسيدن به  از منابع با ظرفيت محدود به يکي از مدهاي اجرايي فعاليت
سازان با  بديهي است که اين اهداف متنوع بوده و مديران و تصميم. باشد هدف يا اهداف از پيش تعيين شده مي

در اين مقاله، . کنند كه چه هدف يا اهدافي بايستي در نظر گرفته شود هاي هر سازمان تعيين مي توجه استراتژي
 دو معياره براي مساله زمان بندي پروژه با محدوديت منابع در حالت چند مد به منظور حداکثر يک مدل رياضي

هاي تکميل شده تا زمان تکميل  کردن ارزش خالص فعلي و همچنين حداقل کردن هزينه نگهداري فعاليت
يوه پرداخت براي به منظور نزديکي هر چه بيشتر مدل به شرايط واقعي از چهار نوع ش. باشد نهايي پروژه مي

جهت اعتباردهي مدل رياضي پيشنهادي، تعدادي مثال عددي با ابعاد . جريانات نقدي مثبت استفاده شده است
در نهايت يک الگوريتم .بندي ارائه شده است كوچك حل و نتايج محاسباتي حاصل در قالب برنامه زمان
 شده و  پرداخت پيشنهادي در ابعاد مختلف پيشنهادفراابتکاري بر پايه شبيه سازي تبريد نيز براي حل چهار مدل

 .نتايج حاصل تحليل شده اند
 
 

1. INTRODUCTION 
 
The multi-mode resource-constrained project 
scheduling (MMRCPSP) is a generalized version 
of the standard problem (i.e., RCPSP), in which 
each activity can be executed only in one of 
several execution modes, representing a relation 
between resource requirements of the activity and 

its duration. The goal in this problem is to find a 
schedule that optimizes the objective function 
under the presence of precedence and resource 
constraints and completes the project before its 
due date or time horizon. In other words, 
MMRCPSP consists of four different sets: 
namely, resources R, activities J, precedence 
constraints in set J, and set Z of project performance 
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measures (objectives or criteria). Set R is 
consisting of: 
 
• P types of renewable resources with the 

usage limited to ρρ
PRR ,,1 K  units for any 

given time. 
• N types of non-renewable resources with the 

consumption limited to v
N

v RR ,,1 K  units in 
the period of project time horizon. 

• U types of doubly constrained resources 
with the consumption limited to d

u
d RR ρρ ,,1 K  

units for any given time and usage of 
v

u
v RR ρρ ,,1 K  units in the period of the project 

time horizon. 
 
The precedence constraints are represented by a 
directed acyclic graph where activities are 
represented by nodes, and arrows represent 
precedence relationships between activities. 
     Set Z consists of time and cost objectives or 
criteria. Examples of these criteria are Project 
makespan, resource utilization smoothness, 
robustness, maximum lateness, mean flow time, 
net present value, and project cost. 
     Generally speaking, the scheduling of the 
project consists of such, that an allocation of 
resources from set R to activities from set J that all 
activities are completed before projects’ due date, 
the constraints are satisfied and the best 
compromise between objectives or criteria from set 
Z are achieved. 
 
 
 

2. LITERATURE REVIEW 
 
Different objectives or criteria are considered by 
various researchers in combinatorial optimization 
problems, especially in project scheduling problems. 
These objectives can be classified to regular and 
non-regular objectives. An objective is called 
regular if the following conditions are satisfied. 
 
• The goal of scheduling is to minimize the 

objective function. 
• The objective function value can be 

increased if at least the finish time of one 
activity is increased. 

The makespan minimization is probably the most 
researched and widely applied objective in a 
project scheduling domain. Makespan is defined as 
the time span between the start and the end of the 
project. Since the start of the project is usually 
assumed to be at 0=t , minimizing the makespan 
reduces to minimizing the maximum of the finish 
times for all activities [1]. Refer to definition of a 
regular objective; makespan minimization is a 
regular performance measure [2]. Other regular 
objectives are to minimize delay or weighted delay 
and minimize the flow time of the activities. 
     When the financial aspects of a project are 
taken into account, the most frequent performance 
measure used in project scheduling is a net present 
value (NPV) method. This criterion is computed 
with cash flows generated by project activities. A 
cash flow can be positive (cash inflow) or negative 
(cash outflow). For the contractor, cash outflows 
represent the expenses caused by manpower, 
equipment, and/or raw materials while cash 
inflows represent the client’s payments (they are 
often proportional to the project’s advancement). If 
positive cash flows are considered, the 
maximization of the net present value is a regular 
performance measure [3]. 
     Some specific non-regular objective functions 
are to maximize the NPV (unconstrained resource 
problem) that was first introduced by Russel, et al 
[4], maximize discounted cash flow (resource-
constrained problem) [5,6], minimize the total 
(weighted) resource consumption [7], and 
maximize smoothness of resource usage (resource 
leveling) [8,9]. The special case of resource 
leveling problem is named resource investment 
problem. Najafi, et al [10,11] considered this 
problem when cash flows are discountable. 
Shadrokh, et al [12] proposed an efficient meta-
heuristic algorithm for a resource investment 
problem when tardiness of a project is permitted 
with the defined penalty. Because of the time 
dependent nature of these objective function, the 
objective function value can actually increase by 
reducing the completion time of an activity (all 
else being equal), and so these are non-regular 
objective functions. 
     Some researchers develop new criteria in the 
field of project scheduling problems. Icmeli and 
Rom [13] considered the objective of the quality 
within project scheduling because maximizing the 
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quality of the project is the most important 
objective for project managers and their clients. 
They presented a mixed-integer linear program 
(MILP) for project scheduling with this objective. 
Erengüc, et al [14] provided a survey of the quality 
perspective within project scheduling. 
     Al-Fawzan, et al [15] presented new criteria, 
called robustness, to answer another requirement 
of project managers. They often disrupted with 
some uncontrollable factors that affect activities 
duration and as result managers unable to meet 
predetermined horizon of project. Therefore, they 
developed a bi-criteria model by the makespan 
minimization and robustness maximization 
criteria. 
     Robustness is defined as, schedules ability to 
cope with ‘‘small’’ increases during some activities 
that may be the result of some uncontrollable 
factors. Al-Fawzan, et al [15] defined the free slack 
sj as the amount of time that an activity j can slip 
without delaying the start of next activity, while 
maintaining resource feasibility. Thus, the 
robustness of a schedule is defined as the total sum 
of the free slacks. 
     Kobylańki, et al [16] proved the deficiency of 
robustness criteria proposed by Al-Fawzan, et al 
[15] by a simple example. They consider two type 
of project robustness, called quality robustness and 
solution robustness. The first type refers to the 
stability of the project planned makespan or the 
completion date of the whole project and the later 
type refers to details of the schedule, i.e. the 
starting times of the activities. Based on these 
concepts, Kobylańki, et al [16] proved two new 
robustness criteria. The first criterion is to 
maximize the minimum of free slacks and the 
second one is to maximize the minimum of the 
ratios free slack/duration. 
     Another problem that project managers are 
dealing with, is partner selection. Project managers 
should consider resources and capacity constraints 
of project sub-contractors, in project scheduling, 
on the other hand, they should minimize the 
project cost. Therefore, Zhenyuan, et al [17] 
defined a new problem: how to get the least 
activities’ cost of the project with the constraints of 
due date and resource capacities of every partner 
To solve this problem, they defined a type of a 
RCPSP with the objective of minimizing the 
activities cost that consists of fixed cost and 

completed activity holding cost that is dynamic 
and varies with the changing of the finish time of 
the activity and project makespan. 
     In this paper, we develop the Zhenyuan and 
Hongwei's model [17] to its multi-mode version and 
additionally consider discounted cash flows in the 
proposed models. The point of view for the 
proposed model is a contractor that has several sub-
contractors and one client. Therefore, we consider 
four different payment models for cash inflows and 
only one payment model for cash outflows. 
 
 
 

3. PROBLEM FORMULATION  
 
Our proposed model is categorized in multi-mode 
resource-constrained project scheduling problem 
with discounted cash flows (MRCPSPDCF) that 
can be defined as follows. A project consisting of n 
activities is represented by an activity-on-node 
network, ( )EJG ,= , nJ = , where nodes and arcs 
correspond to activities and precedence constraints 
between activities, respectively. Nodes in graph G 
are topologic and numerically numbered, i.e. an 
activity has always a higher number than all its 
predecessors. No activity may be started before all 
its predecessors are finished. 
     Each activity j ( nj ,,1K= ) has to be 
executed in one of Mj modes and a mode chosen 
for an activity may not be changed. The duration 
of activity j executed in mode m is djm. There are 
R renewable and N non-renewable resources. 
The number of available units of renewable 
resource k ( Rk ,,1K= ) is ρ

kR  and the number of 
available units of nonrenewable resource l 
( Nl ,,1K= ) is v

lR . Each activity j is executed in 
mode m  requiring ρ

jkmr  units of renewable 

resource k ( Rk ,,1K= ) and consumes v
jlmr  units 

of non-renewable resource l ( Nl ,,1K= ) for its 
processing. 
     A negative cash flow −

mjCF  is associated with 
the execution of activity j in mode m. For each 
completed activity occurs a negative cash flow 
amount of −

mjh CF.α  until the completion time of a 
project, where hα  is the holding cost rate 
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( 0 1hα≤ ≤ ). Finally, the contractor receives 
amount of cash flows +

jCF  for each activity that 
has completed successfully. 
     When dealing with a large-scale project, the 
value of money is taken into account by 
discounting the cash flows. The value of an 
amount of money is a function of the time of 
receipt or disbursement of cash. Money received 
today is more valuable than money to be received 
some time in the future, since today’s money can 
be invested immediately. In order to calculate the 
value of NPV, a discount rate iα  has to be chosen, 
which represents the return following from 
investing in the project rather than e.g. in 
securities. The objective is to find an assignment of 
modes to activities as well as precedence and 
resource-feasible starting times for all activities 
such that the net present value of the project is 
maximized. 
     All the parameters are used in the proposed 
MRCPSPDCF model are summarized below: 
 
n  Number of activities 
G  Acyclic digraph representing the project 

jM  Number of modes of activity j, nj ,,1K=  

jmd  Duration of activity j executed in mode m  
( jMm ,,1K= ) 

−
jmCF  Negative cash flow associated with activity j 

executed in mode m 
+
jCF  Positive cash flow associated with activity j 

jST  Starting time of activity j 

jFT  Finishing time of activity j 

jEF  Earliest finishing time of activity j 

jLF  Latest finishing time of activity j 

jP  Set of all predecessors of activity j 
R  Number of renewable resources 
N  Number of non-renewable resources 
ρ
kR  Number of available units of renewable 

resource k , Rk ,,1K=  
v
lR  Number of available units of non-renewable 

resource l , Nl ,,1K=  
ρ
jkmr  Number of units of renewable resource k  

required by activity j executed in mode m 

ρ
jkmr  Number of units of non-renewable resource l 

consumed by activity j executed in mode m 
iα  Discount rate 

hα  Holding cost rate 
TH  Time horizon of the project (the upper 

bound of the project makespan given by the 
sum of maximal durations of activities). 

 
     By using the above notations, the proposed 
model can be formulated as the following 
mathematical programming problem: 
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jmtx  is a decision variable, which is equal to 1 if 
and only if, activity j is performed in mode m and 
finished at time t. Equation 1 represents the 
objective function that maximizes the net present 
value of a project. Constraint 2 guarantees that 
each activity is assigned exactly one mode and 
exactly one finishing time. Precedence feasibility 
is satisfied by Constraint 3. Constraint 4 ensures 
project complete before its due date. Constraints 5 
and 6 take care of the renewable and non-
renewable resource limitations, respectively. 
Equation 7 computes the holding cost of completed 
activities in each period and affect achieved 
amount in the third term of the objective function. 
Finally, Constraint 8 defines the binary status of 
the decision variables. 
     As mentioned before, we present the model 
from the contractor point of view. We also assume 
that this contractor has to pay the activities cost at 
the completion time of each activity; however it 
receives positive cash flows from client based on 
the project contract. All of various contracts can be 
defined by four basic payments model named 
Lump-sum payment, payment at event 
occurrences, payment at equal time intervals, and 
progress payment [5,6]. 
     Lump-sum payment (LSP) is one of the more 
commonly used payment structures in the 
literature. Here, the whole payment is paid by the 
client to the contractor upon successful completion 
of the project [5]. When this type of payment 
schedule is considered, the total payment is then 
calculated as the sum of the positive cash flows of 
all activities. Therefore, the first term of the 
objective function should be revised, and so we 
deal with a new objective function: 
 

( )max 1 nFT

LSP iZ CF α −
= + −  

 

( ) ( )1 1 1

.
1 1

j j n

j

LF M FTn
jm t

t jmt t
i t EF m ti i

CF HCx
α α= = = =

−
+ +

∑∑∑ ∑  (9) 

 
Where, 
 

∑
=

+=
n

j
jLSP CFCF

1

. 

 
In the payments at event occurrences (PEO) model, 

payments are made at predetermined set of event 
nodes [5]. At the specific case of this payment 
client pays the contractor for the completion of 
each project activity. In other words, once an 
activity is finished, the contractor gets the amount 
of money equal to the positive cash flow associated 
with this activity. In this case, the objective 
function of the model is replaced with the 
following one. 
 

( )
1

max 1 j

n
FT

j i
j

Z CF α −+

=

= + −∑  

 

( ) ( )1 1 1

.
1 1

j j n

j

LF M FTn
jm t

t jmt t
i t EF m ti i

CF HCx
α α= = = =

−
+ +

∑∑∑ ∑  (10) 

 
In the equal time intervals (ETI) model, the client 
makes H  payments for the project. The first (H-1) 
of these payments are scheduled at equal time 
intervals over the duration of the project, and the 
final payment is scheduled at the time of the 
project completion [6]. In this case, we deal with 
the following objective function. 
 

( )
1

max 1 P

H
T

p i
P

Z P α −

=

= + −∑  

 

( ) ( )1 1 1

.
1 1

j j n

j

LF M FTn
jm t

t jmt t
i t EF m ti i

CF HCx
α α= = = =

−
+ +

∑∑∑ ∑  (11) 

 
Pp is the payment at payment point 
p ( Hp ,,1K= ), and pT  is the occurrence time of 

the payment point. If 1=p  and np FTT = , then this 
model is similar to lump-sum payment model. 
     In the progress payment (PP) model, the 
contractor receives the project payments at 
regular time intervals until the project is 
completed. For example, the contractor might 
receive at the end of each month a payment for 
the work accomplished during that month. The 
difference between the ETI and PP models is that 
in PP the number of payments is not known a 
prior [5,6]. The objective function value is given 
by a formula similar to formula 11; however, here 
the values of pT  are multiples of the assumed 
interval length T . 
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Where, H  is the smallest integer greater than or 
equal to TFTn . HP  is the amount of a positive 
cash flow paid at nFT  (i.e., project completion 
time). 
 
 
 

4. MODEL VERIFICATION 
 
In this section, we define some numerical example 
and solve them by the LINGO software package to 
verify our proposed model. Table 1 shows the data 
of four different projects with 10 non-dummy 
activities, in which start and finish activities are 
dummy. Each problem assumes one renewable 
resource with usage limited to R units for each 
time. Each activity has only one execution mode. 
Therefore, it is not necessary to consider a non-
renewable resource constraint because there is no 
feasible solution, when resource constraint is not 
satisfied. 
     Due dates of projects are 22, 16, 20, and 20 
respectively. In addition, the number of available 
units of renewable resource is 13 units for the first 
and fourth problem, and 15 units for other 
problems. Finally, we consider αi = 1 % and αh = 
0.5 % for all problems. 
     Negative and positive cash flows of each 
activity are given in Table 2. In the lump-sum 
payment model, there is the positive cash flow 
with the amount of 9456 units at the time of project 
completion. We also consider 3=H  for PEI and 

4=T  for PP models. 
     We consider the forward and backward 
calculation based on information presented in 
Table 1 in order to determine the earliest and latest 
finish of each activity. Then, we solve all 16 
problems (four problems with four different 
payment models) by using the LINGO 8.0 software 
package and present achieved results in Table 3. 
Maximum running time (MRT) is equal to 3600 
seconds and values are specific with star in Table 3 

are problems which the software cannot find the 
optimum solution in MRT. As found in this table, 
LSP has the lowest value between all payments 
model and PEO has the greatest value for the 
objective function. Figures 1 to 4 show the Gantt 
chart of global\local optimum schedules for the 
first problem with various payment models. 
 
 
 

5. SIMULATED ANNEALING 
 
Simulated annealing (SA) [18] is a well-known 
local search meta-heuristic algorithm, which 
attempts to solve hard combinatorial optimization 
problems through a controlled randomization 
procedure. The ease of the use and provision of 
good solutions to real-world problems makes SA 
to be one of the most powerful and popular meta-
heuristic algorithms to solve many optimization 
problems. 
     The SA algorithm starts with an initial solution 
for the given problem and repeats an iterative 
neighbor generation procedure that improves the 
objective function. During searching for the 
solution space and in order to escape from local 
minima, the SA algorithm offers the possibility to 
accept the worse neighbor solutions in a controlled 
manner. A neighboring solution (S') of the current 
solution (S) is generated in each iteration of the 
inner loop. If the objective function value of S' is 
better than S, then the generated solution replaces 
with the current one; otherwise, the solution can be 

also accepted with a probability Tep
Δ−= . Where 

T  is the value of current temperature (i.e., higher 
values of T  give a higher acceptance probability) 
and ( )SfSf ′−= )(Δ . The acceptance probability is 
compared to a number ( ]1,0∈y  generated randomly 
and S' is accepted whenever p > y. 
 
5.1. Solution Representation   A feasible 
solution is represented by a list consisting of 2n 
elements, where n is a number of activities. The 
first n elements are a feasible precedence list of 
activities, in which each activity has schedules 
after its predecessors and before all its successors. 
This part of the list is called “Activity List”. The 
second part of the list starts from the (n+1)-th 
element to end, which is called “Mode List”. 
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TABLE 1. Input Data of Problems. 
 

Problem 1 2 3 4 

Activity dj uj Successors dj uj Successors dj uj Successors dj uj Successors 

1 0 0 2,3,4 0 0 2,3,4 0 0 2,3,4 0 0 2,3,4 

2 5 6 5,6,7 3 9 10 4 6 6,8,11 2 5 5,6 

3 1 9 6,7,9 5 8 5,7,8 2 10 7,9 3 6 6,7,8 

4 1 2 8,9 5 7 6,7,8 7 10 5,6,7 3 8 9,10,11 

5 4 7 8,9 2 7 6,9,11 1 4 8,9,11 3 9 7,8 

6 3 3 10,11 2 8 10 2 6 9,10 2 9 10,11 

7 9 6 10,11 1 5 9,11 1 7 10,11 1 3 9,10,11 

8 4 4 10,11 3 8 9,10,11 1 5 10 6 5 9 

9 4 6 12 1 7 12 1 6 12 3 5 12 

10 1 7 12 2 4 12 3 10 12 1 6 12 

11 3 8 12 2 9 12 6 5 12 3 8 12 

12 0 0 -- 0 0 -- 0 0 -- 0 0 -- 

 
 
 

TABLE 2. Positive and Negative Cash flows of Project Activities. 
 

Activity 1 2 3 4 5 6 7 8 9 10 11 12 

CFj
+ 0 1225 908 821 1009 300 1031 910 964 1111 1177 0 

CFj
-  0 980 726 657 807 240 825 728 771 889 941 0 

 
 
 

TABLE 3. Results of Solving the Given Problems with LINGO 8. 
 

LSP PEO PEI PP 
Problem 

Z CPU (S) Z CPU (S) Z CPU (S.) Z CPU (S.)

1 904.35 3549 1394.81 1183 1176.17* 3600 1272.03 540 

2 1200.31 281 1544.69 331 1274.91* 3600 1332.30 1206 

3 1078.14 233 1471.86 499 1175.55 3496 1401.67 1656 

4 1191.17 3270 1456.50 1635 1286.23* 3600 1394.78* 3600 
 
* Local Optimum 
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The (n + 1)-th element of the list defines the 
execution mode of the j-th elements (j = 1,…,n). 
Figure 5 presents a precedence feasible solution of 
a problem with eight activities. This list contains 
16 elements where show the sequence of activities 
is 1 to 8 and activities 1, 6, and 8 execute in its first 
mode, activities 3 and 4 execute in second mode 
and other activities execute in its third mode. 
 
5.2. Scheduling Generation Scheme   
Scheduling generation schemes (SGS) are the core 

of meta-heuristics for RCPSP\MMRCPSP and 
essential for generating feasible schedules. 
Therefore before presenting meta-heuristic 
algorithms for solving the model, we should define 
the SGS. 
     A comprehensive study on forward, backward 
and bi-directional planning strategies with various 
priority rule presented by Kelin  19. In forward 
planning, no activity is scheduled before all its 
predecessors have been finished. In backward 
planning an activity can schedule if and only if all 

 
 

Figure 1. Global optimum schedule of problem 1 with the 
lump-sum payment (LSP) model. 

 
 
 

 
 

Figure 2. Global optimum schedule of problem 1 with the 
payment on event occurrence (PEO) model. 
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of its successors are scheduled. These strategies 
generate precedence feasible solutions. Bi-
directional planning strategy constructs schedules in 

forward and backward direction, simultaneously. 
     There are two different SGSs that are available 
for each of these three strategies. The serial 

 
 

Figure 3. Local optimum schedule of problem 1 the with 
payment on equal interval (PEI) model. 

 
 
 

 
 

Figure 4. Global optimum schedule of problem with the 
progress payment (PP) model. 

 
 
 

 
 

Figure 5. Solution representation. 
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scheduling scheme (SSS) constructs a feasible 
schedule in n  stages, in each stage, one activity is 
selected and scheduled at the earliest precedence 
and resource feasible completion time. The parallel 
scheduling scheme (PSS) generates a feasible 
schedule in at most n iterations. More details about 
planning strategies and scheduling schemes are 
presented in Kelin  19 and Kolisch  20. 
     We extend the serial schedule generation 
scheme proposed by Kelin [19] for a multi-mode 
problem. A random selection is used for priority 
rule and also for the tie break rule because of 
unknown behavior of the objective function. 
 
5.3. Starting Solution   A starting solution for 
each instance is generated by setting all activities 
on the activity list in an ascending order that 
follows from the ordering of nodes in the 
precedence relation graph, and executing all 
activities in their first modes. This procedure has 
been commonly used in local search algorithms for 
the MRCPSP before. 
 
5.4. Stopping Criterion   The stopping criterion 
is defined as an known and constant number of 
visited solutions (i.e., an assumed number of 
computing the objective function values). It is 
worthy noting that the objective is to maximize the 
net present value (NPV). 
 
5.5. Neighborhood Generation   The neighbor 
generation is performed by using one of the 
following two operators: 
 
5.5.1. Activity shifting   Assume that 

),,;,,( 11 nn MMAAS KK=  be the current solution. 
An integer random number, a , is generated in the 
interval [1,n]. Let activity bA  be the last predecessor 
of activity aA  and cA  the first successor of in S. 
Another integer number, d , is generated randomly 
in the interval [b+1,c-1]. Now, a neighborhood 
solution is obtained by a cyclical shift of all the 
activities placed between a, d and also cyclical 
shift of these activities execution modes placed 
between n + a and n + d. 
 
5.5.2. Mode changing   an integer number, x, is 
generated randomly in the interval [1,n]. The mode 

of selected activity is changed to another one 
randomly chosen, if possible where the value of 
element n + x is changed. 
     In each transition, one of these operators is 
chosen randomly with an equal probability. 
 
5.6. Cooling Scheme   The temperature can be 
controlled by a cooling scheme specifying how it 
reduces to make the procedure more selective as 
the search progresses to neighborhoods of good 
solutions. We decrease the temperature T in N 
steps, starting from an initial value T0 and using a 
cooling factor α , 10 << α . The initial temperature 
T0 needs to be high enough to allow the acceptance 
of any new solution in the first step. In each 
iteration of N, the procedure generates a fixed 
number of solutions R and evaluates them by using 
the current temperature value, 0)1( TT α−= . 
 
 
 

6. COMPUTATIONAL EXPRIMENT 
 
In this section, we present the results of a 
computational experiment concerning the 
implementations of the meta-heuristic algorithm 
for the proposed model. The implementations are 
coded and compiled in MATLAB and run on 
Pentium 4 PC with CPU 4800 Hz and 512 MB 
RAM. 
     We use a set of benchmark instances generated 
using the project generator ProGen developed by 
Kolisch, et al [21]. The files with the mentioned 
instances are available in the project scheduling 
problem library PSPLIB. 
     We use benchmark sets for problems with 10, 
12, 14, 16, 18 and 20 non-dummy activities. All 
non-dummy activities may be executed in one of 
three modes. There are two renewable and two 
non-renewable resources. The duration of activity j 
in mode m varies from 1 to 10. We select one 
group of instants for each problem size randomly. 
Each group consists of 10 instants; therefore, we 
select 60 instants totally. For each selected instance 
from the PSPLIB library, we generate negative 
cash flows of all activities from the interval (0; 
1000] with the uniform distribution and then sort 
the computational results based on duration of each 
mode (i.e., signing the highest cash flow to mode 
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with the smallest duration, and signing the lowest 
cash flow to mode with the biggest duration in 
each activity). Furthermore, the positive cash flow 
is generated with the uniform distribution in the 
interval [750,1500]. 
     For all LSP, PEO, PEI, and PP models, the 
experiment is performed for two different values of 
the discount rate and holding cost rate. We assume 
that αi = {0.01,0.05} and αh = {0.005,0.01}. We 
also assume that it is constant over the entire 
planning horizon. 
     For the PEI model, we additionally assume that 
different values of parameter H. The experiment is 
performed for H = {3,6}. For the PP model, we 
assume T = {4,8}. Thus, we have four combinations 
for the LSP and PEO models and eight 

combinations for the PEI and PP models. 
     We determine the stopping criteria based on the 
problem size. This criteria is equal to 10n2 where n 
is a number of the non-dummy activity in each 
instance. Finally, we run our proposed SA 
algorithm 30 times for each combination of 
problem parameters. Taking into account that all 
the problem parameters are assumed in the 
experiment, as well as the number of instances 
from the PSPLIB library for a given number of 
activities, it is worthy to note that the algorithm is 
solved exactly as 60 × 30 × (4×2+8×2) = 43200 
instances of the considered problems. 
     Table 4 illustrates the computational results of 
the LSP and PEO models, and Table 5 presents the 
results of the PEI and PP models. 

TABLE 4. Computational Results for the LSP and PEO Models. 
 

LSP PEO Problem 
Size αi αh Best 

objective 
Gap Ave. 

(%) 
CPU 

Ave. (S.) 
Best 

objective 
Gap Ave. 

(%) 
CPU 

Ave. (S.)

j10 

0.01 
0.01 
0.05 
0.05 

0.05 
0.01 
0.05 
0.01 

2774.0 
2722.2 
1056.6 
882.7 

1.65 
2.15 
7.70 
23.07 

2.78 
2.75 
2.74 
2.75 

3321.7 
3141.0 
2322.7 
2254.2 

7.09 
9.58 
8.67 
9.58 

2.77 
2.77 
2.77 
2.75 

j12 

0.01 
0.01 
0.05 
0.05 

0.05 
0.01 
0.05 
0.01 

3030.6 
2834.4 
660.8 
523.4 

2.04 
2.28 
10.33 
17.97 

3.67 
3.64 
3.64 
3.69 

3653.5 
3542.4 
2442.6 
2377.9 

7.05 
8.40 
11.00 
12.64 

3.69 
3.68 
3.68 
3.92 

j14 

0.01 
0.01 
0.05 
0.05 

0.05 
0.01 
0.05 
0.01 

3499.8 
3292.1 
735.6 
769.6 

2.76 
2.28 
11.10 
13.78 

4.95 
4.84 
4.85 
4.83 

4306.6 
4091.3 
3012.5 
2840.0 

7.51 
9.67 
10.98 
15.36 

4.87 
4.88 
4.87 
4.88 

j16 

0.01 
0.01 
0.05 
0.05 

0.05 
0.01 
0.05 
0.01 

3031.9 
2750.8 
435.7 
39.3 

2.03 
2.71 
25.92 
49.15 

7.99 
7.97 
7.98 
7.97 

4316.8 
4003.3 
2326.2 
1982.9 

5.32 
7.56 
9.13 
9.46 

8.08 
8.05 
8.02 
8.02 

j18 

0.01 
0.01 
0.05 
0.05 

0.05 
0.01 
0.05 
0.01 

3541.8 
3037.3 
398.6 
587.0 

2.32 
2.98 
20.02 
25.07 

11.28 
11.26 
11.26 
11.26 

4486.0 
4160.0 
2593.1 
2138.7 

7.35 
9.21 
11.32 
12.34 

10.30 
10.28 
10.28 
10.29 

j20 

0.01 
0.01 
0.05 
0.05 

0.05 
0.01 
0.05 
0.01 

3836.2 
3351.7 
654.9 
909.3 

3.06 
2.91 
24.69 
29.88 

14.59 
14.57 
14.54 
14.56 

5367.5 
4766.2 
3330.4 
2909.5 

8.98 
8.69 
10.13 
12.42 

14.63 
14.68 
14.70 
14.73 
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TABLE 5. Computational Results for the PEI and PP Models 
 

PEI PP Problem 
Size H T αi αh Best 

objective 
Gap Ave. 

(%) 
CPU Ave. 

(S.) 
Best 

objective  Gap Ave. (%) CPU 
Ave. (S.) 

j10 

3 
3 
3 
3 
6 
6 
6 
6 

4 
4 
4 
4 
8 
8 
8 
8 

0.01 
0.01 
0.05 
0.05 
0.01 
0.01 
0.05 
0.05 

0.005 
0.01 
0.005 
0.01 
0.005 
0.01 
0.005 
0.01 

2917.0 
2614.4 
1682.6 
1684.3 
3141.9 
2685.4 
1949.9 
1921.4 

10.41 
11.90 
17.31 
15.80 
11.69 
13.35 
14.72 
15.53 

2.76 
2.76 
2.77 
2.75 
2.75 
2.75 
2.77 
2.77 

3024.3 
2924.1 
2144.0 
2209.1 
2302.9 
2281.0 
1695.3 
1675.5 

4.81 
7.60 
9.41 
11.41 
12.23 
12.33 
14.54 
17.16 

2.75 
2.75 
2.74 
2.74 
2.75 
2.74 
2.73 
2.73 

j12 

3 
3 
3 
3 
6 
6 
6 
6 

4 
4 
4 
4 
8 
8 
8 
8 

0.01 
0.01 
0.05 
0.05 
0.01 
0.01 
0.05 
0.05 

0.005 
0.01 
0.005 
0.01 
0.005 
0.01 
0.005 
0.01 

2832.8 
3028.3 
1659.3 
2059.1 
2927.1 
3011.6 
1785.1 
2097.3 

12.84 
13.94 
22.57 
16.81 
10.28 
10.78 
18.31 
16.59 

3.69 
3.69 
3.70 
3.68 
3.67 
3.66 
3.67 
3.67 

3371.7 
3347.2 
2112.9 
2173.7 
2614.7 
2483.9 
1722.9 
1696.3 

9.31 
10.32 
12.65 
12.79 
14.00 
15.73 
16.50 
20.23 

3.65 
3.66 
3.66 
3.65 
3.65 
3.66 
3.66 
3.67 

j14 

3 
3 
3 
3 
6 
6 
6 
6 

4 
4 
4 
4 
8 
8 
8 
8 

0.01 
0.01 
0.05 
0.05 
0.01 
0.01 
0.05 
0.05 

0.005 
0.01 
0.005 
0.01 
0.005 
0.01 
0.005 
0.01 

3694.2 
3562.6 
2593.6 
2350.9 
3818.3 
3585.7 
2741.8 
2596.0 

9.92 
10.29 
15.14 
13.53 
10.05 
12.60 
16.31 
12.35 

4.91 
4.94 
4.93 
4.94 
4.94 
4.91 
4.91 
4.95 

4243.6 
4060.0 
2918.0 
2703.3 
3200.6 
3008.2 
2152.2 
1993.3 

8.60 
8.30 
9.56 
12.06 
9.91 
12.28 
14.54 
15.20 

4.88 
4.89 
4.89 
4.88 
4.86 
4.88 
4.87 
4.90 

j16 

3 
3 
3 
3 
6 
6 
6 
6 

4 
4 
4 
4 
8 
8 
8 
8 

0.01 
0.01 
0.05 
0.05 
0.01 
0.01 
0.05 
0.05 

0.005 
0.01 
0.005 
0.01 
0.005 
0.01 
0.005 
0.01 

3787.8 
3187.8 
1880.7 
1623.1 
4038.2 
3287.7 
2101.5 
1671.4 

8.19 
10.61 
15.03 
18.77 
9.98 

12.26 
16.54 
17.32 

8.09 
8.13 
8.19 
8.16 
8.11 
8.09 
8.11 
8.07 

3710.9 
3797.6 
2045.6 
1868.5 
3239.8 
3345.0 
1824.6 
1595.4 

5.83 
9.10 
14.08 
16.58 
8.29 
13.24 
18.19 
16.50 

8.06 
8.02 
8.02 
8.00 
8.02 
7.99 
7.96 
7.98 

j18 

3 
3 
3 
3 
6 
6 
6 
6 

4 
4 
4 
4 
8 
8 
8 
8 

0.01 
0.01 
0.05 
0.05 
0.01 
0.01 
0.05 
0.05 

0.005 
0.01 
0.005 
0.01 
0.005 
0.01 
0.005 
0.01 

3635.8 
3376.2 
1762.4 
1649.7 
3716.4 
3542.1 
2153.1 
1788.7 

10.62 
10.34 
19.13 
19.36 
9.60 
8.81 

15.66 
14.69 

11.32 
11.32 
11.39 
11.37 
11.34 
11.33 
11.39 
11.38 

4262.0 
3869.7 
2421.0 
2024.8 
3303.0 
2849.5 
1908.8 
1590.7 

7.05 
10.70 
12.00 
12.13 
8.63 
11.02 
15.14 
22.76 

11.25 
11.27 
11.27 
11.26 
11.25 
11.26 
11.27 
11.25 

j20 

3 
3 
3 
3 
6 
6 
6 
6 

4 
4 
4 
4 
8 
8 
8 
8 

0.01 
0.01 
0.05 
0.05 
0.01 
0.01 
0.05 
0.05 

0.005 
0.01 
0.005 
0.01 
0.005 
0.01 
0.005 
0.01 

4563.0 
3600.1 
2322.8 
2194.5 
4379.3 
3744.5 
2443.4 
2294.4 

13.23 
9.79 

14.91 
21.25 
10.92 
9.89 

16.47 
15.88 

14.72 
14.71 
14.70 
14.72 
14.65 
14.61 
14.66 
14.64 

5005.2 
4153.4 
2940.7 
2653.4 
3936.4 
3277.7 
2285.3 
2295.1 

10.46 
9.29 
13.87 
14.54 
12.05 
14.97 
13.83 
20.96 

14.58 
14.60 
14.61 
14.62 
14.64 
14.58 
14.59 
14.58 
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For each payment model considered in this paper, 
each value of αi and αh has an important impact on 
the objective function of the project. If the other 
parameters of the problem remain fixed (i.e. the 
number of activities n for the LSP and PEO 
models, parameters (n × H) and (n × T) for the PEI 
and PP models, respectively), the net present value 
(NPV) decreases with the growth of αi and αh. 
     In the case of the PEI model with the fixed 
values of n, αi and αh, the amount of objective 
function grows by increasing the value of 
parameter H. It is easy to see that an increase in the 
number of payments has to result in a better NPV 
of the project. It is just another way round for the 
PP model, the growth in the value of the interval 
length T results in worse NPV, which of course 
follows the fact that in this case the number of 
payments is decreased. 
 
 
 

7. CONCLUSION 
 
At the present time, organization tendency is to 
achieve greater benefit from project 
accomplishment. For this purpose they should 
reduce project cost and have better utilization of 
the resources. One way for cost reduction is 
completing each activity at the time that has 
minimum activity cost and maximum revenue for 
the organization. Based on this concept we present 
a new bi-objective model for multi-mode resource 
constrained project scheduling problem with 
discounted cash flows (MMRCPSPDCF) from 
contractor point of view with classical NPV and 
holding cost criteria. For better adoption of the real 
condition that organization deal with, we define 
both positive and negative cash flows and also 
consider different payment models for positive 
cash flows. This assumption related to more 
accommodation with real world that project 
managers are to deal with and help them to make 
better decisions. 
 
 
 

8. ABBREVIATIONS 
 
RCPSP Resource Constrained Project 

Scheduling Problem 

MMRCPSP Multi-Mode RCPSP 
NPV Net Present Value 
MILP Mixed-Integer Linear Program 
LSP Lump-Sum Payment 
PEO Payment at Event Occurrence 
PEI Payment at Equal time Interval 
PP Progress Payment 
MRT Maximum Running Time 
SA Simulated Annealing 
SGS Scheduling Generation Scheme 
SSS Serial Scheduling Scheme 
PSS Parallel Scheduling Scheme 
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