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It this paper three methods tor on-line wentification of {irst markov parameter of lincar

multivariable plants are presented. In these methods input-output data are used for the on-line identitica-

ton of the first markoy parameter,
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INTRODUCTION

First  markov  parameter plays o key role in
multivariable control systems analysis and design
using high-gam and fast-sampling crror-actuated
controllers [ 1], In designing multivariable adaptive

controllers  using  such  techniques, on-line

identfication of first  markov  parameter is  of

fundamental  mmportance. In this paper  three
thcorems are presented and proven which can be used
cifectively  tor on-line  dentification  of - first
markov parameter ot linear multivariable plants,
Using  on-line  wdenulication  of - first mnuarkov
paramceter of hmear  multivariable  plants would

circumvent the need for mathematical models of the
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plant either in trunster function or state space torm in
the design of such multivariable controllers, The
plints are  considered  in continuous-tune state

space equations.

X1y = Ax(D) + Bu(v (1
y(r = Cx ) (2

where x(0) TR, u() CR" y(O) CR™ and the AL B and
C are matrices of appropriate  dimensions. The

cquations are also given i the discrete-tinie as:
x(k+1) = Gx(k) + Hu(k) (H
y(k) = Cx(k) h
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where

The first markov parameter of the continuous-time
system is CB and discrete-tme system is CH.

The identification process used s Recursive
Least Squares (RLS) [2]. The discrete-time behavior
ol the continuous-time system can be conveniently
modelled by means of an autoregressive difference
cquation ol the from [2]:

\

YAy oA =Bu_ +...+Bu (7}

Nyk-N
where the matrices A, CR™(i=1,... . N)and B ©_
R (i= 1, ..., N)arc the parameters of the Nth-order
model. These parameters can be conveniently csti-
mated using the RLS method [2] by implementing

the parameter-estimation algorithm.

ON-LINE IDENTIFICATION OF FIRST
MARKOV-PARAMETER

Theorem 1. Consider tie systemn described by
state-space Equations 3 and 4 and the ARMA model
eivenby Equation 7. Then the firstmarkov parameter
of the plantisthe B matrix inthe ARMA model. Th:

IS

CH=B

1

Proof. For a unit impulse input [1.0 ... 017 with

zero initial condition Equations 3 and 4 give
y(1) = CBu(0) = first column of CB.
and also 7 gives
y(1)= B u(0)= first column of B.
continuing this process with unit impulse inputs on
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other channels gives the required result.

Theorem 2. Consider the continuous-time system
described by state-space Equations Tand 2. Then m
the lumit T—0. where T is the sampling period. the
firstmarkov parameter ol the plantis the B matrix in
the ARMA model given by Equation 7 divided by the

sampling period T, that 1s
CB=B, /T
Proof. Equations (5) and (6) give
1

AT B dt= (‘l (I+At+...) Bdt

Jo

CH=C I
=CBT + O(T?)
and therelore. in the case T— (0, we have

CB=B, /T

Theorm 3. For a lincar multivariable plant which
can he expressed by a lirst order strictly proper
multivariable system [3], the first markov parameter

is given by (T—0)

CB=[1(1+ A +A ' (B +B )"~ [(I+A ¢!
+A ey (B e +B e

where A LA, B and B are as in Equation 7 and T is
the sampling period.

Proof. It can be shown that for a first order Iincar
multivariable plant [3] represented by a first order

strictly proper system
Ga(s)' =sC, + C,

where C, = (CB)" and C, = Ga''(0); therefore,
(CB)! = Ga(1)' - Ga'(0)

It can also be shown that

Journal of Engineering, Islamic Republic of Iran



Ga(l)= (I+A]+Az)'I (B,+B) Systems”. University  of - Salford. USAME Report
Ga()= (I+A c"+Ac?)" (B e "+Bc™h) (1981).
2. K. I. Astrom "Theory and Applications of Adaptive

Control a Survey” Automatica, Vol. 19, No, 5. (1983

PP. 471-486.

3. D. H. Owens. "Feedback and multivariable systems”,

and the result thus follows.
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