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A B S T R A C T  

 

The resilient supply chain considers many capabilities for companies to overcome financial crises and 

to supply and distribute products. In this study, we addressed the allocation of inventory distribution for 
a distribution network, including a factory, a number of potential locations for distribution centers and a 

number of retailers. Customers demand is assumed to be certain and deterministic for all periods but 

time varying in the limited planning horizon. The proposed model in this research is a linear complex 
integer programming model with two-objective functions. The first objective function minimizes the 

total costs of the entire distribution system in the planning horizon, and the second objective function 

seeks to minimize the difference between the maximum and minimum distances traveled by vehicles 
over the planning horizon. Therefore, the model tries to satisfy the demand and at the same time reduce 

costs using the best route transportation option configuration and transportation option. The routing 

problem is developed, and as the problem is a NP-hard problem, a meta-heuristic method is used to solve 
it. In this model, the demand volume for each customer in a period of the network, vehicle capacity, 

factory capacity, constant transportation cost, variable transportation cost, etc., are considered as factors 

affecting the model. The results show that the model proposed in the network can be used as a lever to 
improve the performance of the financial economic supply network through saving in routes. 

doi: 10.5829/ije.2021.34.12c.01 
 

 
1. INTRODUCTION1 

 

The socio-political, economic and cultural parameters 

affecting the business environment in today's world face 

many turmoils and developments [1]. These turmoils 

increase the likelihood of the occurrence of effective 

events on supply chain performance. Therefore, if supply 

chain managers are incapable of well managing 

unforeseen disruptions, they will face dangerous negative 

consequences, and this will increase the risk of business 

continuity and result in financial losses [2]. Supply chain 

is a consecutive network of business partners involved in 

manufacturing processes and converting primary raw 

materials into final products or services to meet customer 

demand on due time with high quality and the least cost 

[3]. The occurrence of the events that interrupt the flow 

of materials, even if these events occur in a remote 
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location, may lead to large-scale disturbances [4]. 

Disruptions are sudden and unexpected deteriorations 

caused by a variety of factors such as natural disasters, 

arson, loss of vital supplier, war, cyber attacks, economic 

recession, sanctions and economic shocks, terrorism, etc. 

[5]. Although the occurrence of these events is unlikely, 

they will have a lot of consequences for business if they 

occur [6]. Under such conditions, the need to design a 

resilient supply chain model becomes more evident 

because such a chain is ready to face any event; and in 

addition to providing an efficient and effective response, 

it is capable of returning to its original or more desirable 

state after disruption i.e., supply chain resilience. Melnyk 

et al. [7] believed that now, resilience is at the heart of 

current supply chain management thinking. Today, any 

one organization is incapable of establishing its existence 

without a resilient supply chain and effective 
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communication because managing a company always 

requires having a dynamic supply and communication 

sector. Currently, goods supply from a secure supplier at 

the minimum cost and highest quality is the most 

important bridge between manufacturers and goods 

owners, exporters, importers, and consumers. This is 

while there are still challenges despite the importance of 

this issue. Offering a fair and affordable price and 

continuous follow-up of operations from loading to 

delivery are among these challenges in the network. In 

Inventory Routing Problem (IRP), the goal of 

optimization is to find the best strategy for product 

inventory management and determine the best vehicle 

configuration, routes, product types and their quantities 

to deliver to each customer, while minimizing the total 

cost of inventory and transportation [8]. As the problem 

of allocating and routing using a network is a hard 

problem, meta-heuristics are used to solve it. By 

proposing a mathematical model of inventory routing via 

a hypothetical network for the meat products industry in 

this study, we want to reduce the costs associated with 

the distribution, transportation, and storage of protein 

products. We use a small example to solve the problem 

using MATLAB software, and then develop the problem. 

As the routing problem is a hard-problem, meta-

heuristics are used to solve it. The research structure is 

shown in Figure 1. 

 

 

2. LITERATURE REVIEW 
 

In this research, Internet network and scientific databases 

are the most important sources and data are obtained by 

searching among articles published in scientific journals 

because the present study is based on the scientific 

articles and previous works. 

 
 

 
Figure 1. Research structure 

2. 1. Transportation Definition             Any problem 

that seeks to generate a tour or a set of tours on a network 

or sub-network aiming to optimize one or multiple 

objectives is called a routing problem. 
A routing problem includes the following components: 

• Network 

The network can be symmetric, asymmetric or hybrid. It 

can be displayed by a graph. The nodes in this graph 

represent cities, customers, or terminals, and the edges 

represent real connectors, such as roads, pipelines, etc. 

• Demand 

Demand can be constant or variable. It can be related to 

nodes and edges. The debate of demand is proposed in 

distribution problems in which a certain amount of goods 

must be transported and delivered to that node given the 

demand of the related node or edge. Moreover, these 

problems are observed in harvest and delivery problems. 

• Fleet 

Fleet creates constraints in the problem. Fleet can be 

homogeneous or heterogeneous. It can be generated by 

one or more vehicles, and can be affected by the vehicles 

capacity (limited or unlimited), time, or distance.  

• Cost 

Cost is often constant for vehicle and varies for the way 

of using it based on the passed distances and/or the travel 

time. It means that if a customer receives late or 

incomplete service, this type of service will result in a 

penalty. Moreover, here, it can propose the profit from 

the harvest when meeting the customer (node) or 

choosing the best edge for navigation.  

• Objectives 

Objectives can be multiple and different. The objective 

function can be calculated for one time interval or several 

time intervals. In this case, vehicles and appointments 

should be allocated to different intervals. Therefore, 

better results can be considered using multiobjective 

optimization [9]. 

 

2. 2. Resilience             Resilience defined as an 

organization's ability and capacity to face and overcome 

crises and challenges and to return to normal business 

conditions is a very important feature that organizations 

must be equipped with for the survival and continuity of 

their business [10]. However, the concern is not only 

restricted to disasters, but small deviations and 

uncertainties challenging the organizations are also 

considered [11]. In this regard, there are various 

businesses that are incapable of managing vulnerabilities 

such that they may be eliminated or taken in ownership 

by powerful organizations against business turmoils [12]. 

Therefore, all businesses' flexibility and adaptability 

have become an important necessity in today's rapidly 

changing environment, and the need to develop a strong 

attitude towards them is severely felt in all businesses 

[11]. Resilience literally means to spring back, being 

Conclusion and proposing suggestions 

Comparison of the algorithm results 

Implementation of the proposed algorithm 

Generating small-scale problems 

Solving the proposed model using one of the meta-heuristic 

methods 

Explaining the problem and proposing the mathematical model 

 Reviewing the inventory routing literature for dairy industry 
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reversible, and resilient [13]. The term "resilience" has 

been defined in different forms: Masten [14] defined 

resilience as "a process, ability, or the outcome of 

successful adaptation in the face of threatening 

conditions".  In fact, resilience is the positive adaptation 

in response to the adverse conditions [15]. Resilience is 

not the mere passive resistance against damages or 

threatening conditions, but the resilient person, is a 

participant who constructs his surrounding environment. 

Resilience is a person's ability to establish biological-

psychological-spiritual balance when confronted with 

risky circumstances [11]. It is a kind of self-healing that 

is accompanied by positive emotional and cognitive 

consequences [16]. Thus, resilience cannot be regarded 

equivalent to recovery because in recovery, the person 

experiences negative consequences and emotional 

problems [10]. Resilience is a person's ability of 

successful adaptation in the face of a changing 

environment, stubbornness, invulnerability, and 

successful adaptation in the face of high levels of stress 

and adverse conditions [17]. Overall, resilience is a 

psychological concept explaining how individuals deal 

with unexpected situations. Resilience is defined as the 

resistance against stress, the ability to return to normal 

state and survive, and to make attempts in adverse 

circumstances [18]. 

The supply chain resilience is the adaptability of a 

supply chain for being ready for disruptions and 

responding to them, timely and cost-effective recursive 

recovery, and thus making progress toward post-  

 

disruptions situation, which in the ideal state is better 

than before the occurrence of disruption. It means that the 

supply chain resilience can be assessed based on four 

aspects: 1. The supply chain readiness to face a disruptive 

event; 2. Responding to that event; 3. Improvement and 

return; and 4. Growing and achieving a competitive 

advantage after the occurrence of the event. However, 

strategies and supply chain resilience capabilities should 

be directed toward ensuring that these aspects achieve 

their maxim possibility on due time by spending the least 

cost. In addition, adaptability is the basis of these four 

aspects. By adaptation we mean that the supply chain has 

a latent capability to develop different responses that are 

consistent with the nature of the threats that are faced by 

it. It means that the supply chain components are capable 

of changing themselves in such a way that at any time 

and on due time they can appropriately respond to 

disturbing events, rather than referring to an existing 

certain set of responses and selecting their responses 

among them whenever a disturbance occurs [19]. 

Tavakoli et al. develped a model for closed-loop supply 

chain network design with disruption risk by two factors 

including extra inventory and lateral transshipment are 

used as resilience strategies  [20]. Table 1 summarized 

literature review for the comparative studies. 

The transshipment option not only can be used to 

increase the economic supply network performance but 

also it can help the system to avoid risky routing when 

the cargos are categorized in decaying hazardous 

materials . 

 
TABLE 1. Comparison of the recent articles 

Solution Limitations Objective Topic Year Authors 

Meta-

heuristic 
method 

CO2 emission, transportation costs, 
driving duration, rate of accidents, etc. 

Reducing transportation 

costs and decreasing 
CO2 emission 

Carbon emission reduction in road 

freight transportation sector based 
on route optimization model 

2020 
Wei and 
Liu [21] 

Serial and 

parallel 
structure 

Traffic flow, balance of entry and exit 

and, etc. 

The proper well- being 

and price of traffic flows 
and operating costs 

Serial and parallel duopoly 

competition in multi-segment 
transportation routes 

2020 
Kuang et 

al. [22] 

branch-and-
cut algorithm 

Availability, balanced flow, vehicle 

capacity, maintenance cost, clean 
vehicle, etc., 

Reducing logistics costs 
Two-echelon inventory-routing 
problem with fleet management 

2020 
Scheneke

mberg et 
al. [23] 

Heuristic 

mixed 

solution 

Customer storage capacity, vehicle 

capacity, inventory maintenance, cost  
of customer loss, etc. 

Integrated Optimization 

of decisions in a Supply 
Chain 

Inventory routing under stochastic 

supply and demand 
2020 

Alvarez 

et al. [24] 

Genetic 
algorithm 

The amount of product shipped, the 

inventory of goods is equal to the 

demand for goods, the maximum 
number of selected routes is  not more 

than the number of vehicles, etc. 

Maximization of the 

total profit of the supply 
chain 

Demand management to cope with 

routes disruptions in location-

inventory-routing problem for 
perishable products 

2020 
Yavari et 
al. [25] 

Gurobi 

programming 
algorithm 

Satisfying the demand, the 

distribution capacity of the cold 

storage warehouse is less than its 
maximum inventory capacity; the 

time spent by the delivery routes is 

less than the time, maximum 
durability of their products etc. 

Costs minimization 

A mixed integer programming for 

two-echelon inventory routing 
problem of perishable products 

2020 
Wang et 

al. [26] 
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CPLEX 

Place of loading and unloading, the 

amount of loading / unloading cannot 

be greater than the floating capacity 

and the capacity of the port, the 
amount of loading and unloading must 

be equal, etc. 

Reducing sailing costs 
Load-dependent speed optimization 

in marine inventory routing 
2020 

Eide et 

al. [27] 

CPLEX 
Service provision  time, vehicle 

capacity, inventory capacity, etc. 

Reducing routing 

problems 

Mata-heuristic search techniques for 

the consistent inventory routing 

problem with time windows and 
split deliveries 

2020 
Ortega et 

al. [28] 

Genetic 
algorithm 

Perfect inventory flow balance, 

inventory flow balance of defective 

products, production launching, 
vehicle capacity, etc. 

Reducing the inventory 
and transportation costs 

A robust optimization approach for 

the production-inventory routing 

problem with simultaneous pickup 
and deliver 

2020 

Golsefidi 

and Jokar 
[29] 

VaNSAS 
algorithm 

The shopping center capacity, factory 

capacity, the rubber collection route 
from a farm, etc. 

Minimizing the fuel 

consumption depending 

on the road distance and 
conditions 

Variable neighborhood strategy 

adaptive search for solving green 2-
echelon location routing problem 

2020 
Pitakaso 
et al.[30] 

Firefly 
algorithm 

Each node is visited at most once, 

vehicle capacity, integrity of 
variables, covering demand 

Maximizing the prize 

and minimizing CO2 
emission 

The firefly algorithm for the 

environmental prize-collecting 
vehicle routing problem 

2020 
Trachana

tzi et al. 
[31] 

The ant 

colony 
optimization 

algorithm 
(ACO) 

All equipment sent to a warehouse 

does not exceed their storage capacity, 

each route must start and end in the 

same warehouse, the working time of 
each vehicle  cannot exceed the 

defined limit 

Reducing the time it 

takes the relief aids to 

reach  the damaged area 
and reducing the costs 

A location-routing problem with 
post-disaster relief distribution 

2020 
Wang et 
al.[32] 

hybrid 

genetic 

algorithm 

Carrier expenses, vehicles capacity 

limitations, and/or long lead time. 

Inventory routing 

problem for hazardous 

items with transshipment 
option 

Proposing a model for a resilient 

supply chain: A meta-heuristic 

algorithm 

- 

Shafaghi

zadeh  et 

al. 

 

 

Despite the existence of a rather wide variety of studies 

on IRP problem for deteriorating items the transshipment 

option has been studied for hazardous items a little. The 

challenging research question in this context, therefore, 

is to identify the linkage between the deteriorating rate 

and the benefit brought by the transshipment policy in 

terms of economic gain. 

 
 
3. MATHEMATICAL MODEL 
 

Suppose a supply chain composed of a set of retailers 

({1, 2, … , 𝑁}) that provides the factory products to the 

public as a supplier of this type of product. For products 

such as protein products, the passage of time may lead to 

the loss of product health benefits and the irreversible 

health effects on consumers. Transportation vehicles 

must have particular equipment. There are 

predetermined routes between suppliers and retailers. To 

control and get access to the product more easily, a 

retransmission option has been embedded in the model to 

meet the demand directly from major suppliers or other 

retailers. The optimization problem is the ideal 

configuration of routes, pickups, deliveries, and 

transportation in each period in order to minimize the 

total  cost of the supply chain (including ordering cost, 

inventory maintenance cost, constant and variable 

transportation costs, shortage cost, and pickup cost) and 

to minimize the perished products cost in distribution, 

while all retailers' demand is  satisfied as much as 

possible. It should be noted that spoilage is allowed, but 

the demands must also be met in each period. In the 

proposed model, the "partial reorder shortage" is 

included in the model by introducing a parameter (𝛽), 

which can be estimated on the basis of the customer time 

data in retail stores. When a retailer faces shortage, two 

possible states are identified in real situations.𝛽 % of 

individuals can wait until the next period(s) to receive the 

product. A period can be defined as the day, week, etc. 

Therefore the individuals' demand on the balance sheet is 

considered as saving. 1-𝛽 % of customers, who can not 

wait, either used the alternative products or left the retail 

store and referred to other centers. 

 

3. 1. Problem Formulation           The two-objective 

mixed integer programming for the IRP re-shipment 

problem given the spoilage is formulated as follows:  

Constraint (3) Models the equation of the retailer 

inventory and determines that the product inventory 

status in retail store i in the current period (t) equals 1 −
𝜃 % of previous inventory level (𝐼𝑡−1) plus the amount 

delivered in period t (transportation by vehicles) minus 
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the amount collected by the vehicle in period t minus the 

current period demand and 𝛽 % of the previous period 

shortage. It is supposed that only 𝛽 % of the buyers, who 

face the product shortage, wait for the next period and the 

demand for the remaining (1 − 𝛽)% is definitely 

removed. Moreover, it is supposed that the inventory 

reduces at a rate of 𝜃 and only (1 − 𝜃) % of the previous   
inventory remains for future use. Constraint (4) dictates 

that no supplier gets input. Constraints (5) and (6) ensure 

that each retailer must not be visited by a particular  
vehicle more than once per period. In these conditions, 

split distribution means that the retailer can be visited by  

different vehicles more than once in a period. If the split 

distribution is banned, then the constraint can be changed 

to∑ 𝑌𝑖𝑘𝑡𝑘 ≤ 1.  Constraint (7) is the inventory equation of 

the vehicle that visits the edge  i, j in period t and ensures 

that the amount of the product transported by the vehicle 

from node i to node j in period t is equal to the amount of 

product sent to node i. In addition, the amount picked up 

by the vehicle from node i minus the amount delivered to 

this retailer in the current period. Constraint (8) 

guarantees that the vehicle capacity should not be 

exceeded and it means that only when 𝑥𝑖𝑗𝑘𝑡 variable gets 

a value the vehicle can visit the edge(i,j). Constraint (9) 

ensures that the vehicles cannot take the delivery of 

products from the retailer more than the amount of their 

inventory in the previous period. This constraint also 

guarantees that the inventory capacity of the retailer 

cannot be exceeded. Constraint (10) ensures that a 

journey must start at the center node (node 0) and end at 

the same point. Constraint (11) is the classic constraint of 

sub-tour removal. Constraint (12) prohibits product 

return and determines impossible edges, and finally, 

constraint (13) defines different types of variables. It 

should be noted that in constraints (3) and (9), the 

variable 𝐼𝑖(𝑡−1) is replaced with the initial inventory (𝐼0) 

in a particular case.  
 
 

4. THE PROPOSED MODEL TO SOLVE THE 

PROBLEM

   

To solve this problem, we use the genetic algorithm-

based method. In the following, this method is briefly 

explained. The reason why we use the genetic algorithm 

is that the decision variables include two binary matrices 

(𝑋 and𝑌) and three matrices consisting of integers  

(𝑄,𝑄𝑑, and 𝑄𝑝); which are very consistent with the 

discrete nature of the genetic algorithm and do not lead 

to unacceptable solutions, and there is no need to add a 

stage to test the accuracy of the algorithm solutions. 

𝒎𝒊𝒏 𝒁𝟏 = ∑ 𝒇𝒄𝒌. 𝑿𝟎𝒊𝒌𝒕𝒊∈𝝎,𝒌,𝒕 +
∑ ∑ 𝒗𝒄𝒌. 𝒅𝒊𝒋. 𝑸𝒊𝒋𝒌𝒕𝒌,𝒕(𝒊,𝒋)∈𝜴 + ∑ 𝒉𝒊. 𝑰𝒊𝒕𝒊∈𝝎,𝒕 +

∑ 𝝅𝒊. 𝜷𝒊. 𝑺𝒊𝒕𝒊∈𝝎,𝒕 + ∑ 𝝅𝒊
′ . (𝟏 − 𝜷𝒊). 𝑺𝒊𝒕𝒊∈𝝎,𝒕 +

∑ 𝒑𝒄𝒊. 𝑸𝒑𝒊𝒌𝒕𝒊∈𝝎,𝒌,𝒕  

(1) 

𝑀𝑖𝑛𝑍2 = 𝑀𝑎𝑥
𝑡

∑ (𝑐. 𝑄𝑖𝑗𝑘𝑡 + 𝑓𝑘)𝑖,𝑗∈𝛺,𝑘 × 𝑋𝑖𝑗𝑘𝑡  (2) 

𝐼𝑖𝑡 − 𝑆𝑖𝑡 = (1 − 𝜃) × 𝐼𝑖(𝑡−1) − 𝛽 × 𝑆𝑖(𝑡−1) +
∑ 𝑄𝑑𝑖𝑘𝑡𝑘 − ∑ 𝑄𝑝𝑖𝑘𝑡𝑘 − 𝐷𝑖𝑡    ∀𝑖 ∈ 𝜔, 𝑡 

(3) 

𝑄𝑑𝑖𝑘𝑡 = 0   ∀𝑖 ∈ 𝑂  (4) 

∑ 𝑿𝒋𝒊𝒌𝒕𝒋∈𝜴 = ∑ 𝑿𝒊𝒋𝒌𝒕𝒋∈𝜴 = 𝒀𝒊𝒌𝒕   ∀𝒊 ∈ 𝛀, 𝒌, 𝒕  (5) 

𝑌𝑖𝑘𝑡 ≤ 1   ∀𝑖 ∈ 𝜔, 𝑡, 𝑘  (6) 

∑ 𝑄𝑗𝑖𝑘𝑡𝑗∈𝛺 − 𝑄𝑑𝑖𝑘𝑡 + 𝑄𝑝𝑖𝑘𝑡 = ∑ 𝑄𝑖𝑗𝑘𝑡𝑗∈𝛺    ∀𝑖 ∈

𝜔, 𝑘, 𝑡  
(7) 

𝑄𝑖𝑗𝑘𝑡 ≤ 𝑐𝑣𝑘 . 𝑥𝑖𝑗𝑘𝑡    ∀𝑖 ∈ Ω, 𝑘, 𝑡  (8) 

∑ 𝑸𝒑𝒊𝒌𝒕𝒌 ≤ (𝟏 − 𝜽)𝑰𝒊(𝒕−𝟏) ≤ (𝟏 − 𝜽)Ic𝒊   ∀𝒊 ∈ 𝝎, 𝒕  (9) 

 

4. 1.Genetic Algorithm              Genetic algorithm (GA) 

is a meta-heuristic method in computer science to find 

approximate solutions for optimization and search 

problems. GA is a special type of evolutionary 

algorithms that use biological concepts such as 

inheritance and mutation. This algorithm was introduced 

by John Holland for the first time. In GAs, first, multiple 

solutions are generated for problem randomly or 

intelligently. This set of solutions is called the first 

population and each solution is called a chromosome. 

Then using the GA operators, we combine chromosomes 

after selecting the best chromosomes and create a 

mutation in them. Finally, we combine the current 

population with the new population obtained from the 

combination and mutation of chromosomes. Figure 2 

displays the GA flowchart.  
 
4. 1. 1. Generating The Problem Solutions As 
Chromosomes                 To solve this problem, all the  
 
 

 
Figure 2. GA flowchart 
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problem decision variables need to be turned into 

chromosomes and move towards the optimal answer 

during the algorithm run. Two variable 𝐼𝑖𝑡and 𝑆𝑖𝑡  are 

calculated using other variables. 
𝑋𝑖𝑗𝑘𝑡 ,𝑌𝑖𝑘𝑡 ,𝑄𝑖𝑗𝑘𝑡 ,𝑄𝑑𝑖𝑘𝑡 ,𝑄𝑝𝑖𝑘𝑡, and 𝑋𝑄𝑖𝑗𝑘𝑡 are variables to 

be determined and are considered components within the 

chromosome. 𝑋is a binary four-dimensional matrix, 𝑌is 

a binary three-dimensional matrix, 𝑄 is a four-

dimensional matrix of positive integers, 𝑄𝑑is a three-

dimensional matrix of positive integers, and 𝑄𝑝is a three-

dimensional matrix of positive integers. At each stage of 

the GA, these variables are updated by operators and the 

result of changing them is reflected in the objective 

function.  
An example of the first dimension of Χ variable in the 

GA chromosome of the proposed method is shown in 

Figure 3. 

 

4. 1. 2. Introduction of Fitness Function             
Equation (3) is the first fitness function of the proposed 

model whose aim is to minimize the total cost of the 

supply chain, including the constant and variable 

transportation cost, inventory maintenance cost, shortage 

cost, and transportation costs. The second objective 

function is the Equation (2)-(3) that seeks to minimize the 

maximum path traveled by each product during 

distribution among all periods. The final fitness function 

is considered to be a combination of two objective 

functions to solve this problem: The final fitness function 

to solve this problem is considered to be combined of two 

objective functions: 

𝐹 = 𝛼𝑍1 + 𝛽𝑍2  (14) 

where the two sub-functions existing in this function are 

obtained from relations (1) and (2) and  𝛼 and 𝛽 are two 

parameters in this relation showing the importance of 

each objective function. The nature of the problem 

requires the minimization of this function value. 

 

4. 1. 3. Initialization         To start the algorithm, we 

randomly initialize these chromosomes' genes and 

generate a population with n chromosomes. Each 

chromosome is regarded as a solution to the problem. We 

can calculate the value of the objective function using 

chromosomes. Here, the important issue is to preserve the 

constraints of the problem by chromosomes. In the 

following, we will discuss this issue. 
 

4. 1. 4. Using Selection Operators           In the next 

step, the chromosome selection is discussed. Considering 

the theories in the genetic area, to create the next 

generation from the current population, we should select 

some chromosomes from this population for integration 

and replication that have higher optimality (each 

chromosome optimality is calculated using the fitness 

function). The better the chromosome, the greater its 

chance of being selected. The important point is that we 

should select a number of chromosomes from the current 

population and create the next generation accordingly. 

The most important point in this process is the way in 

which the chromosome is selected. There are different 

methods to select chromosomes, and each of which has 

its own advantages and disadvantages. These methods 

are as follows:  
1. Elitist selection 

2. Roulette selection 

3. Scaling selection 

4. Tournament selection 

 

4. 1. 5. Using Reproduction Operators              combine 

the genetic information of two parents and generate their 

offspring. Crossover can be used to stochastically 

generate offspring from an existing population by 

combining the information of parents like what happens 

in sexual reproduction. The resulting offspring usually 

undergoes a mutation (stochastic change in the genes of 

offspring's chromosome) after the crossover operator to 

achieve the final result. Different genetic-based 

algorithms use various data structures to store genetic 

information, and using different types of crossover 

operators, new combinations can be created in each of 

these genetic representations.   

Usually the crossover operator is used on bit array data 

structures, vectors of real numbers, and trees. There are 

different types of crossover as follows: 

1. Single point crossover 

2. K points cross over 

3. Flat crossover 

4. Crossover for ordered lists 

 
4. 1. 6. Observing the Problem's Constraints            
Two techniques are used to observe the problem's 

constraints. The first technique is observing the 

constraints implicitly using the algorithm design method. 

Calculation of 𝐼𝑖𝑡and 𝑆𝑖𝑡after initialization or updating 

chromosomes leads to the implicit observation of the 

constraint (3). After each genetic operator is executed, 

the dimension of 𝑋
 
matrix becomes symmetric in terms 

of the two first dimensions, and  Y also becomes updated 

accordingly to observe the constraint (5).Y is binary and 

this leads to the observation of constraint (6). By 

calculating the amount of matrix 
𝑄𝑝

 from relation (7),
 

 

 

N N-1 N-2 ...... 10 9  8 7 6 5 4 3 2 1 

0 1 1 ...... 0 1  1 0 1 0 0 0 1 0 

Figure 3. An example of the first dimension of 𝑋variable in the GA chromosome of the proposed method 

https://en.wikipedia.org/wiki/Stochastic
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this constraint can also be observed. In the first 

dimension of 
𝑌

, if the first gene is zero, the other genes 

are also considered to be zero to meet the constraint (10). 

We substitute the main diagonal of the first and second 

dimensions of X and the first gene of the second 

dimension of 
𝑄

 with zero. Therefore, the constraint (12) 

is also true. Due to the way in which the chromosomes 

are defined, constraint (13) is also always true. If 

constraints (8), (9), and (11) are not observed by a 

chromosome, then we consider the fitness value to be 

infinite to gradually get distance from solutions and 

create solutions by observing all constraints.  

The proposed model flowchart is illustrated in Figure 4. 

 
 
5. NUMERICAL REPRESENTATION 
 
In this part, we present a small example for optimal 

solution. Suppose that a supply chain is composed of 5
 

 

 

 Figure 4. The proposed model flowchart
 

retailers. The travel distances are given in Table 2. The 

routes' matrix is an asymmetric directed graph. It means 

that the roads can be one-way. The deterioration and 

reorder ratios are supposed to be 0.05 and 0.2, 

respectively. Table 3 shows the unit maintenance cost, 

unit repayment and lost sales cost (LSC) (in terms of the 

monetary unit per period per product), initial inventory 

(product unit) and predicted demand (product unit) for 

each retailer within five periods. The constant and 

variable costs (in terms of the monetary unit per product 

per Km), capacity (product unit), and the value of each 

vehicle (monetary unit) are shown in Table 4. Due to 

practical reasons, the delivery lots (Qd) and vehicle (Qp) 

are assumed to be multiplayers of 50 and 5, respectively. 

The unit pickup cost for all vehicles is set at 0.1 

(monetary unit). The price of each unit of product is equal 

to 1000 (monetary unit). Additionally, it is assumed that 

the orders can be ordered at most until the last period. The 

proposed model and formulation should be applied based 

on these data.  

 

 
TABLE 2. Distances between nodes 𝑑𝑖𝑗

 
(Km) 

node 0 S1 S1 S1 S1 S1 

0 - 31 - 73 21 31 

S1 31 - - - 13 62 

S2 78 - - - 90 - 

S3 73 - - - 62 96 

S4 21 13 90 62 - - 

S5 31 62 - 96 - - 

 

 

TABLE 3. Retailers' data 

 # 𝑰𝑪𝒊 𝑰𝟎 
Demand in time period t 

𝝅𝒊
′  𝝅𝒊 𝒉𝒊 

1 2 3 4 5 

1 300 0 0 470 310 100 0 200 20 22 

2 500 0 500 0 120 480 120 100 10 12 

3 300 0 0 150 320 0 390 400 40 25 

4 500 0 210 0 230 0 115 200 20 30 

5 300 0 330 120 0 180 0 100 10 15 

 

 

TABLE 4. Retailers' data 

Vehicle 𝒇𝒌  𝒇𝒄𝒌  𝒗𝒄𝒌  𝒄𝒗𝒌  

1 50000 400 0.1 120 

2 70000 600 0.08 210 

3 90000 700 0.06 270 

4 100000 800 0.04 380 

5 150000 900 0.02 530 
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As the proposed model is a multi-objective IRP and 

the calculation time to determine the solution severely 

depends on the dimensions of the problem, we develop 

the proposed algorithm using a compromise 

programming (lp-metrics) algorithm that enables the 

proposed GA to generate Pareto solutions. In GA, the 

fitness function is a criterion to assess the quality of 

solutions (chromosomes). As the proposed model is a 

two-objective programming, we have two unaligned 

fitness functions. As explained before, we merge both 

objectives to create a single fitness function called lp-

metrics. This fitness function is the weighted sum of the 

normalized deviation of each objective function from its 

optimum value. The optimum values are separately 

obtained by running GA and the fitness function is set on 

its corresponding objective function. 

The proposed model and formulation are solved 

under the MATLAB programming language using 

CPLEX and the proposed algorithm. By considering only 

three periods and solving the provided example twice for 

objective functions, the optimum values are obtained for 

each of them and allow you to build the lp-metric model: 

𝑙𝑝 − 𝑚𝑒𝑡𝑟𝑖𝑐𝑠 = 𝑤 × |
𝑧1−14509

326070−14509
| + (1 − 𝑤) ×

|
𝑧2−6696

28551−6696
|  

(15) 

Here (1-w) means that how much the decision maker is 

concerned over the second objective function in 

comparison to total costs. After that, we solve the lp-

metric problem under w=0.8 (as a clear example) and 

show the results in Tables 5, 6 and 7 report the details of 

the optimal solution of the problem for w=1 and w=0.8. 

For w=0.8, the economic performance of the system 

forms 80% of the priority of the decision makers and the 

route reduction accounts for 20%. Under this value of w, 

according to Table 5, the values for Z1 and Z2 are equal 

to 29612 and 8406, respectively. By changing the relative 

weight (w), different solutions can be obtained.  

 

 
TABLE 5. Result of the example problem 

 Min Z1 (w= 1) Min Z2 (w= 0) Min lp-metric (w= 0.8) 

Z1 14509 325690 29612 

Z2 2891 6451 84.6 

 

 
TABLE 6. The best solution for w=1 

Period 1 Period 2 Period 3 

𝑿(𝒊,𝒋,𝒌,𝒕)  Value 𝑿(𝒊,𝒋,𝒌,𝒕) Value 𝑿(𝒊,𝒋,𝒌,𝒕) Value 

X(0, 4, 2, 1) 1 X(0, 4, 2, 2) 1 X(0, 4, 2, 3) 1 

X(4, 2, 2, 1) 1 X(4, 2, 2, 2) 1 X(4, 2, 2, 3) 1 

X(2, 0, 2, 1) 1 X(2, 0, 2, 2) 1 X(2, 0, 2, 3) 1 

X(0, 4, 4, 1) 1 X(0, 4, 3, 2) 1 X(0, 1, 4, 3) 1 

X(4, 0, 4, 1) 1 X(4, 3, 3, 2) 1 X(1, 4, 4, 3) 1 

X(0, 1, 5, 1) 1 X(3, 5, 3, 2) 1 X(4, 0, 4, 3) 1 

X(1, 5, 5, 1) 1 X(5, 0, 3, 2) 1 X(0, 1, 5, 3) 1 

X(5, 0, 5, 1) 1 X(0, 1, 5, 2) 1 X(1, 4, 5, 3) 1 

- - X(1, 0, 5, 2) 1 X(4, 3, 5, 3) 1 

- - - - X(3, 5, 5, 3) 1 

- - - - X(5, 0, 5, 3) 1 

- - - - - - 

𝑄𝑑(𝑖,,𝑘,𝑡)  Value 𝑄𝑑(𝑖,,𝑘,𝑡) Value 𝑄𝑑(𝑖,,𝑘,𝑡) Value 

Qd(2, 2, 1) 200 Qd(2, 2, 2) 200 Qd(4, 2, 3) 50 

Qd(4, 4, 1) 350 Qd(3, 3, 2) 150 Qd(2, 2, 3) 150 

Qd(5, 5, 1) 400 Qd(5, 3, 2) 50 Qd(1, 4, 3) 300 

- - Qd(1, 5, 2) 500 Qd(4, 4, 3) 50 

- - - - Qd(4, 5, 3) 150 

- - - - Qd(3, 5, 3) 350 

𝑄𝑝(𝑖,,𝑘,𝑡)   𝑄𝑝(𝑖,,𝑘,𝑡)  𝑄𝑝(𝑖,,𝑘,𝑡)  

Qp(4, 5, 1) 140 - - Qp(1, 5, 1) 15 

 

 
TABLE 7. The best solution for w=0.8 

Period 1 Period 2 Period 3 

𝑿(𝒊,𝒋,𝒌,𝒕)  Value 𝑿(𝒊,𝒋,𝒌,𝒕) Value 𝑿(𝒊,𝒋,𝒌,𝒕) Value 

X(0, 4, 3, 1) 1 X(0, 1, 4, 2) 1 X(0, 4, 3, 3) 1 

X(4, 1, 3, 1) 1 X(1, 5, 4, 2) 1 X(4, 0, 3, 3) 1 

X(0, 5, 4, 1) 1 X(5, 0, 4, 2) 1 X(0, 1, 4, 3) 1 

X(5, 0, 4, 1) 1 X(0, 1, 5, 2) 1 X(1, 4, 4, 3) 1 

X(0, 4, 5, 1) 1 X(1, 4, 5, 2) 1 X(4, 2, 4, 3) 1 

X(4, 2, 5, 1) 1 X(4, 3, 5, 2) 1 X(2, 0, 4, 3) 1 

X(2, 0, 5, 1) 1 X(3, 0, 5, 2) 1 X(0, 3, 5, 3) 1 

- - - - X(3, 5, 5, 3) 1 

- - - - X(5, 1, 5, 3) 1 

- - - - X(1, 4, 5, 3) 1 

- - - - X(4, 2, 5, 3) 1 

- - - - X(2, 0, 5, 3) 1 

𝑄𝑑(𝑖,,𝑘,𝑡)  Value 𝑄𝑑(𝑖,,𝑘,𝑡) Value 𝑄𝑑(𝑖,,𝑘,𝑡) Value 

Qd(4, 3, 1) 250 Qd(1, 4, 2) 150 Qd(4, 3, 3) 250 

Qd(5, 4, 1) 350 Qd(5, 4, 2) 100 Qd(1, 4, 3) 300 

Qd(2, 5, 1) 500 Qd(1, 5, 2) 350 Qd(2, 4, 3) 50 

- - Qd(3, 5, 2) 150 Qd(3, 5, 3) 350 

- - - - Qd(2, 5, 3) 100 

𝑄𝑝(𝑖,,𝑘,𝑡)   𝑄𝑝(𝑖,,𝑘,𝑡)  𝑄𝑝(𝑖,,𝑘,𝑡)  

Qp(4, 5, 1) 40 - - Qp(1, 5, 1) 15 
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5. 1. Evaluation of the Performance of the 
Proposed Method               As we observed in the fitness 

relation, there are two objective functions that must be 

minimized. At first, the proposed algorithm calculates the 

fitness function of the initial population. In each iteration, 

the best chromosomes are selected for the next generation 

and if in up to 10 consecutive chromosome replications 

no chromosome with better performance than the best 

chromosome in the previous step was generated, the 

optimization algorithm is stopped. Another stopping 

condition is to pass a certain amount of iterations. We 

considered the number of iterations to be 1000. 

Obviously, the minimum amount of fitness is zero, and if 

a chromosome can be found with this fitness, the 

algorithm must be terminated as its continuation is 

meaningless. 
 

5. 2. Performance Evaluation            By changing the 

GA parameters, the obtained amount for fitness also 

changes. We seek the most optimum possible case i.e., 

the minimum value. In Table 8, we examined the amount 

of the system fitness for the possibility of different 

crossovers and obtained the best value. 

Another important parameter of GA is the possibility 

of mutation. As the mutation increases, scanning 

increases in algorithm such that, as compared to before, 

the algorithm generates different solutions and may reach 

the better or even worse solutions than parents. 

Therefore, the following change is observed. 

Figure 5 shows the process of achieving the best filter 

using the proposed algorithm. It is necessary to mention 

that in running the GA, the probability of crossover and 

mutation was 0.8 and 0.3, respectively (Tables 8 and 9). 

We used a single-point crossover such that 80% of the 

best chromosomes are combined. In this combination, 

two chromosomes are broken from a random point and 

linked together, and two new chromosomes are 

produced. To select chromosomes, the tournament 

selection operator was used for performing crossover  in 

which a sub-set of the people in a population is selected 

and the members compete with each other. Finally, only 

one person from each sub-group is selected for 

production. In the proposed method, the number of the 

members within each set was considered 3. 

 
 

TABLE 8. Fitness per the possibility of different crossovers 

Crossover possibility Fitness value 

0.5 27869 

0.6 26412 

0.7 25893 

0.8 25370 

0.9 2601 

 

TABLE 9. Fitness for the possibility of different mutations 

Mutation possibility Fitness value 

0.05 26231 

0.1 2610 

0.15 25760 

0.2 25632 

0.25 25399 

0.3 25370 

0.35 25422 

 

 

 
Figure 5. The process of getting access to the near optimal 

solution using the proposed algorithm 
 

 

As shown in Figure 5, the proposed algorithm goes 

through a very good process to acquire a more 

appropriate solution, and finally in the iterations above 

90, it reaches the value of the fitness function for the best 

member. 

 
5. 3. Comparison           To show the efficiency of the 

proposed meta-heuristic method, 15 testing problems 

with different dimensions were generated and solved 

using the proposed algorithm in the previous chapter, and 

compared with the lower bound of CPLEX. The 

proposed method was coded in MATLAB R2018a and 

all computations were run under Microsoft Windows 10. 

The number of retailers and periods range from 5, 2 (in 

problems with small sizes) to 50, 12 (in large problems), 

respectively. At first, each problem was solved using the 

lp-metrics method via CPLEX, and then was solved 

using the proposed GA. The variable cost and demand 

were respectively generated between (0-130) and (0-

500). Table 10 displays the best values of the first 

objective function of the two algorithms 

(AOV1
LP,AOV1

GA) and the second objective function of 

the two algorithms (AOV2
LP,AOV2

GA). 
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TABLE 10. Fitness of methods 

 # Retailers Period  
GA CPLEX 

AOV1 AOV2 AOV1 AOV2 

1 5 2 67752 1235 84976 1821 

2 5 3 68012 1935 92577 3171 

3 6 3 74213 2781 76852 4144 

4 10 5 78201 4331 80434 5323 

5 12 6 84102 5651 85957 7377 

6 15 6 91110 6381 93207 10354 

7 18 9 96555 9152 996312 10731 

8 20 9 111445 10242 121605 10921 

9 22 9 112606 11245 123763 11638 

10 24 10 119024 14524 145867 15531 

11 26 10 130417 15241 153808 15431 

12 28 10 139907 16324 163475 16645 

13 30 11 203447 17542 211913 18445 

14 30 12 294103 21321 351621 22172 

15 30 12 366211 22457 386841 24132 

In the experimental results, we saw that the proposed 

method excels over CPLEX in all cases. 
 
 

5. 4. Concluding Remarks           It is seen that the 

obtained fitness value also changes by changing the GA 

parameters. We seek the most optimum state i.e., the 

minimum value. The value of fitness for the crossover 

probability of 0.8 was obtained to be the best fitness. The 

other important parameter of GA is the probability of 

mutation. The algorithm with mutation probability of 0.3 

generated the best solution using a single-point crossover 

and the tournament selection operator for performing 

crossover. 

The number of retailers and periods range from 5 to 

50, in 15 test beds. At first, each problem was solved 

using the lp-metrics method via CPLEX, and then was 

solved using the proposed GA. In this comparison, the 

proposed method showed a better performance in both 

objective functions. 
 

 

6. CONCLUSION 
 

There are still major challenges in resilient supply chain. 

Following up transportation operations from beginning to 

end is one of the challenges in this area. Products 

inventory management, routes determination, vehicle 

selection, etc., are among the problems to be considered 

in network design. In its traditional state, IRP minimizes 

the total inventory costs, but it does not take many items 

into account. The routing problem is a NP-hard problem, 

thus meta-heuristics should be used to solve it. 

Distribution systems include all transportation stages. 

Research studies indicate that using up-to-date methods 

in distribution process planning leads to a significant 

amount of saving in all transportation costs. Making 

progress in technology whether in terms of hardware or 

software, and enhancing correlation in information 

systems in production and trade  lead to success in the 

operation of the distribution network. The development 

of modeling instruments over recent years has also acted 

as a factor leading to further development. A proper 

model must take all the characteristics of the network in 

the real world into account and develop algorithms that 

find proper solutions for real instances within logical 

time. Meta-heuristics such as GA are a very suitable 

option for this issue. 

The mathematical model of this research is of integer 

type that solves the perishable inventory routing problem. 

The proper route selection and the reduction of the 

improper transportation options are among the features of 

this model that reduce the total costs of the supply chain. 

The efficiency of the GA was assessed in the results. In 

fact, the time of finding the solution depends on the 

problem's dimensions because the proposed model is 

considered a multi-objective IRP. The GA-based method 

proposed here should preserve the constraints. The 

comparison in 15 problems showed a better performance 

by the proposed method compared to Cplex. It is 

suggested that reaserchers propose and compare other bi-

objective algorithms and meta-heuristics to solve the 

problem using the formulation. 
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Persian Abstract 

 چکیده 

تخصیص  مسئله    کیمطالعه، ما به    نیدر اشود.  ها قائل می های مالی و تامین و توزیع محصولات برای شرکتهای فراوانی برای عبور از بحران آور، قابلیتزنجیره تامین تاب 

  تقاضای  باشدی م. فرض بر این میپردازی ماست  فروش دهخر تعدادی و توزیع  مراکز برای محل بالقوه تعدادی کارخانه، یک توزیع که شامل  شبکه ی برای سیستم موجود توزیع

 مدل کی صورت  به قیتحق نیا یشنهادیپ محدود متفاوت است. مدل  یزیراما مدت زمان آن در افق برنامه  .است  مشخص  و  قطعی  صورت   بهها  دوره  تمام  برای  مشتریان

  و تابع   کندی م  حداقل  ریزیبرنامه   افق  در  را   توزیع  سیستم  کل  هایهزینه  مجموع  اول  هدف  .که در تابعشودیم یهدف مدلساز تابع دو با و یخط مختلط حیصح عدد یزیربرنامه

  ن یدارد با استفاده از بهتر  یمدل سع   نیبنابرا   است  ریزیبرنامه   افق   در طول  نقلیه  وسائل  توسط  شده  طی   مسافت  حداقل  و  حداکثر  اختلاف  کردن  حداقل  دنبال  به  دوم  هدف

برای حل مسئله از یک مثال کوچک استفاده کرده و آن را با نرم افزار    .را به طور همزمان کاهش دهد  هانهی هز  حمل و نقل ، تقاضا را برآورده کند و  نهیو گز  رهایمس  یکربندیپ

MATLAB  یا    سخت  لهآنجائیکه مسأله مسیریابی یک مسأحل و سپس مسئله را توسعه داده و ازNP HARD  فراابتکاری استفاده    ی حلهابرای حل آن از روش   ،باشدی م

ینه متغیر حمل و نقل  در این مدل عواملی چون: حجم تقاضا برای هر مشتری در یک دوره در شبکه ، ظرفیت وسیله نقلیه، ظرفیت کارخانه، هزینه ثابت حمل ونقل، هز  .شودمی

 یاقتصاد  نیعملکرد شبکه تأم  شیافزا  یبرا  یبه عنوان اهرم  تواندیممدل ارائه شده در شبکه  که    دهدینشان م  جینتا  ل مد نظر قرار گرفته است.بر مد  مؤثرو غیره به عنوان عوامل  

 .استفاده شود رهایدر مس ییجوصرفه  قیاز طر
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A B S T R A C T  

 

Cutting fluids are frequently aimed to enhance machinability through cooling, lubricating and flushing 

actions. However, their use in machining creates major concerns in terms of health footprint and 
environmental effects throughout their lifecycle. Alternative methods, such as dry cutting and minimum 

quantity lubrication, were used to mitigate these issues. This research also will investigate the effect of 

swept angle selection, 30% and 60% of tool diameter step over under different cutting conditions during 
milling of aluminium alloy material. Their impact on tool wear, surface roughness, burr and chip 

formation were compared. Results pointed that the application of lower swept angle in conjunction with 

minimum quantity lubricant system has significantly reduced tool wear, decreased burr and chip 
formation, as well as improved surface quality as compared to dry machining. The work clearly shows 

how the importance of swept angle selection and cutting condition in refining machining performance 

could improve the machinability of the material. 

doi: 10.5829/ije.2021.34.12c.02 

 
 

NOMENCLATURE 

Lc length of chip Ra surface roughness arithmetical mean 

VB flank wear Wb burr width 

re cutting edge radius   

 
1. INTRODUCTION1 
 
In machining processes, cutting fluids are commonly 

used for cooling, removing metal particles, reducing 

friction, and protecting the tool, workpiece and machine 

tool [1]. In addition, it is also responsible for a variety of 

secondary functions, such as transporting chips, cleaning 

of tools, workpieces, and fixtures. However, some 

drawbacks have also been correlated with the use of 

cutting fluids because of their cost, environmental 

impact, and hazards to workers [2]. Additionally, this 

cutting fluid also has a harmful impact on health such as 

leukemia, skin cancer, lung cancer, asthma etc. [3]. 

Therefore, numerous substitutions to the conventional 

cutting fluids are currently being explored in the industry. 

 

*Corresponding Author Institutional Email: zailani@unimap.edu.my 

(Z. A. Zailani) 

New methods have been developed over the past 

decades to address the major difficulties of cutting fluids. 

The key alternatives such as dry machining and minimum 

quantity lubrication (MQL) were commonly evaluated 

from a technical point of view and have been found as 

viable substitutes in optimizing machining performance 

as well as diminishing hazards [4]. To avoid risky cutting 

fluids during the machining process, dry machining is 

appointed. This owing to its benefit that translated into 

zero pollution when no need a cost for coolant, its 

maintenance, and disposal [5]. Nevertheless, dry 

machining causes excessive temperature increases which 

leads to poor tool life and damage to the machined 

surface [6]. Wherever it is not possible to completely 

remove cutting fluids, a very small amount of lubrication, 
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pulverized only at a required point, which is known as 

Minimum Quantity Lubrication Machining (MQL), is 

used [7]. This method helps to improve surface finish 

quality and tool life, minimize lubrication costs, and 

decrease tool wear and cutting temperature. 

Aluminium makes up about 70% of the whole Boeing 

777 [8]. The main factor for its use is its high strength-to-

weight ratio. However, the use of aluminum, whose high 

thermal conductivity combined with extreme adherent 

tendency causes excessive heat generation at the cutting 

zone, and difficulties in heat dissipation [9]. Common 

issues in the machining of aluminum alloys are built- up 

edge and adhesion of the material to cutting tool due to 

high ductility and thermal conductivity of the work 

material [10].   

Milling is one of the most popular common 

manufacturing processes to remove material from a 

workpiece with a rotary cutter by moving towards an 

angle with the machine axis [11]. Due to the various 

degree-of-freedoms in the milling process, complex 

structures could be produced. In milling, cutting speed, 

spindle speed, depth of cut, and feed rate are the main 

governing parameters [12]. The relationship between the 

cutting tool and surface quality is also closely related. In 

addition, cutting parameters, tool life, machine tool 

characteristics, process variables, and workpiece 

materials all played a role in mechanical machining. It is 

a key performance metric that monitors surface integrity 

and ready-to-use consumer aesthetics [13]. Although the 

swept angle is one of the main parameters that determine 

the tool wear, surface roughness, burr and chip formation 

characteristics, its importance has not been well 

investigated and documented in the literature. 

Swept angle or tool engagements are identified as part 

of the tool involved in the workpiece during the process 

of machining which the swept angle is an important 

factor that affects the tool wear, surface roughness, chip 

formation, and burr formation during slot milling. Hence, 

when the cutting tool and workpiece are fully engaged, 

the resulting effect would be greater [14]. Therefore, the 

purpose of this research is to perform an experimental 

study on the effect of the swept angle selection under the 

different cutting conditions in the milling process. The 

following sections will provide a detailed explanation for 

the study.  

 

 

2. EXPERIMENTAL DETAILS 
 

2. 1. Experimental Setup and Machining 
Conditions       The workpiece material selected to be 

machined was a rectangular aluminium alloy 7075 with 

dimensions of 150 mm width, 150 mm length, and 4 mm 

height. 4-flutes end mill high speed steels (HSS) cutting 

tool with 4.0 mm diameter was used. This experiment  

 

was conducted using Tongtai EZ–5A CNC Milling 

Machine. A constant cutting velocity of 63 m/min, table 

feed rate of 440 mm/min, and depth of cut of 1 mm were 

used as established from pilot tests.  
Two different cutting conditions were studied, 

namely dry and minimum quantity lubricant (MQL) with 

base lubricant (Solcut oil). For MQL, the nozzle was 

placed at the tool entry point to enhance oil entrapment 

[15]. The flow rate was 40 ml/h with a compressed air 

pressure of six bar. In this experiment, two values of 

swept angle were used for each condition; 30% and 60% 

of tool diameter stepover. Each condition was repeated 

three times using new cutting tools. 
 

2. 2. Swept Angle Selection       A swept angle refers to 

the percentage of the tool that engages in the machining 

process with the workpiece. The values will be chosen 

using Equation (1): 

𝑆𝑤𝑒𝑝𝑡 𝑎𝑛𝑔𝑙𝑒 =
𝑡𝑜𝑜𝑙 𝑠𝑡𝑒𝑝 𝑜𝑣𝑒𝑟 (%)

100
 x  𝑡𝑜𝑜𝑙 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟     (1) 

Figure 1 shows the swept angle of the cutting tool on the 

workpiece which consists of 66.4° (30% tool diameter 

stepover) and 101.5° (60% tool diameter stepover). Both 

stepovers were selected to signify high and low angle of 

engagement. 

 

2. 3. Tool Wear, Cutting-edge Radius, Surface 
Roughness, Burr Formation and Chip Length       
Every tool and workpiece for each cutting condition was 

then examined using Xoptron XST60 Stereo Microscopy 

System to capture tool wear, burr and chip formation. 

Flank wear (VB) were measured on the side flank face, 

and cutting-edge radius (re) was determined by placing 

the best-fitting circle at the tool flank face intersection. 

While a width of burr formation (Wb) was measured for 

top burr. Then, the length of chip formation (Lc) was also 

quantified. For all measurements, a Java-based image 

processing, Image J software was used concurrently. A 

Mitutoyo F-3000 surface roughness tester was used to 

measure surface roughness using arithmetical mean (Ra) 

value. Systematic uncertainties were minimalized by first 

calibrating the equipment to be used. In addition, random 

vagueness was addressed by performing each 

measurement at least five times. 
 

 

 
Figure 1. Swept angles of the cutting tool on the workpiece 
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3. RESULT AND DISCUSSION 
 

3. 1. Tool Wear Modes         Optical images were used 

to identify the wear modes after milling ten consecutive 

slots. In this experiment, several types of wear were 

found i.e. outer corner wear, crater wear, chipping, and 

flank wear. Among all wear modes, the most dominant 

was flank wear. Figure 2 shows examples of wear modes 

that could be witnessed on the cutting tools. The main 

reason for these occurrences is due to high force and 

continuous contact between the tool and the workpiece 

during penetration that lead to heat generation through 

frictional action. It is pertinent to note that the thermal 

property (i.e. conductivity) of the HSS cutting tool is 

significantly lower than aluminum workpiece, therefore, 

most of the heat that generated in all shear zones are 

likely to circulated in the workpiece. This situation would 

soften the workpiece material thus resulting in welded 

chips or material adhesion that cause build-up in the flute 

area specifically under dry cutting. This phenomenon 

could drive to premature process disturbances. 

 

3. 2. Tool Flank Wear       For the flank wear 

measurements, the tools were imaged from the bottom 

face. The results have shown that the flank wear (VB) 

was significantly affected by the swept angles and cutting 

conditions. Figure 3 shows the average flank wear 

growth for different swept angles and cutting conditions. 

It can be seen clearly that machining under dry cutting 

condition shows a substantial amount of wear on the 

flank surface, as shown in Figure 4. Meanwhile, 

machining under MQL confronts lesser values under 

similar parametric settings condition. This is due to the 

fact that the oil which acts as a cooling and lubricating 

agent could significantly reduce the temperature and 

frictional forces between the cutting tool and workpiece. 

It can be observed that under MQL condition the 

cutting-edge shape was relatively sharper compared to 

dry cutting which was rounded in shape.  
 

 

 
Figure 2. Tool wear modes 

 
Figure 3. Average flank wear under different swept angles 

and cutting conditions 
 

 

Dry Cutting 
Minimum Quantity 

Lubricant 

66.4° 

 

66.4° 

 
101.5° 

 

101.5° 

 
Figure 4. Tool wear growth for both different swept angles 

and cutting conditions 

 

 

The highest flank wear was attained under swept 

angle 101.5° for both cutting conditions. This has 

happened for the reason that an increase in swept angle 

leads to excessive tool loading and deflection, thus 

resulting in an increase in tool wear. As a result, the both 

cutting condition (dry and MQL) display a slight 

increment. With 66.4° swept angle, the average flank 

wear was lowered by 15% and 25% respectively under 

dry and MQL condition. Despite a significant difference 

in flank wear values, both conditions are acceptable 

according to ISO 8688-2 [16], which is below 0.3 mm. It 

is also noted that the flank wear in the cutting process 

with both swept angles 66.4° and 101.5° under MQL 

condition is significantly lower compared to dry 

condition. In addition, the use of the smaller value of 

swept angle also contributes to lesser flank wear. 

 
3. 3. Cutting Edge Radius           Cutting edge radius 

was also used to monitor the tool condition since it is an 

appropriate indicator of the amount of tool wear. The 

edge corner radius of the tool was measured by fitting a 
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circle tangent line to straight lines. In this experiment, 

edge radius (re) deterioration was found on the tool 

cutting edge. Figure 5 shows the changes of cutting-edge 

deterioration for both conditions after machining 

processes.  

Figure 6 shows the changes of cutting-edge radius for 

both swept angles and cutting condition. In this figure, 

more effective cutting-edge radius occurred when using 

the swept angle of 66.4° compared to the swept angle of 

101.5°. But, the values for dry and MQL (after 

machining) shows prominent changes, especially under 

dry condition. Furthermore, as expected, the higher swept 

angle implied a higher value of re, which increased by 

90% and 68% under dry and MQL conditions, 

respectively, when compared to the lower swept angle. 

Dry cutting contributed to higher Re due to lack of 

lubricating and cooling action that led to higher specific 

cutting energy. In general, the result showed that the use 

of a lower swept angle has resulted in lowering tool wear 

by retaining the sharp edges for both conditions.  

 
3. 4. Surface Roughness          Surface roughness (Ra) 

is a measured parameter that can be used to analyze the 
 

 

 
Figure 5. Cutting-edge deterioration under (a) Dry cutting and 

(b) MQL condition 
 

 

 
Figure 6. Changes of cutting-edge radius for both swept 

angles and cutting conditions 

quality of the machining process. It should be noted that 

roughness quality sturdily depends on feed per tooth and 

tool edge radius. In this experiment, average surface 

roughness was measured at three main points, i.e. entry, 

middle, and exit. Figure 7 shows the variations of average 

surface roughness under different swept angles and 

cutting conditions. 

The roughness has been evaluated using the 

arithmetic average deviation of profile, Ra. These bar 

graphs give an insight into how the surface responds to 

change in swept angle for both dry and MQL 

environments. From these results, it can be seen that the 

101.5° of swept angle produces the higher Ra as 

compared to the 66.4° of swept angle. Besides, under dry 

condition, machined surfaces appear rougher, especially 

with adhered or sticky material. It is obviously seen in 

Figure 8. In contrast, it was found that the adhered 

material was completely removed when MQL was 

applied. This could be due to the application of MQL 

reduces the temperature effect and hence; the adherence 

propensity.  

 

 

 
Figure 7. Average comparisons for surface roughness, Ra. 
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Figure 8. Surface pattern for both swept angles and cutting 

conditions 
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The results also appear that Ra grows rapidly under 

dry condition when compared to MQL method. This is 

due to more intensive stress and temperature at the 

workpiece and tool interface that lead to quick tool wear. 

Under MQL method, the pressurized air with oil to the 

cutting zone promotes rapid removal of the chips whilst 

retaining the tool shape. Higher tool wear and chipping 

could create valleys and marks on the machined surface. 

Also, it is important to note that due to the high ductility 

of aluminium, it could promote roughness on the surface.  

Overall, it is concluded that the lower swept angle by 

varying machining under MQL condition provide 

superior surface finish than dry condition as step-over 

reduced the interruption in cutting process. In addition, 

lubricant used in MQL would lessen adhesion and 

interaction of tool and workpiece thus reducing friction 

as well as tool wear. 

 

3. 5. Burr Formation           There were four types of 

burr created which were top burr, exit burr, entrance burr, 

side burr, and bottom burr. They were designated through 

their cross-sectional area. It was found that the most 

dominant burr was the top burr which formed on top of 

the workpiece surface. Figure 9 shows the top burr 

formation under different swept angles and cutting 

conditions where different features could be identified. 

Wider top burrs with large curvature were created under 

dry cutting, in comparison with those obtained in MQL 

which was thinner. Under MQL, the use of oil makes the 

shearing process became smoother and easier, and hence 

resulting in reduced burr size.    
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Figure 9. Burr formation under different swept angles and 

cutting conditions 

Figure 10 shows the average burr width under differe

nt cutting conditions. It can be seen that a significant red

uction in burr width values was obtained with MQL syst

em. This improved performance was possibly due to the 

enhanced lubrication that retained the sharpness of the to

ols. The reason why the tool wear rate under dry cutting 

is high is due to the ploughing effect, which happens wh

en the cutters are not removing the material but pushing 

it off to the slot side instead to create burr. In addition, a 

larger swept angle also plays a significant role by increa

sing the width of burrs. 

Based on Figure 10, it shows that burr width (Wb) for 

after 10th slots produce bigger and wavier burrs compare 

to burr width for first slot. For a swept angle of 101.5°, 

the result shows an increasing pattern for both cutting 

conditions compared to the swept angle of 66.4°. It can 

be seen that the Wb was lessened under MQL method 

compared dry method for both swept angles. This is 

because the effect of the cutting fluid on tool wear and 

due to the amount of sweep subtended by cutting edge 

which makes them engages and leaves the workpiece 

during the slot milling process. Overall, the observed 

phenomenon is directly related to each other, where the 

swept angle will cause the tool wear and increase in the 

cutting-edge radius that would significantly increase the 

ploughing effect that would finally result in the formation 

of the top burr. 

 

 

 

 
Figure 10. Average burr width under different cutting 

condition after (a) 1st slot; and (b) 10th slot 
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3. 6. Chip Formation           The mechanism of chip 

formation is a major strain deformation method, with 

partial fracturing is caused by internal cracking or 

voiding in or near the primary shear zone and likely crack 

formation around the cutting edge. So, it is important to 

measure the length of chip formation for each chip 

collected from these experiments. Figure 11 displays the 

average comparisons between swept angles for the length 

of chip formation under different machining conditions. 
The result shows that machining in dry condition 

formed longer chips than in MQL condition. This is 

particularly evident when a higher swept angle was used. 

In principle, the higher value of swept angle applied 

during operation, the longer the chips.  

Microscopy images of chip formation in different 

swept angle and cutting conditions is shown in Figure 12. 

It shows a typical chip pattern when machining 

aluminum alloy under various cutting conditions. It is 

important to note that small well-broken chips are 

desirable in machining. A shorter chip was observed 
 

 

 
Figure 11. Average comparisons in length of chip formation 
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Figure 12. Chip pattern under different swept angles and 

cutting conditions 

under MQL condition for both swept angles. While, 

continuous non-uniform with severe curled chips were 

found under dry cutting. This had happened due to the 

fact that the chips were exposed to intense heat and hence 

leading to huge plastic deformation. Under MQL 

condition, flat morphology of chips was formed owing to 

the reduction in cutting temperature. All the findings 

confirmed that lubrication action through MQL system is 

desirable in terms of chip formation as it produces shorter 

chip as compared to dry machining. 

 

 
4. CONCLUSION 
 
From this study, it was obvious that the significant used 

of minimum quantity lubrication (MQL) as an alternative 

method to substitute the used of conventional metal 

working fluid in machining operations was proven. 

Besides, the impact of swept angle selection and their 

influence under the different cutting conditions was also 

demonstrated. The result showed that the lower swept 

angle applied, the better result in the form of reduced tool 

wear and burr formation, improved surface roughness 

and chip formation. This is confirmed in both dry and 

MQL condition. Swept angle and cutting condition plays 

an important role in determining tool wear (flank wear 

and edge radius), surface roughness, burr, and chip 

formation. For that reason, the results established that a 

parametric combination between lower swept angle of 

66.4° under MQL condition have demonstrated minimal 

tool wear and better surface quality. 
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Persian Abstract 

 چکیده 

شینکاری نگرانی های  اغلب به منظور افزایش قابلیت ماشینکاری از طریق خنک کننده ، روان کننده و شستشو انجام می شود. با این حال ، استفاده از آنها در مامایعات برش  

و حداقل مقدار روغن کاری ، برای کاهش   عمده ای را از نظر ردپای سلامتی و اثرات محیطی در طول چرخه زندگی آنها ایجاد می کند. روشهای جایگزین ، مانند برش خشک 

درصد قطر ابزار را تحت شرایط برش مختلف در طول آسیاب مواد آلیاژ آلومینیوم بررسی  60و  30این مسائل استفاده شد. این تحقیق همچنین تأثیر انتخاب زاویه جارو شده ، 

ایسه شد. نتایج نشان داد که استفاده از زاویه جاروب پایین در ارتباط با حداقل مقدار سیستم روان کننده می کند. تاثیر آنها بر سایش ابزار ، زبری سطح ، شکل و شکل تراشه مق

ار به وضوح نشان می دهد  باعث کاهش قابل توجه سایش ابزار ، کاهش ساییدگی و تشکیل تراشه و همچنین بهبود کیفیت سطح در مقایسه با ماشینکاری خشک می شود. این ک

 همیت انتخاب زاویه جارو و شرایط برش در پالایش عملکرد ماشینکاری می تواند قابلیت ماشینکاری مواد را بهبود بخشد.که چگونه ا
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A B S T R A C T  
 

 

Given the importance of supply chain and environmental issues, this paper presents a new mathematical 

model for a green closed-loop supply chain (GCLSC) network with the objectives of maximizing profits, 

maximizing the number of jobs created, and maximizing reliability. Due to the uncertainty on some 
parameters such as demand and transportation costs, the new method of robust fuzzy programming 

model was utilized. Multi-objective Grey Wolf Optimizer (MOGWO) and Non-dominated Sorting 

Genetic Algorithm II (NSGA II) were used to tackle the problems for larger sizes. A number of instances 
of the problem in larger sizes were solved. The results from comparing the algorithms considering some 

criteria including means of objective functions, spacing index, distance index from ideal point, maximum 

amplitude index, Pareto response number index and computational time showed the fast convergence 
and high efficiency of MOGWO algorithm for this problem. Finally, the implementation of the model 

for a real case study in Iranian engine oil industry, showed the efficiency of the obtained solutions for 

this network. 

doi: 10.5829/ije.2021.34.12c.03 
 

 
1. INTRODUCTION1 
 
In today's world, economic and industrial change is 

happening faster than ever before. The goal of 

organizations and companies is to maintain and increase 

profits as well as greater survival and durability in the 

market. The globalization of economic activities, along 

with the rapid growth of technology as well as limited 

resources, has put companies in an intense competition. 

One of the competitive advantages for companies is to 

make activities such as supply chain more efficient and 

effective. The term supply chain management (SCM) 

was coined in the late 1980s and became more widely 

used in 1990s. In this view, in order to survive in 

competitive markets, organizations must not only 

manage and optimize their organizational units, but must 

integrate all the organizational units in the network, 

including the suppliers and the customers. However, in 
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recent years, increasing competition in the global market 

to quickly meet customer needs and provide quality 

products has led to negative environmental effects, 

including an increase in greenhouse gas emission. 

Government laws, environmental pressures, and growing 

public awareness have forced companies to collect 

discarded products and goods and to consider more 

environmental factors in future products. This has led to 

the creation of a new management concept called green 

supply chain, which is actually a new paradigm for 

environmental protection along with SCM  [1]. 

Supply chain is an attitude that has been considered 

by organizations and companies in recent years. In this 

approach, all components and circles that are together to 

provide a product or service to the customer, are 

considered and try to make strategic, tactical, and 

operational decisions in such a way that the entire supply 

chain is more efficient and effective against competing 

 

 

 

mailto:m.seifbarghy@alzahra.ac.ir


S. M. S. Moosavi et and M. Seifbarghy / IJE TRANSACTIONS C: Aspects  Vol. 34, No. 12, (December 2021)    2585-2603                       2586 

chains. A supply chain is not limited to components and 

places of production, but includes all components of 

production and services from the initial suppliers to the 

final customers [2]. Lack of coordination and integration 

between different parts of the supply chain result in to an 

increase in the cost of goods and consequently an 

increase in price, failure to deliver products on time, etc., 

which ultimately cause to an increase in consumer 

dissatisfaction. A supply chain is a flow of materials and 

information between different levels of a manufacturing 

or service network that includes suppliers, 

manufacturers, distributors, wholesalers, retailers, and 

end customers. In recent years, organizations and 

companies have taken responsibility for waste products 

based on the nature of the products, legal and 

environmental requirements, as well as the re-acquisition 

of value. In view of the above, the supply chain network 

is broader and includes product collection, inspection, 

repair, recycling and destruction centers  [3]. 

Since the introduction of the first supply chain design 

ideas in the late 1970s, nothing has attracted the attention 

of governments, corporate executives and the public as 

much as green supply chain design, which is the most 

important tool for organizations to adapt their activities 

to the environment. It should be noted that the concept of 

green supply chain is not just a general slogan for 

idealistic people, but in many countries, organizations 

have made every effort to implement it. Today, some of 

the leading companies are already actively implementing 

green projects, for example IKEA, the world's largest 

furniture maker, has set up a train network emphasizing 

green train operations. In addition, General Electric, 

IBM, and HP have all considered green products with the 

adoption of new energy-saving technologies, and in 

addition to product design, they have considered SCM to 

relieve environmental concerns  [4]. 

On the other hand, government regulations and 

increasing customer awareness of the environment have 

made environmental aspects important in the work of 

researchers, building models and working frameworks 

for the effectiveness of the ecosystem in the supply chain 

networks. China, for example, has set a target of reducing 

carbon emissions by 10% in the Ninth Eleventh 

Development Plan, and the central government is 

studying and preparing for environmental protection 

oversight policies which are expected to play a positive 

role in solving the environmental problems. To 

implement a green supply chain network, it is not just 

enough to pay attention to being green; on the other hand, 

it is important to implement the green factors when 

designing the physical facilities and operating the supply 

chain. Furthermore, a good design can reduce CO2 

emissions all over the supply chain network. 

Due to the importance of the GCLSC (which is a 

combination of forward and reverse supply chain), this 

paper presents a new model of multi-objective GCLSC 

which incorporates some real-world features. The 

importance of implementing new models to reduce 

operational costs as well as pollution has been 

emphasized in this article by addressing a three-objective 

model including maximizing network profits, 

recruitment rates and reliability. Considering the 

governmental restrictions and laws on the amount of 

greenhouse gas emissions, the addressed restrictions 

have implemented in the given mathematical model. 

Uncertainty on demand and some other cost parameters 

has also led to the use of the new fuzzy robust method. 

Finally, for the assessment of the model performance in 

the real world, a real case study in the Iranian engine oil 

industry has been studied. 

The structure of the paper is as follows: In section 2, 

the literature review is given and the research gap is 

presented. In section 3, the initial version of the uncertain 

multi-objective GCLSC model is proposed and then its 

converted version is given. In this section, a solid fuzzy 

optimization method is used to control the uncertainty of 

the model. In section 4, the solution algorithms, the 

design of the primary chromosome, as well as the 

comparison indicators of the algorithms are presented. In 

section 5, the results from model implementation in an 

Iranian engine oil industry are discussed. Finally, in 

section 6, the conclusions from this research together 

with further research ideas are presented. 

 

 

2. LITERATURE REVIEW 
 

In this section, some of the most important researches in 

the field of closed-loop supply chain (CLSC) network 

design are reviewed. Kim et al. [5] established a multi-

cycle CLSC with the objective of maximizing factory 

profit. The network was designed to start with the return 

of used products and return by the customer and then 

accumulated and dismantled in the collection center. 

Some of the returned products were sent to the 

reproduction department and the usable parts were 

transferred to the renovation department and repaired. 

Finally, the parts were assembled, reproduced and 

classified for sale to foreign suppliers as new products 

[5]. Ahmadi-javid and Hoseinpour [6] modeled a 

distribution network considering location-inventory 

decisions and pricing with limited inventory capacity. 

They used Lagrange release algorithm to solve their 

problem [6]. Kaya and Urek [2] developed a definitive 

CLSC network model with simultaneous location-

inventory and pricing decisions. They used the 

refrigeration and forbidden search simulation algorithm 

to tackle the problem [2]. Ahmadzadeh and Vahdani [7] 

presented a model for integrated location-inventory and 

pricing decisions in the CLSC network. Their main 

purpose was to decide on the optimal locations of 

facilities, taking into account inventory costs and product 
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pricing. They used genetic algorithms, firewalls and 

colonial competition algorithms to solve their problem 

[7]. Amin et al. [4] in their research, designed and 

optimized a CLSC network with tire remanufacturing 

based on tire retrieval options, with the objective of 

maximization of the total profit. The application of this 

model based on a realistic network in Toronto, Canada 

has been discussed using a geographical map. In this 

model, he uses a new decision tree-based method to 

calculate the net present value of the income over several 

periods under various sources of uncertainty, such as 

demand and return. In addition, discount cash flow in this 

method was considered as a new innovative approach. 

This method can be used to compare the profitability of 

different design options for a CLSC [4]. In a study, 

Hajiaghaei-Keshteli and Fard [8] developed a new 

mixed-integer programming model to create a multi-

purpose stable CLSC network scheme for the first time, 

assuming a reduction in transportation costs. To address 

the problem, not only traditional and recent metaphors 

are used, but also algorithms are combined according to 

their strengths, especially in intensification and 

diversification. To evaluate the efficiency and 

effectiveness of these algorithms, they are compared with 

four evaluation criteria for optimal Pareto analysis [8]. 

Mardan et al. [9] provided a comprehensive 

mathematical model for the multi-cycle, multi-product, 

multi-model, and two-objective GCLSC. The purpose of 

this model was to minimize the total cost and emission of 

ambient gases by deciding on the locations of the 

facilities, the amount of transportation and the inventory 

balance. The results showed that the proposed solution 

approach reduced the total cost by more than 13 percent 

and can even be used for larger and more complex 

industrial applications in the real world [9]. Yadegari et 

al. [10] developed a memetic algorithm (MA) with 

priority-based coding/decoding method based on a 

flexible neighborhood search (NS) strategy to improve 

strategies for simultaneous configuration of the chains. In 

addition, to avoid the time-consuming repair process in 

the discrete solution dealership, it provided a way to 

convert the discrete dealership to a continuous method, 

and finally, to accelerate the proposed algorithm, the 

multi-stage simulation (MSA) re-embedding was 

embedded into the MA [10]. In a study, Yavari and Zaker 

[11] examined the design of a GCLSC network for 

biodegradable products under uncertain conditions. 

Demand, rate of return and quality of returned products 

were considered as uncertain parameters of the model 

[11]. Saedinia et al. [12] proposed a nonlinear mixed-

integer programming model to consider the price and 

position of facilities in a CLSC in the information and 

communication technology (ICT) industry to obtain the 

total profit generated by the sale of new ICT products. 

The structure of this network included suppliers, 

collection and distribution centers (C-D centers), 

disassembly centers and customer areas. In C-D centers, 

an inventory policy of continuous review was applied and 

it was assumed that the ordering time is random. 

Numerical results showed how to allocate facilities to 

each other, inventory management and pricing of ICT 

products; therefore, the proposed models and methods 

could help ICT companies in determining their policies 

for maximum profit [12]. In a research, Nayeri et al. [13] 

presented a robust multi-objective fuzzy optimization 

model in the design of a stable CLSC network. In this 

study, they considered parameters such as demand and 

transportation costs to be uncertain [13]. Prakash et al. 

[14] presented a model of a CLSC network in which 

parameters such as risk and demand were considered. 

They optimized the developed model using the combined 

robust method [14]. Fatollahi fard et al.[15] presented a 

model for CLSC network system in case of uncertainty 

for water reverse purification and developed a multi-

objective stochastic optimization model with triple 

bottom line optimization. Fazli-Khalaf and Hamidieh 

[16] designed a reliable multi-echelon CLSC network 

model which maximized the social responsibility while 

minimized the fixed establishing and variable processing 

costs of the network. To cope with the uncertainty of 

parameters, stochastic programming was applied and an 

effective reliable modelling method was employed to 

appropriately control unpleasant economic impacts of 

disruptions. On the uncertainty in supply chain, 

Hamidieh et al. [17] proposed a robust reliable bi-

objective supply chain network design model which was 

capable of controlling different kinds of uncertainties, 

concurrently. Stochastic bi-level scenario based 

programming approach was used to model various 

scenarios related to strike of disruptions. Tables 1 and 2 

give some abbreviated forms of employed terms and 

comparison of the GCLSC researches. 
 
 

TABLE 1. Abbreviated forms of employed terms 

Term Abbreviation 

Single Product 

Multi Product 

SPR 

MPR 

Single Period 

Multi Period 

SPE 

MPE 

Quantitative 

Qualitative 

QN 

QA 

Forward Supply Chain 

Reverse Supply Chain 

Closed-Loop Supply Chain 

FS 

RS 

CS 

Location L 

Allocation A 

Routing R 

Shortage SH 
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Supplier Selection SS 

Discount D 

Queueing System Q 

Fuzzy Programming FP 

Stochastic Programming SP 

Robust Programming RP 

Robust-Fuzzy Programming RFP 

Robust-Stochastic Programming RSP 

Fuzzy-Stochastic Programming FSP 

Robust-Fuzzy-Stochastic Programming RFSP 

Deterministic DE 

GAMS-Lingo CS 

Multi Objective Decision Method MO 

Meta-Heuristics Algorithm MH 

Fuzzy Optimization Method FO 

Max Reliability MRE 

Min Queue Length MQL 

Max Supply Chain Responsiveness MSC 

Max Net Value MNV 

Max Profit MPR 

Max Service Level MSL 

Min Number of Days Lost MDL 

Min Delivery Time MDT 

Min Cost MCO 

Min Loss of Raw Materials MLR 

Min Number of vehicles MNV 

Min Co2 Emission MCE 

Min Shortage MSH 

Max Number of Jobs MNJ 

Min Risk MRI 

 

 
TABLE 2. Comparison of the GCLSC researches  

Research Year Model Objective Variable Uncertainty Solution 
Case 

Study 

Alshamsi and Diabat [18] 2018 SPR,  SPE, QN MPR L, A, DE CS  

Rad and Nahavandi [19] 2018 MPR,  MPE,  QN MCO, MCE L, A, SH, D DE MO * 

Fakhrzad et al. [20] 2018 MPR,  MPE,  QN 
MCO, MDT,  MCE, 

MRE 
L, A, R, SS DE MH  

Pourjavad and Mayorga [21] 2019a MPR,  MPE,  QN MCO L, A, SH DE CS * 

Yadegari et al. [10] 2019 SPR,  MPE,  QN MCO L, A DE CS * 

Polo et al. [22] 2019 SPR,  MPE,  QN MPR L, A, SH RP CS  

Ghahremani Nahr et al. [23] 2019 MPR,  MPE,  QN MCO L, A, SH, SS, D RFP MH  

Pourjavad and Mayorga [24] 2019b MPR,  MPE,  QN MCO, MCE,  MNJ L, A, SS FP MO  

Darestani and Hemmati [25] 2019 MPR,  MPE,  QN MCO, MCE L, A, SH, SS, D, Q RP MO  

Zhang et al. [26] 2019 SPR,  SPE, QN MDT, MDL L, A RFP MO  

Fazli khalaf et al. [27] 2019 MPR,  MPE,  QN MCO, MDT,  MRE L, A, SH, R RFP FO * 

Alkhayyal [28] 2019 MPR,  SPE, QN MCO, MCE L, A DE MO * 

Mardan et al. [9] 2019 MPR,  MPE,  QN MCO, MCE L, A, R, SS DE CS  

Ghahremani- Nahr et al. [29] 2020b MPR,  MPE,  QN MCO, MCE L, A, SH, D RP MO  

Jiang et al. [30] 2020 SPR,  SPE, QN MPR, MSL L, A DE MO  

Gholizadeh et al. [31] 2020 MPR,  MPE,  QN MPR A, R RP MH  

Prakhash et al. [14] 2020 SPR,  SPE, QN MCO L, A RP CS * 

Pourmehdi et al. [32] 2020 SPR,  SPE, QN MCE, MPR,  MSL L, A SP FO * 

Mohtashemi et al. [33] 2020 SPR,  SPE,  QN MCO, MCE L, A, SS, Q DE MH  

Liu et al. [34] 2021 MPR,  MPE,  QN MCO, MCE L, A RFP CS * 

Zahedi et al. [35] 2021 MPR,  MPE,  QN MNV, MSL L, A, R DE MH * 

Boronoos et al. [36] 2021 MPR,  MPE,  QN MCO, MCE L, A RFP MO * 

Habib et al. [37] 2021 SPR,  MPE,  QN MCO L, A RFP CS * 

This paper MPR, MPE, QN MPR, MRE, MNJ 
L, A, R, SH,  SS, D, 

Q 
RFP MO * 
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As a research gap, according to the given literature, a 

comprehensive uncertain model which includes three 

aspects of economic, social and environmental with 

uncertainty on some key parameters of the model has not 

been studied. Furthermore, the application of the model 

in engine oil industry has not been studied. The major 

novelties and features of this paper are: 

- Developing a three-objective model for CLSC design of 

engine oil industry 

- Using robust fuzzy programming to tackle with the 

uncertainties in demand, transportation costs and 

capacity levels of facilities 

- Development of two meta-heuristic algorithms in order 

to solve the problem for large sizes 

- Solving the model for small and large sizes of the 

problem 

- Solving the model utilizing the real data of engine oil 

industry 
 

 

3. PROBLEM DESCRIPTION AND MODELING 
 

In this paper, a GCLSC network is modeled under the 

uncertainty of some of the most important parameters of 

the problem (i.e. demand and transportation costs). 

Figure 1 shows the under-study GCLSC network in 

which the main purpose is to supply engine oil products 

to customers in the primary market and to increase the 

energy recovery and to meet the secondary market 

demand of returned products. In this case, the suppliers, 

who are actually in charge of supplying the raw materials, 

send the raw materials to the manufacturers who produce 

the final products. Manufacturers produce the final 

products using a combination of some predetermined 

materials and send them to distributors. Distributors 

distribute the final products according to the uncertain 

demand of customers for each product, taking into 

account the shortage. In the given model, the reverse 

supply chain is also considered. The main purpose of 

designing such a network is to properly manage and reuse 

 

 

Suppliers Manufacturers Distributors

Customers

Secondary 
market

Energy 
recovery

Recycle Landfill

collection

 
Figure 1. The under-study GCLSC network 

returned products from customers. In this network, 

according to various issues, a percentage of products are 

collected at the collection center and after inspection are 

sent to one of the specified centers for energy recovery, 

recycling or disposal in the landfill. Recycled products 

can be reused in the primary market or sold to the 

secondary market as lower level quality product by 

adding some raw materials or changing the structure of 

the product. In the meantime, some returned products 

may no longer be reusable, even after recycling because 

of the poor quality; In this case, they are sent to the 

landfill for disposal. 

There are three types of strategic, tactical and 

operational decisions in this model. At the strategic level, 

the problem is to determine the number and capacities of 

potential network facilities including production, 

distribution, recycling and collection centers. At the 

tactical level, the optimal flows of materials, products 

and returned items are determined between different 

facilities of the network. At the operational level, the 

appropriate vehicles between facilities are selected. 

According to the following assumptions, the model of the 

problem can be formulated. 

1. The objective functions of the problem include 

maximizing the profit of the entire supply chain 

network, maximizing the number of created jobs and 

maximizing the reliability of the CLSC network. 

2. Demand, supply capacities, transportation costs and 

some operating costs are considered to be uncertain. 

3. Shortage is permitted. 

4. The transport fleet is considered heterogeneous. 

5. The cost of greenhouse gas emissions is considered 

as part of the first objective function. 

6. Establishment of facility capacity at different levels 

has different costs. 

According to the mentioned assumptions, the 

set, parameters and decision variables of the model are as 

follows: 

 

3. 1. Sets 
𝐴 Set of customers fixed points 𝑎 = {1,2,… , 𝐴} 
𝐾 set of potential distribution centers 𝑘 = {1,2, … , 𝐾} 
𝐽 set of potential manufacturing centers  𝑗 =

{1,2,… , 𝐽} 
𝐼 set of raw material supply centers 𝑖 = {1,2, … , 𝐼} 
𝐿 set of disposal centers  𝑙 = {1,2,… , 𝐿} 
𝑁 set of potential recycling centers 𝑛 = {1,2,… , 𝑁} 
𝑀 set of potential collection centers 𝑚 = {1,2,… ,𝑀} 
𝐸 set of energy recovery centers 𝑒 = {1,2,… , 𝐸} 
𝐵 Set of secondary market fixed points 𝑏 =

{1,2,… , 𝐵} 
𝐺 Set of potential facility capacity levels 𝑔 =

{1,2,… , 𝐺} 
𝑃 Product range (i.e. engine oil and its products in the 

case study)  𝑝 = {1,2, … , 𝑃} 
𝐻 set of raw materials ℎ = {1,2, … , 𝐻} 
𝑉 set of vehicles 𝑣 = {1,2, … , 𝑉} 
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3. 2. Parameters 
𝐷𝑒𝑚̃𝑎𝑝 Demand of customer 𝑎 for product 𝑝  

𝑂ℎ𝑝 The amount of raw material ℎ required to produce 

one unit of product 𝑝 

𝛼𝑎𝑝 Percentage of product p returned by customer 𝑎 

𝛽𝑚𝑝 Percentage of product p transferable to energy 

recovery center by collection center m 

𝛾𝑚𝑝 Percentage of product p transferable to recycling 

center by collection center m,  𝛽𝑚𝑝 + 𝛾𝑚𝑝 <

1,   ∀𝑚, 𝑝    

𝛿𝑛𝑝 Percentage of product p transferred to disposal 

center by recycling center n 

𝜎𝑛𝑝 Percentage of product p transferred to production 

center by recycling center n ,𝛿𝑛𝑝 + 𝜎𝑛𝑝 <

1,     ∀𝑛, 𝑝 

𝐶𝑎𝑝𝐽𝑗𝑝𝑔 Capacity for producing product p at Manufacturer 

center j at capacity level g 

𝐶𝑎𝑝𝐾𝑘𝑝𝑔 Capacity allocated by distributor k to product p at 

capacity level g 

𝐶𝑎𝑝𝑀𝑚𝑝𝑔 Capacity allocated by collection center m to 

product p at capacity level g 

𝐶𝑎𝑝𝑁𝑛𝑝𝑔 Capacity allocated by recycling center n to product 

p at capacity level g 

𝐶𝑎𝑝𝐼̃𝑖ℎ Capacity of supplier i for replenishment of raw 

material h 

𝐶𝑎𝑝𝐿𝑙𝑝 Capacity allocated by disposal center l to product 

p 

𝐶𝑎𝑝𝑤𝑣 Weight capacity of vehicle v 

𝐶𝑎𝑝𝑣𝑣 Volume capacity of vehicle v 

𝑤ℎ Weight of one unit of raw material h 

𝑤𝑝 Weight of one unit of product p 

𝑣ℎ Volume of one unit of raw material h 

𝑣𝑝 Volume of one unit of product unit p 

𝑃𝑟𝑎𝑝 Selling price of one unit of product p to customer 

𝑎 

𝑃𝑟𝑒𝑝 Selling price of one unit of product p to energy 

recovery center e 

𝑃𝑟𝑏𝑝 Selling price of one unit of product p to secondary 

market b 

𝐹𝑗𝑔 Fixed cost of constructing manufacturing center j 

at capacity level g 

𝐹𝑘𝑔 Fixed cost of constructing distribution center k 

with capacity level g 

𝐹𝑚𝑔 Fixed cost of constructing collection center m with 

capacity level g 

𝐹𝑛𝑔 Fixed cost of constructing recycling center n with 

capacity level g 

𝐹𝐶𝑣 Fixed cost of utilizing vehicle v 

𝐹𝑉̃𝑣 The variable cost of vehicle v per unit distance 

between two facilities 

𝐷𝑘𝑎 Distance of distribution center k from customer 𝑎 

𝐷𝑗𝑘 Distance of production center j from distribution 

center k 

𝐷𝑖𝑗 Distance of supplier i from manufacturing center j 

𝐷𝑛𝑗 Distance of recycling center n from manufacturing 

center j 

𝐷𝑎𝑚 Distance of customer 𝑎 from collection center m 

𝐷𝑚𝑒 Distance of the collection center m from energy 

recovery center e 

𝐷𝑚𝑛 Distance of collection center m from recycling 

center n 

𝐷𝑚𝑙 Distance of collection center m from disposal 

center l 

𝐷𝑛𝑙 Distance of recycling center n from disposal center 

l 

𝐷𝑛𝑏 Distance of recycling center n from secondary 

market b 

𝜋𝑎𝑝 Shortage cost of product p at customer 𝑎 

𝑃𝑐̃𝑗𝑝 Production cost of product p in manufacturing 

center j 

𝑆𝑐̃𝑖ℎ Cost of supplying raw material h by supplier i 

𝐷𝑐̃𝑘𝑝 Shipping Cost of one unit of product p from 

distribution center k 

𝐶𝑐̃𝑚𝑝 Cost of collecting one unit of product p at 

collection center m 

𝑅𝑐̃𝑛𝑝 Cost of recycling one unit of product p in recycling 

center n 

𝐿𝑐̃𝑙𝑝 Disposal cost of one unit of product p at disposal 

center l 

𝑅𝑃𝑐̃ 𝑗𝑝 Cost of remanufacturing product p in 

remanufacturing center j 

𝐶𝑜2𝑣 Amount of carbon dioxide emission by vehicle v 

per unit distance  

𝐶𝑜2
𝐺𝑂𝑉 The acceptable amount of carbon dioxide 

emissions in the supply chain network determined 

by government 

𝐸𝑗𝑔 Amount of carbon dioxide emissions due to 

construction of manufacturing center j with 

capacity level g 

𝐸𝑘𝑔 Amount of carbon dioxide emission due to 

construction of distribution center k with capacity 

level g 

𝐸𝑚𝑔 Amount of carbon dioxide emission due to 

construction of collection center m with capacity 

level g 

𝐸𝑛𝑔 Amount of carbon dioxide emission due to 

construction of recycling center n with a capacity 

level g 

𝑃𝑒𝑗𝑝 Amount of carbon dioxide emission due to 

producing one unit of product p in the production 

center j 

𝐶𝑒𝑚𝑝 Amount of carbon dioxide emission due to 

collection of one unit of product p in collection 

center m 

𝑅𝑒𝑛𝑝 Amount of carbon dioxide emission due to 

recycling one unit of product p at recycling center 

n 

𝐿𝑒𝑙𝑝 Amount of carbon dioxide emission due to 

disposal of one unit of product p at disposal center 

l 

𝑅𝑃𝑒𝑗𝑝 Amount of carbon dioxide emission due to 

remanufacturing product p in manufacturing 

center j 

𝜗 Fixed cost of excess carbon dioxide emission 

𝐽𝑂𝐵𝑗𝑔 Number of job opportunities created by 

constructing manufacturing center j with capacity 

level g 

𝐽𝑂𝐵𝑘𝑔 Number of job opportunities created by 

constructing distribution center k with a capacity 

level g 

𝐽𝑂𝐵𝑚𝑔 Number of job opportunities created by 

constructing collection center m with capacity 

level g 
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𝐽𝑂𝐵𝑛𝑔 Number of job opportunities created by 

constructing recycling center n with capacity level 

g 

𝐴𝐿𝐷𝑗𝑔 Average number of days lost because of work 

injuries due to construction of manufacturing 

center j with capacity level g 

𝐴𝐿𝐷𝑘𝑔 Average number of days lost because of work 

injuries due to construction of distribution center k 

with capacity level g 

𝐴𝐿𝐷𝑚𝑔 Average number of days lost because of work 

injuries due to construction of collection center m 

with capacity level g 

𝐴𝐿𝐷𝑛𝑔 Average number of days lost because of work 

injuries due to construction of recycling center n 

with capacity level g 

𝜑𝐴𝐿𝐷 Significance factor of the total number of lost days 

due to injuries in the workplace 

𝜃𝑗𝑜𝑏  Significance factor of the number of job 

opportunities created 

𝑅𝑒𝑖𝑗ℎ Reliability of shipping raw material h from 

supplier i to manufacturing center j 

𝑅𝑒𝑗𝑘𝑝 Reliability of shipping product p from 

manufacturing center j to distribution center k 

𝑅𝑒𝑘𝑎𝑝 Reliability of shipping  product p from distribution 

center k to customer 𝑎 

 
3. 3. Decision Variables 
𝑄𝑘𝑎𝑝 The amount of product p shipped from distribution 

center k to customer 𝑎 

𝑄𝑗𝑘𝑝 The amount of product p shipped from 

manufacturing center j to distribution center k 

𝑄𝑖𝑗ℎ The amount of raw material h shipped from 

supplier i to manufacturing center j 

𝑄𝑛𝑗𝑝 The amount of product p returned from the 

recycling center n to production center j 

𝑄𝑎𝑚𝑝 The amount of product p returned from customer 𝑎 

to collection center m 

𝑄𝑚𝑒𝑝 The amount of product p returned from collection 

center m to energy recovery center e 

𝑄𝑚𝑛𝑝 The amount of product p returned from collection 

center m to recycling center n 

𝑄𝑚𝑙𝑝 The amount of product p returned from collection 

center m to disposal center l 

𝑄𝑛𝑙𝑝 The amount of product p returned from recycling 

center n to disposal center l 

𝑄𝑛𝑏𝑝 The amount of product p returned from recycling 

center n to secondary market b 

𝑆𝑎𝑝 The amount of shortage of product p at customer 𝑎 

𝑈𝑗𝑔 If manufacturing center j is established with 

capacity level of g, it takes 1 and otherwise it takes 

0. 

𝑈𝑘𝑔 If distribution center k is established with capacity 

level of g, it takes 1, otherwise it takes 0. 

𝑈𝑚𝑔 If collection center m is established with capacity 

level of g, it takes 1, otherwise it takes 0. 

𝑈𝑛𝑔 If recycling center n is established with capacity 

level of g, it takes 1, otherwise it takes 0. 

𝑌𝑘𝑎𝑣 If vehicle v is assigned for shipping to customer 𝑎 

from distribution center k, it takes 1, otherwise it 

takes 0. 

𝑌𝑗𝑘𝑣 If vehicle v is assigned to the rout from 

manufacturing center j to distribution center k, it 

takes 1, otherwise it takes 0. 

𝑌𝑖𝑗𝑣 If vehicle v is assigned to the rout from supplier i to 

manufacturing center j, it takes 1 and otherwise 0. 

𝑌𝑛𝑗𝑣 If vehicle v is assigned to the rout from recycling 

center n to manufacturing center j, it takes 1 and 

otherwise 0. 

𝑌𝑎𝑚𝑣 If vehicle v is assigned to the rout from customer 𝑎 

to collection center m, it takes 1 and otherwise 0. 

𝑌𝑚𝑒𝑣 If vehicle v is assigned to the rout from collection 

center m to energy recovery center e, it takes 1, 

otherwise it takes 0. 

𝑌𝑚𝑛𝑣 If vehicle v is assigned to the rout from collection 

center m to recycling center n, it takes 1, otherwise 

it takes 0. 

𝑌𝑚𝑙𝑣 If vehicle v is assigned to the rout from collection 

center m to disposal center l, it takes 1, otherwise it 

takes 0. 

𝑌𝑛𝑙𝑣 If vehicle v is assigned to the rout from recycling 

center n to disposal center l, it takes 1, otherwise it 

takes 0. 

𝑌𝑛𝑏𝑣 If vehicle v is assigned to the rout from recycling 

center n to secondary market b, it takes 1, otherwise 

it takes 0. 

 

3. 4. Proposed Model 

(1) 

𝑚𝑎𝑥𝑍1 = ∑ ∑ ∑ 𝑃𝑟𝑎𝑝𝑄𝑘𝑎𝑝𝑝𝑎𝑘 +  

∑ ∑ ∑ 𝑃𝑟𝑒𝑝𝑄𝑚𝑒𝑝𝑝𝑒𝑚 + ∑ ∑ ∑ 𝑃𝑟𝑏𝑝𝑄𝑛𝑏𝑝𝑝𝑏𝑛 −  

∑ ∑ 𝐹𝑗𝑔𝑈𝑗𝑔𝑔𝑗 −∑ ∑ 𝐹𝑘𝑔𝑈𝑘𝑔𝑔𝑘 − ∑ ∑ 𝐹𝑚𝑔𝑈𝑚𝑔𝑔𝑚   

−∑ ∑ 𝐹𝑛𝑔𝑈𝑛𝑔𝑔𝑛 − ∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑖𝑗𝑣𝑣𝑗𝑖 −  

∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑗𝑘𝑣𝑣𝑘𝑗 − ∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑘𝑎𝑣𝑣𝑎𝑘 −  

∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑎𝑚𝑣𝑣𝑚𝑎 − ∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑚𝑙𝑣𝑣𝑙𝑚 −  

∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑚𝑒𝑣𝑣𝑒𝑚 − ∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑚𝑛𝑣𝑣𝑛𝑚 −  

∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑛𝑙𝑣𝑣𝑙𝑛 − ∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑛𝑏𝑣𝑣𝑏𝑛 −  

∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑛𝑗𝑣𝑣𝑗𝑛 − ∑ ∑ ∑ 𝐹𝑉̃𝑣𝐷𝑖𝑗𝑌𝑖𝑗𝑣𝑣𝑗𝑖 −  

∑ ∑ ∑ 𝐹𝑉̃𝑣𝐷𝑗𝑘𝑌𝑗𝑘𝑣𝑣𝑘𝑗 − ∑ ∑ ∑ 𝐹𝑉̃𝑣𝐷𝑘𝑎𝑌𝑘𝑎𝑣𝑣𝑎𝑘 −  

∑ ∑ ∑ 𝐹𝑉̃𝑣𝐷𝑎𝑚𝑌𝑎𝑚𝑣𝑣𝑚𝑎 − ∑ ∑ ∑ 𝐹𝑉̃𝑣𝐷𝑚𝑙𝑌𝑚𝑙𝑣𝑣𝑙𝑚 −  

∑ ∑ ∑ 𝐹𝑉̃𝑣𝐷𝑚𝑒𝑌𝑚𝑒𝑣𝑣𝑒𝑚 −∑ ∑ ∑ 𝐹𝑉̃𝑣𝐷𝑚𝑛𝑌𝑚𝑛𝑣𝑣𝑛𝑚   

−∑ ∑ ∑ 𝐹𝑉̃𝑣𝐷𝑛𝑙𝑌𝑛𝑙𝑣𝑣𝑙𝑛 − ∑ ∑ ∑ 𝐹𝑉̃𝑣𝐷𝑛𝑏𝑌𝑛𝑏𝑣𝑣𝑏𝑛   

−∑ ∑ ∑ 𝐹𝑉̃𝑣𝐷𝑛𝑗𝑌𝑛𝑗𝑣𝑣𝑗𝑛 − ∑ ∑ ∑ 𝑆𝑐̃𝑖ℎ𝑄𝑖𝑗ℎℎ𝑗𝑖 −  

∑ ∑ ∑ 𝑃𝑐̃𝑗𝑝𝑄𝑗𝑘𝑝𝑝𝑘𝑗 − ∑ ∑ ∑ 𝐷𝑐̃𝑘𝑝𝑄𝑘𝑎𝑝𝑝𝑎𝑘 −  

∑ ∑ ∑ 𝐶𝑐̃𝑚𝑝𝑄𝑎𝑚𝑝𝑝𝑚𝑎 −∑ ∑ ∑ 𝑅𝑐̃𝑛𝑝𝑄𝑚𝑛𝑝𝑝𝑛𝑚 −  

∑ ∑ ∑ 𝐿𝑐̃𝑙𝑝𝑄𝑚𝑙𝑝𝑝𝑙𝑚 − ∑ ∑ ∑ 𝐿𝑐̃𝑙𝑝𝑄𝑛𝑙𝑝𝑝𝑙𝑛 −  

∑ ∑ ∑ 𝑃𝑅𝑐̃ 𝑗𝑝𝑄𝑛𝑗𝑝𝑝𝑗𝑛 − 𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑖𝑗𝑌𝑖𝑗𝑣𝑣𝑗𝑖   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑗𝑘𝑌𝑗𝑘𝑣𝑣𝑘𝑗   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑘𝑎𝑌𝑘𝑎𝑣𝑣𝑎𝑘   
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−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑎𝑚𝑌𝑎𝑚𝑣𝑣𝑚𝑎   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑚𝑙𝑌𝑚𝑙𝑣𝑣𝑙𝑚   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑚𝑒𝑌𝑚𝑒𝑣𝑣𝑒𝑚   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑛𝑏𝑌𝑛𝑏𝑣𝑣𝑏𝑛   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑛𝑙𝑌𝑛𝑙𝑣𝑣𝑙𝑛   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑚𝑛𝑌𝑚𝑛𝑣𝑣𝑛𝑚   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑛𝑗𝑌𝑛𝑗𝑣𝑣𝑗𝑛 − 𝜗∑ ∑ 𝐸𝑗𝑔𝑈𝑗𝑔𝑔𝑗   

−𝜗∑ ∑ 𝐸𝑘𝑔𝑈𝑘𝑔𝑔𝑘 − 𝜗∑ ∑ 𝐸𝑚𝑔𝑈𝑚𝑔𝑔𝑚 −  

𝜗∑ ∑ 𝐸𝑛𝑔𝑈𝑛𝑔𝑔𝑛 − 𝜗∑ ∑ ∑ 𝑃𝑒𝑗𝑝𝑄𝑗𝑘𝑝𝑝𝑘𝑗   

−𝜗∑ ∑ ∑ 𝐶𝑒𝑚𝑝𝑄𝑎𝑚𝑝𝑝𝑚𝑎 −

𝜗∑ ∑ ∑ 𝑅𝑒𝑛𝑝𝑄𝑚𝑛𝑝𝑝𝑛𝑚   

−𝜗∑ ∑ ∑ 𝐿𝑒𝑙𝑝𝑄𝑚𝑙𝑝𝑝𝑙𝑚 − 𝜗∑ ∑ ∑ 𝐿𝑒𝑙𝑝𝑄𝑛𝑙𝑝𝑝𝑙𝑛 −  

𝜗∑ ∑ ∑ 𝑅𝑃𝑒𝑗𝑝𝑄𝑛𝑗𝑝𝑝𝑗𝑛 + 𝜗𝑪𝒐𝟐
𝑮𝑶𝑽  

−∑ ∑ 𝜋𝑎𝑝𝑆𝑎𝑝𝑝𝑎   

(2) 

𝑚𝑎𝑥𝑍2 =

𝜃𝑗𝑜𝑏 {
∑ ∑ 𝐽𝑂𝐵𝑗𝑔𝑈𝑗𝑔𝑔𝑗 + ∑ ∑ 𝐽𝑂𝐵𝑘𝑔𝑈𝑘𝑔𝑔𝑘 +

∑ ∑ 𝐽𝑂𝐵𝑚𝑔𝑈𝑚𝑔𝑔𝑚 + ∑ ∑ 𝐽𝑂𝐵𝑛𝑔𝑈𝑛𝑔𝑔𝑛
}  

−𝜑𝐴𝐿𝐷 {
∑ ∑ 𝐴𝐿𝐷𝑗𝑔𝑈𝑗𝑔𝑔𝑗 + ∑ ∑ 𝐴𝐿𝐷𝑘𝑔𝑈𝑘𝑔𝑔𝑘 +

∑ ∑ 𝐴𝐿𝐷𝑚𝑔𝑈𝑚𝑔𝑔𝑚 +∑ ∑ 𝐴𝐿𝐷𝑛𝑔𝑈𝑛𝑔𝑔𝑛
}  

(3) 

𝑚𝑎𝑥𝑍3 = 1 −∏ ∏

(

  
 
1 −𝑎𝑖

(

 
 

1 −

∏ ∏ ∏ ∏ ∏ (1 − (

𝑅𝑒𝑖𝑗ℎ𝑌𝑖𝑗𝑣 ∗

𝑅𝑒𝑗𝑘𝑝𝑌𝑗𝑘𝑣 ∗

𝑅𝑒𝑘𝑎𝑝𝑌𝑘𝑎𝑣

))𝑣𝑝ℎ𝑘𝑗

)

 
 

)

  
 

  

 𝑠. 𝑡.: 

(4) ∑ 𝑄𝑘𝑎𝑝𝑘 + 𝑆𝑎𝑝 = 𝐷𝑒𝑚̃𝑎𝑝,      ∀𝑎, 𝑝  

(5) ∑ 𝑄𝑘𝑎𝑝𝑎 = ∑ 𝑄𝑗𝑘𝑝𝑗 ,       ∀𝑘, 𝑝  

(6) ∑ ∑ 𝑂ℎ𝑝𝑄𝑖𝑗ℎℎ𝑖 +∑ 𝑄𝑛𝑗𝑝𝑛 = ∑ 𝑄𝑗𝑘𝑝𝑘 ,       ∀𝑗, 𝑝  

(7) 𝛼𝑎𝑝 ∑ 𝑄𝑘𝑎𝑝𝑘 = ∑ 𝑄𝑎𝑚𝑝𝑚 ,      ∀𝑎, 𝑝  

(8) 𝛽𝑚𝑝 ∑ 𝑄𝑎𝑚𝑝𝑎 = ∑ 𝑄𝑚𝑒𝑝𝑒 ,      ∀𝑚, 𝑝  

(9) 𝛾𝑚𝑝 ∑ 𝑄𝑎𝑚𝑝𝑎 = ∑ 𝑄𝑚𝑛𝑝𝑛 ,      ∀𝑚, 𝑝  

(10) 
∑ 𝑄𝑎𝑚𝑝𝑎 = ∑ 𝑄𝑚𝑙𝑝𝑙 + ∑ 𝑄𝑚𝑛𝑝𝑛 +
∑ 𝑄𝑚𝑒𝑝𝑒 ,      ∀𝑚, 𝑝  

(11) 𝛿𝑛𝑝 ∑ 𝑄𝑚𝑛𝑝𝑚 = ∑ 𝑄𝑛𝑙𝑝𝑙 ,      ∀𝑛, 𝑝  

(12) 𝜎𝑛𝑝 ∑ 𝑄𝑚𝑛𝑝𝑚 = ∑ 𝑄𝑛𝑗𝑝𝑗 ,      ∀𝑛, 𝑝  

(13) ∑ 𝑄𝑚𝑛𝑝𝑚 = ∑ 𝑄𝑛𝑙𝑝𝑙 +∑ 𝑄𝑛𝑗𝑝𝑗 +∑ 𝑄𝑛𝑏𝑝𝑏 ,     ∀𝑛, 𝑝  

(14) ∑ 𝑄𝑗𝑘𝑝𝑘 ≤ ∑ 𝐶𝑎𝑝𝐽𝑗𝑝𝑔𝑔 𝑈𝑗𝑔 ,      ∀𝑗, 𝑝  

(15) ∑ 𝑄𝑘𝑎𝑝𝑎 ≤ ∑ 𝐶𝑎𝑝𝐾𝑘𝑝𝑔𝑔 𝑈𝑘𝑔,      ∀𝑘, 𝑝  

(16) ∑ 𝑄𝑎𝑚𝑝𝑎 ≤ ∑ 𝐶𝑎𝑝𝑀𝑚𝑝𝑔𝑔 𝑈𝑚𝑔 ,      ∀𝑚, 𝑝  

(17) ∑ 𝑄𝑚𝑛𝑝𝑚 ≤ ∑ 𝐶𝑎𝑝𝑁𝑛𝑝𝑔𝑔 𝑈𝑛𝑔,      ∀𝑛, 𝑝  

(18) ∑ 𝑄𝑖𝑗ℎ𝑗 ≤ 𝐶𝑎𝑝𝐼̃𝑖ℎ,      ∀𝑖, ℎ  

(19) ∑ 𝑄𝑚𝑙𝑝𝑚 + ∑ 𝑄𝑛𝑙𝑝𝑛 ≤ 𝐶𝑎𝑝𝐿𝑙𝑝,      ∀𝑙, 𝑝  

(20) ∑ 𝑈𝑛𝑔𝑔 ≤ 1,      ∀𝑛  

(21) ∑ 𝑈𝑚𝑔𝑔 ≤ 1,      ∀𝑚  

(22) ∑ 𝑈𝑗𝑔𝑔 ≤ 1,      ∀𝑗  

(23) ∑ 𝑈𝑘𝑔𝑔 ≤ 1,      ∀𝑘  

(24) ∑ 𝑄𝑖𝑗ℎ𝑤ℎℎ ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑖𝑗𝑣,       ∀𝑖, 𝑗, 𝑣  

(25) ∑ 𝑄𝑗𝑘𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑗𝑘𝑣 ,       ∀𝑗, 𝑘, 𝑣  

(26) ∑ 𝑄𝑘𝑎𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑘𝑎𝑣,       ∀𝑘, 𝑎, 𝑣  

(27) ∑ 𝑄𝑎𝑚𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑎𝑚𝑣,       ∀𝑎,𝑚, 𝑣  

(28) ∑ 𝑄𝑚𝑙𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑚𝑙𝑣 ,       ∀𝑚, 𝑙, 𝑣  

(29) ∑ 𝑄𝑚𝑛𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑚𝑛𝑣 ,       ∀𝑚, 𝑛, 𝑣  

(30) ∑ 𝑄𝑚𝑒𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑚𝑒𝑣 ,       ∀𝑚, 𝑒, 𝑣  

(31) ∑ 𝑄𝑛𝑙𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑛𝑙𝑣 ,       ∀𝑛, 𝑙, 𝑣  

(32) ∑ 𝑄𝑛𝑗𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑛𝑗𝑣,       ∀𝑛, 𝑗, 𝑣  

(33) ∑ 𝑄𝑛𝑏𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑛𝑏𝑣,       ∀𝑛, 𝑏, 𝑣  

(34) ∑ 𝑄𝑖𝑗ℎ𝑣ℎℎ ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑖𝑗𝑣,       ∀𝑖, 𝑗, 𝑣  

(35) ∑ 𝑄𝑗𝑘𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑗𝑘𝑣,       ∀𝑗, 𝑘, 𝑣  

(36) ∑ 𝑄𝑘𝑎𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑘𝑎𝑣,       ∀𝑘, 𝑎, 𝑣  

(37) ∑ 𝑄𝑎𝑚𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑎𝑚𝑣 ,       ∀𝑎,𝑚, 𝑣  
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(38) ∑ 𝑄𝑚𝑙𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑚𝑙𝑣 ,       ∀𝑚, 𝑙, 𝑣  

(39) ∑ 𝑄𝑚𝑛𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑚𝑛𝑣,       ∀𝑚, 𝑛, 𝑣  

(40) ∑ 𝑄𝑚𝑒𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑚𝑒𝑣 ,       ∀𝑚, 𝑒, 𝑣  

(41) ∑ 𝑄𝑛𝑙𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑛𝑙𝑣,       ∀𝑛, 𝑙, 𝑣  

(42) ∑ 𝑄𝑛𝑗𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑛𝑗𝑣 ,       ∀𝑛, 𝑗, 𝑣  

(43) ∑ 𝑄𝑛𝑏𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑛𝑏𝑣 ,       ∀𝑛, 𝑏, 𝑣  

(44) 
𝑄𝑘𝑎𝑝, 𝑄𝑗𝑘𝑝, 𝑄𝑖𝑗ℎ, 𝑄𝑛𝑗𝑝, 𝑄𝑎𝑚𝑝, 𝑄𝑚𝑒𝑝, 𝑄𝑚𝑛𝑝, 𝑄𝑚𝑙𝑝, 

𝑄𝑛𝑙𝑝, 𝑄𝑛𝑏𝑝, 𝑆𝑎𝑝 ≥ 0 

(45) 
𝑈𝑗𝑔 , 𝑈𝑘𝑔, 𝑈𝑚𝑔 , 𝑈𝑛𝑔, 𝑌𝑘𝑎𝑣, 𝑌𝑗𝑘𝑣 , 𝑌𝑖𝑗𝑣 , 𝑌𝑛𝑗𝑣, 𝑌𝑎𝑚𝑣 , 𝑌𝑚𝑒𝑣 , 

𝑌𝑚𝑛𝑣 , 𝑌𝑚𝑙𝑣, 𝑌𝑛𝑙𝑣 , 𝑌𝑛𝑏𝑣 ∈ {0,1} 

Equation (1) gives the first objective function of the 

model which maximizes the profit of the supply chain. 

The income part of the addressed profit is composed of 

the total sale amount of final products to the customers in 

the primary markets, the total sale amount of lower 

quality recycled products in the secondary market and the 

energy from lower quality returned products. The cost 

part of the addressed profit is composed of fixed 

construction costs, fixed and variable costs of using the 

vehicle, costs of producing excess carbon dioxide greater 

that the accepted amount, and operating costs of 

producing the final products. Equation (2) gives the 

second objective function which maximizes the number 

of jobs created by the establishment of new potential 

centers. In this regard, the average number of lost days 

because of work injuries is also included. Equation (3) 

gives the third objective function which maximizes the 

reliabilities of the routes of the final products from the 

supplier to the customers of the primary markets. 

Equation (4) shows how to meet the customers’ demands 

at the primary markets considering the possible 

shortages. Equation (5) guarantees the equality of input 

to and output from each distribution center for each 

product. Equation (6) shows the equality of input to and 

output from each manufacturing center. Equation (7) 

calculates the fraction of products which are discarded by 

customers due to lower quality. Equation (8) gives the 

fraction of low quality products which are converted into 

energy and new products. Equation (9) gives the fraction 

of low quality products which are remanufacture or sold. 

Equation (10) gives the equality relation of collecting 

returned products in the collection center. Equation (11) 

gives the fraction of low quality returned products which 

cannot be used in any way and should be disposed. 

Equation (12) shows the percentage of returned products 

which can be remanufactured at the manufacturing 

centers. Equation (13) gives the equality relation at the 

recycling center. Inequalities (14) to (19) give the 

capacity constraints and ensure that if any potential 

center is opened with a specific capacity level, the 

corresponding capacity level is observed. Equations (20) 

to (23) ensure that a maximum capacity level for each 

potential center can be used. Inequalities (24) to (33) are 

related to weight capacity constraint of vehicles for 

shipping raw materials and products. Inequalities (34) to 

(43) are related to volume capacity constraint of vehicles 

for shipping raw materials and products. Constraints (44) 

and (45) give the status of the decision variables of the 

model. 

 

3. 5. Possibilistic Fuzzy Programming Method for 
Uncertain Numbers            Suppose that a parameter 

𝑎𝑖𝑗is an uncertain parameter with mean of 𝜇𝑖𝑗and 

standard deviation of 𝜎𝑖𝑗. It is also assumed that all 

considered uncertain parameters are independent from 

each other; therefore, the mean and standard deviation of 

the estimated set of possible random numbers can be 

shown as follows [38]: 

𝑆𝑖𝑗 = {𝑥𝑘|𝑥𝑘 ∈ 𝑎𝑠𝑠𝑢𝑚𝑒𝑑 𝑑𝑢𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛; 𝑘 =

1,… , 𝑁}  
(46) 

In the above relation 𝑥𝑘is a possible random data 

value. Value of 𝑁 is a sufficient number of random sets 

that state all the conditions necessary to generate a 

possible random data. Also, for accurate estimation of the 

probabilistic data, the fuzzy constraint coefficient of the 

numbers 𝑇 = 𝐴̃ = (𝐴−, 𝐴𝑜, 𝐴+)   is defined. As a result, 

the function of the triangular fuzzy distribution is as 

follows: 

𝐴𝑜 

Represents the most reliable 

value of set 𝑆𝑖𝑗. When a value of 

1 is assigned to it as membership 

degree of a fuzzy number, then 

it is equal to mean of 𝑆𝑖𝑗 random 

distribution function. 

𝐴𝑜 =
∑ 𝑥𝑖
𝑁
𝑖=1

𝑁
  

𝐴− 
Represents the minimum value 

of set 𝑆𝑖𝑗 
𝐴− =

inf (𝑥𝑖)
𝑖 = 1,… , 𝑁

  

𝐴+ 
Represents the maximum value 

of set 𝑆𝑖𝑗 
𝐴+ =

sup (𝑥𝑖)
𝑖 = 1,… , 𝑁

  

As a result, according to the above-mentioned 

definitions, the following equation is used to control the 

possible parameter of 𝑎𝑖𝑗with mean 𝜇𝑖𝑗 and standard 

deviation of 𝜎𝑖𝑗. 

𝑚𝑎𝑥 𝐶𝑇𝑋 

𝑠. 𝑡.: 

𝐴−+4𝐴𝑜+𝐴+

6
𝑋 ≤ 𝑏  

𝑋 > 0  

(47) 

 

3. 6. Probabilistic Planning Method             Consider 

the following linear programming model given in 

Equation (48): 
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𝑚𝑖𝑛 𝐸 = 𝑐𝑥 + 𝑓𝑦 

𝑠. 𝑡.: 

𝐴𝑥 ≥𝑓 𝑑 

𝐵𝑥 = 0 

𝑆𝑥 ≤𝑓 𝑁𝑦 

𝑇𝑦 ≤ 1 

𝑦 ∈ {0,1}, 𝑥 ≥ 0 

(48) 

In the above model, the fixed cost of constructing new 

centers and the variable costs of transportation and 

operation are represented by 𝑓 and c. Parameters related 

to constraint coefficients are represented by h 𝐴, 𝐵, 𝑆 and 

𝑇. 𝑁 and d represent the capacity of the facility and the 

customer demand for the products, respectively. 

Furthermore, 𝑥 and 𝑦 represent the continuous and binary 

variables, respectively. Capacity and demand parameters 

are assumed to be possibly fuzzy. Therefore, the model 

can be stated as in Equation (49): 

𝑚𝑖𝑛 𝐸 = 𝑐𝑥 + 𝑓𝑦 

𝑠. 𝑡.: 

𝐴𝑥 ≥ 𝑑 − 𝑡̃(1 − 𝛼) 

𝐵𝑥 = 0 

𝑆𝑥 ≤ 𝑁𝑦 + [𝑟̃(1 − 𝛽)]𝑦  

𝑇𝑦 ≤ 1 

𝑦 ∈ {0,1}, 𝑥 ≥ 0 

(49) 

In which, 𝑡̃ and 𝑟̃ are two fuzzy numbers representing 

to deal with the given soft constraints. In the above 

model, α and β represent the minimum level of 

satisfaction index of flexible constraints. It is also 

assumed that 𝑡̃ and 𝑟̃  are considered as triangular fuzzy 

numbers shown as 𝑡̃ = (𝑡𝑝, 𝑡𝑚, 𝑡𝑜) and 𝑟̃ = (𝑟𝑝 , 𝑟𝑚 , 𝑟𝑜). 
Consider that 𝛼 and 𝛽 are parameters between zero and 

one; i.e. 0 ≤ 𝛼, 𝛽 ≤ 1. To ensure that the considered 

constraints with uncertain parameters are feasible, it is 

necessary to control them using the flexible robust 

programming method. Thus, we use the penalty 

technique to prevent from non-feasibility as follows: 

𝑚𝑖𝑛 𝐸 = 𝑐𝑥 + 𝑓𝑦 + 𝜃[𝑡(1 − 𝛼)] + 𝜆[𝑟(1 − 𝛽)]𝑦 

𝑠. 𝑡.: 

𝐴𝑥 ≥ 𝑑 − 𝑡(1 − 𝛼) 

𝐵𝑥 = 0 

𝑆𝑥 ≤ 𝑁𝑦 + [𝑟 (1 − 𝛽)]𝑦  

𝑇𝑦 ≤ 1 

𝑦 ∈ {0,1}, 𝑥 ≥ 0 

(50) 

where 𝜆 and 𝜃 are the penalty coefficients. The final 

model of the problem is given as in Equations (51)-(95): 

(51) 

𝑚𝑎𝑥𝑍1 = ∑ ∑ ∑ 𝑃𝑟𝑎𝑝𝑄𝑘𝑎𝑝𝑝𝑎𝑘 +  

∑ ∑ ∑ 𝑃𝑟𝑒𝑝𝑄𝑚𝑒𝑝𝑝𝑒𝑚 + ∑ ∑ ∑ 𝑃𝑟𝑏𝑝𝑄𝑛𝑏𝑝𝑝𝑏𝑛 −  

∑ ∑ 𝐹𝑗𝑔𝑈𝑗𝑔𝑔𝑗 −∑ ∑ 𝐹𝑘𝑔𝑈𝑘𝑔𝑔𝑘 − ∑ ∑ 𝐹𝑚𝑔𝑈𝑚𝑔𝑔𝑚   

−∑ ∑ 𝐹𝑛𝑔𝑈𝑛𝑔𝑔𝑛 − ∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑖𝑗𝑣𝑣𝑗𝑖 −  

∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑗𝑘𝑣𝑣𝑘𝑗 − ∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑘𝑎𝑣𝑣𝑎𝑘 −  

∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑎𝑚𝑣𝑣𝑚𝑎 − ∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑚𝑙𝑣𝑣𝑙𝑚 −  

∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑚𝑒𝑣𝑣𝑒𝑚 − ∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑚𝑛𝑣𝑣𝑛𝑚 −  

∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑛𝑙𝑣𝑣𝑙𝑛 − ∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑛𝑏𝑣𝑣𝑏𝑛 −  

∑ ∑ ∑ 𝐹𝐶𝑣𝑌𝑛𝑗𝑣𝑣𝑗𝑛 −  

∑ ∑ ∑ (
𝐹𝑣𝑣

−+4𝐹𝑣𝑣
𝑜+𝐹𝑣𝑣

+

6
)𝐷𝑖𝑗𝑌𝑖𝑗𝑣𝑣𝑗𝑖 −  

∑ ∑ ∑ (
𝐹𝑣𝑣

−+4𝐹𝑣𝑣
𝑜+𝐹𝑣𝑣

+

6
)𝐷𝑗𝑘𝑌𝑗𝑘𝑣𝑣𝑘𝑗 −  

∑ ∑ ∑ (
𝐹𝑣𝑣

−+4𝐹𝑣𝑣
𝑜+𝐹𝑣𝑣

+

6
)𝐷𝑚𝑒𝑌𝑚𝑒𝑣𝑣𝑒𝑚 −  

∑ ∑ ∑ (
𝐹𝑣𝑣

−+4𝐹𝑣𝑣
𝑜+𝐹𝑣𝑣

+

6
)𝐷𝑘𝑎𝑌𝑘𝑎𝑣𝑣𝑎𝑘 −  

∑ ∑ ∑ (
𝐹𝑣𝑣

−+4𝐹𝑣𝑣
𝑜+𝐹𝑣𝑣

+

6
)𝐷𝑎𝑚𝑌𝑎𝑚𝑣𝑣𝑚𝑎 −  

∑ ∑ ∑ (
𝐹𝑣𝑣

−+4𝐹𝑣𝑣
𝑜+𝐹𝑣𝑣

+

6
)𝐷𝑚𝑙𝑌𝑚𝑙𝑣𝑣𝑙𝑚 −  

∑ ∑ ∑ (
𝐹𝑣𝑣

−+4𝐹𝑣𝑣
𝑜+𝐹𝑣𝑣

+

6
)𝐷𝑛𝑏𝑌𝑛𝑏𝑣𝑣𝑏𝑛 −  

∑ ∑ ∑ (
𝐹𝑣𝑣

−+4𝐹𝑣𝑣
𝑜+𝐹𝑣𝑣

+

6
)𝐷𝑛𝑗𝑌𝑛𝑗𝑣𝑣𝑗𝑛 −  

∑ ∑ ∑ (
𝐹𝑣𝑣

−+4𝐹𝑣𝑣
𝑜+𝐹𝑣𝑣

+

6
)𝐷𝑚𝑛𝑌𝑚𝑛𝑣𝑣𝑛𝑚 −  

∑ ∑ ∑ (
𝐹𝑣𝑣

−+4𝐹𝑣𝑣
𝑜+𝐹𝑣𝑣

+

6
)𝐷𝑛𝑙𝑌𝑛𝑙𝑣𝑣𝑙𝑛 −  

∑ ∑ ∑ (
𝑆𝑐𝑖ℎ
−+4𝑆𝑐𝑖ℎ

𝑜 +𝑆𝑐𝑖ℎ
+

6
)𝑄𝑖𝑗ℎℎ𝑗𝑖 −  

∑ ∑ ∑ (
𝑃𝑐𝑗𝑝

− +4𝑃𝑐𝑗𝑝
𝑜 +𝑃𝑐𝑗𝑝

+

6
)𝑄𝑗𝑘𝑝𝑝𝑘𝑗 −  

∑ ∑ ∑ (
𝐶𝑐𝑚𝑝
− +4𝐶𝑐𝑚𝑝

𝑜 +𝐶𝑐𝑚𝑝
+

6
)𝑄𝑎𝑚𝑝𝑝𝑚𝑎 −  

∑ ∑ ∑ (
𝑅𝑐𝑛𝑝

− +4𝑅𝑐𝑛𝑝
𝑜 +𝑅𝑐𝑛𝑝

+

6
)𝑄𝑚𝑛𝑝𝑝𝑛𝑚 −  

∑ ∑ ∑ (
𝐿𝑐𝑙𝑝
−+4𝐿𝑐𝑙𝑝

𝑜 +𝐿𝑐𝑙𝑝
+

6
)𝑄𝑚𝑙𝑝𝑝𝑙𝑚 −  

∑ ∑ ∑ (
𝐷𝑐𝑘𝑝

− +4𝐷𝑐𝑘𝑝
𝑜 +𝐷𝑐𝑘𝑝

+

6
)𝑄𝑘𝑎𝑝𝑝𝑎𝑘 −  

∑ ∑ ∑ (
𝐿𝑐𝑙𝑝
−+4𝐿𝑐𝑙𝑝

𝑜 +𝐿𝑐𝑙𝑝
+

6
)𝑄𝑛𝑙𝑝𝑝𝑙𝑛 −  

∑ ∑ ∑ (
𝑃𝑟𝑐𝑗𝑝

− +4𝑃𝑟𝑐𝑗𝑝
𝑜 +𝑃𝑟𝑐𝑗𝑝

+

6
)𝑄𝑛𝑗𝑝𝑝𝑗𝑛 −  

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑖𝑗𝑌𝑖𝑗𝑣𝑣𝑗𝑖   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑗𝑘𝑌𝑗𝑘𝑣𝑣𝑘𝑗   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑘𝑎𝑌𝑘𝑎𝑣𝑣𝑎𝑘   
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−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑎𝑚𝑌𝑎𝑚𝑣𝑣𝑚𝑎   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑚𝑙𝑌𝑚𝑙𝑣𝑣𝑙𝑚   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑚𝑒𝑌𝑚𝑒𝑣𝑣𝑒𝑚   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑛𝑏𝑌𝑛𝑏𝑣𝑣𝑏𝑛   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑛𝑙𝑌𝑛𝑙𝑣𝑣𝑙𝑛   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑚𝑛𝑌𝑚𝑛𝑣𝑣𝑛𝑚   

−𝜗∑ ∑ ∑ 𝐶𝑜2𝑣𝐷𝑛𝑗𝑌𝑛𝑗𝑣𝑣𝑗𝑛 − 𝜗∑ ∑ 𝐸𝑗𝑔𝑈𝑗𝑔𝑔𝑗  

−𝜗∑ ∑ 𝐸𝑘𝑔𝑈𝑘𝑔𝑔𝑘 − 𝜗∑ ∑ 𝐸𝑚𝑔𝑈𝑚𝑔𝑔𝑚 − 

𝜗∑ ∑ 𝐸𝑛𝑔𝑈𝑛𝑔𝑔𝑛 − 𝜗∑ ∑ ∑ 𝑃𝑒𝑗𝑝𝑄𝑗𝑘𝑝𝑝𝑘𝑗   

−𝜗∑ ∑ ∑ 𝐶𝑒𝑚𝑝𝑄𝑎𝑚𝑝𝑝𝑚𝑎 −

𝜗∑ ∑ ∑ 𝑅𝑒𝑛𝑝𝑄𝑚𝑛𝑝𝑝𝑛𝑚   

−𝜗∑ ∑ ∑ 𝐿𝑒𝑙𝑝𝑄𝑚𝑙𝑝𝑝𝑙𝑚 − 𝜗∑ ∑ ∑ 𝐿𝑒𝑙𝑝𝑄𝑛𝑙𝑝𝑝𝑙𝑛 −  

𝜗∑ ∑ ∑ 𝑅𝑃𝑒𝑗𝑝𝑄𝑛𝑗𝑝𝑝𝑗𝑛 + 𝜗𝑪𝒐𝟐
𝑮𝑶𝑽  

−∑ ∑ 𝜋𝑎𝑝𝑆𝑎𝑝𝑝𝑎 −∑ ∑ 𝜃[𝐷𝑒𝑚𝑎𝑝
+ (1 − 𝛼1)]𝑝𝑎 −

∑ ∑ 𝜆[𝐶𝑎𝑝𝐼𝑖ℎ
− (1 − 𝛽1)]ℎ𝑖   

(52) 

𝑚𝑎𝑥𝑍2 =

𝜃𝑗𝑜𝑏 {
∑ ∑ 𝐽𝑂𝐵𝑗𝑔𝑈𝑗𝑔𝑔𝑗 + ∑ ∑ 𝐽𝑂𝐵𝑘𝑔𝑈𝑘𝑔𝑔𝑘 +

∑ ∑ 𝐽𝑂𝐵𝑚𝑔𝑈𝑚𝑔𝑔𝑚 + ∑ ∑ 𝐽𝑂𝐵𝑛𝑔𝑈𝑛𝑔𝑔𝑛
}  

−𝜑𝐴𝐿𝐷 {
∑ ∑ 𝐴𝐿𝐷𝑗𝑔𝑈𝑗𝑔𝑔𝑗 + ∑ ∑ 𝐴𝐿𝐷𝑘𝑔𝑈𝑘𝑔𝑔𝑘 +

∑ ∑ 𝐴𝐿𝐷𝑚𝑔𝑈𝑚𝑔𝑔𝑚 +∑ ∑ 𝐴𝐿𝐷𝑛𝑔𝑈𝑛𝑔𝑔𝑛
}  

(53) 

𝑚𝑎𝑥𝑍3 = 1 −∏ ∏

(

  
 
1 −𝑎𝑖

(

 
 

1 −∏ ∏ ∏ ∏ ∏ (1 − (

𝑅𝑒𝑖𝑗ℎ𝑌𝑖𝑗𝑣 ∗

𝑅𝑒𝑗𝑘𝑝𝑌𝑗𝑘𝑣 ∗

𝑅𝑒𝑘𝑎𝑝𝑌𝑘𝑎𝑣

))𝑣𝑝ℎ𝑘𝑗

)

 
 

)

  
 

  

 𝑠. 𝑡.: 

(54) 
∑ 𝑄𝑘𝑎𝑝𝑘 + 𝑆𝑎𝑝 = (𝐷𝑒𝑚𝑎𝑝

𝑜 + [𝐷𝑒𝑚𝑎𝑝
+ (1 −

𝛼1)]),      ∀𝑎, 𝑝  

(55) ∑ 𝑄𝑘𝑎𝑝𝑎 = ∑ 𝑄𝑗𝑘𝑝𝑗 ,       ∀𝑘, 𝑝  

(56) ∑ ∑ 𝑂ℎ𝑝𝑄𝑖𝑗ℎℎ𝑖 +∑ 𝑄𝑛𝑗𝑝𝑛 = ∑ 𝑄𝑗𝑘𝑝𝑘 ,       ∀𝑗, 𝑝  

(57) 𝛼𝑎𝑝 ∑ 𝑄𝑘𝑎𝑝𝑘 = ∑ 𝑄𝑎𝑚𝑝𝑚 ,      ∀𝑎, 𝑝  

(58) 𝛽𝑚𝑝 ∑ 𝑄𝑎𝑚𝑝𝑎 = ∑ 𝑄𝑚𝑒𝑝𝑒 ,      ∀𝑚, 𝑝  

(59) 𝛾𝑚𝑝 ∑ 𝑄𝑎𝑚𝑝𝑎 = ∑ 𝑄𝑚𝑛𝑝𝑛 ,      ∀𝑚, 𝑝  

(60) 
∑ 𝑄𝑎𝑚𝑝𝑎 = ∑ 𝑄𝑚𝑙𝑝𝑙 + ∑ 𝑄𝑚𝑛𝑝𝑛 +
∑ 𝑄𝑚𝑒𝑝𝑒 ,      ∀𝑚, 𝑝  

(61) 𝛿𝑛𝑝 ∑ 𝑄𝑚𝑛𝑝𝑚 = ∑ 𝑄𝑛𝑙𝑝𝑙 ,      ∀𝑛, 𝑝  

(62) 𝜎𝑛𝑝 ∑ 𝑄𝑚𝑛𝑝𝑚 = ∑ 𝑄𝑛𝑗𝑝𝑗 ,      ∀𝑛, 𝑝  

(63) ∑ 𝑄𝑚𝑛𝑝𝑚 = ∑ 𝑄𝑛𝑙𝑝𝑙 +∑ 𝑄𝑛𝑗𝑝𝑗 +∑ 𝑄𝑛𝑏𝑝𝑏 ,     ∀𝑛, 𝑝  

(64) ∑ 𝑄𝑗𝑘𝑝𝑘 ≤ ∑ 𝐶𝑎𝑝𝐽𝑗𝑝𝑔𝑔 𝑈𝑗𝑔 ,      ∀𝑗, 𝑝  

(65) ∑ 𝑄𝑘𝑎𝑝𝑎 ≤ ∑ 𝐶𝑎𝑝𝐾𝑘𝑝𝑔𝑔 𝑈𝑘𝑔,      ∀𝑘, 𝑝  

(66) ∑ 𝑄𝑎𝑚𝑝𝑎 ≤ ∑ 𝐶𝑎𝑝𝑀𝑚𝑝𝑔𝑔 𝑈𝑚𝑔 ,      ∀𝑚, 𝑝  

(67) ∑ 𝑄𝑚𝑛𝑝𝑚 ≤ ∑ 𝐶𝑎𝑝𝑁𝑛𝑝𝑔𝑔 𝑈𝑛𝑔,      ∀𝑛, 𝑝  

(68) ∑ 𝑄𝑖𝑗ℎ𝑗 ≤ (𝐶𝑎𝑝𝐼𝑖ℎ
𝑜 + [𝐶𝑎𝑝𝐼𝑖ℎ

− (1 − 𝛽1)]),      ∀𝑖, ℎ  

(69) ∑ 𝑄𝑚𝑙𝑝𝑚 + ∑ 𝑄𝑛𝑙𝑝𝑛 ≤ 𝐶𝑎𝑝𝐿𝑙𝑝,      ∀𝑙, 𝑝  

(70) ∑ 𝑈𝑛𝑔𝑔 ≤ 1,      ∀𝑛  

(71) ∑ 𝑈𝑚𝑔𝑔 ≤ 1,      ∀𝑚  

(72) ∑ 𝑈𝑗𝑔𝑔 ≤ 1,      ∀𝑗  

(73) ∑ 𝑈𝑘𝑔𝑔 ≤ 1,      ∀𝑘  

(74) ∑ 𝑄𝑖𝑗ℎ𝑤ℎℎ ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑖𝑗𝑣,       ∀𝑖, 𝑗, 𝑣  

(75) ∑ 𝑄𝑗𝑘𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑗𝑘𝑣 ,       ∀𝑗, 𝑘, 𝑣  

(76) ∑ 𝑄𝑘𝑎𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑘𝑎𝑣,       ∀𝑘, 𝑎, 𝑣  

(77) ∑ 𝑄𝑎𝑚𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑎𝑚𝑣,       ∀𝑎,𝑚, 𝑣  

(78) ∑ 𝑄𝑚𝑙𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑚𝑙𝑣 ,       ∀𝑚, 𝑙, 𝑣  

(79) ∑ 𝑄𝑚𝑛𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑚𝑛𝑣 ,       ∀𝑚, 𝑛, 𝑣  

(80) ∑ 𝑄𝑚𝑒𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑚𝑒𝑣 ,       ∀𝑚, 𝑒, 𝑣  

(81) ∑ 𝑄𝑛𝑙𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑛𝑙𝑣 ,       ∀𝑛, 𝑙, 𝑣  

(82) ∑ 𝑄𝑛𝑗𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑛𝑗𝑣,       ∀𝑛, 𝑗, 𝑣  

(83) ∑ 𝑄𝑛𝑏𝑝𝑤𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑤𝑣𝑣 𝑌𝑛𝑏𝑣,       ∀𝑛, 𝑏, 𝑣  

(84) ∑ 𝑄𝑖𝑗ℎ𝑣ℎℎ ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑖𝑗𝑣,       ∀𝑖, 𝑗, 𝑣  

(85) ∑ 𝑄𝑗𝑘𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑗𝑘𝑣,       ∀𝑗, 𝑘, 𝑣  

(86) ∑ 𝑄𝑘𝑎𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑘𝑎𝑣,       ∀𝑘, 𝑎, 𝑣  

(87) ∑ 𝑄𝑎𝑚𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑎𝑚𝑣 ,       ∀𝑎,𝑚, 𝑣  
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(88) ∑ 𝑄𝑚𝑙𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑚𝑙𝑣 ,       ∀𝑚, 𝑙, 𝑣  

(89) ∑ 𝑄𝑚𝑛𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑚𝑛𝑣,       ∀𝑚, 𝑛, 𝑣  

(90) ∑ 𝑄𝑚𝑒𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑚𝑒𝑣 ,       ∀𝑚, 𝑒, 𝑣  

(91) ∑ 𝑄𝑛𝑙𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑛𝑙𝑣,       ∀𝑛, 𝑙, 𝑣  

(92) ∑ 𝑄𝑛𝑗𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑛𝑗𝑣 ,       ∀𝑛, 𝑗, 𝑣  

(93) ∑ 𝑄𝑛𝑏𝑝𝑣𝑝𝑝 ≤ ∑ 𝐶𝑎𝑝𝑣𝑣𝑣 𝑌𝑛𝑏𝑣 ,       ∀𝑛, 𝑏, 𝑣  

(94) 
𝑄𝑘𝑎𝑝, 𝑄𝑗𝑘𝑝, 𝑄𝑖𝑗ℎ, 𝑄𝑛𝑗𝑝, 𝑄𝑎𝑚𝑝, 𝑄𝑚𝑒𝑝, 𝑄𝑚𝑛𝑝, 𝑄𝑚𝑙𝑝, 

𝑄𝑛𝑙𝑝, 𝑄𝑛𝑏𝑝, 𝑆𝑎𝑝 ≥ 0 

(95) 
𝑈𝑗𝑔 , 𝑈𝑘𝑔, 𝑈𝑚𝑔 , 𝑈𝑛𝑔, 𝑌𝑘𝑎𝑣, 𝑌𝑗𝑘𝑣 , 𝑌𝑖𝑗𝑣 , 𝑌𝑛𝑗𝑣, 𝑌𝑎𝑚𝑣 , 

𝑌𝑚𝑒𝑣 , 𝑌𝑚𝑛𝑣 , 𝑌𝑚𝑙𝑣, 𝑌𝑛𝑙𝑣 , 𝑌𝑛𝑏𝑣 ∈ {0,1} 

 

 

4. SOLUTION ALGORITHM 
 
In this section, the solution representation and the major 

solution algorithm are presented. 
 

4. 1. Designing Solution Representation         The 

complexity of supply chain network models has been 

demonstrated in many researches. The CLSC network 

models are studied to tackle the two problems of facility 

location and flow optimization [39]. The complexity of 

these models can be reduced to the complexity of the 

location problems; on the other hand, Np-Hard nature of 

these problems has been proven by many researchers 

[40]. As a result, meta-heuristic algorithms such as 

NSGA II and MOGWO can be used to tackle them. The 

first step is to design solution representation, which is the 

same in both algorithms. This coding is known as 

priority-based encryption, introduced by Gen et al. [41]. 

In this encoding, the supply chain network is divided into 

its constituent levels, and each level is considered in the 

design of the solution structure according to the capacity, 

demand, type of vehicle, and etc. Figure 2 shows an 

example of a two-tier supply chain network with three 

sources and four depots. In this structure, sources have 

been selected and replenish the demand of depots 

Figure 3 shows a sample of the original solution and 

its decoding. The priority-based decoding modified in 

Figure 3 is in accordance with the following four steps: 

Step 1. First, the largest priority (number) is selected 

from the chromosomes related to the sources. If the 

source is able to supply all the depots, the priority of other 

sources reduces to zero. In this case, location is done for 

sources which do not have zero priority. 

Step 2. The highest priority (number) from the whole 

chromosome is selected as the first level of allocation 
 

 
Figure 2. An example of a two-level supply chain network 

structure 

 

 

 
Figure 3. How priority-based encoding and decoding 

Modified 

 
 

Step 3. Based on the shipping cost, the lowest 

shipping cost is obtained from the allocation level 

selected from step 2 (source/depot), with the new 

allocable level (depot/source), and the second allocation 

level is determined.  

Step 4. After determining the source and depot, the 

minimum amount of depot demand and source capacity 

is considered as the optimal amount of allocation. After 

the allocation operation, the amount of depot demand as 

well as the capacity of the source is updated. 

 

4. 2. Performance of Mogwo    Gray wolves are 

predators at the top of the food pyramid or the food chain. 

Gray wolves mostly prefer to live in groups. The average 

group size is 5-12 wolves. Wolves have a very precise 

and orderly social dominant hierarchy shown in Figure 4 

[42]. 

Leaders consist of a male and a female called Alpha. 

Alpha is primarily responsible for decisions about 

hunting, where to sleep, when to wake up, and so on. 

Alpha decisions are communicated to the group; 

however, some democratic behaviors have also been 

observed in which an Alpha follows the other wolves in 

the group. In communities, the entire herd endorses 

Alpha. Alpha Wolf is also known as the dominant wolf, 

because the commands must be executed by the group. 

Alpha wolves are only allowed to mate in the herd. 
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Figure 4. Gray wolf social hierarchy 

 

 

It is important to note that Alpha is not necessarily the 

strongest member of the herd, but the best member in 

terms of management in the herd. The second level in the 

gray wolf hierarchy is Beta. Beta is the wolf that help 

Alpha make decisions or other herd decisions. The Beta 

wolf can be male or female, and he is the best 

replacement for Alpha in the event of his death or aging. 

Beta executes Alpha commands across the herd and gives 

feedback to Alpha. Omega wolf is the foot of the lowest 

class in the gray wolf hierarchy. Omega wolves usually 

have to follow all the high-level and dominant wolves. 

They are the last wolves allowed to eat. If the wolf is not 

an Alpha or Omega, it is called a Delta. Delta wolves 

must be subject to Alpha and Beta. However, they 

dominate Omega. In this paper, the behavior of gray wolf 

hunting is applied to solve the problem of CLSC. When 

designing the gray wolf algorithm, in order to 

mathematically model the social wolf hierarchy, Alpha 

(α) is considered as the most appropriate solution. 

Subsequently Beta (β) and Delta (δ) are the second and 

third most suitable solutions. The rest of the candidate 

solutions are assumed to be Omega (X). Gray wolves 

must find and surround their prey in order to hunt. 

Therefore, the following equations (96)-(97) update the 

positions of the wolves around the prey. 

(96) 𝐷⃗⃗ = |𝐶 . 𝑋𝑝⃗⃗ ⃗⃗  (𝑡) − 𝑋 (𝑡)| 

(97) 𝑋 (𝑡 + 1) = 𝑋 (𝑡) − 𝐴 . 𝐷⃗⃗  

In the above equations, 𝐶 and A are the coefficient 

vectors. 𝑋𝑝⃗⃗ ⃗⃗   represents the hunting position vector and 𝑋 

is the gray wolf position vector. This is an equilibrium 

equation between siege and hunting. Therefore, the 

search radius must be optimized during the process; for 

this purpose, the equations for the two coefficients used 

in the above equations are as (98)-(99). 

(98) 𝐴 = 2𝑎 . 𝑟1⃗⃗⃗  − 𝑎  

(99) 𝐶 = 2𝑟2⃗⃗  ⃗ 

As a result, the following equations (100)-(102) are 

used to perform the hunting. 

(100) 
𝐷⃗⃗ 𝛼 = |𝐶 1. 𝑋 𝛼 − 𝑋 |, 𝐷⃗⃗ 𝛽 = |𝐶 2. 𝑋 𝛽 − 𝑋 |, 𝐷⃗⃗ 𝛿 =

|𝐶 1. 𝑋 𝛿 − 𝑋 |  

(101) 
𝑋 1 = 𝑋 𝛼 − 𝐴 1. 𝐷⃗⃗ 𝛼 , 𝑋 2 = 𝑋 𝛽 − 𝐴 2. 𝐷⃗⃗ 𝛽 , 𝑋 3 = 𝑋 𝛿 −

𝐴 3. 𝐷⃗⃗ 𝛿  

(102) 𝑋 (𝑡 + 1) =
𝑋⃗ 1+𝑋⃗ 2+𝑋⃗ 3

3
  

 

 

5. COMPUTATIONAL RESULTS 
 

In this section, initially, some numerical examples in 

different sizes are designed and solved. Due to the NP-

Hard nature of the problem, the two algorithms of 

MOGWO and NSGA II were used in order to tackle the 

problem. At the end, we will implement the model for a 

real case study in Iranian engine oil industry. 

 

5. 1. Solving the Problem for Small Sizes           In this 

section, small sized numerical examples are designed as 

the given structure in Table 3. Furthermore, the required 

data are randomly generated as in Table 4.  

All parameters generated in Tables 4 are randomly 

based on uniform distribution. 
 

 

TABLE 3. The structure of the designed numerical examples 

for small size 

𝑨 𝑲 𝑱 𝑴 𝑬 𝑩 𝑯 𝑽 𝑷 𝑳 𝑵 𝑰 𝑮 Set 

4 3 3 3 3 3 3 3 2 3 3 3 3 Values 

 

 

TABLE 4. Limits of problem parameter intervals based 

on uniform distribution 

Parameter Approximate range 

𝑤ℎ ~𝑈(0.03,0.05)  

𝑤𝑝 ~𝑈(0.08,0.1)  

𝑣ℎ ~𝑈(0.3,0.5)  

𝑣𝑝 ~𝑈(0.5,0.8)  

𝐹𝑗𝑔, 𝐹𝑘𝑔, 𝐹𝑚𝑔, 𝐹𝑛𝑔 ~𝑈(10000,12000)  

𝐹𝐶𝑣 ~𝑈(1000,1200)  

𝐷𝑘𝑎 , 𝐷𝑗𝑘 , 𝐷𝑖𝑗 , 𝐷𝑛𝑗 , 𝐷𝑎𝑚 ~𝑈(10,100)  

𝐷𝑚𝑒, 𝐷𝑚𝑛 , 𝐷𝑚𝑙 , 𝐷𝑛𝑙 , 𝐷𝑛𝑏 ~𝑈(10,100)  

𝐶𝑜2𝑣 ~𝑈(5,8)  

𝐸𝑗𝑔, 𝐸𝑘𝑔, 𝐸𝑚𝑔, 𝐸𝑛𝑔 ~𝑈(50,100)  

𝜗 0.5  

𝜑𝐴𝐿𝐷 , 𝜃𝑗𝑜𝑏 1  
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𝑅𝑒𝑖𝑗ℎ , 𝑅𝑒𝑗𝑘𝑝, 𝑅𝑒𝑘𝑎𝑝 ~𝑈(0.1,0.4)  

𝑂ℎ𝑝 ~𝑈(1,2)  

𝛼𝑎𝑝 ~𝑈(0.1,0.2)  

𝛽𝑚𝑝, 𝛾𝑚𝑝 ~𝑈(0.3,0.4)  

𝛿𝑛𝑝, 𝜎𝑛𝑝 ~𝑈(0.2,0.3)  

𝑃𝑟𝑎𝑝, 𝑃𝑟𝑒𝑝, 𝑃𝑟𝑏𝑝, 𝐶𝑎𝑝𝐿𝑙𝑝 ~𝑈(1000,1200)  

𝐶𝑎𝑝𝐽𝑗𝑝𝑔, 𝐶𝑎𝑝𝐾𝑘𝑝𝑔 ~𝑈(5000,6000)  

𝐶𝑎𝑝𝑀𝑚𝑝𝑔, 𝐶𝑎𝑝𝑁𝑛𝑝𝑔 ~𝑈(2000,3000)  

𝐶𝑎𝑝𝑤𝑣, 𝐶𝑎𝑝𝑣𝑣 ~𝑈(500,700)  

𝜋𝑎𝑝 ~𝑈(50,80)  

𝐶𝑜2
𝐺𝑂𝑉 10000  

𝑃𝑒𝑗𝑝, 𝐶𝑒𝑚𝑝, 𝑅𝑒𝑛𝑝 ~𝑈(1,3)  

𝐿𝑒𝑙𝑝, 𝑅𝑃𝑒𝑗𝑝 ~𝑈(1,3)  

𝐽𝑂𝐵𝑗𝑔, 𝐽𝑂𝐵𝑘𝑔, 𝐽𝑂𝐵𝑚𝑔, 𝐽𝑂𝐵𝑛𝑔 ~𝑈(500,1000)  

𝐴𝐿𝐷𝑗𝑔, 𝐴𝐿𝐷𝑘𝑔, 𝐴𝐿𝐷𝑚𝑔, 𝐴𝐿𝐷𝑛𝑔 ~𝑈(10,20)  

Parameter Level 1 Level 2 Level 3 

𝐷𝑒𝑚̃𝑎𝑝  ~𝑈(1000,1500)
  

~𝑈(1500,2000)  ~𝑈(2000,3000)
  

𝐶𝑎𝑝𝐼̃𝑖ℎ  ~𝑈(6000,700) ~𝑈(7000,8000)  
~𝑈(8000,9000)
  

𝐹𝑉̃𝑣 ~𝑈(5,7) ~𝑈(7,8) ~𝑈(8,10)  

𝑅𝑐̃𝑛𝑝, 𝐿𝑐̃𝑙𝑝, 𝑅𝑃𝑐̃𝑗𝑝 ~𝑈(1,2) ~𝑈(2,3) ~𝑈(3,4)  

𝑃𝑐̃𝑗𝑝, 𝑆𝑐̃𝑖ℎ , 𝐷𝑐̃𝑘𝑝, 𝐶𝑐̃𝑚𝑝  ~𝑈(1,2) ~𝑈(2,3) ~𝑈(3,4)  

 

 

 

After generating the values for the small size sample, 

the three-objective problem is solved utilizing 

optimization package of GAMS. For this purpose, the 

comprehensive criterion method has been used. 

Therefore, the optimal value of the first objective 

function turns out to be 18838690, the optimal value of 

the second objective function turns out to be 9683 and the 

optimal value of the third objective function turns out to 

be 1. As a result, with the same weight for all three 

objective functions, the efficient solution obtained from 

solving the problem includes the value of 18266820.14 

for the first objective function, 9683 for the second 

objective function and 0.998 for the third objective 

function. Table 5 gives the optimal location of the 

facilities resulting from the addressed solution. 

A set of efficient solutions using the comprehensive 

criterion method is given as in Table 6. 

According to the results from Table 6, by increasing 

the number of facilities, including suppliers and 

manufacturing centers, the amount of total costs 

increases and at the same time the number of jobs created 

and the reliability rates increases due to increasing the 

number of facilities.   

In the following, the sensitivity analysis of the CLSC 

network model is given under the parameters of the solid 

fuzzy optimization method. Figure 5 shows the changes 

of the values of the objective functions for different 

parameters α1 and β1, assuming that the values of θ and 

λ are constant and equal to 1. 
 
 

TABLE 5. Optimal location of selected facilities along with 

capacity level 

Facilities 

Selected location 

along with 

capacity level 

Facilities 

Selected location 

along with 

capacity level 

Production 

center 

Center 1 with 

capacity level 2 

Center 2 with 

capacity level 1 

Center 3 with 

capacity level 3 

Collectio

n center 

Center 1 with 

capacity level 2 

Center 2 with 

capacity level 3 

Center 3 with 

capacity level 3 

Distribution 

center 

Center 1 with 

capacity level 3 

Center 2 with 

capacity level 2 

Center 3 with 

capacity level 1 

Recyclin

g Center 

Center 1 with 

capacity level 3 

Center 2 with 

capacity level 3 

Center 3 with 

capacity level 2 

 

 

TABLE 6. A set of efficient solutions obtained from solving 

the small size instances 

Efficient 

solution 

Objective 

function 1 

Objective 

function 2 

Objective 

function 3 

1 18081104.67 9455 0.986 

2 18135294.68 9459 0.988 

3 18223710.81 9501 0.990 

4 18266820.14 9683 0.998 

5 18329116.28 9726 0.992 

6 18338314.06 9737 0.994 

7 18364072.99 9772 1.000 

8 18369916.05 9784 1.000 

9 18440417.30 9847 1.000 

 

 

 
Figure 5. Changes in the values of the first objective 

function for stable fuzzy optimization parameters 
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According to the results of sensitivity analysis, by 

increasing the values of α1 and β1, the first and third 

objective functions increases. This indicates that the 

amount of demand increases as the uncertainty increases 

and as a result, shipping costs increase and reliability to 

meet customer demand decreases. On the other hand, by 

increasing the uncertainty rate, the amount of supplier 

capacity decreases and therefore the amount of 

transportation costs increases. As transportation costs 

increase, the profit of the chain decreases. 

 

5. 2. Comparing Solution for Small Size Problem     
In order to evaluate the performances of NSGA II and 

MOGWO algorithms, some indicators are considered for 

comparing the Pareto front solutions Table 7 shows the 

indicators obtained from NSGA II and MOGWO 

algorithms in comparison with the comprehensive 

criterion as a benchmark method. According to the 

results obtained from this table, the comprehensive 

criterion method outperforms other algorithms 

considering the average values of the objective 

functions.  NSGA II works better consideirng maximum 

expansion index and metric distance index and finally 

MOGWO outperforms other algorithms considering the 

number of Pareto-optimal front (NPF) and computational 

time (CPU time). 
 

5. 3. Solving The Problem for Larger Sizes             The 

following 15 sample problems are designed according to 

the data given in Table 2 for larger sizes. Each instance 

of the problem is run five times using MOGWO and 

NSGA II algorithms. The addressed indicators’ values 

are given as in Table 8. 
Table 9 shows the output results of the T-Test on the 

means of the objective functions and comparison results. 

According to Table 9 and considering the value of P test 

statistics, there is no significant difference between the 

means of the obtained objective functions and also the 

comparison indices of meta-heuristic algorithms. 
 

 

TABLE 7. Indicators obtained from solving the problem for 

small size using different methods 

Indicator LP Metrics NSGA II MOGWO 

The average of 

the first objective 

function 

18283196.33 18242715.39 18280678.07 

OBF1 9662.66 9598.56 9583.89 

OBF2 0.994 0.992 0.993 

𝑁𝑃𝐹  9 16 19 

𝑀𝑆𝐼  359312.84 367355.83 336298.71 

𝑀𝐼𝐷  157221.08 204193.5 170039.61 

𝑆𝑀  0.6272 0.495 0.684 

𝐶𝑃𝑈 𝑡𝑖𝑚𝑒  14.67 8.16 5.99 

TABLE 8. The indicators’ values for comparing the algorithms 

for large size instances 

Problem 
OBF1* 

100000 

OBF2* 

100 
OBF3 NPF 

MSI* 

1000 

SM* 

1000 
MID 

CPU 

time 

NSGA II 

1 292.2 17.0 0.986 15 2.5 3.0 0.63 18.2 

2 354.9 30.5 0.994 17 3.9 2.8 0.88 54.0 

3 380.1 38.1 0.993 25 3.5 4.6 0.59 85.1 

4 415.6 63.2 0.991 12 3.0 5.3 0.64 121.2 

5 603.2 72.9 0.994 23 3.1 3.3 0.55 167.7 

6 767.5 72.9 0.993 20 3.9 5.1 0.79 217.2 

7 821.4 81.2 0.984 16 2.8 4.7 0.84 272.8 

8 856.4 86.5 0.983 13 4.5 2.0 0.77 334.5 

9 880.6 111.8 1.000 16 4.1 4.4 0.71 409.8 

10 1026.6 131.8 0.983 17 4.9 3.5 0.82 479.8 

11 1173.6 152.7 0.981 11 4.9 4.6 0.82 520.0 

12 1524.2 154.6 0.991 19 4.7 2.0 0.84 662.9 

13 1729.0 180.6 0.998 13 2.6 3.8 0.82 763.6 

14 1800.9 202.2 0.993 16 2.7 3.6 0.97 905.1 

15 1824.9 232.9 0.984 19 3.6 3.8 0.6 1338.1 

MOGWO 

1 290.3 16.9 0.982 14 4.8 4.3 0.85 11.23 

2 353.4 31.2 0.987 14 5.1 2.9 0.62 12.99 

3 377.0 40.6 0.984 19 4.5 4.3 0.56 16.88 

4 413.9 63.5 0.99 14 5.5 3.4 0.80 31.45 

5 609.6 73.5 0.987 23 5.2 2.1 0.73 43.46 

6 768.8 75.2 0.999 25 5.9 2.5 0.73 91.88 

7 858.0 82.4 0.998 21 4.8 4.1 0.83 118.71 

8 865.1 87.5 0.981 15 4.3 3.4 0.89 165.12 

9 874.4 109.3 0.995 19 3.7 2.4 0.68 241.44 

10 1071.1 133.0 0.985 11 5.0 3.0 0.83 325.88 

11 1230.6 157.6 0.989 24 5.4 3.8 0.71 442.66 

12 1540.5 158.5 0.991 24 4.5 2.5 0.92 618.78 

13 1707.9 176.8 0.999 23 3.7 4.2 0.92 774.56 

14 1797.4 201.7 0.988 14 4.1 2.7 0.63 993.45 

15 1840.7 248.8 1.000 19 3.8 4.7 0.81 1334.4 

 

 

Therefore, other multi-criteria decision making methods 

should be used to select the most efficient algorithm in 

terms of comparable indicators.  

 

5. 4. Selecting the Most Efficient Algorithm 
using TOPSIS Method       In the previous section, 

significant comparisons were made to determine the 

significant difference between the averages of the 
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computational index obtained by solving the problems 

using NSGA II and MOGWO algorithms. The results 

showed that there was no significant difference between 

the results. In this section, TOPSIS multi-criteria 

decision making method has been used in order to select 

the most efficient algorithm. Table 10 shows the total 

averages obtained from the solved 75 instances of the 

problem.  

After scaling the results of Table 10, the result shows 

the efficiency of MOGWO algorithm with an obtained 

weight of 0.9675. 

 

5. 5. Implementation of the Model for a Real Case 
Study              MOGWO algorithm is used to solve the 

problem for a real case study in Iranian engine oil 

industry. The system of raw material supply, distribution 

as well as product recycling and disposal has been 

studied. 31 provinces of Iran are considered as suppliers, 

manufacturers, distribution centers and also the final 

consumers of the products. The main goal in solving such 

a problem is to select each province of the country as the 

main center of manufacturing, distribution, collection 

center, etc. The data used are estimated from the 

consensus of experts in the engine oil industry. 

According to the results, the efficient solutions obtained 

from problem solving are shown as in Table 11. The 

Pareto front is shown in Figure 6. 

 

 

TABLE 9. T-Test results on the means of the objective functions 

Indicator Algorithm 
Number of 

instances 
Average 

Standard 

deviation 

95% confidence 

interval 

T test 

statistics 

P test 

statistics 

Mean of Object 

Function 1 

NSGA II 75 96345248 13904657 (-41422359  

39453573) 
0.05 0.961 

MOGWO 75 97329641 13966932 

Mean of Object 

Function 2 

NSGA II 75 10864 1681 
(-5136   4766) 0.08 0.939 

MOGWO 75 11049 1731 

Mean of Object 

Function 3 

NSGA II 75 0.989 0.0015 
(-0.0051  .00417) 0.21 0.838 

MOGWO 75 0.990 0.0017 

Number of 

efficient answers 

NSGA II 75 16.80 1 
(-5.02   1.42) 1.15 0.261 

MOGWO 75 18.60 1.2 

Maximum 

Expansion 

NSGA II 75 37002 2202 
(-16087  4529) 1.24 0.197 

MOGWO 75 47310 1748 

Distance from the 

ideal point 

NSGA II 75 38805 2896 
(-2526 12347) 1.36 0.186 

MOGWO 75 33895 2157 

Metric distance 
NSGA II 75 0.751 0.032 

(-0.1045   0.0725) 0.37 0.714 
MOGWO 75 0.767 0.029 

Computational 

time 

NSGA II 75 423 95 
(-217  367) 0.53 0.601 

MOGWO 75 348 106 

 

 
TABLE 10. Average values of the indicators for the two algorithms 

Algorithm Objective function 1 Objective function 2 Objective function 3 NPF MSI MID SM CPU-Time 

NSGA II 96345248 10864 0.989 16.80 37002 38805 0.751 423 

MOGWO 97329641 11049 0.990 18.60 47310 33895 0.767 348 

 

 
TABLE 11. Efficient solutions from the case study in Iranian 

engine oil industry 

Efficient 

solutions 

Objective function 

1 

Objective 

function 2 

Objective 

function 3 

1 7387708657310.84 20873 0.81 

2 7439665190205.53 22619 0.83 

3 7857645842071.79 22921 0.84 

4 7881325572261.93 28900 0.87 

5 7999451000125.68 29678 0.87 

6 8256810244200.38 30959 0.89 

7 8351376182362.55 31184 0.90 
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8 8446676226610.35 36302 0.92 

9 8773999647463.98 37314 0.95 

10 8796633076821.11 37407 0.96 

11 8953631688404.11 39097 0.96 

12 9145413649915.65 41468 0.97 

13 9415968260535.70 42790 0.98 

 
 

 
Figure 6. Pareto front solutions from solving the problem in 

Iranian engine oil industry 
 

 

 
⊗ Manufacturing centers 

⨀ Distribution centers 

⊕ Collection and destruction centers 

Figure 7. Provincial centers selected for the case study of 

Iranian engine oil industry 
 
 

Based on the obtained results, the implementation of 

such a network in Iran has a profit of 8362023479869.43, 

which can lead to job creation for 32424 people. 

Furthermore, the reliability of implementing such a 

system is equal to 90%. Figure 7 shows the provincial 

centers for selecting the manufacturing, distribution and 

collection centers. 
 

 

6. CONCLUSIONS AND FURTHER RESEARCH IDEAS 
 

Global economic conditions and environmental issues 

importance leads to excessive attention of governments 

to the design of CLSC networks. In this paper, by 

presenting a mathematical model, an attempt was made 

to design a comprehensive network of supply, 

manufacturing, refining and supply of products to 

customers in which social, economic and environmental 

issues were observed. Due to the uncertainty of some 

parameters such as demand and cost factors, the robust 

fuzzy optimization method was used to tackle the existed 

uncertainty. The results showed an increase in total costs 

of the chain and decrease in reliability when the 

uncertainty rate increases. MOGWO and NSGA II 

algorithms were used to solve the problem. The results of 

solving the problem for larger sizes showed the 

performance of the MOGWO algorithm against the 

NSGA II algorithm. In order to compare the two 

algorithms, some indicators including means of objective 

functions, distance index, distance index from ideal 

point, maximum amplitude index, Pareto solution 

number index and computational time were applied.  

As further research, it is suggested to consider a 

competitive chain for the problem under study. Other 

methods of uncertainty can also make the model closer to 

the real world situations. The results help the managers 

of the engine oil industry to analyze the results of the 

designed network for the most pessimistic and optimistic 

situations in product demand, and to be able to properly 

manage the construction of different facilities in the 

supply chain. Managers can also make good decisions 

about social and environmental issues which have 

become so much important in industries like engine oil 

from the viewpoint of international and national norms. 
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Persian Abstract 

 چکیده 
با اهداف حداکثرسازی سود، حداکثر کردن  توجه به اهمیت زنجیره تامین و مسائل زیست محیطی، این مقاله یک مدل ریاضی جدید برای شبکه زنجیره تامین حلقه بسته سبز با 

نویسی  پارامترها مانند تقاضا و هزینه حمل و نقل، از روش جدید مدل برنامهدهد. به دلیل عدم قطعیت در برخی از  تعداد مشاغل ایجاد شده و حداکثرکردن قابلیت اطمینان ارائه می 

استفاده   2مغلوب  ناسازی  و الگوریتم ژنتیک مرتب  هدفهگرگ خاکستری چند  سازیهای بهینهفازی استوار استفاده شده است. برای حل مسئله در سایزهای بزرگتر از الگوریتم 

ها با در نظر گرفتن برخی معیارها از جمله میانگین توابع هدف، شاخص فاصله متریک، شاخص فاصله از نقطه ایده آل، بیشترین وریتمشده است. نتایج حاصل از مقایسه الگ

سازی نهایت، پیادهرا برای این مسئله نشان داد. در   هدفهگرگ خاکستری چند  سازیبهینه گسترش، تعداد جواب کارا و زمان محاسبه، همگرایی سریع و کارایی بالای الگوریتم
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A B S T R A C T  
 

 

Edge identification is a technique for recognizing and detecting sharper breaks in an image. The halt is 

caused by a rapid change in the value of the pixel force dark level. Convoluting the picture with an 
administrator (Two-Directional channel) that is set to be noise sensitive is the standard approach for edge 

location. Edge finder is a method for locating precisely adjusted intensity esteem alterations that 

incorporate many significant neighborhoods image preparation methods. Edge recognition is a 
fundamental method in a wide range of image processing applications, including movement analysis, 

design identification, object recognition, clinical picture creation, and so on. It's recently shown up in a 

variety of edge detection systems, demonstrating both the advantages and disadvantages of these 
computations. The Kalman Filter with ANN method has two benefits that make it suitable for dealing 

with improvement issues: quicker merging and lower calculation rates. In this study, The ANN method 

was used to improve object localization accuracy. Kalman filtering is used to object coordinates acquired 
using the ANN method. Using ANN + Kalman Filtering increases localization accuracy and lowers 

localization error distances, according to the findings. 

doi: 10.5829/ije.2021.34.12c.04 
 

 
1. INTRODUCTION1 
 
One of the most challenging challenges in image 

processing is edge detection in advanced images. In 

image processing and computer vision, it is critical [1, 4]. 

Separating things from their experiences is one of the 

most difficult issues, equivalent to the usage of machine 

vision and example recognition. Edges define the zone of 

interest for items of interest, allowing them to be legally 

identified in low-level handling situations. Later stages 

of the processing were impacted by the precision with 

which the picture was appraised. 

The ability of the edge detection approach to remove 

the precise edge line with great direction in the thought 

about image is a major characteristic of the technology, 

and much writing nerve identification has been 

disseminated in the last two decades. In any case, there 

 

*Corresponding Author Institutional Email: dilipsaini@gmail.com  
(D. K. J Saini) 

isn't currently a large enough execution file to evaluate 

the edge detection algorithms' presentation.   

Many computer-aided imaging systems employ 

Artificial Neural Networks (ANN) [2]. In addition, 

picture segmentation and edge detection remain a 

significant issue for all imaging applications, with edge 

recognition and other approaches such as snake 

modeling, watershed, contour detection and area growth 

being required by every computer-assisted system [2]. 

ANN has also been used to achieve segmentation and 

edge detection by utilizing its learning capabilities and 

training methods to categories pictures into content 

consistent areas. Because various users have different 

criteria for the similar image, edge detection algo are 

always assessed subjectively. 

Despite the development of various image 

recognition methods, both the processing cost and the 

abstract image quality may be improved. In this vein, the 
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goal of research is to present a efficient Artificial Neural 

Network based edge detection solution for a variety of 

images. Here you'll find highlights with flat, vertical, and 

skewed contrasts. At that time, the preparation yield will 

be a cunning edge detector. Finally, as updated 

parameters, we'll get the number of concealed layers and 

the yield edge. In terms of computation time, several 

well-known methods such as Canny, Sobel, Prewitt, 

Roberts, and the Laplacian of Gaussian will be compared 

(LoG) [3]. The proposed approach, according to the 

findings, enhanced image quality while lowering 

preparation time by several times. Currently, we feel that 

the solution to a development problem will be referred to 

as a Kalman Filter, which will excel in a high-quality 

issue environment [4]. As a result, the Kalman Filter 

attracts a larger number of collaborators, allowing for a 

more thorough examination of the search space. 

We provide a new edge detection technique with the 

use of Kalman Filter algo and an Artificial Neural 

Network in this paper, along with comparisons to the 

Canny [5], Sobel [6], LoG, and Prewitt [7] techniques. 

 

1. 1. Kalman Filter Algorithm (KFA)             Kalman 

filtering is used to filter noisy data, produce non-

observable states, and forecast future states. Because 

many sensor outputs are too noisy to use directly, 

filtering noisy signals is required, and Kalman filtering 

allows you to account for the signal/uncertainty. State’s 

one of the most common applications of creating non-

observable states is estimating velocity. On various 

joints, position sensors (encoders) are commonly 

employed; however, isolating the position to get velocity 

produces noisy results. Kalman filtering may be used to 

compute velocity to rectify this. The Kalman filter can 

also be used to predict future occurrences. This is critical 

if your sensor feedback has significant time delays, since 

this might cause motor control system instability [8]. 
Kalman filters provide the best approximation for a 

linear system. As a result, a sensor or system must have 

(or be close to having) a linear response in order to use a 

Kalman filter. We will go through how to work with 

nonlinear systems in the next sections. The Kalman filter 

has the benefit of requiring no prior knowledge of a long 

state history because it just utilizes the most recent state 

and a covariance matrix to estimate the likelihood of the 

state being accurate [9]. 

Remember that a covariance is merely a measure of 

how two variables correlate (that is, how they change in 

relation to one another) (the values aren't always clear), 

and that a covariance matrix simply gives you the 

covariance for a particular row and column value. 

Before we get into the mechanics of the filter, let's go 

through some terminology to make sure we're all on the 

same page. The positions/velocities/values associated 

with the system are known as states. The components that 

you may modify to impact the system are known as 

actions or inputs. For the Kalman filter, there are two 

sorts of equations. The prediction equations are the first. 

Based on the prior state and the needed action, these 

equations predict the present state [10]. The update 

equations look at your input sensors, how much you trust 

each sensor, and how much you trust the overall state 

estimate in the second set of equations. This filter uses 

prediction equations to forecast the current state, and then 

uses update equations to assess how well it predicted. 

This procedure is repeated endlessly to maintain the 

existing condition [11]. 

The prediction equations are 

X=Axk-1+Buk-1 (1) 

p=APAT+Q (2) 

And the update equations are 

K = pHT (HpHT+R)-1 (3) 

xk = X+K(z-HX) (4) 

Pxk = (1-KH)p (5) 

 
1. 2. Artificial Neural Network          A neural network 

is a conceptual framework that uses connection weights 

to link important multi-processing features. The 

connection weights, which are changed throughout the 

training time, demonstrate understanding. The two forms 

of neural network training are unsupervised learning and 

supervised learning [12]. Both the input and target values 

must be used in the initial sample of the training set. Back 

propagation, which is employed in the Multi-Layer 

perceptron (MLP), is the most frequent technique in this 

category, although it also covers most of the training 

methods for thrust basis networks, recurrent neural 

networks (RNN)and time delay neural networks. When 

the objective pattern is not entirely understood, 

unsupervised learning is utilized [13]. 
 

 

2 PROPOSED METHOD 
 

Traditional modeling methods, such as response surface 

technique, have been shown to be unsuccessful in  
 

 

 
Figure 1. Kalman filter repeating process 
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accurately forecasting all QV values. For example, using 

a quadratic model to account for all interactions requires 

44 terms, significantly complicating the procedure. 

To complete the job, a multi-layer perceptron (MLP) 

artificial neural network (ANN) is used. After this phase, 

a recently found stochastic optimization technique must 

be used with the planned ANN to reduce QV and find the 

best set for each cutting condition [14]. 

 

2. 1. Artificial Neural Network              A neural network 

is a logical structure made up of several processing units 

connected by connection weights. The connection 

weights, which are changed throughout the training time, 

demonstrate understanding. Unsupervised learning and 

supervised learning are the two methods for training a 

neural network. Both the input and target values must be 

used in the initial sample of the training set. Back 

propagation, which is employed in the Multi-Layer 

Perceptron (MLP), is the most frequent technique in this 

category, although it also covers most of the training 

techniques fortime delay neural networks, thrust basis 

networks andrecurrent neural networks [15]. When the 

objective pattern is not entirely understood, unsupervised 

learning is utilised [13]. 
 

2. 2. Kalman Filter Algorithm (KFA)            The 

Kalman filter was created to address the problem of 

predicting the state of x∈Rn, a discrete time regulated 

process using a linear differential equation as its 

controller. The process measurement connection is not 

linear in most real-world scenarios. Using something like 

the 'I'aylor series, we may linear the estimation around 

the current estimate of the process and measurement 

functions of the non-linear process [16]. The process can 

be represented using a non-linear difference equation. 

xk = f(xk-1, uk-1, wk-1) (6) 

with a measurement zk∈Rm that is: 

zk = h(sk,uk) (7) 

Using wk-1 as the driving function, the measurement 

Equation (7) connects the wk-1 measurement and 

measurement noise. The measurement equation's non- 

 

 

 
Figure 2. ANN architecture 

linear function h connects the state xk to the measurement 

z_k. For this sort of edge detection challenge, a variety of 

filters have been investigated. For the past three decades, 

Kalman filters have been used to solve the problem of 

target tracking. In 1960, the Kalman filter was proposed 

for the first time as an optimum linear estimator [17]. 

The best aspect of a filter is calculating the gain using 

a minimal variance equation, which gives the highest 

weight to the data (observation or predicted data) with the 

least volatility. The Kalman filter is a linear predictor. 

The filter is optimal only when the process to be assessed 

is linear. In nonlinear circumstances, the Kalman filter 

works poorly. When missile velocity and range were 

lower, Kalman filters could manage the problem, but as 

technology has evolved, missile velocity and range have 

increased, and air drag has become a key factor. As a 

result, their voyage has taken an unexpected detour. 

Before the Kalman filter can be utilized for tracking, it 

must undergo several changes. Several filters have been 

created to solve non-linear tracking problems in various 

applications, and research is now continuing to identify 

the best filter performance [18]. 

The kalman filter offers the following benefits over 

another well-known filter. 

1. Although the kalman filter method may be 

implemented on a digital computer, when it was initially 

presented, analogue circuitry was used to estimate and 

operate the kalman filter. 

2. The kalman filter's stationary characteristics aren't 

necessary for deterministic dynamics or random 

processes. Non-stationary stochastic processes are used 

in many important applications. 

3. The kalman filter may be used to design state space 

optical controllers for dynamic systems. It benefits both 

the estimation and control characteristics of these 

systems. 

4. The kalman filter requires minimum additional 

mathematical instruction for a modern engineering 

student. 

5. The kalman filter offers information for recognizing 

and rejecting abnormal data using mathematically 

accurate, statistically based decision-making approaches. 

The complete flowchart is given as follows, 
 

 

3. EXPERIMENTAL RESULTS 
 

In the figures below, you'll find comparisons of the 

performance of KFA and KFA+ANN on various 

pictures, as well as comparisons of the two approaches: 

Figure 4(a) KFA edge detection is shown in (a), 

proposed method (KFA + ANN) edge detection is shown 

in Figure 4(b), and suggested algorithm (KFA + ANN) 

edge detection is shown in Figure 4(c). 

The original grayscale image of "Modiji" is shown in 

Figure 5(a), whereas Figure 5(b) exhibits edge detect 
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Figure 3. Proposed algorithm flow chart 

 

 

 
Figure 4. Edge detection using KFA and KFA+ANN 

 
 

 
Figure 5. Result Comparison of classical edge detection 

methods and novel method 
 

 

using the Canny method. The edge detect by the Sobel 

method is shown in Figure 5(c), whereas the edge 

detection by the Prewitt method is shown in Figure 5(d). 

The original grayscale picture of 'Lena' is seen in 

Figure 6(a). Figure 6(b) KFA edge detection is shown, 

and Figure 6(c) recommended algorithm (KFA + ANN) 

edge detection is shown. 

Figure 7 (a) depicts "Lena's" original grey picture, 

whereas Figure 7(b) depicts edge detection using the 

Cannymethod. The edge detection by the Sobel methodis 

shown in Figure 7(c), whereas the edge detection by the 

Prewitt methodis shown in Figure 7(d). 

Figure 8 shows the grey image(a), KFA edge 

detection Figure 8(b), and proposed algorithm (KFA + 

ANN) edge detection Figure 8(c). 

The original grey image of the 'building' is shown in 

Figure 9(a), whereas Figure 9(b) features Canny method. 

Figure 9(c) shows the edge detection by the Sobel 

method, whereas Figure 9(d) shows the edge detection by 

the Prewitt method Figure 9(d). 
 

 

 
Figure 6. Edge detection using KFA and KFA+ANN 

 

 

 
Figure 7. Result Comparison of classical edge detection 

methods and novel method 

 

 

 
Figure 8. Edge detection using KFA and KFA+ANN 
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Figure 9. Result Comparison of classical edge detection 

methods and novel method 

 

 

Figure 10(a) illustrates the ‘Baboon's' original grey 

picture, Figure 10(b) KFA edge detection, and Figure 

10(c) recommended algorithm (KFA+ANN) edge 

detection. 

Figure 11(a) depicts the 'Baboon's' original grey 

picture, whereas Figure 11(b) depicts edge detection 

using the Canny edge detector. The edge detection by the 

Sobel edge detector is shown in Figure 11(c), whereas the 

edge detection by the Prewitt edge detector is shown in 

Figure 11(d). 

We utilized the peak signal to noise ratio (PSNR) 

approach to objectively evaluate our findings; the higher 

the PSNR value, the better the reconstructed picture 

quality. 

𝑃𝑆𝑁𝑅 = 10 log10
(𝐿−1)2

1

𝑀𝑁
∑ ∑ [𝐸(𝑟,𝑐)−𝑜(𝑟,𝑐)]2𝑁−1

𝑐=0
𝑀−1
𝑟=0

  (8) 

 

 

 
Figure 10. Edge detection using KFA and KFA+ANN 

 

 

 
Figure 11. Result Comparison of classical edge detection 

methods and novel method 

where E(r,c) stands for the original image, o(r,c) for the 

result, L for the number of grey levels equal to 256, 

[M,N] for the number of rows and columns of pictures, 

and L for the number of grey levels equal to 256. 

In addition, the root means square error (rmse) As 

seen below, the lower the rmse value, the higher the 

reconstructed picture quality: 

RMSE=√
1

MN
∑ ∑ [E(r, c) − o(r, c)]2N−1

c=0
M−1
r=0  (9) 

Tables 1 and 2 show the results of the PSNR and 

RMSE methods used to analyse the image. The 

assessment findings reveal that in the great majority of 

situations, edge detected pictures are superior. It also 

demonstrated the suggested technique's capacity to 

identify edges. 
 

 

4. PROS AND CONS 
 

The "layers" of an ANN are rows of data points that all 

neurons in the same neural network share. ANN uses 

weights to learn. After each cycle across the neuron, the 

weights of ANN are changed. The weights are 

subsequently adjusted by ANN according to the accuracy 

assessed by a "cost function." Using the image input, 

several features are discovered and connected to the n-

dimensional output. The user can then receive the 

classification output. To test the efficacy of the models 

created to improve learning, ANN methods employ error 

measures and epochs. A good approach for dealing with 
 

 

TABLE 1. The recommended technique is compared to the 

Kalman Filter Algorithm, the 'Canny', 'Sobel', and 'Prewitt' 

approaches using PSNR and RMSE criteria 

PSNR 

Proposed 

Work 

(KFA+ANN) 

Kalman 

Algorithm 
Canny Sobel Prewitt 

Modiji 13.4481 6.2853 4.8506 4.8475 4.8547 

Lena 13.6274 9.1830 7.6232 7.6597 7.6595 

Aktu 15.4916 9.5200 8.0088 7.9867 7.9977 

Baboon 14.7841 8.2100 7.0728 6.9720 6.9676 

 

 

TABLE 2. The recommended technique is compared to the 

Kalman Filter Algorithm, the 'Canny', 'Sobel', and Prewitt' 

approaches using RMSE criterion 

RMSE 

Proposed 

Work 

(KFA+ANN) 

Kalman 

Filter 
Canny Sobel Prewitt 

Modiji 0.1330 0.3895 0.4831 0.4833 0.4828 

Lena 0.1295 0.2522 0.3187 0.3170 0.3170 

Aktu 0.0979 0.2398 0.3008 0.3018 0.3013 

Baboon 0.1089 0.2919 0.3461 0.3514 0.3516 
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data-related difficulties is artificial neural networks 

(ANN). Forward-facing algorithms can be used to 

process image, text, and tabular data. You'll need to use 

a variety of data augmentation strategies to widen the 

scope of your data in order to achieve the same level of 

data processing accuracy as an ANN. Indirectly, ANN 

may discover complex nonlinear relationships between 

dependent and independent variables. ANN still reigns 

supreme in instances when there are few datasets and no 

requirement for image inputs. 

 

 

5. CONCLUSION AND FUTURE SCOPE 
 

In this paper, we used the Kalman Filter technique to 

provide an unique filter, KFA+ANN, for edge detection 

of grey level images. In the recommended approach, we 

employ a basic photo and its edge map to construct a new 

filter. The projected filter may be used on a range of 

images and evaluated using a number of different criteria. 

The obtained results, as well as subjective and objective 

assessments, indicate the usefulness of the recommended 

filter in edge detection. In this work, shown that using the 

ANN method, object localization accuracy was shown to 

improve. Kalman filtering is used to object coordinates 

acquired using the ANN method. Combining ANN with 

Kalman Filtering increases localization accuracy and 

decreases error distances, according to the findings. 

Despite the fact that there are various methods for 

recognizing image edges, deciding which one is 

appropriate for the image content can be difficult due to 

the numerous elements that impact the selection. The 

proposed technique should be utilized to verify edge 

detection algorithms' evaluations if pictures with varying 

content have high criterion values and weights. More 

artificial neural network approaches will be used in the 

future to investigate the indoor localization of moving 

persons. To increase positioning accuracy even more, the 

object coordinates of these approaches will be subjected 

to Kalman filtering. 
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Persian Abstract 

 چکیده 

داول کردن تصویر تشخیص لبه یک تکنیک برای تشخیص شکستگی های واضح تر در یک تصویر است. توقف ناشی از تغییر سریع مقدار سطح تاریک نیروی پیکسل است. مت

و شدت تنظیم شده است   تغییرات شدت روشی برای مکان یابی  Edge Finderبا یک مدیر )کانال د جهته( که به نویز حساس است رویکرد استاندارد برای مکان لوبه است. 

دازش تصویر از جمله  که بسیاری از روشهای آماده سازی تصویر در محله های مهم را شامل می شود. تشخیص لبه یک روش اساسی در طیف گسترده ای از برنامه های پر

انواع سیستم های تشخیص لبه نشان داده شده است که مزایا و معایب  تجزیه و تحلیل حرکت ، شناسایی طراحی ، تشخیص اشیاء ، ایجاد تصویر بالینی و غیره است. اخیراً در  

دارای دو مزیت است که آن را برای مقابله با مسائل بهبود مناسب می کند: ادغام سریعتر و نرخ محاسبه کمتر. در    ANNاین محاسبات را نشان می دهد. فیلتر کالمن با روش  

استفاده می شود.   ANNلی سازی شی استفاده شد. فیلترینگ کالمن برای شیء مختصات به دست آمده با استفاده از روش  برای بهبود دقت مح  ANNاین مطالعه ، از روش  

 دقت محلی سازی را افزایش می دهد و فاصله خطاهای محلی سازی را کاهش می دهد. ANN + Kalmanبر اساس یافته ها ، استفاده از فیلتر 
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A B S T R A C T  
 

 

Most of the energy was being lost through the cooling system and exhaust gas, to utilize that energy and 
convert it to a useful job thermal barrier coatings is widely used. Tests were conducted on a four stroke, 

single cylinder diesel engine for which its piston crown was coated with a thickness of 100/100 microns 

YSZ/TiO2 over 100 microns NiCr bond coat with plasma spray coating technology and then the results 
were juxtapose with uncoated piston. Thermal barrier coating was used for better performance, emission 

and combustion characteristics. The tests were performed at different load conditions using both the 

pistons and compared the results. At maximum load there is a rise in Brake Thermal Efficiency (BTE) 
and reduction in Brake Specific Fuel Consumption (BSFC), CO,hydrocarbons (HC) emissions compared 

to uncoated piston at maximum load. With use of coated piston NOx emissions were increased and the 

smoke opacity is decreased compared to uncoated piston. Finally, the results convey that thermal barrier 
coated piston is more efficient than uncoated piston. 

doi: 10.5829/ije.2021.34.12c.05 
 

 

NOMENCLATURE 
BSFC Brake Specific Fuel Consumption TBC Thermal Barrier Coated 

BTE Brake Thermal Efficiency TiO2 Titanium Oxide 

HC Hydrocarbons YSZ Yttria Stabilized Zirconia 
CO Carbon monoxide HBP Heat converted to useful Barke Power 

NOx Nitrogen Oxide HJW Heat rejected to Jacket cooling Water 

 
1. INTRODUCTION1 
 
Environmental protection and fuel economy are the most 

important concerns especially in the transport sector with 

an increasing demand in usage of diesel engine vehicles 

[1-3]. In the internal combustion engines, combustion 

chamber walls and the piston absorb most of the heat 

generated at the process of combustion. This causes heat 

loss in walls and piston. Which lowers the generated 

power in engine and the performance. The temperature 

will be maintained in the combustion chamber to 

required level, unburnt gases will be burned which will 

reduce the polluted exhaust because of a decrease in heat 

loss in the piston [4,5]. In TB coating a bond coat and a 

top coat will be casted on piston. To improve the coating 
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union between TBC and substrate metal bond layer is 

used. TBC materials have some basic requirements like 

low thermal conductivity, low sintering rate of the porous 

microstructure, no phase transformation, high melting 

point, thermal expansion match with the metallic 

substrate, chemical inertness and good adherence to the 

metallic substrate. To enhance the performance, different 

TBC materials were used for IC engines by various 

researchers. It has an effective effect on exhaust emission 

and the power of the engine [6-8]. Yttria-stabilized 

zirconia of 400 microns was cast-off for top coat and 

NiCrAl of 100 microns was cast-off for bond coat. Holes 

were made of 2, 3, 4 and 5 mm diameter to the exterior 

of coating and temperature distribution was examined. 

Results appear that for coated piston there is a rise in 
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temperature of top exterior and drop in substrate. Extra 

raise in temperature of the top exterior appears when on 

coating surface holes are made, i.e. 9.5% raise and 2.7% 

drop with 2 mm diameter holes aimed at top and substrate 

temperature. With the enlargement of holes diameter, it 

can be noticed that substrate and top exterior 

temperatures are dropping. Thermal analysis was 

performed on an uncoated diesel piston on ANSYS, 

finished with aluminium silicon alloy and steel [9]. 

Again, on a piston coated with MgZrO3, the results of 4 

different pistons are compared with one another. The 

material with low thermal conductivity is appeared that 

the utmost surface with coated piston was improved 

around 48% for AlSi alloy and 35% for steel. The utmost 

surface temperature of base metal of coating piston for 

AlSi and steel are 261 °C and 326 °C [10]. TiO2 of 100 

microns thick was sprayed to the piston crown using a 

plasma spray method. There is 3% and 2% raise in brake 

thermal efficiency and mechanical efficiency and also 

fuel consumption is low compared to uncoated piston 

[11]. The Diesel engines combustion chamber was 

encased with mixture of 20% Lead Zirconate Titanate 

(PZT) and 60% Cyanate modified Epoxy system. Results 

appeared that 15.89% specific fuel consumption dropped 

due to the consequence of TB coatings on Diesel engine 

performance [12]. FeCl3 as catalyst was used to diesel 

fuel and YSZ coating was encased on valves and piston 

crown. The outcomes they got were that FeCl3 with a 

YSZ diesel engine raised the brake thermal efficiency to 

2.7%, and has fallen brake specific fuel consumption to 

8.3% and for 3-cylinder diesel engine there is 3-5% gain 

in thermal efficiency with 28.29% fall BSFC [13,14]. Fly 

ash with composition of silica (45%), alumina (30%), 

iron (10%) and magnesium (0.5%) were used as TBCs 

for cylinder head, piston crown, cylinder liner, inlet and 

exhaust valves for diesel engine. There was 3.4% raise in 

BTE and 10.3% drop in (Specific Fuel Consumption) 

SFC compared to uncoated [15]. Two different piston top 

coatings were used, CeO2/8YSZ and Al2O3/ 8YSZ and 

bond coat as CoNiCrAlY.  Results revealed brake thermal 

efficiency has raised to 3.37% and specific fuel 

consumption was 3.45% less in CeO2 /8YSZ TBC coated 

engine than that of Al2O3/ 8YSZ TBCs [16]. To 

investigate the temperature of the exterior built on 

coating thickness experiment was conducted by coating 

an aluminum piston crown with magnesia-stabilized 

zirconia. Tests were performed for different coating 

thicknesses from 0.2mm to 1.6 mm eliminating the bond 

coat layer. Maximum temperature at the crown center is 

32.70%, 55.80%, 72.50% and 84.80% for 0.4 mm, 0.8 

mm, 1.2 mm and 1.6 mm thick coating compared with 

the uncoated piston [17]. To calculate the temperature 

gradients a steady state thermal analysis was conducted 

in the two different partially stabilized ceramic coated 

pistons using Yttria Stabilized Zirconia (Y-PSZ), 

Magnesium Stabilized Zirconia (Mg-PSZ) compared 

with standard engine by using Abaqus finite element 

(FE) software. Results display that there is 18% raise in 

temperature value of Y-PSZ coated piston and 48% raise 

in Mg-PSZ coated piston compared to the uncoated 

piston [18]. CaZrO3 and MgZrO3 were plasma sprayed 

on the base of the NiCrAl bond coat. The uncoated piston 

was tested at different loads and speed conditions then 

the combustion chamber, piston crown faces, valves and 

cylinder head were coated with thermal barrier coatings. 

The results at all load levels and engine speed, show a 2-

7% reduction in bsfc and the effective efficiency 

development of about 2%, 5% and 3% at low, medium 

and full loads. It is known that the coating surface 

temperature rises with increasing thickness. Utmost 

temperature at 0.5 mm thick coating was established to 

be more in MgZrO3 by 34% compared to uncoated 

piston. [19,20]. Motor tests were conducted using the 

MEZ VSETIN test bench with a DS 736-4/V DC 

dynamometer. In MAO-coated pistons inside 

temperature falls at least 45 °С when compared with non-

MAO pistons. Comparing pistons with different 

thickness i.e. 76 and 108 microns of MAO layers 

finalizes that thickness will not have a major effect on 

thermal state of pistons [21]. Through plasma spray 

technique the piston top was coated with partially 

stabilized zirconia of thickness 125microns, following 

with alumina (Al2O3) and NiAl as bond coat. Finally the 

total thickness to achieve is 250 microns. Results 

observed a 4 bar increase in peak pressure, 4.6% raise in 

BTE, 12.6% in exhaust gas temperature and 15.67% 

increase in nitric oxide emission compared with uncoated 

piston in the engines [22]. 6-8%Yttria stabilized zirconia 

(YSZ) TBCs of different thicknesses (100, 125 and 

150µm) on 50 to 75µ thick NiAl bond coat was applied 

on Aluminium – silicon alloy flat plates. It was observed 

40oto 48º C by 100 and 125µm thick coating and nearly 

40% increase in the drop value i.e. 57 to 68º C was 

observed for just 25µm raise in coating thickness i.e. 

150µm. It is observed that temperature drop raises with 

the thickness of YSZ coating. [23]. NiCr coating of 100 

microns and Aluminium Oxide coating of 150 microns 

was covered on piston crown. Two different varrities of 

biodiesel combination (Lemongrass biodiesel and 

pongamia pinnata methyl ester) was used. At 100% load 

condition it was proved that the blend combination with 

TBC piston (i.e D80 PME 10 LGB 10), BTE is improved 

by 29.2%, BSFC also improved by 0.23 kg/kW-h. 

Whereas the emission characteristic was dropped in CO, 

HC and smoke, slightly raised in NOx emission. [24]. 

From the literature survey it is revealed that the 

performance of engines with thermal barrier coated 

pistons is improved. Few researchers worked with YSZ 

with different thickness ratios. In the present work, the 

performance and energy balance study of diesel engine is 

carried out using piston coated with YSZ + TiO2 

materials with 100mm thickness each and the results are 

discussed. 
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2. COATING PROCESS 
 

Kirloskar TV1 alloy of aluminium piston of diameter 

87.5mm with stroke length 110mm was coated using 

Plasma spray method used in this experiment. The piston 

was cleaned with kerosene to remove the dust particles. 

The coating specifications were shown in Table 1. Grit 

blasting was done with the help of compressed air at 3.5 

kg/cm2 pressure to create rough exterior on crown hence 

the mechanical bond in between substrate and coating 

remains strong. The nozzle used is of GH type and 

sprayed with distance of 2-3 inches. The process of 

coating is done with 490- 500amps current and 60-70 

volts. To offer good bonding for coating material, NiCr 

of 100 microns was applied as a bond coat. TiO2 is used 

as coating material which has low thermal conductivity 

of 4.8W/m-k. Then TiO2 in powder form was sprayed 

with a gun on to the piston crown of thickness 100 

microns and then 100 microns of Yttria stabilized 

zirconia was sprayed on TiO2 layer. YSZ is casted as 

coating material for its low thermal conductivity, which 

is anticipated for substrate to diminish the thermal 

fatigue. Thermal conductivity is 2.2W/m-k for YSZ and 

it has good thermal insulation property, the stability is 

high at high temperature. The powder feed of YSZ and 

TiO2 is 40-50g/min. Table 2 indicates the properties of 

YSZ and TiO2. TiO2 was sprayed at pressure of 100-120 

psi and YSZ at pressure of 50 psi. The powder feed was 

40-50 g/m. Coated and uncoated pistons before testing 

are shown in Figure 1 and coated piston after testing is 

shown in Figure 2.                

 

 
TABLE 1. Specifications of coating parameters [14] 

Coating parameters Specifications 

Plasma gun 3 MB plasma spray gun 

Nozzle GH type nozzle 

Pressure of hydrogen gas 50 psi 

Flow rate of hydrogen gas 15-20 SCFH 

Pressure of argon gas 100-120 psi 

Flow rate of argon gas 80-90 SCFH 

Spraying distance 2-3 inches 

Powder feed rate 40-50 g/m 

 

 
TABLE 2. Properties of YSZ and TiO2 [11,14] 

Properties YSZ TiO2 

Allowable temperature oC 1000 1840 

Density  gm/cm3 5.2-6.1 4.23 

Thermal Conductivity W/m-K 2-3.8 4.8-11.8 

Specific heat  J/kg-K 400-700 683-697 

Thermal expansion coefficient 8.0-11.4 8.4-11.8 

3. EXPERIMENTAL PROCEDURE 
 

Tests were conducted on Kirloskar TV1, 5.20 kW rated 

power at 1500 rpm, 1-cylinder, four stroke water cooled, 

loaded with eddy current dynamometer diesel engine.  

The photograph of the engine used is shown in Figure 

4 and specifications were listed in Table 3. Tests were 

conducted at varying the loads i.e. 25, 50, 75 and 100%. 

The parameters like BSFC, BTE were obtained and the 

emission parameters like CO, HC, NOx and smoke 

opacity were studied. There is a possibility of ±0.1 % 

uncertainty in the results with the equipments used. 

 

 

4. RESULTS AND DISCUSSION 
 
4. 1. Brake Specific Fuel Consumption               Figure 

3 shows variation in BSFC for uncoated and coated 

piston at different loads. Decrease in BSFC was obtained 

with rise in brake power for both the pistons, but 

associated to uncoated piston there is 6.94% reduction in 

fuel consumption at higher load condition for coated 

piston. This is caused by high temperature increase in the 

combustion chamber walls leads to high fuel 

vaporization causes reduction in physical delay and 

BSFC drops with coated piston. i.e YSZ and TiO2 is more 

efficient and against the exiting.   

 

 
TABLE 3. Specifications of tested engine 

Type of the Engine Kirloskar TV1 

Number of cylinders 1 

Number of Stroke 4 

Bore and stroke 87.5mm, 110mm 

Rated Power 5.2 kW @1500 rpm 

Compression Ratio 17.5 :1 

 

 

 
Figure 1. Uncoated and Coated Piston before testing 

 

 

 
Figure 2. Coated piston after testing 
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Figure 3. Variation in BSFC for coated and uncoated 

pistons 
 
 
4. 2. Brake Thermal Efficiency              The variation 

in BTE is shown in Figure 4 for both uncoated and coated 

pistons at various loads. It was observed that there is 

3.128% raise in brake thermal efficiency compared to 

uncoated piston at higher load. This is due to the TBC on 

the piston i.e. YSZ of thermal conductivity 1.4 W/m c 

and TiO2 of thermal conductivity 4.8W/m-K. which 

lowers the heat energy rejection and cannot be allowed to 

coolant and that energy is transformed as more available 

work and then BTE increased. 
 
4. 3. HC Emission             Figure 5 indicates the deviation 

in HC emissions in the thermal barrier coated piston and 

the uncoated piston at different loads. There is 16.92% 

decrease in the HC emission of the coated piston. In 

thermal barrier coatings the combustion temperature is 

higher and also the amount of oxygen. This reduces the 

hydro carbon emissions and reduces the heat loss going 

to coolant. The TBC raises the temperature of local heat 

high and leads to decomposition of fuel molecules. It is 

because of the presence of radicals, the combustion 

enhances 

 
4. 4. CO Emission          At various load conditions the 

CO emissions are determined for both TBC piston and 

uncoated piston graphically is shown in Figure 6 and is 

observed that CO emission were decreased by 14.92% 

with growth in load compared to uncoated piston. In 

general incomplete combustion auses the formation of 

CO emissions and is more at higher loads. But TBC 

lowers the heat transfer and fuel combustion gets better 

which leads to decrease in CO emissions. 
 
4. 5. NOx Emissions             Figure 7 indicates the 

variance in NOx emissions at different lods for both 

thermally coated engine and uncoated engine. The NOx 

emissions were visibly increased for both pistons with 

increasing load. But in TBC coated piston there is 6.93% 

raise in NOx emission associated with uncoated piston. 

This is because the combustion chamber has a high flame 

temperature. When increasing the load the fuel 

consumption is greater and there will be high combustion for 

thermal barrier coated piston. 
 

4. 6. Smoke Opacity             Figure 8 shows the variation 

of smoke opacity and it shows that the smoke opacity upsurges 

with load. But compared to uncoated piston the smoke opacity 

is lower for TBCoated piston. At higher load conditions there 

is a 12.4% decrease in smoke opacity for YSZ and TiO2 

coated piston. This is due to a steady increase in 

 

 

 
Figure 4. Variation in BTE for coated and uncoated piston 

 

 

 
Figure 5. Variation in HC emissions for coated and uncoated 

pistons 

 

 
Figure 6. Variation in CO emissions for coated and uncoated 

pistons 
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combustion chamber temperature for thermally coated 

piston, and a great drop in smoke opacity 
 

4. 7. Energy Balance           Energy balance of coated 

and uncoated is shown in Figures 9 and 10. Due to TBC, 

the heat rejected to through the piston which is not useful 

to the engine was reduced. By the lower heat loss, more 

brake thermal energy is converted into useful work out as 

brake power. 
There is an 8.2% raise in HBP compared to uncoated 

piston. The HJW difference was found by 14.64% drop 

in coated engine as the rejection of heat is cleared by 

temperature rise of the coolant. The decrease in thermal 

 

 

 
Figure 7. Variation in NOx emissions for coated and 

uncoated pistons 

 

 

 

 
Figure 8. Energy balance for coated uncoated piston 

rejection of loads leads to increase in exhaust gas 

temperature in coated engines, and hence there is 28.1% 

increase in exhaust gasses temperature. From the 

experiment the HRad (unaccounted losses) were 

decreased by 10% in coated piston compared to uncoated 

piston. Unaccounted losses mainly caused because of 

energy losses like radiation, conduction and convection 

removal of heat from the engine to atmosphere.  

 

 

5. CONCLUSION 
 
From the experimental work done on the diesel engine 

using YSZ and TiO2 coated piston, and uncoated piston 

the following conclusions were observed. 

• The TBC coated piston shows a great result of 

increase in brake thermal efficiency and decrease in 

brake specific fuel consumption compared to the 

uncoated pistion. 

• At higher load condition there is 3.12% increase in 

brake thermal efficiency in TBC coated piston 

compared to the uncoated piston. 

• In TBC coated piston there is 6.94% decrease in 

brake specific fuel consumption when differentiated 

with uncoated piston. 

• There was 14.9% and 16.9% drop in CO emission 

and HC emission in TBC coated piston whereas 

NOx emissions were increased by 6.93%. 

• Smoke opacity is decreased by 12.4% in the TBC 

coated pistons. 

 

 

6. REFERENCES 
 

1. Jain, A., E. Porpatham, and S. S. Thipse., "Emission Reduction 

Strategies for Small Single Cylinder Diesel Engine Using Valve 
Timing and Swirl Ratio" International Journal of Engineering, 

Transactions B: Applications, Vol. 33, No. 8, (2020), 1608-

1619. https://dx.doi.org/10.5829/ije.2020.33.08b.19. 

2. Fekari, A., N. Javani, and S. Jafarmadar., "Experimental Study of 

Management Systems for Emission Reduction in Ignition 

Engines." International Journal of Engineering, Transactions 

A: Basics, Vol. 33, No. 7, (2020), 1347-1353, 

https://dx.doi.org/10.5829/ije.2020.33.07a.22 

3. Jamuna Rani, G., YV Hanumantha Rao, and B. Balakrishna., 
"Fuel injection timing impact on diesel engine performance, 

combustion and emission characteristics of nano additive 

biodiesel blends." International Journal of Ambient Energy, 

(2020),1-8, https://doi.org/10.1080/01430750.2020.1725119. 

4. Reddy, G. Vidyasagar, R. L. Krupakaran, Hariprasad Tarigonda, 

D. Raghurami Reddy, and N. Govindha Rasu. "Energy balance 
and emission analysis on diesel engine using different thermal 

barrier coated pistons." Materials Today: Proceedings, Vol. 43 

(2021), 646-65. https://doi.org/10.1016/j.matpr.2020.12.424 

5. Chan, S. H., and K. A. Khor. "The effect of thermal barrier coated 

piston crown on engine characteristics" Journal of Materials 

Engineering and Performance 9.1, (2000), 103-109. 

https://doi.org/10.1361/105994900770346358. 

6. Taymaz, I., Kemal Çakır, and A. Mimaroglu "Experimental study 

of effective efficiency in a ceramic coated diesel engine" Surface 

25 50 75 100

0

500

1000

1500

2000

O
x
id

e
s
 o

f 
N

it
ro

g
e
n
(p

p
m

)

load (%)

 coated

 uncoated



V. Veda Spandana et al. / IJE TRANSACTIONS C: Aspects  Vol. 34, No. 12, (December 2021)   2611-2616                                    2616 

and Coatings Technology 200.1-4 (2005), 1182-1185 

https://doi.org/10.1016/j.surfcoat.2005.02.049. 

7. Cao, X. Q., Robert Vassen, and Detler Stöver., "Ceramic materials 

for thermal barrier coatings." Journal of the European Ceramic 

Society 24.1, (2004), 1-10. https://doi.org/10.1016/S0955-

2219(03)00129-8 

8. Dhomne, Shailesh, and Ashish M. Mahalle. "Thermal barrier 
coating materials for SI engine." Journal of Materials Research 

and Technology 8.1, (2019), 1532-1537.  

https://doi.org/10.1016/j.jmrt.2018.08.002 

9. Banka, Vaibhav Kumar, and M. R. Ramesh. "Thermal analysis of 

a plasma sprayed ceramic coated diesel engine piston." 

Transactions of the Indian Institute of Metals 71.2 (2018): 319-

326. https://doi.org/10.1007/s12666-017-1184-9 

10. Buyukkaya, Ekrem, and Muhammet Cerit. "Thermal analysis of 
a ceramic coating diesel engine piston using 3-D finite element 

method." Surface and Coatings Technology 202.2 (2007): 398-

402 https://doi.org/10.1016/j.surfcoat.2007.06.006 

11. Rupangudi, Suresh Kumar, C. S. Ramesh, Kavadiki 

Veerabhadhrappa, and Ram Rohit V. "Study of Effect of Coating 

of Piston on the Performance of a Diesel Engine." SAE 

International Journal of Materials and Manufacturing 7.3, 

(2014), 633-637. https://doi.org/10.4271/2014-01-1021 

12. Uchida, Noboru. "A review of thermal barrier coatings for 
improvement in thermal efficiency of both gasoline and diesel 

reciprocating engines." International Journal of Engine 

Research, (2020), 1468087420978016.  

https://doi.org/10.1177%2F1468087420978016. 

13. Jena, Shakti P., Saroj K. Acharya, Harish C. Das, Pragyan P. 

Patnaik, and Shubhra Bajpai. "Investigation of the effect of FeCl3 

on combustion and emission of diesel engine with thermal barrier 

coating." Sustainable Environment Research 28.2, (2018), 72-

78. https://doi.org/10.1016/j.serj.2017.10.002 

14. Sivakumar, G., and S. Senthil Kumar. "Investigation on effect of 

Yttria Stabilized Zirconia coated piston crown on performance 

and emission characteristics of a diesel engine" Alexandria 

Engineering Journal, 53.4, (2014), 787-794. 

https://doi.org/10.1016/j.aej.2014.08.003 

15. MohamedMusthafa, M., S. P. Sivapirakasam, and M. 
Udayakumar. "Comparative studies on fly ash coated low heat 

rejection diesel engine on performance and emission 

characteristics fueled by rice bran and pongamia methyl ester and 

their blend with diesel." Energy 36.5, (2011), 2343-2351 

https://doi.org/10.1016/j.energy.2010.12.047 

16. Venkadesan, Gnanamoorthi, and Jayaram Muthusamy. 

"Experimental investigation of Al2O3/8YSZ and CeO2/8YSZ 
plasma sprayed thermal barrier coating on diesel engine" 

Ceramics International, 45, No. 3, (2019), 3166-3176, 

https://doi.org/10.1016/j.ceramint.2018.10.218 

17. Cerit, Muhammet, and Mehmet Coban. "Temperature and 

thermal stress analyses of a ceramic-coated aluminum alloy 

piston used in a diesel engine." International Journal of 

Thermal Sciences, 77 (2014), 11-18. 

https://doi.org/10.1016/j.ijthermalsci.2013.10.009 

18. Durat, Mesut, Murat Kapsiz, Ergun Nart, Ferit Ficici, and Adnan 

Parlak. "The effects of coating materials in spark ignition engine 

design." Materials & Design (1980-2015), 36, (2012), 540-545. 

https://doi.org/10.1016/j.matdes.2011.11.053 

19. Taymaz, I., K. Cakir, Mesut Gur, and A. Mimaroglu 

"Experimental investigation of heat losses in a ceramic coated 
diesel engine." Surface and Coatings Technology 169 (2003): 

168-170. https://doi.org/10.1016/S0257-8972(03)00220-2 

20. Cerit, Muhammet. "Thermo mechanical analysis of a partially 
ceramic coated piston used in an SI engine." Surface and 

Coatings Technology, 205.11 (2011), 3499-3505. 

https://doi.org/10.1016/j.surfcoat.2010.12.019 

21. Dudareva, N. Yu, RDa Enikeev, and V. Yu Ivanov. "Thermal 

protection of internal combustion engines pistons." Procedia 

Engineering 206, (2017), 1382-1387. 

https://doi.org/10.1016/j.proeng.2017.10.649 

22. Abbas, S. Mohamed, A. Elayaperumal, and G. Suresh. "A study 

on combustion and performance characteristics of ceramic coated 

(PSZ/Al2O3) and uncoated piston–DI engine." Materials Today: 

Proceedings 45, (2021), 1328-1333 

23. Reghu, V. R., Nikhil Mathew, Pramod Tilleti, V. Shankar, and 
Parvati Ramaswamy. "Thermal Barrier Coating Development on 

Automobile Piston Material (Al-Si alloy), Numerical Analysis 

and Validation." Materials Today: Proceedings 22, (2020), 

1274-1284. https://doi.org/10.1016/j.matpr.2020.01.420 

24. Prakash, S., M. Prabhahar, O. P. Niyas, Safavanul Faris, and C. 

Vyshnav. "Thermal barrier coating on IC engine piston to 
improve efficiency using dual fuel." Materials Today: 

Proceedings 33, (2020), 919-924.  

https://doi.org/10.1016/j.matpr.2020.06.451. 

 

 

 

 

 

 

 

 

Persian Abstract 

 چکیده 

های مانع حرارتی به طور گسترده   غالبا انرژی از طریق سیستم خنک کننده و گازهای خروجی از بین می رود ، برای استفاده از این انرژی و تبدیل آن به یک کار مفید ، پوشش

با پوشش    2YSZ/TiOمیکرون    100/100نی آن با ضخامت  ای مورد استفاده قرار می گیرد. آزمایشات بر روی موتور دیزلی تک سیلندر چهار زمانه انجام شد که تاج پیستو

با فناوری پوشش پاشش پلاسما پوشش داده شد و سپس نتایج با پیستون بدون روکش کنار هم قرار گرفت. به پوشش حرارتی برای عملکرد بهتر    NiCrمیکرون    100میکرومتر  

و کاهش   BTEاکثر بار افزایش  . در حد، ویژگی های انتشار و احتراق استفاده شد. آزمایش ها در شرایط بار مختلف با استفاده از هر دو پیستون انجام شد و نتایج مقایسه گردید

افزایش یافته و کدورت دود    NOxدر مقایسه با پیستون بدون روکش در حداکثر بار وجود دارد. با استفاده از پیستون پوشش داده شده ، انتشار    BSFC   ،CO   ،HCانتشار  

 تون با روکش حرارتی کارآمدتر از پیستون بدون روکش است.در مقایسه با پیستون بدون روکش کاهش می یابد. در نهایت ، نتایج نشان می دهد که پیس
 

https://doi.org/10.1016/j.matpr.2020.06.451
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A B S T R A C T  
 

 

Sisal fiber-reinforced composites have huge potential applications in many industries. Different defects 

during the production process of the composite may decrease the performance of these composites. In 

this work, one of the important defects such as the waviness of thesisal fiber was studied under 
compressive loading. Two types of composite materials were considered for this study. One is sisal fiber-

reinforced polymer matrix composite and another one is hybrid composite i.e sisal fiber and carbon 

nanotube reinforced polymer matrix composite. The sisal and hybrid sisal straight fiber composite 
specimens are prepared by using the hand lay-up technique. The buckling load of the sisal and sisal 

hybrid composites is estimated by conducting suitable experiments.  Further, using the finite element 

method the effect of the waviness of sisal fiber on the buckling load is estimated. Two different wavy 

patterns such as Full Sine Waviness (FSW) and Half Sine Waviness (HSW) are considered for sisal fiber. 

The position effect of waviness of the fiber on the same property is also estimated by changing  (A/λ) 

ratio from 0.1 to 0.35 and the amplitude of waviness from 5 to 17.5 mm (A) and maintaining the length 
of waviness (λ) to 100mm. The present study is used to design the buckling load of natural composite 

with waviness because the perfectly straight fibers are difficult to extract from plants.  

doi: 10.5829/ije.2021.34.12C.06 

 
1. INTRODUCTION1 
 
The biodegradability, as well as environmental concerns 

in the view of plastic usage, has awakened many 

researchers to replace the conventional composite with 

natural fiber-reinforced composites. Sisal, hemp, jute, 

banana fibers are the most used fibers in the place of man-

made fiber-reinforced composites. Two important 

aspects in the usage of the natural composite are needed 

to be addressed while replacing the commercial 

composite with natural composite. The first one is the 

type of natural resource we are using in the form of fiber 

and their characterization. The second aspect are how to 

enhance the already used natural fibers to make them as 

a better competitor in place of man-made fibers. 

 

*Corresponding Author Institutional Email: 

phaniprasanthi.parvathaneni@gmail.com (P. Phani Prasanthi)   

From these perspectives, the work performed so far 

on natural and hybrid composite has been reported. The 

buckling characteristics of natural fiber reinforced 

polymer composite beamsare studied experimentally [1]. 

In the view of lightweight structures, the compressive 

strength of flat plates and plain channel sections made 

with natural flax, jute and hemp have been studied [2-3]. 

The critical axial and lateral buckling loads of the 

composite material have been evaluated by conducting 

suitable experiments [4]. The extension in the buckling 

behavior was identified by preparing specimens with 

aluminium and polypropylene [5]. Woven flax–epoxy-

laminated composite specimens are prepared and tested 

for in-plane and out-of-plane compressive behavior [6]. 

Rectangular and skew composite plates with embedded 

shape memory apply wire are tested for thermal buckling 
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[7]. A thin-walled open cross-section profile made of 

fiber metal laminates were tested for buckling response 

[8]. Compared to straight fiber, the sinusoidal curved 

fiber showed high buckling strength than straight fiber 

reinfroced composite plate [9]. Composite I-beams are 

analyzed by adopting the refined beam theory supported 

by 3D Saint-Venant's solution [10]. Reinforcing the 

Carbon nanotubes with regular composite effects 

thebending and buckling properties because 

reinfrocement of CNT’s enhances the stiffness of the 

resulting composite [11]. Compressive and tensile 

mechanical behavior along with the properties of Flax-

fiber reinforced-Epoxy composite is examined [12]. The 

large deflection, post-buckling of graphene nano 

platelets-reinforced multi-scale composite beams is 

studied through a theoretical study [13]. Critical buckling 

strength of natural fiber fabric, polymer composite beam 

is analyzed experimentally. [14]. Using the 

Micromechanics methodology, the plate thickness 

influence by using functional graded graphene reinforced 

composites are reported [15]. Buckling loads and 

corresponding failure modes are also presented [16]. The 

global buckling and wrinkling behavior of sandwich 

plates with anisotropic face sheets are investigated [17]. 

The buckling behaviour of composites with cenosphere 

and sisal fabric epoxy is disussed y Wang and Wang [18]. 

The waviness effect of sisal fiber reinforced composite 

on elastic properties are explored by using experimental 

and micromechanics [19]. Using the micromechanics, 

moisture effect of fiber reinforced composites are 

explored  [20]. The debond effet of fiber reinfroced nano 

based composite was addressed by Prasanthi et al. [21]. 

The waviness effect of fiber on the fatigue response is 

also explored [22]. Random waviness of fiber is also  

identifed [23-27]. Carbon nanotube curviness and 

waviness effect on the longitudinal modulus is reported 

by Matveeva et al. [26]. Using the multiwall carbon 

nanotube reinfrocement, buckling analysis performed on 

composite beams [28]. Using the buckling-restrained 

braces, the buckling failure load can be avoided [29]. 

From the above finding, the knowledge gap has been 

identified in relation to the natural fiber with waviness 

under compressive load. 

The position effect of waviness of natural fiber with 

respect to the constrains (fixed and free end of the 

specimen) is not addressed so far. The buckling load of 

sisal fiber and carbon nanotube mixed epoxy composite 

is not performed yet. Considering the above factor, in this 

work, a complete study on buckling behavior of sisal 

fibers reinforced composite with waviness effect is 

reported using both experimental and analytical 

approaches. Two different waviness patterns such as Full 

Sine waviness (FSW) and Half Sine Wave (HSW) 

patterns are considered over a length of 100mm (λ) by 

varying the amplitude of waviness by changing (A/ λ) 

ratio to 0.1 to 0.35. 

2. MATERIALS AND METHODS 
 

The aim of the current proposal is to recognize the 

buckling load of natural sisal fiber composite and carbon 

nanotube reinforced sisal fiber (Hybrid) composite by 

using wavy fibers as reinforcement subjected to 

compressive load. The buckling load is estimated with 

experimental and Finite Element studies. Mostly faced 

problems in the natural fiber is waviness and the effect of 

waviness on the compressive strength and enhancement 

of buckling strength by nano reinforcement is also 

addressed in this work. 

To conduct experimental studies, the testing samples 

are manufactured by using the hand lay-up technique. For 

that, the fibers were purchased from Vruksha composites, 

Tamilnadu. These fibers were treated with NaOH 

solution for 24 hours to promote better bonding between 

these fibers and the polymer matrix. These treated fibers 

are used as reinforcement in the polymer matrix and the 

weight of the matrix is selected in such a way that the 

fiber weight fraction is 0.1, 0.2, 0.3, 0.4 and 0.5%, 

respectively. The testing sample dimensions are fixed 

according to ASTM specified standards. To maintain the 

accuracy of the results, four testing samples are 

manufactured and tested. 

To create hybrid composites, the Nano carbon tubes 

are used as reinforcement along with sisal fibers. In this 

work hybrid composite means sisal fiber reinfroced in 

CNT mixed epoxy matrix. The carbon tubes are mixed 

with polymer matrix using Ultra Sonication. The ultra 

sonicator ensures the uniform mixing of carbon tubes in 

the polymer matrix. The carbon nanotube-infused 

polymer matrix is used as a hosting medium to reinforce 

the sisal fibers. In this case, two types of reinforcements 

are using i.e sisal fiber and carbon nanotubes. The carbon 

nanotubes weight fraction is maintained at 0.1%. The 

sisal fiber weight fraction is the same fraction as 

considered for sisal composites. The specimens of sisal 

and hybrid composite are presented in Fig.1a-b. 

Axial buckling samples were prepared according to 

the standards ASTM E2954 with a size of 200 mm length 

and 20 mm width and the thickness of the specimens is 

in the range of 2.5mm. Using a compression testing 

machine with 50KN loading capacity, the testing is 

performed by applying compressive load along the length 

of the fiber. The buckling load and corresponding 

elongation are estimated for sisal and hybrid composite. 

During the experiments, the specimens are fixed both 

from the bottom and top grips, the specimens are loaded 

in the axial direction (Figure 1a). Four samples are tested 

at each weight fraction, and the average value is 

considered as the final buckling load (Figure 1b). 
 

2. 1. Finite Element Method             To identify the 

waviness of sisal fiber composites on buckling load, the 

finite element method is used. The finite element models 
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are created by using ANSYS. Using the mechanics of 

material method, the buckling load is estimated for sisal 

and hybrid composite. Applying the assumption of the 

micromechanics approach that is considering the uniform 

distribution of fibers in the hosting medium and selecting 

one unit cell from the total array and by analyzing one 

unit cell under compressive load, the buckling load can 

be obtained. (Figure 2) 
The unit cell dimensions are calculated based on the 

volume fraction of fiber. The volume fraction of fiber is 

changed from 10 to 50%. The Young’s modulus of an 

epoxy matrix is 5.171 GPa, Poisson’s ratio (ν) 0.35, sisal 

fiber modulus 190GPa, Poisson’s ratio of sisal fiber 0.3 

[20-21, 27]. The carbon nanotube mixed sisal fiber 

reinforced epoxycomposite elastic properties are 

obtained from our previous research work [28]. To 

compute the buckling load, one end of the FE model is 

fixed (Figure 3a) and compressive elongation obtained 

from the experiments is applied at the opposite end of the 

FE model as shown in Figure 3a. The eigen buckling load 

is estimated by performing analysis for strainght fibers.  

The finite element mesh on the FE model is presented in 

Figure 3b. 

The buckling load obtained from the finite element 

model and experimental results are presented along with 

the percentage of error in the results and discussion 

section. Further, the buckling load is estimated for the 
 

 

 
Figure 1. Sisal and hybrid composite and Microscopic view 

 

 

 
Figure 2. Micromechanics approach and unit cell 

 
Figure 3. FE model and Finite element mesh 

 

 

wavy fibers using finite element method ANSYS 

software. The fibers are modeled with waviness and the 

waviness is created at the center of the fiber. The length 

of the fiber (L) is 200mm, waviness length of the fiber 

(λ) and the amplitude (A) is changing according to the 

A/λ equal to 0.1, 0.2, 0.3 and 0.35. Figure 4 shows the 

Full Sign Waviness (FSW) and Half Sign Waviness 

(HSW) of FE models. 

Further, the position of the waviness effect on the 

buckling load also studied by creating waviness at fixed 

end (Figure 5) and load end of the fiber (Figure 6). In all 

the cases, the waviness length in the fiber is fixed to 100 

mm in the total length of  200 mm fiber and the amplitude 

of the waviness varies from 5 mm , 10mm, 15mm and 

17.5mm. With these amplitude the (A/λ) becomes 0.1, 

0.2, 0.3 and 0.35. 

 

 

 
Figure 4. Finite Element models with fiber waviness 

 

 

 
Figure 5.waviness at the fixed end of the fiber 

 

 

 
Figure 6.waviness at the Load end of the fiber 
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3. RESULTS AND DISCUSSIONS 
 

Figure 7 shows the buckling load of sisal and hybrid 

composites. The buckling load is increased with 

increasing the weight content of sisal fibers up to 40% 

[9]. Later the buckling load is slightly decreased in case 

of sisal fiber composites due to improper load 

transmission between the fibers and matrix under 

compressive loading. That 40% is the treshold limit for 

this case [4] .The hybrid composite buckling load is also 

increased with increasing the weight fraction of sisal 

fiber. The buckling strength is more for hybrid 

composites due to the additional carbon nanotubes in the 

polymer matrix. From this it is observed that, addition of 

nano CNT will enhance the buckling load of the sisal 

fiber reinforced composite [11]. Standard devaition of the 

results also presented in Table 2. 

Figure 8 shows the comparison of buckling load from 

experimental and FE results. To validate the finite 

element models, the buckling load of the composite plate 

is analysed, compared with the published results [25-26]. 

Table 2 presents the comparison of buckling loads of 

composite plate under uniaxial compression load with 

[400/+400/900/00]2s laminate lay-up and with two ends 

fixed support and two ends are simply supported. The 

results are obtained by performing the analysis with the 

same material properties, same geometrical data and 

same boundary conditions [25-26]. Good agreement is 

found between the present results and published results 

(Table 1). 

At every volume fraction, the percentage of error 

between the experimental and analytical results is also 

presented. The correlation between the experimental and 

FE results are good at a lower weight fraction of sisal 

fiber. After validating the experimental and analytical 

results of buckling load, the waviness effect of sisal fiber 

on the buckling load is presented.  

Figure 9 shows the buckling load of sisal and hybrid 

composites by considering waviness in the fiber in the 

center of the fiber. The buckling load increasing with 

increasing the weight fraction of sisal fiber and hybrid 

composite buckling load is more than the sisal fiber 

composite. Increasing the waviness ratio (A/λ) from 0.1 

to 0.35, increases the buckling load. Increasing the (A/λ) 

means the amplitude of the full sine wave increasing that 

means the deviation of the fiber from the straight shape 

is increasing and the resulting buckling load is also 

 

 
TABLE 1. validation of buckling load with published results 

Buckling load 

(KN/cm) [25] 

Buckling load 

(KN/cm) [26] 

Buckling load 

(KN/cm) 

Present work 

% 

Error 

2.4 2.4 2.294 4.41% 

3.3 3.2 3.1674 4.08% 

increasing. The reason for this behavior is that wavy 

pattern is created at the middle of the FE model and while 

transmitting a compressive force through the model, the 

fiber takes more loads. The penetrated fiber portions due  
 

 

 
Figure 7. Buckling Load of sisal and Hybrid composites 

 
 

 
Figure 8. Buckling load from Experimental and FE results 

with percentage error 
 

 

TABLE 2. Standard deviation of experimental results 

Sisal fiber reinforced composite 

S1 S2 S3 S4 Avg. SD 

220 254 239 255 242 16.39105 

512 480 492 516 500 16.97056 

850 840 860 890 860 21.60247 

998 1015 1021 1014 1012 9.831921 

960 954 995 1003 978 24.58997 

Hybrid composite 

S1 S2 S3 S4 Avg. SD 

451 442 457 458 452 7.348469 

740 745 750 765 750 10.80123 

1226 1222 1256 1268 1243 22.53886 

1558 1554 1542 1514 1542 19.86622 

1468 1502 1476 1454 1475 20.16598 
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to waviness receive more load than a pure matrix, as a 

result, the deformation due to compressive load is less 

and buckling strength is more. Similar trend in the results 

are found for fiber with sine waviness [9] 

Figure 10 shows the variation of buckling load with 

HSW of fiber at the center of its length. Compared to 

FSW of fiber, the buckling load is less for HSW of fiber. 

This is due to the reason that fiber penetration part into 

the matrix due to the waviness is less than FSW. 

Figures 11 and 12 show the response of buckling load 

of sisal and hybrid composite with the waviness at the 

fixed end of the fiber. In this case, the waviness effect of 

fiber is negligible on the buckling load. Because the 

waviness of the fiber is located nearer to the fixed end. 

The fixed end resricts the movement as a result the 

buckling load is not effected with the waviness of fiber. 

Figures 13 and 14 show the buckling load of sisal and 

hybrid composite with the waviness of fiber at the 

compressive load applied end. The buckling load is 

highly affected by waviness at load end in both cases 

(FSW and HSW). As the load applied on the composite 

is directly applied on the wavy part and later the load is 

passed through the straight part of the fiber.  

 

 

 

 
Figure 9. Buckling Load of FSW 

 

 

 
Figure 10. Buckling Load of HSW 

 
Figure 11. Buckling load ofFSW at the fixed end 

 

 
Figure 12. Buckling load of HSW at the fixed end 

 

 
Figure 13. Buckling load of FSW at the Load end 

 

 
Figure 14. Buckling load of HSW at the Load end 
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3. CONCLUSIONS 
 

As the fiber weight fraction increases, the buckling load 

increases up to 40% of weight fraction, later there is no 

improvement in the same property; but the hybrid 

composite buckling load increases even beyond 40% of 

fiber weight fraction due to the nano reinforcement. 

Compared to FSW fiber reinforced composite, HSW 

fiber composite showed less buckling loads at all the 

waviness ratio (A/λ ) considered for the study. 

The waviness is located nearer to the fixed support 

will not influence the buckling load of wavy fiber 

reinforced composite. Whereas the waviness at the 

middle and nearer to the load ends, have a considerable 

influence on buckling load. In these cases, the waviness 

located at the load end having very high impact on 

buckling strength 
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Persian Abstract 

 چکیده 

سیزال کاربردهای بالقوه عظیمی در بسیاری از صنایع دارند. نقص های مختلف در طول فرآیند تولید کامپوزیت ممکن است عملکرد این  کامپوزیت های تقویت شده با الیاف  

واد کامپوزیتی برای رفت. دو نوع مکامپوزیت ها را کاهش دهد. در این کار ، یکی از نقص های مهم مانند موج دار بودن الیاف پایان نامه تحت بار فشاری مورد مطالعه قرار گ

وزیت ماتریس پلیمری تقویت شده  این مطالعه در نظر گرفته شد. یکی کامپوزیت ماتریس پلیمری تقویت شده با فیبر سیزال و دیگری کامپوزیت ترکیبی یعنی فیبر سیزال و کامپ

چیدن دست آماده می شوند. بار کمانش کامپوزیت های سیزال و سیزال با انجام آزمایشات  با نانولوله های کربنی. نمونه های کامپوزیت سیزال و هیبرید سیزال با استفاده از تکنیک  

موج دار مختلف مانند موج سینوسی مناسب برآورد می شود. علاوه بر این ، با استفاده از روش اجزای محدود ، اثر موج الیاف سیزال بر بار کمانش برآورد می شود. دو الگوی 

 0.1( از  A/λ( برای فیبر سیزال در نظر گرفته شده است. اثر موقعیت موج دار شدن الیاف بر روی همان ویژگی نیز با تغییر نسبت ) HSWسینوسی )  ( و موج نیمهFSWکامل )

زیرا   .ی با موج استفاده می شودمیلی متر مطالعه حاضر برای طراحی بار کمانش کامپوزیت طبیع  100( تا λ( و حفظ طول موج )Aمیلی متر ) 17.5تا  5و دامنه موج از  0.35به 

 استخراج الیاف کاملاً مستقیم از گیاهان دشوار است.

 

https://doi.org/10.1016/j.compscitech.2013.09.002
https://doi.org/10.1007/s12046-014-0250-9
https://doi.org/10.1016/j.commatsci.2014.01.061
https://doi.org/10.1142/S2047684120500116
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A B S T R A C T  
 

 

Information security is a vital issue currently faced by organizations around the world. There is a huge 

flood of cyber-attacks and security threats due to the negligence of human agents, which doubles the 

importance of human resource behavior in the organization. This study provides an integrated 
framework of motivation opportunity-ability (MOA) that includes social psychological factors from 

the norm activation model (NAM) model and planned behavior (PB) theory to examine the variables 

that determine security behaviors in a well-founded university in Tehran. For this purpose, data were 
collected and analyzed by distributing 141 questionnaires among the staff of this university. The 

research hypotheses have been tested by structural equation modeling (SEM) using SPSS and Lisrel 

software. The results show that the ability has the greatest impact on information security behaviors, 
followed by opportunity and motivation, which have a direct and significant impact on behavior. In 

addition, motivation mediates the impact of opportunity and ability. Finally, recommendations are 

provided for designers of effective information security strategies based on the constraining factors of 
human resources behavior in the organization. 

doi: 10.5829/ije.2021.34.12C.07 
 

 
1. INTRODUCTION1 
 
Today, Modern organizations have broad range of 

information resources that are heavily dependent on 

their human resources factors, and this dependency has 

made them vulnerable to events that could jeopardize 

their information systems [1]. Information leakage has 

serious consequences for organizations, including 

reputation damages, loss of intellectual property, 

reduced productivity, loss of competitive advantage, 

and, worst of all, and bankruptcy. In another words, 

organizations have identified people as a significant 

liability to information security governance [2], security 

and risk, economics and technology, which is among the 

industries rapidly growing and developing [3]. 

Therefore, the role of information security is essential in 
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organizations to protect data and ensure that services 

and projects are categorized and successfully performed 

without disclosing information [4] and which has 

become an overwhelming challenge [5]. 

Evidence shows that the number and severity of 

information security breaches is increasing and has been 

a major concern for users and organizations. According 

to Karjalainen et al. [6], the average cost of cybercrime 

has increased by 62% over the past 5 years. Lloyd's, the 

British insurance company, stated in a report that its 

annual loss would be $ 400 billion in the absence of 

cybersecurity mechanisms [7]. DBIR Research Center 

claims that occurrence of 60% of information security 

threats can seriously endanger organizations within 

minutes. In this report, 55% of information security 

incidents are the result of the workings of human 

resources inside organizations [8]. The IBM Cyber 

Security Information Index also reported that 95% of 
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information security incidents were related to human 

error [9].  

Intentionally or unintentionally, employees make up 

a significant portion of threats to organizations’ 

information assets. According to the findings and after 

analyzing two case studies, public and private sector 

organizations participating in these studies stated that 

92.5% and 51% of the recorded information security 

incidents have been related to human error, respectively 

[10]. According to a research report by the Ponemon 

Institute on the cost of cyber security attacks, internal 

threats are of the highest costs, the impact of which is 

not limited to financial losses, but may also endanger 

the security of individuals and the organization [11]. In 

the literature, several theories postulated after 

investigations by researchers and reported human 

factors to have had an impact on user behavior, both 

negative and positive which is mentioned by researchers 

and security experts have reported that the "weakest 

link" in any security chain is human behavior; because 

any technical security solution is still prone to failures 

due to human error [12]. From a practical perspective, 

understanding such behaviors is important; if users do 

not comply with information security solutions; 

however, technically sophisticated, lose their 

effectiveness [13]. Therefore, it is recognized that in the 

field of information security, reducing the risk requires 

attention to human aspects along with technological 

aspects. Domestic staff does not require much effort and 

time to access targeted information compared to foreign 

attackers. Organizations often trust their employees, and 

anonymity is a feature that can reduce the risk of 

identifying them. Due to their constant involvement 

with highly complex security systems and a wide range 

of other job requirements, domestic staff may easily 

ignore unlikely information security threats or take no 

action on them, because they neither have the time, nor 

do they have enough skills to respond to these threats. 

As a result, the potential harms of domestic staff are 

increasing. 

In order to understand the main factors of human 

resources security behaviors in organizations, the 

question of the present study is as follows: What are the 

determinants of human resources security behaviors in 

the field of organizational information? The results of 

this study can be effective in improving the information 

security behaviors of human resources of organizations 

by helping managers apply appropriate strategies in 

accordance with the characteristics of employees. In the 

following, while reviewing the background of the 

studies, the theoretical foundations, conceptual model 

and also the research method are provided. The results 

are analyzed in a well-founded university in Tehran and 

finally, the conclusion and key factors affecting the 

information security of human resources in the 

organization are presented.  

Therefore, according to experts, the "weakest link" 

in any security chain is human behavior because any 

technical security solution is still subject to failures 

resulting from human errors. Hence, the risk reduction 

in information security area involves paying attention to 

aspects of human being along with technological 

aspects. As a result, one of the main motives of this 

study is investigating the factors affecting the security 

behaviors of human resources in the organization. the 

purpose of this study is to determine the relationship 

between attitudinal, behavioral and organizational 

factors with empirical support from three theoretical 

frameworks including Theory of planned behavior, the 

norm activation model (NAM) and motivation model 

with the interdisciplinary approach, in the integration 

form . 

The structure of this paper consists of follow 

sections; in the second section, the literature of the 

research is reviewed and in the third section, the 

research model and hypotheses are presented. Section 

forth provides research method and results, and section 

fifth devoted to findings and conclusions. In the final 

section, limitations of the research and suggestions for 

future research are presented. 

 

 

2. LITERATURE REVIEW 
 
2. 1. Norm Activation Model (NAM)            The 

NAM theory, first developed by Schwartz [14], is a 

social-friendly theory to explain the purpose of 

humanitarian behaviors. The theory states that personal 

norms are an essential prerequisite for each individual's 

behavior [15]. The theory also argues that people 

engage in humane behaviors for the benefit of society, 

even if the behaviors sometimes cause them 

inconvenience. There are three main variables in NAM: 

Personal Norms (PN), Awareness of Consequences 

(AC), and Ascription of Responsibility (AR). A 

personal norm is a "moral obligation to perform or 

refrain from certain [16]. The term awareness of 

consequences means, "One is aware of the impact of the 

consequences of one's behavior on others." Ascription 

of Responsibility is also described as "one’s personal 

feeling about whether or not s/he is responsible for the 

negative consequences of not engaging in the desired 

social behaviors" [17]. 
Although following the personal norms may 

increase self-confidence and prevent self-blame, it can 

also lead to costs, such as extra time and effort. If the 

benefits of the behavior outweigh its costs to the 

individual, it is likely that the behavior will be 

performed. However, if the costs outweigh the benefits, 

or the costs and benefits are not clear, the person may be 

hesitant to make a decision. To reduce this skepticism, 

one may redefine one's understanding of the situation 
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and use defense mechanisms to undermine one's sense 

of moral commitment. Denying the consequences of not 

performing such behaviors, which involves 

underestimating the negative consequences of an action, 

as well as denying personal responsibility for the 

behavior, which involves considering it as something 

beyond control or outside the realm of personal 

responsibility, are common defense mechanisms in this 

field [18]. The full implementation of these defense 

mechanisms neutralizes the individual's moral 

obligation without imposing punishments on him/her 

[19]. Two conditions are necessary to overcome such 

defense mechanisms. First, one must understand that 

one's behavior affects the well-being of others. Second, 

the individual must accept personal responsibility for 

the consequences of his behavior [20]. When these 

conditions are met, defense mechanisms have less of an 

impact on his/her performance, and personal norms are 

more likely to be activated, creating a sense of personal 

commitment to regulate behavior [21].  

 

2. 2. Theory of Planned Behavior (TPB)           The 

theory of TPB, developed by Azjen [8] is one of the 

most important and documented frameworks of a socio-

psychological theory that tries to logically explain and 

understand the reason for certain behaviors by 

individuals [22]. TPB is a generalization of Theory of 

Reasoned Action (TRA) and has been widely used in 

the study of ethical behaviors in the information security 

systems and individual decision-making to adopt 

acceptable computer security measures and ISSP-

compliant behaviors as well as in the field of 

information security [23].  
Azjen [8] stated that a large part of committing a 

behavior results from a strong decision to do it. The 

stronger the decision to perform a particular behavior, 

the more likely a person is to perform that behavior. The 

TPB theory believes that an individual's decision to 

engage in behavior is influenced by three psychosocial 

factors. By carefully considering these three factors, we 

can predict the likelihood of a particular behavior by the 

individual. These three factors are a person's attitude 

toward behavior, perceived behavioral control (PBC), 

and mental norms.  

Attitude is defined as an individual's overall 

assessment of an object, person, or place, and his or her 

positive or negative feelings about performing a 

particular behavior [24]. The more positive a person's 

attitude toward a behavior, the stronger his or her 

decision to engage in that behavior. Therefore, attitude 

can be examined as a fundamental factor in relation to 

the probability of performing the desired behavior in an 

individual [25]. However, identifying and extracting a 

person's attitudes and beliefs is not an easy task. For this 

reason, there are other variables that affect TPB-related 

factors. Previous studies have shown that when the 

behavior in question has an ethical dimension, the 

individual's norms should be included in the TPB model 

[26]. Therefore, since ethical dimensions play an 

important role in conducting behaviors that conform to 

information security practices, it seems appropriate to 

pay attention to personal norms in the TPB theory. 

Mental norms refer to the influence exerted by 

important people in the individual’s life (family, friends, 

etc.) on his or her behavioral decisions [27]. Getting 

approval from the important people in a person's life for 

a behavior has a great impact on motivating him/her to 

make stronger decisions. Thus, having a high 

understanding of the associated mental norm can 

increase the likelihood of a person performing a 

particular behavior [28]. In addition to examining the 

reasoned variables that influence a behavior, that is, 

attitudes toward something and the influence of other 

people, TPB theory also considers whether a person is 

fully capable of performing the desired behavior. Each 

individual has a different capacity to perform planned 

behaviors, so different default variables may affect 

his/her planned behavior. PBC is the third component of 

TPB theory, which defines an individual's perception of 

the ease or difficulty of performing a particular 

behavior. Individuals' serious decision to perform a 

certain behavior is due to the person's high control over 

himself [29].  

In short, the TPB theory predicts that to perform a 

behavior, people with a more positive attitude toward 

that behavior, increased approval of others, and more 

control over the perceived behavior, will make a 

stronger decision to perform it. The stronger the 

decision to perform a certain behavior, the more likely a 

person is to perform that behavior [30].  

 

2. 3. Motivation-Opportunity-Ability (MOA) 
Model                The MOA model was first developed 

and used to understand consumers' brand information 

processing methods and their shopping-related behavior 

[31], which has recently been used extensively in 

existing studies to explain different types of behavior. In 

the context of MOA, three main factors influence an 

individual's behavior, which include "motivation", 

"necessary skills and abilities" and "opportunities 

provided" to perform the desired behavior [32]. 

Motivation examines a person's incentives, concerns, 

and participation in maintaining information security. 

Opportunity involves environmental (such as 

organizational support) and interpersonal (e.g., peer 

pressure) factors that affect an individual's compliance 

with information security necessities. Ability examines 

prior knowledge of information security and skills in 

interpreting received information [33].  
Despite the capacity of the MOA framework for 

understanding the factors influencing information 

security compliance behaviors in the workplace, there 
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are many limitations. Admittedly, first, direct 

measurement of motivation, which is the concern and 

willingness to comply with information security points, 

is not possible without taking into account broader 

dimensions of motivation such as perceived 

consequences and individual responsibility (NAM 

theory factors). Second, for the “opportunity” factor, 

analyzing the effect of peer pressure on individual 

behavior requires considering a combination of 

descriptive norms and individual mental norms from 

TPB theory, which makes it easier to describe 

interpersonal factors affecting security behaviors. Third, 

to generalize the concept of ability, it is necessary to 

examine variables such as actual knowledge (AK) and 

perceived knowledge of the individual (PK) as well as 

PBC (from the TPB theory). Therefore, one of the 

important goals of this study is to integrate the 

important variables of NAM and TPB theories to 

strengthen the MOA framework. These proposed 

variables not only predict information security 

behaviors, but also inherently complement motivation, 

opportunity, and ability by definition.  

 

2. 4. Conceptual Model and Research Hypotheses        
This study is an integrated MOA framework for 

analyzing the factors affecting behaviors related to 

human resources information security in the 

organizational environment, which has been prepared 

by considering the socio-psychological factors in the 

model. In the context of MOA, the three main factors, 

namely motivation, opportunity and ability, are indirect 

factors affecting behaviors that are not directly observed 

in this survey but are inferred from other variables. In 

order to examine the complexity of human behaviors, 

researchers have recently emphasized the importance of 

integrating different theories and models for synergistic 

studies [34]. There is a high potential for using 

interdisciplinary research approaches, and the 

knowledge gained in this field can provide new insights 

into the management of human resource security 

behaviors in organizations. Many researchers have 

emphasized that TPB theory is a logical paradigm that 

ignores the role of irrational and emotional motivations 

in shaping behavior. In addition, normative activation 

theory (NAM) is derived only from the heart and states 

that a person's socializing behavior is due to the 

activation of his or her personal norms. Accordingly, it 

seems that TPB and NAM alone may not be sufficient 

to explain human resource security behaviors [35]. 

Therefore, in this study, to prepare clear and measurable 

components for each MOA factor, structures of NAM 

and TPB theories as well as other variables, identified as 

indicators of MOA factors in existing models, have 

been used. It considers the personal and internal goal of 

the individual to perform the behavior, the external 

influencing factors and the effects of the external social 

environment (mental norms) on the individual's 

behavior. The conceptual model of the present study is 

shown in Figure 1. 
To emphasize the socio-psychological causes 

affecting the “motivation” factor, the present study 

considers the three main structures of NAM theory as 

three indicators of motivation. People usually go 

through a series of cognitive processes related to their 

motivation before deciding to start, maintain, or cancel 

an effort, and all three indices of AC, AR, and PN play 

an important role in this cognitive dimension of the 

motivation factor [35, 36]. Attitude - from the TPB 

theory - is also accepted as the fourth indicator of 

motivation. Thøgersen [37] also considers attitude as 

one of the motivational factors in setting behavioral 

goals. The four dimensions identified are the variables 

that motivate security behaviors.  

The opportunity factor in this study broadly includes 

all environmental and interpersonal factors that are 

outside the realm of individual. Therefore, it also 

includes mental and descriptive norms. In this case, if 

employees can predict that they can achieve social 

rewards by accepting social norms, then social norms 

should be considered as an opportunity [38]. Norms 

include the social influences that are prevalent in the 

organizational environment. These social influences can 

reinforce or inhibit the decision to engage in a behavior, 

resulting in a situation that is beyond the individual's 

control. Therefore, norms are considered as constructive 

variables of the opportunity factor. This study considers 

three social norms that are consistent with human 

resource information security practices and affect 

behaviors. First, subjective norms (SNs), which are a 

type of emphatic norm in TPB theory and reflect the 

expectations of others about one's behavior (for 

example, the majority of co-workers expect employees 

to turn off their computers when leaving it), include two 

other important socio-psychological factors, i.e., 

descriptive norms (DN) and organizational norms (ON). 

Descriptive norms are observing and understanding the 

behavior of others in the real world (for example, 

observing and perceiving whether, in real situations, co-

workers behave in accordance with information security 

practices); Organizational norms also reflect the 

organization's expectations of the individual's behavior 

and the degree of commitment or encouragement of the 

organization to promote the desired behavior (for 

example, the organization rewards its human resources 

for observing information security tips). Studies have 

shown that participation of human resources in 

community-friendly behaviors is positively associated 

with organizational support [39]. Positive social norms 

enhance the perceived opportunity of the individual 

through social interaction with colleagues. Negative 

social norms can also limit the individual’s ability to 

engage in behaviors that conform to information 
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security practices. For example, an employee may not 

feel comfortable observing information security tips due 

to selfish coworkers who are unwilling to be bothered to 

protect customer and organization information. To 

examine the ability factor, three indicators have been 

considered, including the individual’s perceived 

knowledge, the individual’s actual knowledge and PBC 

from the TPB theory. A person's perceived knowledge 

refers to his or her personal understanding of his or her 

knowledge of data protection (for example, updating his 

or her information about cyber-attacks). In fact, it shows 

the background knowledge necessary to achieve the 

desired result. Actual knowledge examines an 

individual's understanding of information security facts, 

including that "a website address that starts with http 

has information security." Perceived knowledge is not 

always accurate and is also often judged subjectively. 

Therefore, a standard and correct survey (i.e., actual 

knowledge) is included in the model. Employees of 

human resources, like other employees, need training, 

information systems, coordination, and performance 

management. Therefore, in order to provide the 

expected value of business units, the employees of this 

unit also need training and acquisition of new skills [39, 

40]. In addition, PBC complements a person's physical 

ability with perceived ease to perform a behavior. Based 

on the research background, we provide hypotheses for 

MOA framework factors (H1, H2, H3) and for the 

impact of MOA factors on human resources information 

security behaviors (H4, H5, H6), which are listed in 

Table 1. The present study hypothesizes that ability and 

opportunity are most important if they can be 

internalized in an individual’s motivation, which shows 

the mediating effect of motivation on the behaviors 

suggested in previous studies [41]. 

 
TABLE 1. Research Hypotheses 

Hypothetical structures of MOA variables 

Motivation factor includes the following indicators: a- Attitude 
(AT), b- Awareness of consequences (AC), c- Ascription of 

responsibility (AR) and d- Personal norms (PN). 

H1 

Opportunity factor includes the following indicators: a- Subjective 
norms (SN), B- Descriptive norms (DN) and c- Support for 

organizational norms (ON). 
H2 

The ability factor includes the following indicators: a- Perceived 
knowledge (PK), B) Actual knowledge (AK) and c) Perceived 

behavioral control (PBC). 
H3 

Motivation factor has a positive and direct effect on information 

security behaviors. 
H4 

Opportunity factor has a positive and direct effect on information 

security behaviors. 
H5 

Ability factor has a positive and direct effect on information 

security behaviors. 
H6 

Opportunity factor has a positive and direct effect on motivation. H7 

Ability factor has a positive and direct effect on motivation. H8 

Based on the MOA model, the proposed conceptual 

model consists of three hidden factors of motivation, 

opportunity and ability as well as 10 variables. This 

model includes 8 hypotheses that were described earlier. 

The proposed conceptual model is shown in Figure 1. 

According to this model, opportunity and ability (each 

with 3 variables) play the role of independent factors 

and motivation (with 4 variables) plays the role of 

mediator, and behavior plays the role of dependent 

factor. 

 
 
3. METHODOLOGY  
 
3. 1. Samples and Data Collection          In this study, 

a quantitative approach has been used to investigate the 

impact of MOA factors on behaviors consistent with 

human resources information security in organizations. 

The target population of this research is professors and 

staff from K. N. Toosi University of Technology in 

Tehran, who deal with students and university 

information and the Internet more than other staff. One 

of the reasons for choosing of this university as a 

statistical population is the lack of integration of 

university colleges in one place, and attention to human 

factors can play an effective role in information security 

of students and university documents. 
This survey was conducted in November 2019 by 

distributing a paper questionnaire among a sample of 

200 people, three quarters of whom were professors and 

staff of various faculties of the university and one third 

included the staff of the central building of the 

university. A total of 160 responses were collected. In 

the process of data pruning, responses with missing 

values in terms of information security behaviors were 

deleted. As a result, 141 responses were retained for 

review.  

The final questionnaire consists of 7 items related to 

demographic characteristics and 33 items related to the 

conceptual model of the study (motivation, opportunity, 

ability, security behaviors). Most of these questions 

have been collected using previous studies related to the 

subject of research, and some of them have been slightly 
 
 

 
Figure 1. Conceptual model of the study 
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changed according to the conditions and culture of the 

community as well as the study environment to be 

tangible for the respondents. Responses were collected 

using a 5-point Likert scale with a minimum of 1 and a 

maximum of 5 and were analyzed by SPSS and LISREL 

software. Statistics on respondents' demographic 

characteristics are shown in Table 2. 
 
 

4. DATA ANALYSIS  
 

The analysis of research hypotheses is performed 

through second-order structural equation modeling 

(SEM), in which the structural model describes the 

relationship between latent variables [42], in which each 

second-order factor (i.e., motivation, opportunity, and 

ability) is a combination of several first-order factors 

(e.g., attitude, awareness of consequences, and personal 

norms). In this hierarchical structure, first-order factors 

can be considered as various indicators of second-order 

ones, and therefore help to understand which specific 

aspect (i.e., first-order factor) is involved in motivation, 

opportunity and ability.  
 
 

TABLE 2. Demographic characteristics of the statistical 

population of the study 

(%) Number Demographic info 

49 70 Male 
Gender 

50 71 Female 

20 29 Single 
Marital status 

80 112 Married 

2 4 Diploma and lower 

Education level 
3 5 Associate degree 

32 44 Master’s degree 

63 88 Masters and above 

10 14 Under 5 years 

Work experience 
12 18 5-10 years 

33 46 11-15 years 

45 63 16 years and older 

11 15 20-30 years 

Age 
44 62 31-40 years 

28 40 41-50 years 

17 24 51 years and older 

16 22 Beginner 

English language 

literacy 
56 79 Average 

28 40 Advanced 

5 7 Beginner 
Level of experience 

in working with 

computer/ internet 
55 78 Average 

40 56 Advanced 

According to Table 3, the average of all first-order 

factors is higher than the median. In addition, the values 

of skewness and kurtosis of the factors, which are a 

measure of the normality of the data, are in the range of 

-0.44 and -0.98.  

To fit the measurement model, reliability and 

validity criteria must be investigated. Reliability of the 

measurement model is investigated by criteria such as 

Cronbach's alpha, composite reliability and factor loads. 

Validity is also two types, convergent validity and 

diverging validity. Convergent validity is investigated 

by criteria such as the average variance extracted and 

divergent and composite reliability with Fornell-Larcker 

test. The conceptual model fitting algorithm is in Figure 

2. 

According to Table 4, the average of all second-

order factors is higher than the median. In addition, the 

values of skewness and kurtosis of the factors, which 

are a measure of the normality of the data, are in the 

range of -43.0 and -0.97. According to Briz-Ponce [10], 

the normality of data is confirmed in conditions where 

the values of skewness and kurtosis are in the range of 1 

and -1, so, this condition is confirmed for first and 

second order factors.  

 
4. 1. Validity and Reliability           Cronbach's alpha, 

factor loads and Combined reliability (CR) are the 

criteria for measuring reliability. Also, the average 

variance extracted (AVE) and CR were considered as 

criteria for convergent validity and Fornell-Larcker test 

for divergent validity. Second-order confirmatory factor 

analysis was performed to assess: (1) the convergent 

validity of each first-order factor and (2) whether each 

of the first-order factors, as assumed in H1, H2, and H3, 

is a significant portion of its second-order factor 

(Motivation, opportunity or ability). Factors with a 

factor load of less than 0.5 were excluded from the 

hypothetical model [9]. SPSS software was used to 

 

 
TABLE 3. Descriptive statistics of first-order factors 

Kurtosis Skewness 
Standard 

deviation 
Mean 

First-order 

factor 

0.99 0.69-  1.22 3.54 AT 

0.97 0.62-  1.13 3.48 AC 

0.98 0.61-  1.23 3.52 AR 

0.95 0.71-  1.30 3.52 PN 

0.96 0.59-  0.83 3.19 DN 

0.43-  0.75-  0.71 3.13 SN 

0.96 0.50-  0.73 3.10 ON 

0.98 0.50-  1.11 3.42 PK 

0.97 0.54-  1.20 3.40 AK 

0.96 0.44-  1.04 3.29 PBC 
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Figure 2. Conceptual model fitting algorithm 

 

 
TABLE 4. Descriptive statistics of second-order factors 

Kurtosis Skewness 
Standard 

deviation 
Mean 

Second-order 

factor 

0.70-  0.96 14.19 42.18 Motivation 

0.64-  0.95 6.63 28.25 Opportunity 

0.53-  0.97 9.70 30.30 Ability 

0.97 0.46-  3.33 10.82 Behavior 

 
 
calculate Cronbach's alpha, CR and AVE and the Laser 

software was used to calculate factor loads. The 

minimum acceptable value for Cronbach's alpha 

coefficient is 0.7 [25]. The third step in examining 

convergent reliability is to calculate the Composite 

reliability. The minimum accepted value for Composite 

reliability is also considered to be 0.7 [26]. According to 

Fornell and Larcker [15], the AVE of any structure must 

be greater than 0.5. The results of convergent reliability 

and validity calculations are shown in Tables 5 to 9. As 

the results of convergent reliability and validity 

calculations show that the factor load of all items is 

more than 0.5 and Cronbach's alpha coefficient of all 

factors is higher than 0.7. Therefore, the reliability of 

the present study is supported. In the convergent 

validity test, for all first-order factors, AVE is higher 

than the suggested threshold (from 0.61 to 0.88) and CR 

is satisfactory (from 0.80 to 0.98), and AVE and CR are 

also acceptable for second-order factors (Table 9), 

which supports the convergent validity of the study. 

Divergent validity is also supported because the value of 

the AVE root of the latent variables in the major 

diameter of the matrix is greater than the value of the 

correlation between them in the lower and left cells of 

major diameter (according to Table 10). According to 

these results, it can be said that convergent reliability 

and validity have been confirmed. 

Table 5 statistics of fit of hidden variable and survey 

items related to motivation factor, Table 6 statistics of 

fit of hidden variable and survey items related to 

opportunity factor, Table 7 statistics of fit of hidden 

variable and survey items related to ability factor, are 

available in appendix section.  

As shown in the results of convergent reliability and 

validity calculations, according to Table 9, the factor 

load of all second-order factors are greater than 0.5 and 

the Cronbach's alpha coefficient of all factors is higher 

than 0.7. Therefore, the reliability of the present study is 

supported. For the second-order factors, AVE and CR 

are also acceptable in the convergent validity test, which 

supports the convergent validity of the study. 

To calculate the Fornell-Larcker index, the value of 

the AVE root of the latent variables in the major 

diameter of the matrix must be greater than the 

correlation between those arranged in the lower and left 

cells of the original diameter [14]. In this study, the 

value of the AVE root of the hidden variables in the 

major diameter of the matrix is greater than the 

correlation value between them in the lower and left 

cells of the major diameter (Table 8).  

 

 
TABLE 8. Statistics of fit of hidden variable and survey items related to behavior factor 

Cronbach's 

alpha 

Combined 

relibility 
AVE 

Factor 

load 

standard 

deviation SD 
Item Hidden variables 

0.95 0.98 0.86 

0.92 1.01 
Because forgetting multiple passwords is probable, I 

use the same password for all my accounts. 

Information 

security behaviors 0.93 1.28 
When someone sends me a link, I open it without 

making sure the link is valid. 

0.94 1.19 I will create a backup of my important information. 

 

 

Reliability:  Factor loads    Cronbach's alpha    Composite reliability 

Convergent validity:           Average Variance Extracted

Divergent validity:              Fornell-Larcker test

Fitting measurement model – External model

P – Value

R2

Fitting measurement model – Internal  model

GOF index

Fitting general model

Direct effect analysis           Indirect effect analysis        General effect analysis

Research hypothesis test
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TABLE 9. Statistics of fit of second-order factors 

Cronbach's 

alpha 

Combined 

reliability 
AVE 

Factor 

load 

First-

order 

factor 

Second-

order 

factor 

0.98 0.99 0.92 

0.98 AT 

Motivation 
0.94 AC 

0.95 AR 

0.97 PN 

0.96 0.98 0.89 

0.97 DN 

Opportunity 0.92 SN 

0.96 ON 

0.96 0.99 0.90 

0.95 PK 

Ability 0.97 AK 

0.91 PBC 

 

 
TABLE 10. Divergent validity by Fornell-Larcker test 

PBC AK PK ON SN DN PN AR AC AT Factor 

         0.90 AT 

        0.91 0.88 AC 

       0.93 0.90 0.88 AR 

      0.92 0.91 0.89 0.89 PN 

     0.89 0.87 0.86 0.85 0.88 DN 

    0.78 0.87 0.85 0.84 0.83 0.85 SN 

   0.80 0.77 0.88 0.85 0.85 0.85 0.87 ON 

  0.91 0.77 0.75 0.87 0.85 0.88 0.87 0.87 PK 

 0.94 0.90 0.79 0.76 0.88 0.87 0.89 0.86 0.88 AK 

0.90 0.88 0.88 0.75 0.73 0.86 0.81 0.82 0.83 0.81 PBC 

 

 

4. 2. Structural Model Analysis              The internal 

model describes the relationship between the hidden 

variables. To evaluate the internal model, the path 

coefficient, t-statistic and coefficient R2 (variance of 

each factor) must be calculated. In the present study, all 

the criteria required for structural model analysis have 

been calculated by SPSS software. Path coefficients 

represent the overlap level between the two hidden 

variables. In other words, the path coefficient indicates 

the existence of a linear causal relationship and the 

intensity and direction of this relationship between the 

two hidden variables. The path correlation coefficient is 

a number between +1 and -1. A value of zero means that 

there is no linear relationship between the two hidden 

variables. According to Table 11, the magnitude of the 

significance coefficients t for all relations in the model 

is greater than 1.96, which means that the path 

coefficient is accepted at the significance level of 95%. 

Also, since the value of p statistic for all available 

relations is less than 0.05, all hypotheses are confirmed.  

TABLE 11. Hypotheses of the internal model 

Confirmed? P value 
T 

statistic 

Path 

correlation 
Hypotheses Number 

yes 0.000 32.597 0.040 
Motivation

→ Behavior 
1 

yes 0.000 52.330 0.061 
Opportunity

→ Behavior 
2 

yes 0.000 34.648 0.846 
Ability→ 

Behavior 
3 

yes 0.000 19.23 0.446 

Opportunity

→ 

Motivation 

4 

yes 0.000 21.29 0.495 
Ability→ 

Motivation 
5 

 

 
The coefficient R2 is a criterion used to correlate the 

measurements and the structural equation modeling and 

shows the effect of an independent variable on a 

dependent variable (Table 12). The higher the 

coefficient of determination related to the dependent 

variables of a model, the better the model fits. Three 

values of 0.25, 0.5 and 0.75 are considered as the 

criterion values for weak, medium and strong values of 

R2 [14, 15].  

 

 
5. DISCUSSION  
 

In this study, which was based on the MOA model, the 

results confirm that awareness of consequences, 

ascription of responsibility, personal norms and 

attitudes play a role in creating the motivating factor. 

Subjective norms, descriptive norms, and organizational 

norms help create the opportunity factor. Perceived 

behavioral control, perceived knowledge, and actual 

knowledge play a role in creating the ability factor. It 

can also be concluded that ability, opportunity and 

motivation directly affect the information security 

behaviors of organizational human resources, where, the 

effect of ability is more than opportunity and that of 

opportunity more than motivation. Also, the two factors 

of opportunity and ability affect the behavior of 

organizational human resources indirectly and through 

the motivation mediatory factor. According to the 

results, the mediating effect of motivation in the 

relationship between the ability and behavior is less than 

 

 
TABLE 12. Coefficients of determination of dependent 

variables 

Coefficient of determination (R2) Dependent variable 

0.883 Behavior 

0.858 Motivation 
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8%, which is ignorable. According to the VAF concept 

proposed by Zhao et al. [41], it can be inferred:  

• Considering the coefficient of 0.079 as the total 

effect of the opportunity factor on the behavior factor, 

23% of the total effect is indirect,  

going through the following path: opportunity → 

motivation → behavior (0.079 ÷ 0.040 × 0.446). 

• 77% of the total effect of opportunity factor on 

behavior is a direct effect, going through the path: 

opportunity → behavior (0.079 ÷ 0.061).  

• Considering the coefficient of 0.866 as the total 

effect of the ability factor on the behavior factor, 3% of 

the total effect is indirect, going through the following 

path: ability → motivation → behavior (0.866 ÷ 0.040 × 

0.495).  

• 97% of the total effect of ability factor on 

behavior is a direct, going through the following path: 

ability → behavior (0.866 ÷ 0.846).  

Considering these values and the prominent effect of 

“ability” in human resource security behaviors, it can be 

concluded that holding the necessary training courses to 

enhance information level and employees' abilities for 

information security can motivate people to maintain 

security and also improve their security behaviors. In 

addition, creating organizational norms in the form of 

financial and social rewards for observing information 

security tips in the organization as well as creating a 

demanding culture among employees (for example, if 

your colleague does not pay attention to information 

security tips, ask him to reconsider his behavior), can be 

useful strategies to improve perceived employee 

opportunities, which in turn improves security 

motivation and behaviors. Organizational efforts can 

also focus on exerting beneficial normative influence in 

the organization to increase social norms. Conducting 

personality tests on employees can also help managers 

(especially human resources managers) to plan and 

implement appropriate strategies correspondent to 

personal differences in order to know the employees’ 

subjective norms, personal norms and to some extent, 

their attitude and responsibility in order to maintain the 

security of the organization's information as much as 

possible.  

 

5. 1. Research Limitations and Recommendations 
for Future Research            In carrying out any 

research project, obstacles and limitations emerge on the 

way. This study is no exception and therefore, we 

indicate the existing barriers and limitations. One of 

these limitations is the measurement tool used in this 

study, because in this study, a questionnaire was used to 

collect data, the inherent limitations of the 

questionnaire, such as superficial consideration of real 

events and scalability can prevent attaining real results 

and the respondents have encountered perceptual errors 

in answering the questions. Accordingly, new methods 

can be used for data collection in future research. Also, 

in this study, a total of 141 questionnaires have been 

analyzed for data collection. Naturally, increasing the 

number of questionnaires and consequently increasing 

the number of available data can increase the 

consistency and validity of the results. It should also not 

be overlooked that the moderator variable was not used 

in this study. In general, the use of adjusting variables 

such as gender, age, work experience, etc. could provide 

more comprehensive and accurate results. With the 

variables defined in each of the MOA factors, this 

framework can be used as a diagnostic tool to identify 

the limiting factors of information security behaviors in 

a particular organization and can become the basis for 

future studies to identify the right strategies in order to 

maintain information security and thus help decision 

makers to create more efficient and targeted executive 

programs to promote behavior change.  
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7. APPENDIX 
 

TABLE 5. Statistics of fit of hidden variable and survey items related to motivation factor 

Cronbach's 

alpha 
Combined 

reliability 
AVE Factor 

load 

Standard 

deviation SD 
Item Hidden 

variables 

0.93 0.96 0.82 

0.90 1.20 Adherence to workplace information security tips is essential. 

Attitude (AT) 

0.92 1.35 
Holding information security training courses for the 

organization's employees is a waste of time and money. 

0.90 1.34 

Accomplishing a project in less time and with lower 

information security levels is better than accomplishment of 

the project in more time but with higher information security. 

0.93 0.96 0.83 

0.92 1.16 
Observance of workplace information security tips will have 

positive consequences for the organization. 

Awareness of 
Consequences 

(AC) 
0.91 1.20 

By observing the information security of the workplace, I will 

play a beneficial role for my organization. 

0.90 1.24 
Non-observance of workplace information security tips will 

have adverse consequences for the organization's customers. 

0.95 0.97 0.86 

0.95 1.38 

Because my involvement in information security is ignored by 
the organization, I do not feel responsible for complying with 

my workplace security tips. 
Ascription of 

Responsibility 

(AR) 
0.94 1.32 

The responsibility for information security of my workplace 

lies with the organization itself, not me. 

0.89 1.16 
I feel responsible for adhering to workplace information 

security tips. 

0.95 0.97 0.85 

0.91 1.34 
I feel guilty when I do not follow the information security tips 

in performing my duties. 
Personal norms 

(PN) 0.94 1.41 
No matter how others behave, I feel morally obligated to 

follow the information security tips of my workplace. 

0.92 1.35 I feel good when I follow the information security tips. 

 

 

TABLE 6. Statistics of fit of hidden variable and survey items related to opportunity factor  

Cronbach's 

alpha 
Combined 

reliability 
AVE Factor 

load 
Standard 

deviation SD 
Item Hidden 

variables 

0.92 0.94 0.80 

0.93 0.92 
My colleagues are concerned about workplace security 

vulnerabilities. 

Descriptive 

norms (DN) 
0.94 0.94 

My colleagues pay attention to information security in the 

performance of their duties. 

0.79 0.84 
My colleagues work to ensure the safety of workplace 

information. 

0.82 0.80 0.61 

0.78 0.82 
My colleagues expect me to lock or shut down my system 

when it leaves. 

Subjective 

norms (SN) 

0.79 0.83 
My colleagues expect me to be aware of the presence of 

strangers when giving confidential information. 

0.78 0.83 

My colleagues expect me not to connect my personal 

communication devices such as cell phones, flash memories, 

etc. to workplace systems. 

0.85 0.84 0.64 

0.78 0.84 
My organization rewards its employees (in various ways) 

for adhering to information security tips. 

Organizational 

norms (ON) 

0.81 0.83 
Observing information security tips in my workplace is 

defined as an organizational culture and value. 

0.82 0.85 

The leadership and management of my organization strive to 

provide in-house training courses to increase employee 

awareness of information security. 
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TABLE 7. Statistics of fit of hidden variable and survey items related to ability factor 

Cronbach's 

alpha 
Combined 

reliability 
AVE Factor 

load 
Standard 

deviation SD 
Item Hidden 

variables 

0.93 0.96 0.83 

0.90 1.02 
I'm constantly updating my knowledge of cyberattack 

malware and data theft methods. 

Perceived 

Knowledge (PK) 0.89 1.18 
I know how to use the firewall and update my system 

security software. 

0.95 1.32 I how to make the deleted files irrecoverable. 

0.94 0.98 0.88 

0.92 1.43 
The website address that starts with http guarantees 

information security. 

Actual 

Knowledge (AK) 
0.99 0.97 

I am familiar with more than three of the following 

concepts. -Phishing attacks -Social engineering attacks -
DDOS attacks -Cloud database -Multi-factor 

authentication 

0.91 1.34 
Before downloading a file, it can be checked to see if 

it’s a virus. 

0.92 094 0.81 

0.85 0.98 
I'm sure I can follow my workplace information 

security tips if I want to. 

Perceived 

Behavioral 

Control (PBC) 

0.87 1.09 
It's entirely up to me whether I follow my job security 

tips. 

0.97 1.27 
Applying information security methods in my 

workplace is completely under my control. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Persian Abstract 

 چکیده 
از    یناش  یتیامن  یدات و تهد  یبریاز حملات سا  یمیعظ  یلبا آن روبرو هستند. در حال حاضر س  یااست که امروزه سازمان ها در سراسر دن  یاتیمسأله ح  یکاطلاعات    یتامن

انگار انسان  ی سهل  ا  یاتفاق م  یعوامل  انسان  یتامراهم  ینافتد که  منابع  انگ  یکپارچه  ی. پژوهش حاضرچارچوبکندی در سازمان را دوچندان م  ی رفتار    یی توانا-فرصت  یزهاز 

(MOAرا ارائه م )از مدل    یاجتماع  یدهد که شامل عوامل روانشناخت  یNAM   یهو نظر  TPB  ی از دانشگاه ها   یکیدر   یتیامن  یکننده رفتارها  یینتع   یرهایمتغ   یبررس  یبرا  

از روش    یق،تحق  یها  یه قرار گرفته است. فرض  یل شده و مورد تحل  یدانشگاه، جمع آور  ین ن کارکنان ایپرسشنامه ب  141  یع منظور اطلاعات با توز  ین ا  ین است. برامعتبر تهرا

  یشترین ب  ییدهد که توانا  یاصله نشان مح  یجو آزمون قرار گرفته است. نتا  یمورد بررس  Lisrelو    SPSS( و با استفاده از نرم افزار  SEM)  یمعادلات ساختار  یمدل ساز

فرصت و    یرگر تأث  یانجیم  یزه،انگ  ین،بر رفتار دارند. علاوه بر ا  یو معنادار  یممستق  یرتأث  یببه ترت  یزه،اطلاعات دارد و به دنبال آن فرصت و انگ  یتامن  ایرا در رفتاره  یرتأث

 است. یدهگرد یهدر سازمان ارا  ی انسان نابعاطلاعات بر اساس عوامل محدود کننده رفتار م یتمؤثر امن  یها یطراحان استراتژ یبرا یشنهادهاییاست. در انتها پ ییتوانا
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A B S T R A C T  
 

 

Gypsum is a soluble material, and it is one of the problematic components in the soil in the west of Iraq. 
Al-Najaf is one of the governorates in Iraq which suffers from the gypsum content in different levels. 

The soil of the city is mainly sand-sized particles bonded by different percentages of gypsum. The main 

problem of this component is the dissolution upon the wetting process in unsaturated conditions. This 
paper investigates the effect of decreasing the matric suction (wetting) on soil deformation under a 

specific stress level. A modified Oedometer setup is used to perform the tests, including the application 

of air and water pressures up to achieve the specific matric suctions. The investigation includes three 
matrics suctions of (50, 20, and 0 kPa) and each under three net normal stresses of 221 kPa, 442 kPa and 

885 kPa respectively. The soil specimens are remolded to 95% of the maximum dry density from the 

proctor test. The results revealed that the highest value of collapse potential (CP) is under the stress of 
221kPa. The greatest part of the CP is achieved before the saturation of the soil. This issue must be 

considered in the analysis and design of the foundation in unsaturated gypseous sandy soils as an 

improvement issue. 

doi: 10.5829/ije.2021.34.12c.08 
 

 

NOMENCLATURE 

Cu Soil water characteristics curve USCS Unified soil classification system 

Cc Initial void ratio Sp Sand poorly-graded 

Wn Natural moisture content dry dry density 

Ua Pore air pressure  Volumetric water content 

Uw Pore water pressure Gs Specific gravity 

owc Optimum water content Sm Matric suction 

 
1. INTRODUCTION1 
 

Al-Najaf city is an important city in Iraq due to its 

religious value, and there are many preserved and 

architectural heritage buildings which may be faced by 

the risk of conservation. The city soil consists of more 

than 70% of sand to a depth of 14m with gypsum content 

varied from 10 to 30% in the upper 2m depth [1, 2]. The 

spatial arrangement of sand, silt and clay grains, pore 

geometry, size distribution and network connectivity 

allows both capillary condensation and effective 

capillary transport of water [3]. Granular materials have 

a very low air-entry value. Besides, capillary forces 
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induced by suction increase the inter-particle stresses 

resulted in a decrease in void ratio and increase of dry 

unit weight [4]. Metastable characteristics of soils due to 

high porosity and kind of cementation present a 

temporally unstable structure when undergoing an 

increase of wetting and/or variation of the stress state [5]. 

Gypseous soil is collapsible soil that causes problems 

to buildings and structures constructed on them due to a 

significant decrease in the shear strength as they are 

exposed to wetting [6, 7]. This collapse depends on many 

factors, such as the wetting process [8-11], higher 

gypsum content, void ratio, permeability [12], initial 

degree of saturation [13, 14] and soil time-based wetting 
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prior loading [15-17]. Gypseous soils experience 

numerous changes in their physical and mechanical 

characteristics due to their exposure to continuous mass 

loss [18]. The soils’ bearing capacity is decreased by 

about 50% due to the soaking process [19]. The shear 

strength of the soil can be improved by advancing the 

soaking time (long term) before shearing [20, 21]. The 

settlement of the gypseous soils is increased and 

continued relating to the increase of the gypsum content 

due to wetting [17]. The shape and dimensions of 

remolded soil specimens affect the reliability of the 

deformation results, and the Oedometer cell (cylindrical) 

gave a clear trend of results compared to other specimen 

shapes (rectangular) [22]. 

The unsaturated state always presents in collapsible 

soils where large collapse occurs with a decrease in the 

matric suction (𝑢𝑎−𝑢𝑤) [18]. During wetting in the sand, 

a sudden reduction in volume occurs, as observed by 

means of granulometry, porosimetry, permeability, 

optical and ESEM-EDS microscopy, thermogravimetry 

and XR diffractometry, electric conductivity, and ionic 

chromatography [19]. Unsaturated soil changes its 

volume when the magnitude of the "𝑢𝑎−𝑢𝑤" or the net 

normal stress changes, and this leads to the occurrence of 

the phenomenon of collapse [23, 24]. Richards’ equation 

is a nonlinear constitutive relation that described the 

water flow in an unsaturated porous medium [25]. The 

bearing capacity increased nonlinearly from 2.55 to 3.95 

times as the suction increased [26]. The more increase of 

the nano-clay to the gypseous soil sample, the more 

decrease in collapse potential [27].  

This paper investigates the effect of matric suction on 

the deformation of sandy soil with high gypsum content 

in Al-Najaf city, Iraq. This investigation is performed 

under different net normal stresses to represent the case 

of wetting progression under a certain construction load. 

The investigation is done using a modified Oedometer 

cell which controls the air and water pressures.  

 

 

2. MATERIALS, TOOLS AND METHODOLOGY 
 
The tests are performed on a soil sample from Al-Najaf 

city, Iraq. The sample was disturbed and collected in a 

plastic bag to maintain the natural water content. The soil 

sample is mainly sand. Table 1 summarizes the main soil 

identification properties and classification. 

The natural water content is low (3%), and the soil 

may act as a dry behavior. The low Gs is related to the 

high gypsum content (29%), as to be stated in the 

literature. The higher dry density in the field (1.829 

gm/cm3) with lower water content may be attributed to 

the bonding condition by gypsum material. Figures 1 and 

2 illustrate the grain size distribution and standard 

Proctor tests results. 

 

 
Figure 1. The particles size distribution of the soil sample 

 

 

 
Figure 2. The results of standard Proctor test. 

 

 
TABLE 1. The results of soil sample identification and 

classification tests.. 

Test name Specification Value 

Sand, % ASTM D422 86% 

Fine, % ASTM D422 1.74% 

D10, D30 and D60, mm ASTM D422 0.22,0.47,1.45 

Cu ASTM D422 6.6 

Cc ASTM D422 0.703 

USCS ASTM D422 SP 

Gs ASTM D854 2.38 

Gypsum content, % ASTM C25-99 29 

Wn, % ASTM D2216 3 

O.W.C., % ASTM D698 15 

dry, gm/cm3 ASTM D698 1.825 

 
 

3. TOOLS AND EQUIPMENT 

 

Figure 3 represents the scheme of the equipment and 

tools that have been used in the tests. The modified 

Oedometer is divided into three main categories. First, 

the modified cell, second, the control board (system of 
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the pressure application) and third, the data logger. The 

following paragraphs illustrate the details of each part: 

 

3. 1. Modified Oedometer Cell            A modified 

Oedometer cell was adopted to apply a specific matric 

suction in unsaturated testing (wetting process) by 

controlled application of air and water pressures. The 

modified Oedometer consists of a top cap, a grooved base 

plate, a High Air Entry ceramic disc (HAE), an inner cell 

and an outer cell. The 5 cm diameter HAE disc is 

installed on the base plate (by screws), and the grooves 

in the base plate are acting as canals to drain the air 

bubbles out through the flush valve before the work 

begins. The pore air pressure (ua) is controlled and 

applied through the top cap, while the pore water pressure 

(uw) is exerted through the HAE ceramic disc and an O-

ring (outer ring) to avoid water leakage. The soil 

specimen is remolded to the specific density in the inner 

cell. Plate 1 illustrates the final setup of the modified 

odometer test. 

 

3. 2. Control Board           Plate 2 shows the control 

board through which the test is operated. The control 

board consists of a compressor with a pressure capacity 

of 11 bar (1100 kPa) to control the whole system, a 

cylindrical container is filled with water to use in the 

application of water pressure before the start of the test, 

non-stretching tubes of 6 cm in diameter, regulators that 

 

 

 
Figure 3. The scheme of the used tools and equipment. 

 

 

 
Plate 1. The modified Oedometer cell. 

can regulate the pressure up to 30 bar, a ruler to measure 

the change in the water volume and sensors connected to 

a data logger to read the specific pressures. For the safety 

of the control board system, another regulator is 

connected to the compressor to maintain the pressure 

within suitable air pressure (3 bar) to the system. 
 

3. 3. Datalogger and Software              Plate 3 illustrates 

the data logger, which consists of eight channels that 

enable to perform more than one test. The data logger is 

connected to a computer and to the control board by 

sensors to read the applied water and air pressures. A 

linear variable differential transformer (LVDT), 0.01 

mm, to calculate the axial vertical displacement of the 

specimen throughout the test. The software is a program 

that is installed on the computer, through which the 

readings of the settlement, the air and water pressure are 

recorded per second or even milliseconds. The results are 

also recorded on the excel sheet. 
 

 
4. METHODOLOGY 
 

For analysis, three soil specimens were prepared and 

remolded into an Oedometer cell of 19.38 mm in height 

 

 

 
Plate 2. The control board 

 

 

 
Plate 3. Setup of the computer software 
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and 50.31 mm in diameter, where the soil specimen was 

stacked in four layers, each layer having a height of 4.85 

to achieve the required density. The dry density is 95% 

of the maximum dry density from the proctor test with 

3% by weight water content . 

The initial volumetric water content is around 2%, 

and concerning the soil water characteristics curve 

(SWCC) of the selected site, the initial matric suction 

(Sm) is 50kPa. The initial matric suction of 50kPa is 

selected depending on the natural water content of the 

soil sample and using the soil water characteristics curve 

(SWCC) [1]. 

A 1 bar (max difference between air and water 

pressure is 100 kPa) HAE ceramic disc was selected 

based on the natural water content that suited the 50 kPa 

matric suction (as initial matric suction) from the 

SWCCs, then, the matric suction is decreased up to 

saturation condition (zero matric suction). Three matrics 

suction values (Sm) were selected to perform the tests, 

initial (50kPa), intermediate (20kPa) and zero matric 

suction (saturated). The change in matric suction is 

performed by maintaining the pore air pressure (ua=150 

kPa) and increase the pore water pressure (uw=100, 130 

and 150kPa). Each of the three specimens initially was 

subjected to the initial matric suction (Sm=50 kPa), then 

a gradual net normal stress was applied (55, 111, 221, … 

kPa) until reaching the specific stress level, then a change 

in matric suction is applied (decreasing). These stress 

levels are selected to draw the e-log within the below 

and upper designed bearing capacity limit of the site soil. 

Table 2 illustrates the tests program. 
 
 

5. RESULTS AND DISCUSSION 
 
5. 1. Effect of Matric Suction            Figures 4, 5 and 6 

show the settlement in terms of void ratio versus log net 
 

 

TABLE 2. Tests program 

Sm, 

kPa. 

Net Normal Stress, kPa 

Wetting at 221 

kPa 

Wetting at 442 

kPa 

Wetting at 885 

kPa 

50 
55, 111 then 

221 
55, 111, 221 then 

442 
55, 111, 221, 442 

then 885 

20 221 442 885 

0 221 442 885 

0 111* 221* 442* 

0 221** 111* 221* 

0 442 221** 111* 

0 885 442** 221** 

0  885 442** 

0   885** 

* unloading stage 

** reloading stage 

normal stress for different matric suctions (50, 20, 0 kPa). 

Under all the investigated net normal stresses, there is a 

clear decrease in the void ratio due to the wetting process 

at matric suction of 20kPa, while this decrease is smaller 

at matric suction of 0kPa (saturation). This phenomenon 

may be caused by first; the potential settlement is 

completely achieved due to the stress level and  

 

 

 
Figure 4. The void ratio versus the log net normal stress for 

different matric suction under a stress level of 221 kPa. 

 

 

 
Figure 5. The void ratio versus log net normal stress for 

different matric suction under stress level of 442 kPa. 

 

 

 
Figure 6. The void ratio versus log net normal stress for 

different matric suction under stress level of 885 kPa. 



2640                   M. J. Abrahim and M. S. Mahmood / IJE TRANSACTIONS C: Aspects  Vol. 34, No. 12, (December 2021)    2636-2641                      

dissolution of the gypsum, or, second, the lack of time, 

whereas the specimen needed a longer time to reach the 

matric suction of 20kPa than the 0kPa . 
Table 3 displays the collapse potential (CP) for each 

level of the net normal stress and the matric suction, 

according to Jennings & Knight modified method [18, 

28]. Obviously, the highest CP (0.677) is under the net 

normal stress of 221 kPa, and the highest part (0.639) of 

the CP is due to wetting progress at matric suction of 20 

kPa. With increasing the net normal stress, the CP is 

decreased at 20 kPa of matric suction and increased in 

saturation, and this can be explained due to the effect of 

loading and gypsum dissolution interaction. This certifies 

that the stress level of 200 kPa is an effective level to 

evaluate the soil collapse, as indicated in the Jennings & 

Knight modified method. All values of CP are within the 

"no problem" category according to the classification of 

severity by Jennings & Knight modified method, and 

these values are within collapse degree of "slight" 

according to ASTM D5333. These results may be 

attributed to the high initial density of the specimen (95% 

of the maximum dry density). 

 

 

5. 2. Effect of Loading            To investigate the effect 

of net normal stress level on the behavior of the soil 

specimen, two other specimens prepared from the same 

sample are subjected to other levels of stress, 442 kPa and 

885 kPa. Figures 5 and 6 show the results under the stress 

levels of 442 kPa and 885 kPa, respectively . 

With higher initial settlement (initial Sm=50 kPa), the 

trends of the deformation versus time are close to that 

under net stress of 221 kPa. With an initial higher stress 

level, the effect of the wetting process is low. The 

settlement ratio increases with Sm=20 kPa is 1.1404 

under the stress of 442 kPa, while the settlement ratio 

increase is 1.0629 under the stress of 885kPa. 

In higher stress levels, there is an increase in the time 

required to achieve both the specific matric suction and 

the total settlement, and this may be attributed to the 

restriction of the stress on the water volume change in the 

soil voids.  The settlement ratio increases with Sm=0 kPa 

is 1.0448 under the stress of 442 kPa, while the settlement 

ratio increase is 1.0676 under the stress of 885 kPa. 

 

 

 
TABLE 3. The Collapse potential under different net normal 

stresses and matric suction. 

Net normal stress, 

kPa 

Collapse potential (CP) 

=20 =0 Total 

221 0.639 0.038 0.677 

442 0.413 0.150 0.564 

885 0.263 0.301 0.564 

6. CONCLUSIONS 
 
The recent paper investigates the effect of wetting 

progression due to different matric suction (50, 20 and 

0kPa) in unsaturated gypseous sand using a modified 

Oedometer. This investigation is performed under three 

different levels of net normal stresses (221, 442 and 885 

kPa). From the current investigation, the following points 

can be concluded: 

• With decreasing in the matric suction (wetting), there 

is an increase in soil settlement under the different net 

normal stress levels. 

• From the investigation, the net normal stress level of 

221 kPa is dominated in the calculation of collapse 

potential (CP), where the related CP is the highest 

during wetting advancement in the unsaturated soils.  

• The main part of the collapse is before the saturation 

(matric suction = 0 kPa) in unsaturated soils, which is 

the most important issue to be considered in the 

analysis and design of foundations in unsaturated 

gypseous sandy soils. 

• It is recommended to investigate the effect of 

different stress levels, matric suction, and initial soil 

properties on the stability of the structures. 
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Persian Abstract 

 چکیده 

رنج می برد. گچ یک ماده محلول است و یکی از اجزای مشکل ساز خاک در غرب عراق است. نجف یکی از استان های عراق است که از سطوح گچی در سطوح مختلف  

دن در شرایط غیر اشباع است. این  خاک شهر عمدتا از ذرات به اندازه ماسه است که با درصدهای گچی به هم متصل شده اند. مشکل اصلی این جزء انحلال در فرآیند خیس ش

عمال فشار هوا و آب به  مقاله به بررسی تأثیر کاهش مکش ماتریک )خیس شدن( بر تغییر شکل خاک تحت یک سطح تنش خاص می پردازد. برای انجام آزمایشات ، از جمله ا

کیلو پاسکال( و هریک   0و  20،  50ه می شود. این تحقیق شامل سه مکش ماتریکی )منظور دستیابی به مکش های ماتریک خاص ، از یک تنظیم کننده اندازه گیری شده استفاد

درصد حداکثر چگالی    95کیلو پاسکال است. نمونه های خاک در آزمایش پروکتور تا    885کیلو پاسکال و    442کیلو پاسکال ،    221تحت سه تنش نرمال خالص به ترتیب  

قبل از اشباع خاک به دست می    CPاست. بیشترین مقدار  kPa  221تحت فشار   (CP)داد که بیشترین مقدار پتانسیل فروپاشی  خشک مجدداً بازسازی می شوند. نتایج نشان  

 ر گیرد. آید. این مسئله باید در تجزیه و تحلیل و طراحی فونداسیون در خاکهای شنی گچی غیر اشباع به عنوان یک مساله بهبودیافته مورد توجه قرا
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A B S T R A C T  
 

 

The Travelling Salesman Problem (TSP) is one of the fundamental operational research problems where 
the objective is to generate the cheapest route for a salesman starting from a given city, visiting all the 

other cities only once and finally returning to the starting city. In this paper, we study the Travelling 

Salesman Problem in uncertain environment. Particularly, the single valued triangular neutrosophic 
environment is considered viewing that it is more realistic and general in real-world industrial problems. 

Each element in the distance matrix of the Travelling Salesman Problem is presented as a single valued 

triangular neutrosophic number. To solve this problem, we enhance our novel column-row heuristic 
Dhouib-Matrix-TSP1 by the means of the center of gravity ranking function and the standard deviation 

metric. In fact, the center of gravity ranking function is applied for defuzzification in order to convert 

the single valued triangular neutrosophic number to crisp number.  A stepwise application of several 

numerical Travelling Salesman Problems on the single valued triangular neutrosophic environment 

shows that the optimal or a near optimal solution can be easily reached; thanks to the Dhouib-Matrix-

TSP1 heuristic enriched with the center of gravity ranking function and the standard deviation metric. 

doi: 10.5829/ije.2021.34.12c.09 
 

 
1. INTRODUCTION1 
 

In 1995, Smarandache [1] introduced the philosophy of 

neutrosophic which covers wide concepts more than the 

intuitionistic (that can handle only the incomplete 

information); which consists of: set, probability, 

statistics, logic and theory. The neutrosophic number can 

handle three independent memberships: Truth (T), 

Indeterminacy (I) and Falsity (F), where T, I and F are 

subsets of [-0, 1+]. 

Several recent research papers deal with the 

application of neutrosophic concept. Ibrahem et al. [2] 

developed a neutrosophic analytical hierarchy process 

model to measure the degree of credit risk for a private 

Bank. Khalifa Abd El-Wahed and Kumar [3] solved the 

neutrosophic assignment problem where the matrix 

elements; they presented as interval-valued trapezoidal 

neutrosophic number using the order relations technique. 

Moreover, Hamiden [4] used the weighting Tchebycheff 
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technique to generate a relative weights and ideal targets 

for the multi-objective assignment problem in the 

neutrosophic trapezoidal fuzzy situation. Prabha and 

Vimala [5] optimized the triangular fuzzy neutrosophic 

assignment problem is using the branch and bound 

technique and the efficiency is illustrated on a real-world 

agricultural problem. Chakraborty et al. [6] deigned a 

new score and accuracy technique is to convert the 

pentagonal neutrosophic fuzzy numbers into crisp 

numbers for the transportation problem in pentagonal 

neutrosophic environment. 

Subasri and Selvakumari [7] solved the travelling 

salesman problem in neutrosophic environment with 

trapezoidal fuzzy distance via the branch and bound 

method. In addition, Subasri and Selvakumari [8] 

optimized the TSP in neutrosophic domain using 

triangular fuzzy distance through the ones assignment 

method.  

Obviously, the TSP is an NP-complete problem [9]. 
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Its objective is to find the cheapest route of a salesman 

starting from a given city, visiting all the other cities only 

once and finally returning to the starting city. This 

problem has been formulated by Equation (1): 

1 1

1
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n n
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
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(1) 

Where pij is a binary variable (if city i and city j are not 

connected then pij = 0 else pij = 1) and dij denotes the 

distance between city i and city j.  

Our investigation shows that all of the research papers 

in the field of neutrosophic theory in operational research 

were intensive on the transportation problem and the 

assignment problem. Likewise, very limited number of 

research papers focused on solving the TSP in 

neutrosophic environment. Motivated by the above-

mentioned problem, this paper proposes the first 

resolution of the TSP in single valued triangular 

neutrosophic environment with center of gravity score 

function. In fact, each element dij in the TSP distance 

matrix is considered as a single valued triangular 

neutrosophic distance and defuzzied to crisp number 

using the center of gravity score function. Hence, this 

TSP is optimized by our recently invented heuristic [10] 

entitled Dhouib-Matrix-TSP1 (DM-TSP1). Moreover, 

this paper presents the first application of the DM-TSP1 

to the neutrosophic domains. 

The rest of this paper is structured as follows. In 

section 2, we study the neutrosophic number concept. In 

section 3, we present the proposed DM-TSP1 heuristic 

enriched with the center of gravity ranking function. In 

section 4, we illustrate the resolution by applying the 

adapted DM-TSP1 technique on several numerical 

examples. Finally, in section 5 we present the conclusion 

and our further research work. 

 

 

2. THE TRINAGULAR NEUTROSOPHIC NUMBER 
 

This section gives a brief overview of the triangular 

neutrosophic concept [11, 12]. The triangular fuzzy 

number Y  is denoted by ( , , )
a b c

Y y y y=  where 
a

y , 
b

y  

and 
c

y  are real numbers with 
a b c

y y y  . Let’s 

consider X a space of points where the generic elements 

in X are denoted by x.  

The single valued triangular neutrosophic number YN 

over X has the form of 

{ : ( ), ( ), ( ) , }
N N N

N

Y Y Y
Y x T x I x F x x X=     where the 

functions ,  ,  : ] 0,1 [
N N N

Y Y Y
T I F X

− +
→ with the condition 

0 ( ) ( ) ( ) 3
N N N

Y Y Y
T x I x F x

− +
 + +  . 

The truth (T), indeterminacy (I) and falsity (F) 

membership functions for the single valued triangular 

neutrosophic number [ , , ]; ( , , )
N N N

N

a b c Y Y Y
Y y y y   =    

are defined by Equation (2): 
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(2) 

 
 
3. THE PROPOSED METHOD: Dhouib-Matrix-TSP1 
(DM-TSP1) 
 

We designed and developed a novel column-row method 

namely DM-TSP1 to solve the TSP [10]. Then, we 

adapted the DM-TSP1 heuristic for the case of: the 

trapezoidal fuzzy TSP [13] and the octagonal fuzzy TSP 

[14]. Moreover, a stochastic version of DM-TSP1 named 

DM-TSP2 was performed [15]. More recently, we invent 

a simple heuristic, entitled Dhouib-Matrix-TP1, in order 

to optimize the transportation problem  [16]. This paper 

introduces the first resolution of the TSP in single valued 

triangular neutrosophic environment. Furthermore, this 

paper also presents the first application of our DM-TSP1 

heuristic on the neutrosophic environment.  

The DM-TSP1 heuristic starts by the defuzzification 

of the single valued triangular neutrosophic number to 

crisp value using the center of gravity (COG) ranking 
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function described by Broumi et al. [17]. For a triangular 

fuzzy distance [ , , ]
a b c

Y y y y=  with 
a b c

y y y  , the 

COG is computed as Equation (3): 

1
( ) [ 2 ]

4
a b c

COG Y y y y= +  +  (3) 

Thus, the score and the accuracy functions for the single 

valued triangular neutrosophic number 

[ , , ]; ( , , )
N N N

N

a b c Y Y Y
Y y y y   =    are defined as 

follows:  

2
( ) ( )

3

2
( ) ( )

3

N N N

N N N

N N Y Y Y

N N Y Y Y

S Y COG Y

a Y COG Y

  

  

+ − −
= 

+ − +
= 

 (4) 

Here is an example of single valued triangular 

neutrosophic number (3,6,9),0.9,0.5,0.1
N

Y =    which 

can be converted into a crisp number (with the value 

equal to 4.60) by the means of Equations (3) and (4): 

1
( ) [3 2 6 9] 6

4

N
COG Y = +  + =  

And  

2 0.9 0.5 0.1
( ) 6 4.60

3

N
S Y

+ − −
=  =  

Figure 1 depicts the graphical representation of the single 

valued triangular neutrosophic number

(3,6,9),0.9,0.5,0.1
N

Y =   . 

The DM-TSP1 is composed of four steps iterated in a 

sequential manner as described in Figure 2. 

The DM-TSP1 heuristic is developed using the 

Python programing language in a sequential structure. 

However, we will look in a further research to insert the 

DM-TSP1 in a multi-agent structure as reported in 

 

 

 
Figure 3. Graphical representation of the single valued 

neutrosophic number 

 
Figure 2. The four steps of the DM-TSP1 heuristic 

 

 

literature [18, 19, 20] using different metric functions 

(Min, Max, Standard Deviation) in each agent. 

 

 

4. COMPUTATIONAL RESULTS 
 

Three numerical examples are used to prove the 

performance of the proposed DM-TSP1 heuristic. 

 
4. 1. Numerical Example 1        Consider the following 

symmetric TSP with single valued triangular 

neutrosophic distance (see Figure 3). 

Where: 

( )
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Figure 3. The single valued triangular neutrosophic distance 

matrix 
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( )
34

1, 5,10 ; 0.8, 0.3, 0.1d = , ( )
41

4, 7, 9 ; 0.6, 0.6, 0.3d =

( )
42

2, 7, 9 ; 0.8, 0.5, 0.4d = , ( )
43

1, 5,10 ; 0.8, 0.3, 0.1d =  

For all single valued triangular neutrosophic distance 

in the TSP distance matrix will be converted into crisp 

numbers by using Equations (3) and (4). Here is an 

example, the single valued triangular neutrosophic 

distance ( )4,6,10 ;0.8,0.4,0.2  in the element 
12d  is 

converted into the crisp distance equal to 4.76 by: 

12

1
( ) [4 2 6 10] 6.50

4
COG d = +  + =  

and  

12

2 0.8 0.4 0.2
( ) 6.50 4.77

3
S d

+ − −
=  =   

Similarly proceeding for all single valued triangular 

neutrosophic distance we get the crisp distance matrix 

(see Figure 4). 

Now, from the given crisp distance matrix the 

standard deviation for each row is computed and the 

smallest standard deviation value is selected which is 

1.59 in row 3 (see Figure 5) and finding its minimal 

element (at position d31). 

Insert cities 3 and 1 in the List-cities {3-1} and 

discard their columns. Next, select the smallest values for 

row 3 and row 1 (see Figure 6). 

The smallest value is in row 3 is at position d32. Thus, 

insert city 2 at the left side (because it is generated from 

city 3) in the List-cities {2-3-1} and discard column 2 

(see Figure 7). 

Similarly, select the smallest element in rows 1 and 2, 

which is 3.83 at position d14. Then, insert city 4 at the 

right side (because it is generated from city 1) in the List-

cities {2-3-1-4} and discard column 4 (see Figure 8). 

Finally, if there is no more columns to select so the 

last step is to generate a cycle from the List-cities {2-3- 

1-4}. Starts by translating the city from left position to 

 

 

4.77 3.15 3.83

4.77 3.33 3.96

3.15 3.33 4.20

3.83 3.96 4.20
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Figure 4. The crisp distance matrix 

 

 

 
Figure 5. Select the element d31 

 
Figure 6. Discard columns 3 and 1 

 

 

 
Figure 7. Discard column 1 

 

 

 
Figure 8. Discard column 4 

 

 

the right one until the city number 1 will be at the first 

position: so, translate city 2 to the last position to obtain 

{3-1-4-2}; hence, translate city 3 to the last position to 

get {1-4-2-3}. Finally, add city 1 to the last position to 

obtain the cycle {1-4-2-3-1}. Therefore, the crisp optimal 

solution found by the DM-TSP1 heuristic using the 

center of gravity ranking function is {1-4-2-3-1} =3.83 + 

3.96 + 3.33 + 3.15 = 14.27. 

 

4. 2. Numerical Example 2           Here is a second 

example, let us consider the following 5x5 distance 

matrix with single valued triangular neutrosophic 

number. Where: 

( )
12

1, 9, 20 ; 0.9, 0.4, 0.1d = , ( )
13

2, 9, 25 ; 0.8, 0.5, 0.1d =  

( )
14

5, 7, 9 ; 0.9, 0.7, 0.1d = , ( )
15

2, 9,19 ; 0.4, 0.4, 0.3d =  

( )
21

1, 9, 20 ; 0.9, 0.4, 0.1d = , ( )
23

3, 9,14 ; 0.7, 0.3, 0.3d =  

( )
24

5, 8,13 ; 0.6, 0.2, 0.4d = , ( )
25

7, 9,18 ; 0.4, 0.1, 0.1d =  

( )
31

2, 9, 25 ; 0.8, 0.5, 0.1d = , ( )
32

3, 9,14 ; 0.7, 0.3, 0.3d =  

( )
34

4, 8,17 ; 0.8, 0.5, 0.2d = , ( )
35

5, 9,15 ; 0.9, 0.6, 0.1d =  

( )
41

5, 7, 9 ; 0.9, 0.7, 0.1d = , ( )
42

5, 8,13 ; 0.6, 0.2, 0.4d =  

( )
43

4, 8,17 ; 0.8, 0.5, 0.2d = , ( )
45

1, 9,16 ; 0.7, 0.4, 0.3d =  
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( )
51

2, 9,19 ; 0.4, 0.4, 0.3d = , ( )
52

7, 9,18 ; 0.4, 0.1, 0.1d =  

( )
53

5, 9,15 ; 0.9, 0.6, 0.1d = ( )
54

1, 9,16 ; 0.7, 0.4, 0.3d =  

Figure 9 depicts the five steps needed to solve the 5x5 

distance matrix with single valued triangular 

neutrosophic number. 

 
4. 3. Numerical Example 3           Let us consider the 

following 5x5 distance matrix where the distance dij are 

presented as follows: 

( )
12

2, 8,18 ; 0.8, 0.3, 0.2d = , ( )
13

1, 9, 24 ; 0.9, 0.6, 0.2d =  

( )
14

4, 9,15 ; 0.6, 0.5, 0.2d = , ( )
15

3, 6,13 ; 0.6, 0.3, 0.3d =  

( )
21

2, 8,18 ; 0.8, 0.3, 0.2d = , ( )
23

6, 9,19 ; 0.9, 0.4, 0.1d =  

( )
24

1, 7,12 ; 0.9, 0.1, 0.2d = , ( )
25

5, 9,18 ; 0.9, 0.8, 0.2d =  

( )
31

1, 9, 24 ; 0.9, 0.6, 0.2d = , ( )
32

6, 9,19 ; 0.9, 0.4, 0.1d =  

( )
34

3, 8, 23 ; 0.7, 0.1, 0.1d = , ( )
35

2, 8, 32 ; 0.6, 0.5, 0.4d =  

( )
41

4, 9,15 ; 0.6, 0.5, 0.2d = , ( )
42

1, 7,12 ; 0.9, 0.1, 0.2d =  

( )
43

3, 8, 23 ; 0.7, 0.1, 0.1d = , ( )
45

2, 5,11 ; 0.9, 0.3, 0.1d =  

( )
51

3, 6,13 ; 0.6, 0.3, 0.3d = , ( )
52

5, 9,18 ; 0.9, 0.8, 0.2d =  

( )
53

2, 8, 32 ; 0.6, 0.5, 0.4d = ( )
54

2, 5,11 ; 0.9, 0.3, 0.1d =  

Figure 10 depicts the five steps needed to solve the 

5x5 distance matrix with single valued triangular 

neutrosophic number. 

 
 
5. CONCLUSIONS 
 

The Travelling Salesman Problem aims to generate the 

shortest cycle among all cities where each city is visited 

only once except the first city which should be revisited at 

the end . 

 

 

 
Figure 9. Just 5 steps to solve the 5x5 distance matrix 

 
Figure 10. Just 5 steps to solve the 5x5 distance matrix 

 
 

Neutrosophic philosophy can be used to solve many 

real-life problems like the travelling salesman problem. In 

this research work, the Dhouib-Matrix-TSP1 heuristic is 

proposed for solving the neutrosophic triangular fuzzy 

travelling salesman problem using center of gravity 

ranking function. The efficiency of this heuristic was 

proved by solving several numerical case studies.  

Our further research work will be focused on adapting 

the Dhouib-Matrix-TSP1 heuristic to solve other 

neutrosophic forms (trapezoidal, octagonal, etc.) using 

different score functions and on enhancing the Dhouib-

Matrix-TSP1 to solve the neutrosophic environment in the 

multi-objective travelling salesman problem widely 

occurred in real life industrial situations. 
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Persian Abstract 

 چکیده 
  ک یشود ، تنها   ی شهر شروع م  ک یاست که از    ی فروشنده ا  ی برا  ریمس  ن ی ارزان تر  جادیاست که هدف آن ا  ی اتیعمل  ی قاتیتحق   یاز مشکلات اساس  ی کیمشکل فروشنده مسافر 

  ط ی ، مح  ژه ی. به ومیکن  ینامشخص مطالعه م  ط یمقاله ، مشکل فروشنده مسافر را در مح  ن یا  در  گردد.  ی به شهر شروع باز م  تیکرده و در نها  دن ید  گرید  ی بار از همه شهرها

فاصله مسئله فروشنده   سیتر است. هر عنصر در ماتر  یتر و کل  نانهیواقع ب  یواقع   یا یدر دن  یشود که در مشکلات صنعت  یبا ارزش واحد در نظر گرفته م  یمثلث  ینوتروسوف

انحراف استاندارد ، رمان    اریمرکز ثقل و مع   یمشکل ، ما با استفاده از تابع رتبه بند  ن یحل ا  یبا ارزش واحد ارائه شده است. برا  ی مثلث  یفوتروسوعدد ن  کیمسافر به عنوان  

با    یمثلث  یعدد نوتروسوف  لیدبه منظور تب  یی کوره زدا  یمرکز ثقل برا  ی. در واقع ، تابع رتبه بندمیده  ی م  شیخود را افزا  Dhouib-Matrix-TSP1  ی ابتکار  فیرد-ستون

  ا ی دهد که راه حل مطلوب   یبا ارزش تنها نشان م  یمثلث  ینوتروسوف  ط یمح  یبر رو  یعدد  یشیآزما  ی گام به گام از نمونه ها  استفاده شود.  ی ارزش واحد به عدد ترد استفاده م

 ی بند بهبه دست آورد. تابع رت یساز یبا مرکز غن Dhouib-Matrix-TSP1 یبه لطف روش ابتکار یتوان به راحت یرا م یکل واضح و فاز نهیهز نیمطلوب و همچن باًیتقر

 .بدست آورد  انحراف استاندارد اریگرانش و مع 
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A B S T R A C T  
 

 

The web and social media are overcrowded with news pieces in terms of amount and diversity. Document 
clustering is a useful technique that is widely used in organizing and managing data into smaller groups. 

One of the factors influencing the quality of clustering is the way documents are represented. Some 
traditional methods of document representation depend on word frequencies and create sparse and large-

sized document vectors. These methods cannot preserve proximity information between documents. In 

addition, neural network-based methods that preserve proximity information suffer from poor 
interpretability. Conceptual text representation methods have overcome the shortcomings of previous 

methods, but semi-supervised text clustering does not currently use concept-based document 

representation. This paper presents a two-level semi-supervised text clustering method that uses labeled 
and unlabeled data simultaneously to achieve higher clustering quality. In the first level, documents are 

represented based on the concepts extracted from the raw corpus. Second, the semi-supervised clustering 

process applies unlabeled data to capture the overall structure of the clusters and a small amount of labeled 
data to adjust the center of the clusters. Experiments on the Reuters-21578 and BBC News data collections 

show that the proposed model is superior to other semi-supervised approaches in both text classification 

and text clustering. 

doi: 10.5829/ije.2021.34.12c.10
 

 
1. INTRODUCTION1 
 
News documents on web pages as well as social networks 

are the main source of textual data due to the widespread 

use of Internet [1]. News articles flood the web every day 

through many major or minor news portals around the 

world. As the amount of online information resources 

increases rapidly, so does the content of available online 

news [2]. To analyze a large number of documents, text 

clustering is applied, which is a method of dividing a group 

of documents into different clusters based on content 

similarity [3]. This method has many applications in news 

recommender systems [4-5], news classification, emotion 

analysis [6], text summarization [7], etc. 

The clustering function relies mainly on the 

representation of documents that aims to convert raw 
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documents into numerical vectors. The most common way 

to represent a document, known for its interpretability and 

intuition, is the Bag-of-Words method [8], which 

represents a document vector with its word frequencies. 

However, although it is easy to interpret, it suffers from 

unreasonable dimensions. Deep neural network methods 

such as Convolutional Neural Networks (CNNs) [9] and 

Doc2Vec [10] create reasonable dimensional vectors to 

represent documents. Nevertheless, the resulting 

representations are not easy to interpret because the 

constituent values of the document vector are calculated 

through complex neural network weight structures. 

Clustering is a primary method for discovering the 

natural structure of unlabeled data [11]. One of the newest 

methods is the use of labeled data to improve the 

performance of unsupervised clustering [12]. The basic 
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idea is that unlabeled data form the overall structure of the 

clusters, and some labeled data set the center of the clusters. 

This method uses both labeled and unlabeled data, called 

semi-supervised clustering [13]. Nowadays many semi-

supervised clustering methods have been proposed for 

various applications. In clustering methods such as SOM 

[14] and Naïve Bayes Expectation-Maximization  [15], 

unlabeled data is first labeled, and then these new labeled 

data and the original labeled data train the model. But it is 

not clear how much data needs to be re-labeled and how 

reliable it is. 

To solve these problems, we introduce a new two-level 

method for semi-supervised documents clustering, which 

makes full use of labeled and unlabeled data, while 

maintaining proximity information and high 

interpretability of documents. The words are represented  in 

vectors using the Word2Vec [16] algorithm to utilizing the 

semantic similarity of the continuous space. In the first 

level, similar word vectors are grouped into clusters. In the 

second level, documents are represented based on these 

clusters. This proposed method can obtain the underlying 

components of documents while maintaining their 

interpretability. A semi-supervised clustering algorithm is 

applied on the documents in the new space to obtain the 

final document clusters. Because the model is explicable, it 

provides humans deeper understandings of texts and more 

explicit operation logic for reasoning. 

This paper is organized as follows. In section 2, some 

related works of document representation and semi-

supervised clustering are reviewed. Our proposed concept-

based model for semi-supervised document clustering is 

presented in section 3. Section 4 presents the datasets used 

and the experimental results, and detailed analyses are 

presented in section 5. Ultimately, our work is concluded 

in section 6. 

 

 
2. RELATED WORKS 

 
2. 1. Text Representation              The Bag-of-Words 

(BoW) method has limitations such as large dimensionality 

and suffering from sparsity. Some succeeding 

representation techniques, such as Latent Semantic 

Analysis (LSA) [17]  diminishes the term-document matrix 

into a low dimension matrix. Although it works more 

efficiently than the BoW method, it diminishes the matrix 

in linear space and fails to identify the non-linear semantic 

similarities between the words. The Word2Vec [18], a two-

layer neural network, is a model for transforming large text 

into a multidimensional vector space. As the name implies, 

by training neural network weights, each word in the raw 

corpus is represented as a unique vector that can maintain 

a semantic similarity between words. One of the most 

important contributions of Word2Vec is that words that 

occurred in a similar context will be close in embedded 

space and will preserve the semantic similarities between 

the words. Also, while high dimensions and sparsity are 

weaknesses of BoW, the vectors produced by Word2vec 

have reasonable, optimal, and dense dimensions. For this 

reason, many machine learning and text data mining 

problems can be solved through Word2Vec [19]. 

Le et al. [10] proposed the Doc2Vec model, which 

utilizes textual information from words and paragraphs 

mutually to obtain the representation of texts in a 

continuous vector space. Due to the fewer dimensions of 

the produced document vectors, it is more effective than 

BoW. In addition, research has shown that Doc2Vec is 

more effective than Word2Vec in solving clustering 

problems [20]. Nevertheless, low interpretability and 

unclear logic behind document vectors' generation 

procedure are the problems of the Doc2Vce method. 

In this study, the documents are represented based on 

the concepts in the text. In this regard, Kim et al. [16] 

proposed the Bag-of-Concepts (BoC)  method. It creates 

concepts through clustering word vectors generated by 

Word2Vec. Then, the document vector is formed 

considering the frequency of concepts in the documents. 

But this method does not suggest a solution for text 

clustering. Jia et al. [21] used the concept decompositions 

method to cluster short texts. They presented a 

decomposition approach to obtain concept vectors that 

generate by identifying the semantics of word communities 

in a weighted word co-occurrence network extracted from 

the short text set. 

Lee et al. [22] proposed a new way for representing 

documents. Their method is based on concepts that 

automatically receive appropriate conceptual knowledge 

from an external knowledge base and then conceptualizes 

the words and terms of the documents with a probabilistic 

approach. Their method, using an external knowledge base, 

provides a better understanding of document representation 

for humans. They also diminish concept ambiguity through 

clustering concepts with related meanings to improve the 

BoC algorithm. To evaluate the performance of the 

proposed method, their model is evaluated in the field of 

document classification. 

 

2. 2. Semi-Supervised Clustering            Semi-supervised 

clustering is considered an alternative to conventional 

unsupervised methods. A complete review of some semi-

supervised clustering algorithms is presented by Zhu et al. 

[23]. 

In a study, Dara et al. [14] used self-organizing map 

(SOM) for semi-supervised clustering of texts. First, 
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unlabeled texts are labeled, and then these texts, along with 

the previously labeled texts, are used to train the classifiers. 

However, their proposed method does not specify how 

much re-tagging of unlabeled data is required, which is one 

of the disadvantages of this method. A combination of 

Naive Bayes and Expectation Maximization (NBEM) 

algorithms for semi-supervised clustering was also 

presented [15]. This model repeatedly tags unlabeled data 

in a loop and uses this newly labeled data to retrain the 

model. Basu et al. [24] suggested MCP KMEANS, a 

method that merges two similarity-based and search-based 

clustering approaches. Although a combination of these 

two approaches may enhance clustering quality, their 

objective function may fall to a local minimum.  Zhang et 

al. [25] designed an algorithm named TESC for text 

classification using semi-supervised clustering. The main 

difference between this method and other semi-supervised 

methods is that this method uses labeled and unlabeled 

documents together. The TESC algorithm assumes that the 

document set consists of several components and uses a 

clustering process to obtain these text components. After 

clustering, the process of classifying test documents is 

based on calculating the distance to the clusters' centroids. 

Lee et al. [26] proposed a distributed method for semi-

supervised documents clustering similar to the TESC 

algorithm. The difference between this method and the 

TESC method is that clustering is distributed and 

performed by several sub-algorithm simultaneously. The 

results are then collected from sub-clusters. The advantage 

of this method is higher speed and accuracy that can 

compete with the TESC method. Gan et al. [27] state that 

prior knowledge can reduce the quality of semi-supervised 

clustering if incorrectly collected. The basic premise is that 

when the label of a labeled sample is identified as risky, the 

predictions of the labeled instance and the nearest 

homogeneous unlabeled instances should be similar. This 

is performed through unsupervised clustering then creating 

a local graph to model the similarities between the labeled 

and the nearest unlabeled instances. 

In another algorithm, document clustering using 

automatic generation constraints is applied to classify 

documents [28]. The intrinsic structure of the text data is 

analyzed using a partial clustering algorithm. The 

clustering algorithm allows reaching a set of must-

link/cannot-link constraints that can be applied in semi-

supervised clustering. Constraints are then considered as a 

semi-supervision factor in a hierarchical clustering 

algorithm. 

Lu et al. proposed a method that uses concept 

factorization to improve document clustering performance 

with supervisory data [29]. This approach involves 

pairwise penalty and reward constraints on conceptual 

factorization, which can guarantee that the data points of a 

cluster in the main space are still in the same cluster in the 

converted space. 

In this paper, we present a method that uses labeled and 

unlabeled data simultaneously; however, our method is 

different from earlier approaches as well as the TESC 

method. In the TESC method, most data are labeled and 

only less than 3% of the data are unlabeled. In the proposed 

method of this research, large fractions of data are 

unlabeled and only a limited number of labeled data are 

used. This difference significantly reduces the cost of data 

tagging in real-world applications. In addition, most of the 

mentioned semi-supervised document clustering methods 

neglect the issue of document representation, which can 

greatly affect the clustering results. In this paper, a semi-

supervised document clustering algorithm based on the 

conceptual representation of documents is presented that 

can be used in a variety of applications. 

 

 
3. THE PROPOSED METHOD 
 
This paper introduces an innovative semi-supervised 

clustering approach for news documents based on their 

conceptual representation. It is assumed that the input 

document set is split into unlabeled and labeled documents. 

Each document is constituted of a set of words. The purpose 

is to reach a clustering model 𝐶 =  {𝐶1, … , 𝐶𝑚} of the 

documents, such that ⋃ 𝐶𝑖 = 𝐷1≤𝑖≤𝑚  and 𝐶𝑖 ∩ 𝐶𝑗 = ∅ (1 ≤

𝑖 ≠ 𝑗 ≤ 𝑚), 𝑤ℎ𝑒𝑟𝑒(𝐷) = 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑠𝑒𝑡. 

Figure 1 presents the complete training procedure of the 

suggested model, expressed in terms of three steps: 

preprocessing, document representation, and clustering. 

This method, which represents documents based on their 

constituent concepts, takes advantage of the simultaneous 

use of both labeled and unlabeled data types for document 

clustering. In the following sections, we describe in detail 

all three steps of the proposed model.  

 
3. 1. Text Preprocessing              Initially, documents are 

tokenized after removing stop-words and pre-processing 

the texts. The word embedding model Word2Vec [30] is 

utilized to train word relationships from the input document 

set. The tokenized words of documents set are employed as 

an input for training the Word2Vec model. Consequently, 

each token in the words set (𝑊) is:  

represented with a dense vector in the embedded space. The 

most notable contribution of the Word2Vec neural network 

model is that words that occur in a similar text are placed 

close to each other in the embedded space, after clustering 

these embedded words, words with related meanings are 
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Figure 1. Proposed document clustering model 

 

 

placed in the same cluster and concept, which helps to 

maintain semantic relationships between words. 
 

3. 2. Documents Representation         Documents 

representation is based on the concepts extracted from the 

data corpus. In the document representation stage, firstly a 

set of concepts are extracted from the set of words 𝑊, such 

that each concept consists of an exclusive set of words. The 

main idea for deriving concepts is to implement a clustering 

algorithm on a set of words (𝑊) to group it into several 

clusters, each of which represents a concept. Following the 

construction of the concepts, each document is represented 

by a vector formed by concepts (𝑑). 
The Spherical K-Means clustering algorithm 

employing the cosine distance is applied to cluster word 

vectors. The procedure of the Spherical K-Means algorithm 

is the same as the K-Means clustering algorithm and it 

assigns each data to a cluster with a predetermined value 

for the number of clusters, and updates each cluster center 

according to the cluster data membership in the previous 

iteration. Since Word2Vec maximizes the cross-product of 

embedded vectors and context vectors, the cosine distance 

has been used as the proper criterion for clustering nearby 

word vectors into a common cluster and measuring 

distances between word vectors in semantic space.  

Each cluster created by Spherical K-Means clustering is 

considered as a concept. Document vectors are constructed 

using these concepts. Words with similar meanings are 

divided into the same cluster according to the clustering 

efficiency and semantic space trained by the Word2Vec. 

Therefore, each word in the text corpus will be regarded as 

a concept's member. Because each word may be present in 

many documents, it is not a proper discriminator for 

machine learning applications [31], so Concept Frequency 

- Inverse Document Frequency (CF-IDF) Equation (1) is 

applied to the produced word vectors to eliminate the 

unfavorable effects of common words between concepts. 

𝐶𝐹 − 𝐼𝐷𝐹(𝑐𝑖 , 𝑑𝑗 , 𝐷) =  𝐶𝐹(𝑐𝑖 , 𝑑𝑗) × log 
|𝐷|

|𝑑 ∈ 𝐷 ; 𝑐𝑖  ∈  𝐷|
 

𝑤ℎ𝑒𝑟𝑒 (𝑐𝑖 , 𝑑𝑗 , 𝐷) =  (𝐶𝑜𝑛𝑐𝑒𝑝𝑡𝑖, 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑗 , 𝐶𝑜𝑟𝑝𝑢𝑠) 

(1) 

The number of concepts and consequently the length of 

document vectors are arbitrary and defined by the user 

considering the processing complexity and storage 

constraints. It may also be determined experimentally 

according to the dataset. In this regard, the clustering 

accuracy may be evaluated for an increasing number of 

concept. As reported later in the experiments, it is observed 

that after a certain value, the accuracy does not change 

significantly. This value can determine number of 

concepts. After extracting the document vectors, it is time 

to cluster the documents. For this purpose, the clustering 

algorithm is implemented on the conceptual vectors of 

documents. 

 

3. 3. Semi-supervised Clustering             Once the 

documents have been created based on the conceptual 

representation, it is time to cluster the constructed 

document vectors. In the clustering process, two documents 

with similar concepts are expected to have the same 

vectors. In this step, which uses both unlabeled and labeled 

data types, labeled documents are used as supervisors of the 

clustering process. Labeled and unlabeled document 

vectors are entered as input to the semi-supervised 

clustering algorithm. Spherical K-Means clustering is used 

to partition vectors. The resulting clusters may contain data 

from several different labels, so in a purification process 

described below, the gross clusters are broken down into 

smaller pure clusters. 
Based on the data labels in each cluster, the proposed 

algorithm decides whether the cluster needs to be purified 

or is already pure. Also, the decision on how many smaller 

clusters to break the gross cluster is one of the tasks of the 

clustering algorithm, which is performed according to the 
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following purification procedure which is repeated until all 

clusters have a label: 

1. The cluster contains data from only one label: the 

cluster is transferred to the final clustering result. 

2. The cluster contains both unlabeled data and data 

from one label: The label of labeled data is selected as the 

cluster label. 

3. The cluster contains several different labels: The 

cluster is divided into the number of labels and each of 

these sub-clusters contains only one type of data label. 

4. The cluster contains several labels and unlabeled 

data: Purification is performed according to procedure 3, 

with the difference that unlabeled data will also have a 

separate sub-cluster. 

5. The cluster is composed entirely of unlabeled data: 

Using the cosine distance, the nearest center of the labeled 

cluster is selected and its label is assigned as the label of 

this unlabeled cluster. 

Once the purification is complete, all clusters will have an 

appropriate label. 

After the document vectors are clustered using the 

semi-supervised clustering described in Figure 1, the 

document output clusters are identified as components of 

the text corresponding to the document categories. Each of 

these clusters is labeled and can be used in the test data 

clustering process. Each test data uses the cosine distance 

to find the nearest center of the cluster and chooses the label 

of that cluster as its label.  

The method proposed in this research has the following 

contributions: 

Previous methods of document representation have 

disadvantages such as not maintaining non-linear semantic 

relationships between words. Also, neural network-based 

methods such as Doc2Vec suffer from low interpretability. 

The method proposed in this paper is based on the 

conceptual representation of documents, in addition to 

maintaining non-linear relationships, has high 

interpretability and intuition. Since the proposed method is 

a semi-supervised clustering method, large amounts of data 

can be clustered and categorized with acceptable accuracy 

with low overhead and low cost. This point is beneficial in 

the application of social networks and stream data where 

the amount of unlabeled data is large. One of the most 

important advantages of this method over deep learning 

methods is that, unlike deep learning networks, the logic of 

the proposed method is clear, and with the addition of new 

data, there is no need to re-train the model. 

3. 4. Complexity Analysis          Since the proposed model 

consists of two levels, the time complexity of each level is 

calculated separately and the training total time complexity 

is obtained from the sum of these two values. At the first 

stage, to form the concept vectors of documents, due to the 

existence of the Word2Vec model, the time complexity 

value is equal to 𝑂 (𝑁 ∗ log(𝑉)), where 𝑁 is the total 

corpus size and 𝑉 is the unique-words vocabulary count 

[17]. Also, the time complexity of the concept extraction 

part is equal to 𝑂(𝑡𝑘𝑉), where 𝑡 is the number of iterations 

of the algorithm, and  𝑘 is the number of concepts. 

In the second step, the semi-supervised clustering 

algorithm is calculated with time complexity 𝑂(𝑡′𝑚𝑁 +
𝑁), where 𝑡′ is the number of iterations of the algorithm, 

and 𝑚 is the number of final clusters. As a result, the overall 

time complexity of the architecture presented in this 

method is a maximum of 𝑂( 𝑁 ∗ log(𝑉) + 𝑡𝑘𝑉 +  𝑡′𝑚𝑁 ). 
 

 

4. DATASET 
 

In this paper, two datasets consisting of news documents 

are used to evaluate the proposed model. The Reuters-

21578 news dataset includes a collection of news items 

published on the news agencies' websites. The Reuters-

21578 set of documents is related to the news that was 

published on the Reuters website in 1987, which was 

collected by Reuters’ staff in 1991. In this study, 2110 

documents from four different categories are chosen as 

"agriculture" (571 documents), "crude" (580 documents), 

"trade" (483 documents), and "interest" (476 documents) 

are randomly selected after deleting the uncommon words.  

The second dataset is the BBC News documentation, 

which includes 2,225 news documents published from 

2004 to 2005, and was compiled in five categories in 2006. 

In this study, all 2225 documents from five different 

categories are chosen as follows: "tech" (401 documents), 

"sport" (511 documents), "politics" (417 documents), 

"entertainment" (386 documents), and "business" (510 

documents). 

Some common natural language pre-processing tasks, 

such as case folding (converting uppercase to lowercase 

letters), removing punctuations, removing stop-words, and 

tokenization, are applied to the document collection. For 

fast Word2Vec training, words that have occurred less than 

5 times in the entire datasets are removed. 
 

 

5. EXPERIMENTS 
 
Various experiments have been designed and performed to 

observe the performance of the proposed model. The 

proposed model is compared with K-Means, Bag-of-

Concepts (BoC) [16], TESC (BoW) [25], and Doc2Vec 

[10]. To compare, there is a need for criteria to measuring 

the efficiency of the mentioned methods, which are 

described in the following. 
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The Normalized Mean Squared Error (NMSE) criterion 

expresses the quality of the clustering performed. This 

criterion calculates the average squares of the errors, and 

the normalized numerical value gives an output between 0 

and 1, and smaller values show a lower variance within the 

cluster. The NMSE metric is defined in Equations (2) and 

(3), in which 𝜇 is the set of cluster centers, 𝑋 is the set of 

data points,  and 𝜇𝑐𝑖
 is the cluster centroid of the data point 

𝑥𝑖. 

𝑀𝑆𝐸 (𝑋, 𝜇) =  
1

𝑁
∑ (𝑥𝑖 − 𝜇𝑐𝑖

)2
𝑖   (2) 

𝑁𝑀𝑆𝐸(𝑋, 𝜇) =
1

𝑁
 
∑ (𝑥𝑖−𝜇𝑐𝑖

)2
𝑖

∑ (𝑥𝑖)2
𝑖

  (3) 

The Normal Mutual Information (NMI) is a cluster 

criterion that evaluates the quality of data clustering 

according to their pre-given labels. The NMI evaluates how 

the clustering algorithm can reconstruct the original data 

labels [32]. This criterion can be used when the data label 

is available. The output of this numerical criterion is in the 

range [0,1], which shows the statistical similarity between 

the labels of the generated clusters and the original labels 

of the data. A value of zero indicates a failed cluster 

assignment, while values close to one indicate that 

clustering can recreate real data classes. The NMI criterion 

shows better performance in presenting the quality of 

clusters than the entropy criterion. This is because the 

entropy criterion depends on the number of clusters, and 

the higher the number, the better the entropy criterion. But 

the NMI standard is not like this and does not necessarily 

increase as the number of clusters increases. Equation (4) 

shows the mathematical definition of this criterion. 

𝑁𝑀𝐼 =  
𝐼(𝐶;𝐾)

(𝐻(𝐶)+𝐻(𝐾))/2
  (4) 

𝐼(𝑋; 𝑌)  =  𝐻(𝑋)  −  𝐻(𝑋|𝑌)  (5) 

Equation (5) is the mutual information between the random 

variables 𝑋 and 𝑌 , 𝐻(𝑋) is the Shannon entropy of 𝑋, 

𝐻(𝑋|𝑌) is the conditional entropy of 𝑋 given 𝑌, 𝐶 is the set 

of class labels and 𝐾 is the set of cluster labels. 

In this paper, not only the quality of the generated 

clusters is evaluated, but also the real application of this 

method in the classification of news documents is 

evaluated. For this purpose, the classification accuracy 

criterion is introduced, which is a criterion that expresses 

the performance of a classifier with a percentage value. 

This value shows that of all the test data, how many data 

are rightly classified. By dividing the number of rightly 

classified samples by the total number of samples, the 

amount of accuracy is obtained. Equation (6) shows the 

measure of accuracy. In this regard, 𝑦𝑖̂ is the class 

prediction for example 𝑙. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
∑ 1(𝑦𝑖̂=𝑦𝑖)𝑖

|𝑋|
  (6) 

 

5. 1. Results 
5. 1. 1. Effect of the Number of Concepts           In 

document representation, the number of concepts 

determines the length of the document vector. Therefore, it 

would have a significant effect on the performance quality 

of the proposed model. The performance of the proposed 

model, in terms of clustering quality and classification 

accuracy, when the number of concepts varies, is shown in 

Table 1. According to the results of this table, the best 

performance occurs when the number of concepts is 300 

and after that, there is no noticeable increase in both 

clustering and classification accomplishments. Compared 

to BoW method, which depends on the number of words in 

the text, a significant improvement in classification 

accuracy is observed. Also, compared to BoC method, 

which displays the text conceptually, it is observed that 

with the addition of labeled documents, the proposed model 

shows its superiority. In subsequent experiments, the length 

of the document vector is assumed to be 300. 
 

5. 1. 2. Effect of Window Size           In the suggested 

model, to maintain nonlinear semantic relations between 

words, a word embedding method Word2Vec is used. 

Word2Vec neural network training depends on parameters 

that one of the most important parameters is the size of the 

window. At each stage of the neural network training, a 

slider window is moved on the text so that the words in this 

window can be used as input and output of the neural 

network. Experiments have shown that the larger the 

window size, the model would be trained better, and the 

generated word vectors would be more effective as a result 

of clustering. 

Tables 2 and 3 examine the effect of window size 

changes on clustering quality and document classification 

accuracy. As shown in Tables 2 and 3, the performance of 

the proposed model improves as expected by increasing the 

window size. This performance improvement is obtained 

because the neural network encounters more words at each 

stage and can predict output more likely. Semantic 

relationships between words are more discovered and have 

a significant effect on the weight of the neural network. In 

this experiment, 80 percent of data is used for training with 

200 labeled documents. 

The values mentioned for NMI and NMSE indicate that 

as the window size increases in word embedding, the  
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quality of the clusters also improves. For example, in Table 

2 (Reuters-21578), when the window size changes from 4 

to 20, the NMI value increases from 0.274 to 0.33, which 

indicates better quality. The mean squared error also shows 

a decreasing trend. As the evaluation metrics are negligibly 

improved in larger window sizes, in order to avoid 

additional overhead and reduce the time complexity, a 

window size of 8 is considered to train the Word2Vec 

model in subsequent experiments. 

 

 

 
TABLE 1. Performance of the proposed model when the number 

of concepts varies - (Reuters-21578) 

Number of 

Concepts 
100 200 300 400 500 600 

Proposed Model 
Classification 

Accuracy (%) 
69.33 74.20 76.32 76.12 77.02 77.13 

BoC 
Classification 

Accuracy(%) [16] 
66.31 

TESC (BoW) 
Classification 

Accuracy (%) [25] 
62.65 

Proposed Model 

Clustering NMSE 
0.124 0.114 0.106 0.107 0.105 0.103 

BoC Clustering 

NMSE [16] 
0.1340 

TESC (BoW)  

Clustering NMSE 

[25] 

0.1803 

 

 
TABLE 2. Performance of the proposed model when the size of 

the window varies - (Reuters-21578) 

Window Size 4 8 20 

Classification Accuracy 63.9 % 67% 72% 

NMI 0.274 0.33 0.38 

NMSE 0.1191 0.1031 0.1007 

 

 

 
TABLE 3. Performance of the proposed model when the size of 

the window varies - (BBC News) 

Window Size 4 8 20 

Classification Accuracy 74.5 % 76.7% 76.8% 

NMI 0.421 0.449 0.511 

NMSE 0.1038 0.0961 0.0904 

TABLE 4. NMI scores of news document clustering for proposed 

model compared with K-Means, TESC (BoW), and Doc2Vec at 

the various percentage of labeled documents – (Reuters-21578) 

The 

percentage of 

labeled 

documents (# 

of labeled 

documents) 

4% 

(100) 

9% 

(200) 

14% 

(300) 

18% 

(400) 

22% 

(500) 

27% 

(600) 

K-Means 0.198 0.261 0.305 0.342 0.367 0.345 

TESC [25] 0.165 0.189 0.306 0.397 0.413 0.388 

Doc2Vec [10] 0.243 0.292 0.362 0.375 0.413 0.421 

Proposed model 0.331 0.370 0.435 0.457 0.460 0.481 

 

 

5.1.3. Effect of the Number of Labeled Documents 
Another factor influencing the quality of semi-supervised 

text clustering is the number of labeled documents. To 

observe the effects of labeled data on the quality of 

clustering, an experiment is designed in which the number 

of labeled data changes though the number of unlabeled 

data is kept constant. In this analysis, 80% of the documents 

are used for training and the remaining 20% for testing. 

Tables 4 and 5 show the NMI values of proposed model 

clustering for various numbers of labeled documents 

compare to other methods when the number of unlabeled 

documents is fixed. 
Clustering with the proposed model on Reuters-21578 

is of better quality than other methods. It is also noteworthy 

that as the number of labeled documents increases, the NMI 

value and therefore the clustering quality increases 

significantly. For example, in a case, when 9% of all 

documents are labeled (200 documents), the value of The 

proposed method is 0.370, TESC (BoW) 0.189, Doc2Vec 

0.292, and K-Means 0.261. In the worst case, when only 

4% of all documents are labeled (100 documents), the NMI 

value of the proposed model does not fall below 0.331, 

while other methods produce far fewer NMIs and lower 

quality clusters. The same trend and performance for the 

BBC News dataset can be seen in Table 5. 

As can be concluded from Tables 4, 5, and Figure 2, 

with the increase of labeled documents, the quality of the 

resulting clustering has an increasing trend. Comparing the 

values in Tables 4 and 5, it can be seen that the architecture 

presented in this paper for semi-supervised clustering of 

documents has significantly improved the quality of news 

document clustering. Because of the concepts and 

components of the text have been extracted, the proposed 

method can create cluster labels corresponding to 

documents classes, which is why the NMI in the proposed 

method is higher than other methods. 
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Tables 6 and 7 show the accuracy of the classification 

of news documents for the proposed method compared to 

other methods. As can be seen from these tables, the 
 

 

TABLE 5. NMI scores of news document clustering for proposed 

model compared with K-Means, TESC(BoW), and Doc2Vec at 

the various percentage of labeled documents – (BBC News) 

The 

percentage of 

labeled 

documents ( # 

of labeled 

documents) 

4% 

(100) 

9% 

(200) 

14% 

(300) 

18% 

(400) 

22% 

(500) 

27% 

(600) 

K-Means 0.236 0.301 0.338 0.361 0.389 0.390 

TESC [25] 0.200 0.237 0.352 0.432 0.463 0.469 

Doc2Vec [10] 0.339 0.365 0.393 0.420 0.437 0.494 

Proposed 
model 

0.421 0.453 0.471 0.478 0.529 0.555 

 

 

 
Figure 2. NMI scores of news document clustering for 

proposed model compared with K-Means, TESC(BoW), and 

Doc2Vec at the various percentage of labeled documents – 

(Reuters-21578) 

 

 

TABLE 6. News document classification accuracy of the 

proposed model compared with TESC (BoW), and Doc2Vec at 

the various number of labeled documents – (Reuters-21578) 

Number of 

labeled 

documents 

200 250 300 350 400 450 

TESC (BoW) 

(%) [25] 
63.32 64.02 64.23 65.36 66.32 66.90 

Doc2Vec (%) 

[10] 
64.00 67.23 70.64 72.23 71.62 73.17 

BoC [16] 66.31 

Proposed 

model (%) 
72.06 74.45 75.12 76.01 76.11 77.37 

TABLE 7. News document classification accuracy of the 

proposed model compared with TESC (BoW), and Doc2Vec at 

the various number of labeled documents – (BBC News) 

Number of 

labeled 

documents 
200 250 300 350 400 450 

TESC (BoW) 
(%) [25] 

64.68 68.19 69.46 71.37 72.11 72.45 

Doc2Vec (%) 
[10] 

67.81 69.60 73.42 76.35 76.57 77.92 

BoC [16] 69.45 

Proposed 

model (%) 
75.51 76.67 77.84 78.71 81.34 81.92 

 

 

classification accuracy of the proposed method is at least 

4% superior to other methods. It is clear that with the 

increase of labeled documents, the accuracy of classifying 

news texts has increased. 
 
 

6. CONCLUSION 
 

In this research, a concept-based method for semi-

supervised clustering of news documents is presented. The 

main idea is that the way documents are represented affects 

the quality of clustering and classification of documents. 

For this purpose, a two-level semi-supervised clustering is 

proposed that extract concepts from corpus words, and 

represents documents based on the concepts. This method 

of document representation overcomes the weaknesses of 

previous methods and has high interpretability by 

describing documents in low dimensions. The method 

proposed for clustering document vectors is a semi-

supervised method that uses a limited amount of labeled 

data. This method uses unlabeled data to capture the overall 

structure of clusters and labeled data to set cluster centers. 

It also identifies the structure and components of the text 

and creates clusters corresponding to the data classes. 

Experiments have shown that the method proposed in this 

paper has a significant advantage over other methods of 

semi-supervised clustering of the text. Also, the effect of 

various parameters such as window size, document length 

(number of concepts), and number of labeled documents 

have been studied and evaluated. The results are 

satisfactory but more studies can be done in the future. For 

example, the use of N-Grams in training the Word2Vec 

neural network model may produce better results. 
 
 

7. REFERENCES 
 

1. Forsati. R, Mahdavi. M, Kangavari. M, Safarkhani. B, "Web page 



2656                              S. M. Sadjadi et al. / IJE TRANSACTIONS C: Aspects  Vol. 34, No. 12, (December 2021)     2648-2657                                            

clustering using harmony search optimization", In 2008 Canadian 
Conference on Electrical and Computer Engineering IEE 1601-
1604, https://doi.org/10.1109/CCECE.2008.4564812. 

2. Bouras. C, Tsogkas. V, "A clustering technique for news articles 

using WordNet", Knowledge-Based Systems, Vol. 36, (2012) 115-
128, https://doi.org/10.1016/J.KNOSYS.2012.06.015. 

3. Karypis. M, Kumar. V, Steinbach. M, "A comparison of document 

clustering techniques", (2000). the University of Minnesota Digital 
Conservancy, https://hdl.handle.net/11299/215421. 

4. Bobadilla. J, Ortega. F, Hernando. A, Gutiérrez. A, "Recommender 
systems survey", Knowledge-Based Syst., Vol. 46, (2013), 109-132,   
https://doi.org/10.1016/j.knosys.2013.03.012. 

5. Barzegar Nozari. R, Koohi. H, Mahmodi. E, "A Novel Trust 

Computation Method Based on User Ratings to Improve the 

Recommendation", International Journal of Engineering, 

Transactions C: Aspects, Vol. 33, (2020), 377-386, 

https://doi.org/10.5829/IJE.2020.33.03C.02. 

6. Djenouri. Y, Belhadi. A, Fournier-Viger. P, Lin. J, "Fast and 

effective cluster-based information retrieval using frequent closed 

itemsets", Information Sciences, Vol. 453, (2018), 154-167,  
https://doi.org/10.1016/j.ins.2018.04.008. 

7. Joty. S, Carenini. G, Ng. R, "Topic segmentation and labeling in 
asynchronous conversations", The Journal of Artificial 

Intelligence Research, Vol. 47, (2013), 521-573, 
https://doi.org/10.1613/jair.3940. 

8. Li. Y, Guo. H, Zhang. Q, Gu. M, Yang. J, "Imbalanced text 

sentiment classification using universal and domain-specific 
knowledge", Knowledge-Based Systems,Vol. 160, (2018), 1-15, 
https://doi.org/10.1016/j.knosys.2018.06.019. 

9. Jacovi. A, Shalom. O, Goldberg. Y, "Understanding Convolutional 

Neural Networks for Text Classification",  ArXiv, (2018), arXiv 
preprint arXiv:1809.08037. 

10. Le. Q, Mikolov. T, "Distributed Representations of Sentences and 

Documents", International Conference on Machine Learning. 
PMLR, Vol. 32, (2014), 1188-1196.  

11. Zhang. W, Yoshida. T, Tang. X, Wang. Q, "Text clustering using 
frequent itemsets", Knowledge-Based Systems, Vol. 23, (2010), 
379-388, https://doi.org/10.1016/j.knosys.2010.01.011. 

12. Cozman. F, Cesar Cirelo. M, "Semi-Supervised Learning of Mixture 

Models" , Proceedings of the Twentieth International Conference on 
Machine Learning (ICML-2003), Washington DC, Vol. 4, (2003), 
4-24. 

13. Luo. X, Liu. F, Yang. S, Wang. X, Zhou. Z, "Joint sparse 

regularization based Sparse Semi-Supervised Extreme Learning 

Machine (S3ELM) for classification" , Knowledge-Based Systems, 
Vol. 73, (2015), 149-160, 
https://doi.org/10.1016/j.knosys.2014.09.014. 

14. Dara. R, Kremer. S, Stacey. D, "Clustering unlabeled data with 

SOMs improves classification of labeled real-world data", Proc. 

International Joint Conference on Neural Networks, (2002), 2237-
2242, https://doi.org/10.1109/ijcnn.2002.1007489. 

15. Zhang. W, Yang. Y, Wang. Q, "Using Bayesian regression and EM 
algorithm with missing handling for software effort prediction", 

Information and Software Technology, Vol. 58, (2015), 58-70, 
https://doi.org/10.1016/j.infsof.2014.10.005. 

16. Kim. HK, Kim. H, Cho. S, "Bag-of-concepts: Comprehending 

document representation through clustering words in distributed 
representation", Neurocomputing., Vol. 266, (2017), 336-352, 
https://doi.org/10.1016/j.neucom.2017.05.046. 

17. Deerwester. S, Dumais. S.T, Furnas. G.W, Landauer. T.K, 

Harshman. R, "Indexing by latent semantic analysis", Journal of the 

American Society for Information Science, Vol. 41, (1990), 391-
407, https://doi.org/10.1002/(SICI)1097-
4571(199009)41:6<391::AID-ASI1>3.0.CO;2-9. 

18. Mikolov. T, Chen. K, Corrado. G, Dean. J, "Efficient estimation of 

word representations in vector space", International Conference on 
Learning Representations, ICLR, (2013). 

19. Edara. D.C, Vanukuri. L.P, Sistla. V, Kolli. V.K.K, "Sentiment 

analysis and text categorization of cancer medical records with 
LSTM", Journal of Ambient Intelligence and Humanized 

Computing, (2019), 1-17, https://doi.org/10.1007/s12652-019-
01399-8. 

20. Dai. A.M, Olah. C, Le. Q, "Document Embedding with Paragraph 
Vectors", Arxiv, (2015), 1-8, arXiv preprint arXiv:1507.07998. 

21. Jia. C, Carson. M.B, Wang. X, Yu. J, "Concept decompositions for 

short text clustering by identifying word communities", Pattern 

Recognition, Vol. 76, (2018), 691-703, 

https://doi.org/10.1016/j.patcog.2017.09.045. 

22. Li. P, Mao. K, Xu. Y, Li. Q, Zhang. J, "Bag-of-Concepts 

representation for document classification based on automatic 

knowledge acquisition from probabilistic knowledge base", 
Knowledge-Based Systems, Vol. 193, (2020), 
https://doi.org/10.1016/j.knosys.2019.105436. 

23. Zhu. X.J, "Semi-Supervised Learning Literature Survey", (2005). 
http://digital.library.wisc.edu/1793/60444 

24. Basu. S, Bilenko. M, Mooney. R.J, "Comparing and Unifying 

Search-Based and Similarity-Based Approaches to Semi-Supervised 

Clustering", Proceedings of the ICML-2003 workshop on the 
continuum from labeled to unlabeled data in machine learning and 
data mining, (2003), 42-49. 

25. Zhang. W, Tang. X, Yoshida. T, "TESC: An approach to TExt 

classification using Semi-supervised Clustering", Knowledge-Based 

Systems, Vol. 75, (2015), 152-160, 
https://doi.org/10.1016/j.knosys.2014.11.028. 

26. Li. P, Deng. Z, "Use of distributed semi-supervised clustering for 
text classification", Journal of Circuits, Systems and Computers, 

Vol. 28, No. 8, (2019), 1-13, 
https://doi.org/10.1142/S0218126619501275. 

27. Gan. H, Fan. Y, Luo. Z, Zhang. Q, "Local homogeneous consistent 
safe semi-supervised clustering", Expert Systems with 

Applications, Vol. 97, (2018), 384-393, 
https://doi.org/10.1016/j.eswa.2017.12.046. 

28. Diaz-Valenzuela. I, Loia. V, Martin-Bautista. M.J, Senatore. S, Vila. 

M.A, "Automatic constraints generation for semisupervised 
clustering: experiences with documents classification", Soft 

Computing, Vol. 20, No. 6 (2016), 2329-2339, 
https://doi.org/10.1007/s00500-015-1643-3. 

29. Lu. M, Zhao. X.J, Zhang. L, Li. F.Z, "Semi-supervised concept 

factorization for document clustering", Information Sciences, Vol. 
331, (2016), 86-98, https://doi.org/10.1016/j.ins.2015.10.038. 

30. Mikolov. T, Sutskever. I, Chen. K, Corrado. G, Dean. J, "Distributed 
Representations of Words and Phrases and their Compositionality", 

In Advances Neural Information Processing Systems, (2013) 3111-
3119. 

31. Robertson. S, "Understanding inverse document frequency: On 

theoretical arguments for IDF", Journal of Documentation, Vol. 60, 
No. 5 (2004), 503-520, 
https://doi.org/10.1108/00220410410560582. 

32. Strehl. A, Ghosh. J, Mooney. R, "Impact of Similarity Measures on 

Web-page Clustering", Workshop on Artificial Intelligence for 

Web Search, Vol. 58, (2000), 64. 

 

http://digital.library.wisc.edu/1793/60444


S. M. Sadjadi et al. / IJE TRANSACTIONS C: Aspects  Vol. 34, No. 12, (December 2021)     2648-2657                                              2657 

 

Persian Abstract 

 چکیده 
ها به داده  تیریو مد  یدر سازمانده  یااست که به طور گسترده  دیروش مف  کیاسناد    یبنداز نظر مقدار و تنوع مملو از اخبار هستند. خوشه  یاجتماع  یهاصفحات وب و رسانه

 در متن   کلمه  یهاتکراراسناد به    ی بازنمای  یسنت  یهااز روش  ی برخاسناد است.    یی، نحوه بازنما  یبندخوشه  ت یفی بر ک  رگذاریاز عوامل تأث  یکیشود.  یکوچکتر استفاده م  یهاگروه

 یبر شبکه عصب   یمبتن  یها، روش  نیاسناد را حفظ کنند. علاوه بر ا  نیب  یتوانند اطلاعات مجاورتیها نمروش  نیکنند. ایم  جادیرا ا  یسند پراکنده و بزرگ  یدارند و بردارها  یبستگ

از تفسیرا حفظ م  یکه اطلاعات مجاورت بر کاستاهیبر مف  ی مبتن  متنِ  ییبازنما  یهابرند. روشیرنج م  فیضع   یریرپذیکنند،  اما روشکنندمیغلبه    یقبل  یهاروش  ی هایم   یها، 

ارائه شده   فهومبر م  یمبتن  ون خبری مت  ی نظارتمهین  یبندروش خوشه  کیمقاله    ن ید. در انکن یبر مفهوم استفاده نم  ی اسناد مبتن  شیمتن در حال حاضر از نما  ینظارت مهین  یبندخوشه

استخراج شده از   میکند. در مرحله اول اسناد بر اساس مفاه یبرچسب و بدون برچسب به طور همزمان استفاده م یدارا یهابالاتر از داده یبندخوشه ت یفیبه ک  یابیدست یاست که برا

برچسب را   یدارا  یهااز داده  یها و مقدار کمخوشه  یگرفتن ساختار کل   یرا برا  رچسببدون ب  یهاداده  ینظارت مهین  یبندخوشه  ندی، فرآسپس  شوند.یم  نمایش دادهمجموعه اسناد  

هم   یشنهادیدهد که مدل پینشان م  BBC Newsو    Reuters-21578  های  مجموعه داده  یروبر  انجام شده    یهاشیکند. آزمایاعمال م  به طور همزمان  هامرکز خوشه  میتنظ  یبرا

 کند.یبهتر عمل م  ی نظارت مهین  یهاروش ریمتن از سا یبندمتن و هم در خوشه یبنددر طبقه
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A B S T R A C T  
 

 

The paper seeks to highlight and analyze the relationship between the occupants’ displacements of 
chest and pelvis and the deceleration of vehicle in frontal crash accidents. A testing scheme including 5 

groups of dynamic tests was devised and conducted. Totally, 5 kinds of acceleration pulses were 
employed to simulate the real crash. The experimental finding indicates that the integral values and 

shapes of vehicle’s deceleration pulses can influence the occupants’ chest and pelvis displacements to 

some extent; thus, having effects on the risks of secondary collisions between occupants and the 
vehicle. How the deceleration pulses of vehicle influence the secondary collision is also clarified in the 

paper by a comprehensive comparison of testing results between different groups. Further research can 

be carried out on optimization of deceleration pulses of vehicle in the frontal collisions and on how to 

reduce the risks of secondary collisions based on the findings.    

doi: 10.5829/ije.2021.34.12C.11 
 

 
1. INTRODUCTION1 
 
Deaths and injuries from road traffic crashes continue to 

be major global public health problems and gradually 

draw more attention. In some countries, reduction in 

fatalities from road traffic crashes has been treated as 

one of public policy objectives. Many researches have 

been conducted and many measures have been taken to 

tackle the problems [1-3]. As a kind of protection device 

widely used in the field of passive safety of vehicles, 

seat belts are of great importance in securing safety and 

saving lives in frontal crash accidents by restraining the 

occupants and preventing secondary collisions between 

drivers or passengers and the vehicle [4]. Without the 

use of seat belts, frontal crash accidents could actually 

cause severe injuries and fatalities that should have been 

preventable or reduced to some extent if occupant 

restraint systems such as seat belts are employed and 

function normally [5]. Thoracic injury, lumbar spinal 

injury, pelvic injury, abdominal injury and many other 
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kinds of injuries are common in crash accidents, and to 

a great extent may occur in the secondary collisions 

without the proper restriction upon the adult occupants’ 

chest and/or pelvic displacements [6, 7]. Displacements 

beyond limits have become an obvious phenomenon 

related with the secondary collision directly. Generally 

speaking, the fewer traffic-related injuries and deaths of 

occupants are reported in crashes in places with the 

higher usage rate of seat belts [8]. Therefore, it is 

necessary to improve seat belt usage rate and public 

awareness [9, 10]. In addition, measures could be taken 

to find the factors that affect the usage rate and to curb 

the misuse and neglect of seat belts crucial for 

occupants [11]. 

In many cases, occupants still suffer from injuries or 

fatalities even if they wear seat belts, for various factors 

including deceleration of the vehicle which influences 

occupant restraint systems’ safety performance in 

frontal crash accidents that usually bring about abrupt 

deceleration [12, 13]. Especially in extreme cases, 

chances of restraint systems’ failure increase and the 

occupants are exposed to the danger of secondary 

collisions. Therefore, it deserves deep research on the 
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failure mechanism of seat belts under specific testing 

conditions and how to avoid the risk of secondary 

collisions. To ascertain the effect of vehicle deceleration 

on the secondary collision between occupants and the 

vehicle is the essential prerequisite of further research, 

and also the emphasis of current research. 

Compulsory seat belt legislation and corresponding 

technical standards play an important role in improving 

seat belt usage rate and promoting safety and 

standardization of products [14-16]. UN Regulation No. 

16 being the uniform provisions concerning the 

approval of seat belts, specifies the requirements and 

test methods required for assessment of the safety 

performance. According to the test methods, dynamic 

tests can be conducted to obtain the information about 

the manikin’s kinematic characteristics, thus simulating 

the real crash accidents. The process of real crash 

reconstruction involves choosing the proper equipment 

such as trolley and dummy, finishing the specified test 

procedure, collecting the essential information and 

analyzing the data obtained, and aims to provide test 

results as accurately as possible. Even though UN 

Regulation No. 16 provides a good reference for the 

current research, the test methods specified by the 

regulation are executed under the condition that the 

curve of trolley’s acceleration or deceleration is within 

the zone defined by the low and high corridors. 

Meanwhile, in order to ensure the objectivity, accuracy 

and generality, a set of deceleration or acceleration 

curves should be taken into consideration, and could 

include but not be limited to the curve specified by the 

regulation, in view of various factors [17]. 

Until now there are fewer researches on the effect of 

vehicle deceleration on injury potentials of adult 

occupants caused by secondary collisions 

comparatively. Due to the rapid development of 

computation and inspection technologies, numerical 

simulations and experimental research have been 

conducted to optimize the restraint system, to evaluate 

the ability of seat belts to protect occupants, and even to 

investigate injury mechanisms in the crash, etc. [18-20]. 

As a complement to experimental study, numerical 

simulation can be used to predict the trends, and yet it 

needs to be validated by experimental methods [21, 22]. 

Besides, the accuracy is limited to the algorithm [23]. 

The research exclusively employs the experimental 

methods with the aim of getting the more exact results.   

Actually, it is of benefit to ascertain the effect for 

improving the passive safety related with seat belts 

further. On the one hand, the vehicle deceleration 

influences the safety performance and poses risks for 

occupants when seat belts work normally [24]. Most of 

the time, seat belts can effectively restrain the adult 

occupants and protect them from the potential 

secondary collisions. But it doesn’t mean that such 

restraint systems as seat belts can provide 

comprehensive protection absolutely, instead it is still of 

great use in figuring out how to give full play to seat 

belts’ functions. All possible aspects should be taken 

into consideration in the process, and the effect of 

vehicle deceleration undoubtedly belongs to the most 

obvious ones. On the other hand, the vehicle 

deceleration may be fatal under extreme conditions [25]. 

Once damages caused by the abrupt deceleration to seat 

belts make it unable for seat belts to function, or the 

failure of seat belts restraining occupants’ displacements 

to a safety range occurs, secondary collisions become 

inevitable and subsequently result in injuries, and even 

fatalities [26]. Although all kinds of occupant restraint 

systems including seat belts reduce the risks of 

collisions between occupants and the vehicle, 

possibilities of secondary collisions still exist, for the 

fundamental reason is that the vehicle deceleration 

makes occupants subject to inertial forces that are 

closely related with thorax and pelvis displacements. 

There is a causal link between vehicle deceleration and 

secondary collisions to some extent. Values of 

displacements exceeding norms permitted constitutes 

part and parcel of secondary collisions, and therefore 

this research focuses on studying and exploring the 

relationship between vehicle deceleration and 

displacements of the chest and pelvis.      

 

 

2. METHODOLOGY 
 

2. 1. Dynamic Test Preparation       In frontal crash 

accidents, the vehicle undergoes rapid or violent 

deceleration and in the process, the deceleration could 

be deemed as a function of time within stopping 

distance. Deceleration versus time profile could be 

obtained by an accelerometer mounted on the trolley 

that is employed to simulate real crashes and reproduce 

the required pulses. Trolleys can be classified into 2 

kinds, one being the deceleration type, and the other 

being the acceleration type. The latter is convenient to 

use and has excellent properties of repeatability and 

reproducibility, with a lack of efficiency being the main 

disadvantage of the former. Therefore, acceleration 

trolley was chosen as the key equipment to conduct the 

research and acceleration pulses of the trolley were 

collected accordingly. Meanwhile, UTAC R16 dummy 

conforms to the technical regulations such as UN 

Regulation No. 16, and is suitable to measure the thorax 

and pelvis displacements. Cable extension position 

sensor shown in Figure 1 has the advantage of accuracy 

and reliability, and outweighs other devices used to 

measure displacements in dynamic tests. Two cable 

extension position sensors being the better means to 

measure the parameters required than high speed camera 

which induces deviations because of camera angles, 

could be adopted as the measurement devices for 
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collecting the data of displacements, as displayed in 

Figure 2.   

Deceleration pulses that occur in real crashes could 

be easily reproduced and simulated by acceleration 

trolley, and reconstructing the frontal crash is mainly 

based on the reproduction of the pulses. Only under the 

conditions that pulses of acceleration are nearly 

identical to the ones in real crashes, specified by certain 

regulations or defined regularly can test results be 

comparable and analyzed. Hence, a testing scheme 

incorporating a set of dynamic tests using different 

acceleration pulses was devised in order to ensure 

objectivity and universality. The testing scheme 

contains 20 tests involving 5 different kinds of pulses, 

as is shown in Table 1, and tests generating pulses of the 

same kind are listed into the same group.  

In order to reduce the interference of installation 

mode, 20 3-point seat belt samples of the same kind 

were used in the tests, and the coordinate values of 

anchorages were identical to each other. The 

recommendations about anchorages by UN Regulation 

No. 16 were given priority to, and the seat belts were all 

installed according to the requirements so as to ensure 

the consistency of test conditions.  

 

2. 2. Test Procedure       The R16 fixture was 

employed to install seat belts and restrain UTAC R16 

dummy to the seat. Before each test and in the process 

of installation, the retractor had been so installed that 

the retractor was able to operate correctly and stow the 

strap efficiently. A board 25 mm thick was placed 

between the back of the dummy and the seat back. The 

belt was firmly adjusted to the dummy. The board was 

 
 

 
Figure 1. Cable extension position sensor 

 

 

 
Figure 2. Two sensors installed respectively to measure 

thorax and pelvis displacements 

then removed so that the entire length of its back was in 

contact with the seat back. A check was made to ensure 

that the mode of engagement of the two parts of the 

buckle would entail no risk of reducing the reliability of 

locking. The final state of the dummy restrained by a 3-

point seat belt just before a dynamic test starts is 

illustrated in Figure 3. The mode was repeated in every 

installation process to ensure the same initial state 

before the acceleration trolley was propelled each time.   

Besides, the accelerometer was mounted directly at 

the bottom of the trolley. As the device to monitor the 

acceleration of trolley, it collected the essential data and 

then the acceleration pulses were obtained in the tests. 

Cable extension position sensors were mounted behind 

the dummy and their heights were equal to those of the 

dummy’s thorax and pelvis measuring positions 

respectively. Similarly the displacement pulses of 

dummy were captured and served as the information 

input for analysis of the risks of secondary collisions. 

The acceleration trolley was propelled to the 

acceleration strictly according to the target curves set 

previously.  

 

2. 3. Safety Assessment       Only when the thorax and 

pelvis displacements of R16 dummy are controlled to a 

certain range, the possibilities of secondary collisions 

can be reduced. As specified in most regulations 

including UN Regulation No. 16, in the case of 3-point 

seat belts, the forward displacement shall be between 

80 and 200 mm at pelvic level and between 100 and 

300 mm at chest level. The evaluation criteria being 

oriented to injury prevention, are based upon 

comprehensive consideration of factors such as the 

inner space of a vehicle, injury mechanism of 

occupants, and emergency locking properties of seat 

belt assembly, etc. So values of displacements 

exceeding the limits could be perceived as non-

conformance with regulations concerned, and then risks 

of collisions are generated.   

Furthermore, safety assessment is made under 

certain conditions that test results are compared and 

analyzed within groups of tests generating the 

acceleration pulses that have certain relations with each 
 

 

 
Figure 3. R16 dummy restrained by a 3-point seat belt on the 

trolley of acceleration type 
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other. On account of regularity of the test scheme 

especially in the physical specifications of acceleration 

pulses, the trends of displacements could be displayed 

by comparing the values acquired by sensors and pulses 

acquired by the accelerometer.   

 

 

3. RESULT AND DISCUSSION 
 

After all the dynamic tests, acceleration pulses of the 

trolley and dummy’s displacements of chest and pelvis 

were collected, classified, and analyzed. As displayed in 

Figure 4, the first 3 groups of tests were carried out at 3 

different settings of amplitudes of acceleration pulses, 

while the shapes of pulses showed no obvious 

differences except for the amplitudes, i.e., the lasting 

time and the trend of each pulse were almost identical to 

others, but the integral values of the pulses varied to 

some extent when different acceleration curves were 

adopted in tests. The integral value of acceleration pulse 

for the continuous time is equal to the velocity of the 

trolley, and the velocity has a positive effect on the 

trolley’s kinetic energy, while the deceleration pulse 

which is related with many factors such as the vehicle 

structure, the weight, and collision angle etc., in real 

crashes, determines how the energy can be absorbed. A 

total amount of 12 pulses of 3 different kinds were 

generated in groups I, II and III of tests, as is illustrated 

in Figure 4. Among the 3 kinds of pulses, one kind is in 

compliance with requirements about the acceleration 

curve specified in UN Regulation No. 16, as Figure 5 

shows. Figure 6 displays the differences of velocities of 

trolley. The differences between the 3 kinds of 

acceleration pulses mainly lie in the amplitudes that are 

related with the magnitude of kinetic energy under the 

condition that the lasting time or pulse width of 

deceleration in each test undergoes few changes. It can 

be seen from the test results that the condition has been 

satisfied. Therefore, further inferences can be made 

based on comparison between the displacement pulses 

of chest and pelvis, in view of the energy transfer from 

the trolley to the dummy. As is shown in Figures 7 and  

 

 

 
Figure 4. Comparison of acceleration pulses between groups 

I, II & III 

 
Figure 5. Acceleration pulses in the first 4 dynamic tests in 

accordance with UN Regulation No. 16 

 

 

 
Figure 6. Comparison of velocities between groups I, II & III 
 

 

8, the displacement pulses show obvious regularity 

accompanying the changes of acceleration. 

In groups IV and V of tests, another 2 kinds of 

acceleration curves were used and repeated 4 times 

respectively and subsequently a total amount of 8 

acceleration pulses were generated in dynamic tests, as 

is indicated in Figure 9. In order to facilitate comparison 

between the results, the 4 test pulses generated in line 

with the regulation were also displayed in Figures 9 and 

10. Meanwhile, measurements of the dummy revealed 

different patterns of displacement pulses when tests 

were conducted with different setups, i.e., when 

different acceleration curves were selected as the objects 

to simulate in dynamic tests. Integral values of the 3 

kinds of acceleration pulses were almost identical with 

each other, while the pulse widths and amplitudes were 

different. Although the kinetic energy of the trolley was 

almost the same in each test, the steep and narrow pulse 

had the reverse effect on the displacements of dummy 

with the flat and wide pulse. As displayed in Figures 11 

and 12, comparison between displacements of chest and 

pelvis indicates that the shape of acceleration pulses can 

influence the possibility of secondary collision even 

when the velocities are the same.        

The test results are summarized in Table 1. It shows 

that when velocity of the trolley is constant, 

displacement of the dummy and steepness of the pulse 

move in tandem, i.e., they have a positive correlation. If 

velocities  of  the  trolley  vary  and  the  lasting  time of  
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Figure 7. Comparison of distances of dummy’s chest 

movement between groups I, II & III  

 

 

 
Figure 8. Comparison of distances of dummy’s pelvis 

movement between groups I, II & III 

 

 

 
Figure 9. Comparison of acceleration pulses between groups 

I, IV & V  

 

 

 
Figure 10. Comparison of velocities between groups I, IV & 

V 

 
Figure 11. Comparison of distances of dummy’s chest 

movement between groups I, IV & V  

 

 

 
Figure 12. Comparison of distances of dummy’s pelvis 

movement between groups I, IV & V 
 

 

TABLE 1. Results of 20 dynamic tests 

Group 
No. 

Test 
No. 

Trolley 

velocity 
(Km/h) 

Distance of 

dummy’s chest 

movement 
(mm) 

Distance of 

dummy’s pelvis 

movement 
(mm) 

I 

1 52.1 206 134 

2 51.9 209 130 

3 51.6 202 132 

4 51.5 205 130 

II 

5 64.2 298 202 

6 64.4 307 199 

7 64.1 309 204 

8 64.1 310 198 

III 

9 38.7 124 79 

10 39.0 121 84 

11 39.0 122 82 

12 38.5 125 83 

IV 

13 51.4 253 162 

14 51.1 254 163 

15 51.8 257 163 

16 51.8 254 159 

V 

17 51.5 181 114 

18 51.9 183 115 

19 51.7 182 112 

20 52.0 183 117 
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acceleration pulses remains unchanged, with the shapes 

of pulses being similar to a great extent, the 

displacement of the dummy will also be influenced. 

Taken as 2 variables, displacement of the dummy will 

increase as velocity of the trolley increases, with other 

conditions being almost the same. Similarly, when 

velocity decreases, the displacement also shows the 

same trend.   

 

 

4. CONCLUSION 
 
The paper seeks to highlight and analyze the effect of 

deceleration on secondary collisions between adult 

occupants and the vehicle based on taking into 

consideration the relationship between the trolley’s 

acceleration and R16 dummy’s chest and pelvis 

displacements of movement in frontal crash accidents 

by means of experimental methods. 

Findings of conducting the testing scheme reveal 

that the velocity of vehicle and the shape of vehicle 

deceleration pulses can both influence the displacements 

of occupants’ chest and pelvis in a crash. Actually, the 

velocity equals the integral value of vehicle’s 

deceleration. In other words, deceleration of the vehicle 

is the main factor that has obvious effects on occupants’ 

displacements related directly with secondary collisions. 

In order to avoid the risk of secondary collisions, it’s 

necessary to reduce the vehicle velocity which may lead 

to different amplitudes of deceleration pulses. 

Meanwhile, improving the structure of vehicle and 

safety performance of seat belts is also of importance, 

for it’ll optimize the deceleration pulses and bring about 

lower possibilities of secondary collisions.        
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Persian Abstract 

 چکیده 
تصادفات از جلو است. یک طرح آزمایشی  ابجایی سرنشینان در قفسه سینه و لگن و کاهش سرعت خودرو در  این مقاله به دنبال برجسته سازی و تجزیه و تحلیل رابطه بین ج

نوع پالس شتاب برای شبیه سازی تصادف واقعی استفاده شد. یافته های تجربی نشان می دهد که ارزش ها و شکل    5گروه آزمایش پویا طراحی و اجرا شد. در مجموع ،    5شامل  

ی قفسه سینه و لگن سرنشینان تأثیر بگذارد. بنابراین ، بر خطرات برخورد ثانویه بین سرنشینان و  ربان های کاهش سرعت وسیله نقلیه می تواند تا حدی بر جابجایهای یکپارچه ض

نتایج آزمایش بین گروه های مختلف روشن شده است.  وسیله نقلیه تأثیر می گذارد. چگونگی تأثیر پالس های کاهش سرعت خودرو بر برخورد ثانویه نیز در مقاله با مقایسه جامع

ته ها انجام یشتری را می توان بر روی بهینه سازی پالس های کاهش سرعت خودرو در برخوردهای جلویی و چگونگی کاهش خطرات تصادفات ثانویه بر اساس یافتحقیقات ب

 داد. 
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A B S T R A C T  
 

 

This study presents an experimental study of engineering properties of soil stabilized with cement and 

fly ash for layers in roadway construction. The fly ash was used in this study satisfies the requirement 
according to ASTM C618. Five proportion mixes were used in this work with varying quantities of 

ordinary Portland cement amounts of 8, 10% cement and combination of 8% cement with fly ash content 
of 2%, 4%, and 6%. Specified curing periods of 7, 14, 28 days were applied for all types of specimens. 

Some engineering tests were carried out, such as unconfined compressive strength (UCS), splitting 

tensile strength, stiffness of stabilized soil, SEM, and XRD techniques. SEM images, magnified 3000 
times, showed that compacted soil structure was found as small and odd particles arranged without gel 

bound, while cement-fly ash stabilized soil was covered foam formation due to cement-fly ash crystal, 

and small particles cannot be observed. The peak intensity of silicon oxide was seen in the region 26-

28° with an angle of 2. In addition, cement and fly ash significantly improved the mechanical properties 

of stabilized soils. Finally, the specimen containing 8% cement and 2% fly ash at 14-day curing had a 

splitting tensile strength greater than 0.45 MPa, satisfying the base layer of road construction requirement 
according to current Vietnamese standards. The obtained results provided a shred of evidence for capable 

of using fly ash for road construction in the context of an increase in the fly ash generated in thermal 

power plants. 

doi: 10.5829/ije.2021.34.12C.12 
 

 
1. INTRODUCTION1 
 
Vietnam significantly developed and constructed 

infrastructures such as roads, dams, and industrial zones 

in recent years. Among them, road construction was more 

paid attention  because of the soft soil layers underneath 

that caused unexpected collapses and failure. For three 

past decades, the employments of ordinary cement and 

blended cement have been developing significantly. 

Ordinary Portland Cement (OPC) and Portland concrete 

are prevalent materials in civil engineering due to their 
strong, durable, and cheap characteristics; however, they 

have significantly affected environmental drawbacks. 

Cement manufacture releases significantly CO2 

emissions during the limestone combustion and 

calcination processes [1].  

 
* Corresponding Author Institutional Email: phantoanhvu@tdtu.edu.vn 
(V. T. A. Phan) 

The properties of clayey soils are usually 

characterized by compression, low shear strength, low 

shear capacity, and highly swelling potential [2], resulted 

in not be capable of using in subbase and subgrade of 

road construction. Significantly, volume changes due to 

shrinkage and swelling cause road surface deformation 

and bearing capacity reduction [3]. 

Several methods have been considered and employed 

regarding the soil improvement techniques, including 

mechanical stabilization, stabilization using soft 

aggregates, bituminous stabilization, lime stabilization, 

cement stabilization, thermal stabilization, chemical and 

electric stabilizations. Various admixtures, such as 

cement, fly ash, lime, blast-furnace slag cement, enzyme, 

and calcium chloride, were used in different areas in the 

world [4-10].   
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Recently, pozzolans from waste materials, such as fly 

ash, rice husk ash, and slag, are considered eco-friendly 

cementitious materials to replace traditional materials. 

Literature reviews indicated that using fly ash and cement 

on soil stabilization materials from local materials can 

remarkably reduce the cost of construction, especially for 

road construction [11-18]. For instance, Phan [8] 

indicated that the unconfined compressive strength, shear 

strength parameters on consolidated-undrained and 

unconsolidated-undrained triaxial tests improved with 

various cement contents of 4-8% OPC; furthermore, 

results also indicated that Portland cement of 4% was the 

economical ratio for treated mudstone. Mahedi et al. [19] 
treated expansive soil with cement, lime, and fly ash and 

revealed that the Atterberg limits, pH, unconfined 

compressive strength, and volumetric swell were best 

with 10% -10% calcium oxide in stabilizers for expansive 

soils. Simatupang et al. [20] conducted fly-ash-stabilized 

sands and concluded that UCS and direct shear strength 

values increased by increasing fly ash content and curing 

time in the specimen. In Vietnam, although available 

studies have been conducted to understand the behavior 

and engineering properties of soil stabilization using 

cement and lime; there were no apparent reports on 

engineering properties of using fly ash-cement soil 

stabilization in the laboratory and practice.  

This study investigates the engineering properties of 

soil stabilized with various concentrations of cement and 

fly ash contents. Specific engineering properties, such as 

unconfined compressive strength, splitting tensile 

strength, elastic modulus, SEM, and XRD methods, were 

determined with the curing periods of 7, 14, 28 days. The 

obtained results were expected to consume a high 

quantity of waste fly ash every year and create a 

sustainable material for layers in road construction.  

 

 

2. EXPERIMENTAL PROGRAM 
 
The materials used in this study composed of excavated 

soil, ordinary Portland cement (OPC), and fly ash (FA).  

 
2. 1. Materials Used 
 

Excavated soil      The soil sample for the laboratory test 

was taken from Cu Chi province, Southern Vietnam. The 

disturbed soil sample was excavated with a depth of 1m 

from the surface. The basic physical properties of 

undisturbed samples are listed in Table 1. The grain size 

distribution is plotted in Figure 1. 

FA   Fly ash used in this study was collected from 

Formosa power station, Dong Nai Province, Vietnam. 

The engineering properties of fly ash are satisfied with 

the requirement in ASTM C618 [21]. The distribution of 

grain size smaller than 45µm is 71.9 %, the loss on 

ignition with the temperature is 3.2%, calcium oxide 

content is 3.3%.  

OPC    OPC, grade 40, used in this work was 

purchased from a local company. The compressive 

strength, setting time, fineness, specify gravity, and 

standard consistency gravity of OPC were determined. 

The test results of fundamental properties are listed in 

Table 2. 

 
2. 2. Mix Proportions, Sample Preparation, and 
Testing Methods 
Mix proportions     Based on TCVN 10379-2014, soils 

stabilized with inorganic adhesive substances, chemical 

agent or reinforced composite for road construction, 

construction and quality control, the additive used is in 

range of 5-12% by dry soil weight. Thus, to reduce the 

cement consumption and make use of the fly ash; this 

 

 
TABLE 1. Basic physical properties of undisturbed soil 

Basic properties Test value 

Specific gravity, Gs 2.65 

Liquid limit, (%)  27.66 

Plastic limit, (%)  15.48 

Plastic index, (%  12.18 

Maximum dry unit weight (g/cm3) 2.057 

Optimum water content (%) 9.90 

 

 

 
Figure 1. Grain size distribution curve of natural soil 

 

 
TABLE 2. Properties of OPC 40 

Properties Tested result 

Compressive strength   

28 days  43.5 

Setting time, min.  

Initial  133 

Final  172 

Fineness, cm2/g  3850 

Specific gravity  3.09 

Standard consistency, C/W, % 31.5 
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study used 8, 10% cement, and a combination of 8% 

cement with 2% FA, 4% FA, and 6% FA which is 

expected to have enough strength of stabilized soil for 

subbase and base layers in road construction. A total of 

5 sets of mixed proportions was carried out for this 

experimental program. Natural soil was mixed with five 

cement and fly ash ratios, including 8%C, 10%C, 

8%C+2%FA, 8%C+4%FA, 8%C+6%FA, by dry weight. 

The specimens were conducted on five mix groups, 

namely M.8.0, M.10.0, M.8.2, M.8.4, M.8.6, 

respectively, as presented in Table 3. 

Sample preparation    This paper concentrates on 

investigating the optimum amount of fly ash and cement 

for evaluating the engineering properties of cement-fly 

ash stabilized soil (CFSS). The specimens were prepared 

by proctor method, conditioned at room temperature and 

above 80% relative humidity, then tested with soaked 

conditions at 7, 14, 28 days. Unconfined compressive 

strength, splitting tensile strength, the elastic modulus of 

CFSS specimens were obtained in this study. 

Furthermore, SEM and XRD techniques were also 

investigated on the compacted soil and CFSS specimens. 

This work presents one case as a component of a broader 

research effort on the properties of locally available soils 

for construction in Cu Chi province, located in southern 

Vietnam. The experimental data provide a quantitative 

basis for further road construction in this area.  

Compaction test    Standard Proctor compaction tests 

were performed by AASHTO T99-95, using method A. 

The specimens were of 101.6 mm diameter and 116 mm 

height. To conduct tests, the soil, cement, and FA were 

manually prepared in dry material and different moisture 

contents. A metal rammer was used with a mass of 2.50 

kg and having a flat circular face of 50.8 mm. The 

rammer was dropped freely from the height of 305 mm. 

The specimen was prepared in three layers, and 25 blows 

compacted each layer. Finally, maximum dry unit weight 

and optimum moisture content were obtained through 

this test. 

Unconfined compressive strength      UCS tests of 

stabilized soil with different cement and FA contents for 

various curing ages were conducted under AASHTO 

T208. A metal mold prepared cylindrical specimens with 

5 cm in diameter and 10 cm in height at the maximum 

 

 
TABLE 3. Proportion mixes 

No. Mix 
Mix proportion (%) 

Soil C FA 

1 M.8.0 100 8 0 

2 M.10.0 100 10 0 

3 M.8.2 100 8 2 

4 M.8.4 100 8 4 

5 M.8.6 100 8 6 

dry unit weight and optimum moisture content obtained 

in the standard Proctor compaction test. After that, the 

specimens were immediately packed in a plastic bag and 

stored in a chamber at room temperature, as shown in 

Figure 2. In addition, all specimens were conditioned by 

moisture curing and tested after soaking 2 days for a 7-

day test and 7 days for 14- and 28-day test.  

Splitting tensile strength (STS)     ASTM C496-96 

was used to test the splitting tensile strength of stabilized 

soil. The diameter and height of the specimen were 101.6 

mm and 116 mm, respectively. Three specimens have 

been tested for each stabilized soil sample, and the 

average value of the result has been used for evaluation. 

The splitting tensile strength is calculated by Eq. [1], as 

follows: 

T = 2P/(HD) (1) 

where T is splitting tensile strength; P is maximum 

applied load; H and D are the length and diameter of the 

specimen, respectively. 

Stiffness of soil     Elastic modulus of stabilized 

materials is an important parameter required in layered 

elastic analysis of pavement structure. To determine the 

elastic modulus, the specimen with the diameter and 

height is 101.6 mm and 116 mm, respectively, as shown 

in Figure 3. The elastic modulus test conformed to TCVN 

9843-2013 [22] was used in this study. 

 
 
3. TEST RESULTS AND DISCUSSIONS 
 

A series of tests have investigated the mechanical 

engineering properties of CFSS specimens. The UCS, 

STS, and the elastic modulus results are presented, 

respectively, as below. 
 

 

 

Figure 2. Prepared samples 

 

 

 

Figure 3. Elastic modulus test 
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3. 1. Unconfined Compressive Strength          
Unconfined compressive strength is a common property 

to evaluate the strength of CFSS specimens. Figure 4 

plots the variation of UCS at 7-, 14-, and 28-day curing 

ages of stabilized soil with various percentages of cement 

and fly ash %. It can be seen in Figure 4 that the UCS of 

7-, 14- day, and 28-day give the value of 4.12-4.99 MPa, 

5.26-6.11 MPa, and 7.31-8.03 MPa, respectively. The 

UCS increased as the curing period increased due to the 

time-dependent pozzolanic reactions. As shown in Figure 

4, the compressive strength of cement stabilized soil 

increases with a percentage of cement increases in the 

range of 8-10%. Adding 2% FA yields the greatest 

compressive strength compared to two other contents at 

the same cement content. The phenomenon can be 

attributed to the combination of 2% FA and 8% cement 

causing the best continuation of the cementitious-

hydrated process in the mixture. 

 
3. 2. Splitting Tensile Strength          The STS values 

of CFSS specimens with various percentages of cement 

and FA contents are presented in Figure 5. Regarding the 

effects of cement content on STS, it is depicted from this 

figure that the STS increased with an increase in cement 

content up to 10%. On the other hand, an increase in FA 

content up to 6% caused a decrease in STS, irrespective 

of curing day. The specimen with 8% C and 2% FA at 

14-day curing has an STS greater than 0.45 MPa that 

satisfies the strength requirement of the base layer for 

road construction according to TCVN 8858-2011.  

 

 

 

Figure 4. The UCS of cement/cement-FA stabilized soils 

 
 

 

Figure 5. The STS of cement/ cement-FA stabilized soil 

Furthermore, it is depicted in Figure 5 that the specimens 

with the FA contents of 4% and 6% FA are not applicable 

in a base layer for road construction. 

 
3. 3. Elastic Modulus (E)              The elastic modulus 

of soil treated with different FA and cement percentages 

is plotted in Figure 6. The elastic modulus results were in 

a range of 976-111 MPa, 1033-1305 MPa, 1033-1305 

MPa, and 1195-1329 MPa for 7, 14, and 28 days, 

respectively. Without using FA, a general tendency to 

increase elastic modulus was found to increase in cement 

content of 8-10%. More remarkably, using cement and 

FA improved the elastic modulus with the cement content 

of 8% and FA content of 2%; after that, the elastic 

modulus decreased value with a further increase in FA 

content. The obtained data provided some specific values 

of elastic modulus, which are very helpful and valuable 

for designers and site practice for future design and 

construction, especially for low-cost road construction. 

 
3. 4. SEM and XRD Results            The Scanning 

Electron Microscope (SEM) technique was employed to 

investigate the surface of compacted soil and CFSS 

specimen, magnified by 3000 times, as shown in Figure 

7. Figure 7a shows that compacted soil structure was 

found as small and odd particles arranged without gel 

bound. On the other hand, Figure 7b shows the foam 

formation due to the surrounding adhesive, and small 

particles cannot be observed. The phenomenon was 

likely attributed to cement, FA, and soil chemical 

reactions that established cementitious and pozzolanic 

gels consisting of calcium silicate hydrate (CSH) gel and 

calcium aluminate hydrate (CAH) gel. Based on the 

obtained images and the chemical reaction, it can be 

concluded that the CFSS significantly improved the 

strength compared to that of compacted soil.  

X-ray Diffraction (XRD) is a technique to determine 

the crystallographic structure of a material. Figure 8 

presents the comparison of XRD patterns between 

compacted soil and cement-FA treated soil specimens. In  

 

 

 

Figure 6. Elastic modulus of cement/ cement-FA stabilized 

soil 
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(a) The surface of compacted soil 

 

(b) The surface of CFSS specimens 

Figure 7. SEM images, magnified by 3000 times 

 
 

 
(a) Compacted soil 

 
(b) CFSS specimen at 14 days 

Figure 8. XRD patterns of specimens 

this study, the cement-FA treated soil was made with 

8%C and 2%FA and cured at room temperature until 28 

days. In general, the peak intensity of Silicon Oxide is 

seen in the region 26-28° 2θ. In addition, 

Methoxycoumarin and Cerium Germanium were also 

obtained in two specimens. 
 

3. 5. Effect of Different Size Samples on 
Compressive and Splitting Tensile Strength        As 

determined in the previous section, the optimum content 

containing 6% cement and 2% FA can be used for the 

base layer in road construction. In addition, to understand 

the effects of size specimen on the compressive strength 

and tensile strength of CFSS specimens, this study used 

two sizes of specimens such as D × H = 15.24 × 11.7 cm 

and D × H = 10.16 × 11.7 cm to test the compressive and 

tensile strengths.  
Tables 4 and 5 indicated that a smaller specimen has 

a smaller compressive and greater splitting tensile 

strength with a conversion ratio of 0.74 and 1.09, 

respectively. This result may be used as a suitable ratio 

in practical and laboratory situations when using a 

standard proctor to prepare the specimen. 
 

 

TABLE 4. UCS of CFSS specimens 

No. Sample 
Size (cm) Curing 

age 

(days) 

Tested 

values 

Average 

Tested 

values 

D × H (MPa) (MPa) 

1 

8%C+

2%FA 

15.24 × 11.7 28 8.0 

8.02 

2 15.24 × 11.7 28 7.5 

3 15.24 × 11.7 28 8.1 

4 15.24 × 11.7 28 8.3 

5 15.24 × 11.7 28 8.2 

6 

8%C+

2%FA 

10.16 × 11.7 28 5.8 

5.95 

7 10.16 × 11.7 28 5.4 

8 10.16 × 11.7 28 6.4 

9 10.16 × 11.7 28 6.2 

10 10.16 × 11.7 28 5.9 

 
 

TABLE 5. STS of CFSS specimens 

No. Sample 
Size (cm) Curing 

age 

(days) 

Tested 

values 

Average 

Tested 

values 

D × H (MPa) (MPa) 

1 

8%C

+2%F

A 

15.24 × 11.7 28 0.78 

0.76 

2 15.24 × 11.7 28 0.82 

3 15.24 × 11.7 28 0.72 

4 15.24 × 11.7 28 0.78 

5 15.24 × 11.7 28 0.69 
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6 

8%C

+2%F

A 

10.16 × 11.7 28 0.83 

0.83 

7 10.16 × 11.7 28 0.87 

8 10.16 × 11.7 28 0.80 

9 10.16 × 11.7 28 0.80 

10 10.16 × 11.7 28 0.82 

 

 

4. CONCLUSIONS 
 
An experimental study was performed to investigate the 

engineering properties of soil stabilized with cement and 

FA. Some specific conclusions can be made: 

• Without using FA, the compressive strength, splitting 

tensile strength, and elastic modulus of stabilized soils 

significantly increased with the cement content in a range 

of 8-10 percent.  

 • An economical mixture was found of 8% cement and 

2% FA, which simultaneously yielded the best 

performance in UCS, STS, and elastic modulus; 

furthermore, this also satisfied the requirement for the 

base layer in road construction according to the current 

Vietnamese standard. 

• SEM images indicated that the compacted soil structure 

was found as small and odd particles arranged without 

gel bound, while the CFSS specimen showed foam 

formation due to the surrounding adhesive, and small 

particles cannot be observed. The XRD pattern showed 

that the peak intensity of Silicon Oxide was seen in the 

region 26-28° 2. Methoxycoumarin and Cerium 
Germanium crystals were also obtained in two 
specimens.   
• Two sizes of specimens such as D×H= 15.24× 11.7 cm, 

and D×H= 10.16× 11.7 cm used to test the compressive 

and splitting tensile strengths with a conversion 

coefficient of 0.74 and 1.09, respectively. 
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Persian Abstract 

 چكيده 

اکستر کوره در این مطالعه مورد  این مطالعه یک مطالعه تجربی از ویژگی های مهندسی خاک تثبیت شده با سیمان و خاکستر کوره برای لایه ها در ساخت جاده ارائه می دهد. خ

درصد   8و    10،    8مختلف مقادیر مختلف سیمان پرتلند  نیاز را برآورده می کند. پنج مخلوط نسبت در این کار با مقادیر    ASTM C618استفاده قرار گرفته است و مطابق  

روز برای همه نوع نمونه اعمال شد. برخی    28،    14،    7درصد استفاده شد. دوره های سخت شدن نمونه مشخص    6درصد و    4درصد ،    2سیمان همراه با محتوای خاکستر کوره  

، که    SEMانجام شد. تصاویر    XRDو    SEMت کششی تقسیم ، سفتی خاک تثبیت شده ، تکنیک های  ، مقاوم (UCSاز آزمایشات مهندسی مانند مقاومت فشاری نامحدود )

شده با خاکستر   بار بزرگ شده اند ، نشان داد که ساختار خاک فشرده به عنوان ذرات کوچک و عجیب بدون چسباندن ژل یافت شده است ، در حالی که خاک تثبیت  3000

درجه    2درجه با زاویه    28-26سیمان کوره پوشانده شده است و ذرات کوچک قابل مشاهده نیستند. اوج شدت اکسید سیلیکون در منطقه  سیمان به دلیل کریستال خاکستر  

خاکستر   ٪2و   سیمان  ٪8حاوی   مشاهده شد. علاوه بر این ، سیمان و خاکستر کوره به طور قابل توجهی خواص مکانیکی خاکهای تثبیت شده را بهبود بخشید. سرانجام ، نمونه

مگاپاسکال بود ، که طبق استانداردهای ویتنامی فعلی ، نیاز اساسی راهسازی را برآورده می کرد. نتایج   0.45روزه دارای مقاومت کششی بیشتر از  14بادی در زمان سخت شدن 

 کوره تولید شده در نیروگاه های حرارتی ارائه می دهد.بدست آمده شواهدی را برای استفاده از خاکستر بکوره برای ساخت جاده در زمینه افزایش خاکستر 
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A B S T R A C T  
 

 

Quantum dot cellular automata (QCA) is a promising transistor less nano-technology that is growing in 

popularity and it has the capability to replace the ubiquitous complementary metal oxide Semiconductor 
(CMOS) technology in the VLSI domain. The paper discussed the simple design of single bit comparator 

circuit using QCA. A single-bit comparator circuit compares its two inputs and indicates which one is 

larger or are they both equal.  This paper has focused on creating an area efficient QCA comparator 
circuit and a comparative study of area consumption with the previously made designs. The designed 

comparator circuit is the most area-efficient design as it is made up of minimum possible number of 

cells. A comparator is used in equality testers and many other digital communications The circuit 
proposed in this paper is a three layered circuit which can alternatively be used to realize the basic logic 

gates. The circuit can also be used as an alternative to the majority and universal gates in QCA. 

doi: 10.5829/ije.2021.34.12c.13 
 

 
1. INTRODUCTION1 
 
Though CMOS technology is currently the most 

preferred technology in VLSI circuit design, it has few 

drawbacks in terms of high leakage current. On the other 

hand, in QCA technology the power consumption, area 

required are very low. It also supports very high-speed 

operation (in the range of THz) because it uses the 

polarization as the mode of operation. These features 

give QCA the upper hand and research are going on in 

this domain. Figure 1 shows a QCA cell. The orientation 

of the electrons will give us the indication whether it’s a 

Logic 0 or Logic 1. 

The basic gate in this technology is a majority voter 

gate [1] which can be programmed to act as an AND gate 

or an OR gate depending on the control value given. 

When control value +1 is given, it acts like an OR gate 

and when the control input is -1, it acts like an AND gate. 

Many circuits have been implemented using this majority 

gate like adders and subtractors [2-3], multiplexers [4-5] 

and decoders [6] which are the basic building blocks of 
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any digital circuit. Figure 2 shows the QCA design of a 

majority voter gate. In this paper, we have discussed 

another building block, i.e., comparators (1-bit). A novel 

design of a 1-bit comparator has been proposed and then 

compared against the previously available comparators 

[7-18].  

The paper is organized in this way: current section i.e. 

section 1 discussed about the introduction of QCA and 

role of kink energy in QCA based circuit, section 2 

describes the detail design of the comparator circuit. 

Section 3 discussed implementation of various logic 

gates using the designed comparator circuit and section 4 

is for the observation and conclusion of the work. 
 

 
Figure 1. QCA cell with the polarizations 

 

 

mailto:ratna.chakrabarty@iemcal.com


R. Chakrabarty et al. / IJE TRANSACTIONS C: Aspects  Vol. 34, No. 12, (December 2021)    2672-2678                                  2673 

 
Figure 2. Majority Voter Gate 

 

 

Kink energy plays an important role in QCA based 

designs as it should be minimum for the stable output of 

the circuit. 

The kink energy (in Joule) between two electron 

charges is calculated using the formula: - 

U = (k.Q1.Q2)/ r 

Where k = 1/ (4πϵ0ϵr) = 9 × 109, 

Q1 = Q2 = charge of an electron = 1.6 × 10-19C. 

U = 23.04 x 10-29/ r 

r = distance between the two charges.     

UT = ∑i Ui 

UT = summation of all the individual kink energies (in 

Joule). 

For this calculation, the below postulates are considered. 

(This has been shown diagrammatically in Figure 3) 

1) All cells are alike and the distance from end to end of 

each cell is 18nm. 

2) The space between two neighbouring cells 

(interspacing distance) is 2nm. 

3) The diameter of each quantum dot is 5nm. 

4) The distance between the two layers used for the 

design is 11.5nm. 

Another important aspect in every QCA design is the 

clock. In QCA, clock is used to define the direction of 

state transition. The clocks are what that gives power to 

the QCA cells to operate. Clocking plays an important 

role in synchronizing all parts of a complex digital 

circuit. There are four clocking zones namely, Switch, 

Hold, Release, Relax as shown in Figure 4. During switch 

phase, inter dot barriers are raised and the cells become 

polarized according to the driver polarization state. In the 

hold phase as the name suggests, the inter dot barriers 

continue to be high so that the cells preserve their current 

states. In release phase, the inter dot barriers become low 

and the cells go to an unpolarized state. The relax phase 

keep the barriers low so that the cells can remain in that 

unpolarized state. 
 

 

 
Figure 3. Dimensions of the QCA cells 

 
Figure 4. Four phases of a clock signal 

 

 

2. SINGLE BIT COMPARATOR USING 14 CELLS 
 

A single bit comparator is a combinational circuit that 

compares two bits. It has two inputs for two single bit 

numbers each and three outputs are for less than, equal 

to, and greater than comparison between two binary 

numbers. 

Figure 5(a) shows the design of a more area efficient 

1 bit comparator consisting of 14 cells. This design 

consists of only 14 cells which is the least number of cells 

used to design a QCA comparator circuit till date. Figure 

6 shows the different layers of the circuit. The simulated 

output of the designed circuit is shown in Figure 7. 

Figures 8a and 8b show the polarization and energy 

dissipation graph with respect to temperature 

respectively. Figure 8c shows the mapping of the power 

dissipation across the QCA cells. On mapping this result 

with the correspondng circuit diagram, we can see that 

the A>B and A<B output cells dissipates almost equal 

amount of power which is more than the power dissipated 

by the A=B output cell. Table 1 shows the different 

energy calculations for the comparator circuit. 

 

 

 
(a) 

 
(b) 

Figure 5. (a) QCA design of proposed comparator with 14 

cells (b) Digital circuit diagram of a single-bit comparator 
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Figure 6. Breakup of the 3 layers in the circuit 

 

 

 
Figure 7. Output of proposed Comparator Circuit 

 
 

 
(a) 

 
(b) 

 
(c) 

Figure 8. (a) Polarization vs Temperature (b) Energy 

Dissipation vs Temperature (c) Power Dissipation Mapping 

using QCAPro[19-20] 

 

 

TABLE 1. Power Parameters of the Comparator Circuit 

Power Parameters Values 

Total Energy Dissipation (in Joule) 10.96 × 10-22 

Average Energy Dissipation per Cycle (in Joule) 9.952 × 10-23 

Average Power Dissipation (in pico Watts) 181 

 

 

Now, we calculate the kink energy. Kink energy is 

basically defined as the energy difference between two 

neighbouring or adjacent cells. Kink energy between two 

cells depends on the dimension of the QCA cell as well 

as the spacing between adjacent cells. It is independent 

on temperature. It is one of the most significant 

parameters for the stability of the design. The state 

having minimum kink Energy is most stable state. 

Below, two sets of input values are taken and the kink 

energy of all the corresponding output cells with respect 

to each input are calculated. The inputs taken are  

a> A=1, B=0: Naturally as A is greater than B, the 

A>B output cell will give output as ‘1’ and the rest 

outputs will be ‘0’;  

b> A=1, B=1: Similarly, the A=B output cell will give 

output ‘1’ and the others will give output ‘0’.  
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The yellow cells indicate the output cells, green cells 

indicate the cells are in 1st clock (Clock 0) and pink cells 

indicate the cells are in 2nd clock (Clock 1). All the 

electrons (black dots) are arranged such that minimal 

possible energy configuration is achieved. Then the kink 

energies are calculated. 

In a QCA cell, there are four quantum dots but 

maximum two electrons are present inside a cell which 

occupies the opposite cornered position as it is the most 

stable configuration i.e. the least energy state.  

In Figure 9, x1 and x2 represents the two opposite 

cornered electrons of the output cells. Similarly, e1 and e2 

represents the two electrons of the cell nearest to the 

output cell. For A>B and A<B, the cells are present in 

two different layers, outout cell (in the top layer) lies just 

above the neighboring cell (in the via layer) but for A=B, 

the cells are on the same the same layer adjacent to each 

other. 

Other cells present in the circuit are further away from 

the output cell. That is why, the distance between the 

electrons of the output cell and other cells are so high that 

the corresponding individual kink energies are too 

negligible to be considered for the calculation. Tables 2 

and 3 shows the kink energy calculations for different 

inputs of A and B. 
 

 

 
(a) 

 
(b) 

Figure 9. Reference Diagram for Kink Energy calculation 

for  (a)  A=1and B=0          (b)  A=1 and B=1 
 
 

TABLE 2. Kink Energies for A=1 and B=0 (×10-21) 

INPUT: A=1, B=0 

Kink Energy (Ue) 
A>B A=B A<B 

x1 x2 x1 x2 x1 x2 

Ue1 15.8 15.8 11.5 7.6 15.8 15.8 

Ue2 15.8 15.8 16.2 11.5 15.8 15.8 

Total (UT) 31.6 31.6 27.7 19.1 31.6 31.6 

TABLE 3. Kink Energies for A=1 and B=1 (×10-21) 

INPUT: A=1, B=1 

Kink Energy (Ue) 
A>B A=B A<B 

x1 x2 x1 x2 x1 x2 

Ue1 15.8 15.8 11.5 16.2 15.8 15.8 

Ue2 15.8 15.8 7.6 11.5 15.8 15.8 

Total (UT) 31.6 31.6 19.1 27.7 31.6 31.6 

 

 
3. REALIZATION OF BASIC LOGIC GATES USING 
THE PROPOSED SINGLE BIT COMPARATOR 
 

This section deals with the designing of basic logic gates 

using the structure of the single bit comparator. The same 

design can be used as an AND, OR, NAND, NOR, XOR, 

XNOR, BUFFER and INVERTER GATE. 

As it can be seen from Figure 10(a), when the 

polarization at the centre is given to be -1, then the 

corresponding outputs from different cells are given. 

Figure 10(b) gives the outputs of the same cells when a 

polarization of +1 is given. We are taking the outputs A'B 

as (A<B) output cell and AB' as (A>B) output cell. The 

AB + A'B' gives the (A=B) output cell. Along with these 

we get some other outputs as well as illustrated in Figures 

10(a) and 10(b).We get the AND and OR gates as well 

from the comparator circuit. It is not unknown that if we 

invert the output of AND and OR gates we get NAND 

and NOR respectively. In QCA this is done by adding a 

cell on top of the output cell in a different layer taking the 

inverted output from there. In this way we can get the 

AND, NAND, OR and NOR gates from our proposed 

comparator design. 

As it can be seen in Figure 11, the same comparator 

structure is used to implement the basic logic gates along 

with a buffer. 

Realization of the fundamental logic gates using the 

proposed comparator circuit design can be seen as below. 
 

I) AND Gate: To make an AND gate, we just need to 

take the cell present between the two input cells as the 

output cell (refer to Figure 10(a)). 

II) OR Gate: To make an OR gate, we just need to take 

the cell present between the two input cells as the output 

cell (refer to Figure 10(b)). 

 

 

 
(a)       (b) 

Figure 10. Outputs taken from the Comparator Circuit 
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Figure 11. QCA layout of AND, OR, NAND, NOR, 

INVERTER, BUFFER XNOR and XOR 
 

 

III) NAND Gate: NAND = AND + NOT. Hence, the cell 

just above the AND output cell in the new layer is taken 

as the NAND output cell (refer to Figure 11(top row, 

second from right). 

IV) NOR Gate: NOR = OR + NOT. Hence, the cell 

above the OR output cell in a different layer is taken as 

the NOR output cell (refer to Figure 11(top row, 

rightmost)). 

V) INVERTER: In the XNOR gate, if we replace the 

input cell B with polarization -1, we shall get an 

INVERTER. 

XNOR => Y = AB+A’B’. If B=0, then Y = A’ => an 

INVERTER. 

VI) BUFFER: In the XNOR gate, if we replace the input 

cell B with polarization +1, we shall get a BUFFER. 

XNOR => Y = AB+A’B’. If B=1, then Y = A => a 

BUFFER. 

VII) XNOR Gate: In a comparator circuit, A=B is 

calculated using the XNOR gate. Hence, no extra design 

is required for the XNOR gate because it can be obtained 

from the comparator circuit itself. 

VIII) XOR Gate: To make a XOR gate, we just need to 

change the polarization of the polarized cell of the 

comparator from -1.00 to +1.00. The position of the 

output cell remains same as that of the A=B comparator 

output (refer to Figure 11 (bottom row, rightmost)). 

In Figure 12, output graphs of the fundamental logic 

gates using the proposed comparator circuit design are 

shown. 

 
 
4. OBSERVATION AND RESULTS 
 
Table 4 draws the comparisons among previously 

proposed single bit comparators to our proposed design 

with respect to cell count and area consumpsion. 

Proposed design consists of 14 cells and consumption of 

area is 0.0089 µm2. This design can be alternatively used 

as the basic logic gates which  has been discussed in 

section 3. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 12. Output of the basic logic gates implemented 

using the proposed design. (a) AND & OR Gate, (b) NAND 

& NOR Gate, (c) INVERTER & BUFFER, (d) XNOR & 

XOR Gate 
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TABLE 4. Observations for 1-bit comparators 

Comparator 

Design 
No. of Cells Area (μm2) 

Delay (clock 

cycle) 

[7] 81 0.06 0.75 

[8] 42 0.05 0.75 

[9] 37 0.028 1 

[10] 58 0.055 0.75 

[11] 100 0.11 0.75 

[12] 38 0.03 0.5 

[13] 31 0.04 0.75 

[14] 40 0.05 0.75 

[15] 79 0.07 1 

[16] 73 0.06 1 

[17] 26 0.023 0.5 

[18 ]  31 0.03 0.75 

Proposed Design 14 0.0089 0.5 

 
 

5. CONCLUSION 
 

In this paper we have discussed about the design of 14 

cell single bit comparator circuit and used it to design of 

the basic logic gates. During the comparison of the circuit 

with other previously proposed designs the number of 

cells used to formulate this is 14 which is the lowest till 

date. Thus we are able to propose a novel comparator 

design which is area efficient and also can be used in 

basic digital designs. The advantage of our design is that 

we are getting all the gates along with the comparator 

output. This comparator circuit can be used as a universal 

structure for forming the basic gates instead of the 

majority voter as this design is more compact and is less 

prone to errors. 
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Persian Abstract 

 چکیده 
 ( یک ترانزیستور نویدبخش با فناوری نانو کمتر است که محبوبیت روزافزون خود را افزایش می دهد و این قابلیت را دارد که در همه جا ازQCAآنتن کوانتوم دات سلولار )

پرداخته است. یک   QCAاستفاده کرد. این مقاله به طراحی ساده مدار مقایسه کننده تک بیتی با استفاده از  VLSIدر حوزه  (CMOS)فناوری نیمه هادی اکسید فلزی مکمل 

  QCAیجاد یک مدار مقایسه ای  مدار مقایسه ای تک بیتی دو ورودی خود را مقایسه می کند و نشان می دهد که کدام یک بزرگتر است یا هر دو برابر هستند. این مقاله بر ا

است زیرا از حداقل در منطقه و مطالعه مقایسه ای مصرف سطح با طراحی های قبلی تمرکز کرده است. مدار مقایسه شده طراحی شده از نظر مساحت کارآمدترین طرح    کارآمد

فاده می شود. مدار ارائه شده در این مقاله یک  تعداد ممکن سلول تشکیل شده است. یک مقایسه کننده در آزمایش کننده های برابری و بسیاری دیگر از ارتباطات دیجیتالی است

به عنوان جایگزینی برای دروازه های  مدار سه لایه است که به طور متناوب می تواند برای تحقق دروازه های منطقی اساسی مورد استفاده قرار گیرد. این مدار همچنین می تواند  

 استفاده شود. QCAاکثریت و جهانی در 
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A B S T R A C T  
 

 

Wireless sensor networks are efficient way to monitor important parameters in various fields of science 
and engineering. These sensors are battery operated and in each round of transmission some energy is 

used. Therefore, over the period of time battery drains, and thus effect the stability period of the 

networks. To conserve battery nodes are divided as normal and advance nodes. The energy of the 
advanced nodes is higher than normal nodes. Further clustering mechanism is used to reduce energy 

dissipation. This paper proposes a mechanism by which stability period, network lifetime and throughput 

can be increased significantly. The proposed mechanism considers S-SEP protocol and nodes are 
coupled to form pairs, then number of clusters and radius of the clusters are optimized such that isolated 

nodes are zero. It is found that using proposed mechanism stability period can be improved by 17% in 

comparison to recently proposed work. 

doi: 10.5829/ije.2021.34.12c.14 
 

 
1. INTRODUCTION1 
 

Recently, we have witnessed a lot of advancement in the 

field of Wireless sensor networks (WSNs) [1]. The 

transmission using sensor nodes is reliable and secures 

[2]. The data collected by these nodes is further 

transmitted to the BS either directly or with the help of 

cluster heads (CHs) [3]. The source of energy of these 

nodes is batteries, which are not replaceable. Hence, it is 

quite important to have a long lifetime of these nodes for 

the efficient transmission system. As soon as the first 

node dies out, the network becomes unstable [4]. Thus, 

the major issue with the WSNs is to enhance the lifetime 

and reduce the energy consumption of the nodes [5]. A 

number of techniques are proposed to reduce the 

consumption of energy of the SNs [6-8] like energy-

aware medium access control and power-aware storage 

protocols [8]. To some extent, these protocols have 

upgraded the lifetime and battery replacement time of 

WSNs, but failed to provide sufficient energy for the 

proper functioning of the system. The positioning of the 

nodes also plays an important role in reducing energy 
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consumption. The nodes must be deployed in such a way 

that they must cover the main area which is to be focused 

concentrated to have proper and precise collection of data 

[5]. In this work we are analyzing the effect of number of 

clusters, radius of the clusters and distance of the nodes 

in the optimization of stability period. We would like to 

increase the radius of the clusters such that no isolated 

node remain, but under the condition that the pairing of 

node will only be done for the nodes which follows free 

space model. The free space model demands smaller 

radius of the cluster circle while to avoid isolate node 

radius of the clusters should be large enough to 

accommodate distant nodes. Two requirements are 

inverse to each other. Therefore, optimization of radius 

of the clusters is necessary to maximize stability period. 

 
 
2. RELATED WORKS 
 

A new protocol, stable election protocol (SEP) is 

proposed for improving the lifetime of the nodes. In this 

protocol, we have two kinds of nodes: advanced and 
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normal nodes. The selection of cluster head is based on 

the residual energy in each node. Many researchers have 

proposed various heterogeneous protocols similar to SEP 

using some improvement mechanism. In the other 

clustering protocol named as zonal-stable election 

protocol [9], the basic concept of working is based on the 

zonal division. Further modification is done where 

considered area is divided into sectors (S-SEP) [10]. 

Each node in a WSN network collects and transmits 

data, which causes some consumption of energy. In the 

case of uneven distribution of nodes in a WSN, some 

nodes left as isolated as shown in Figure 1. The 

consumption of energy by isolated nodes is a major 

problem in a WSN network. This problem can be solved 

by deciding whether the isolated nodes will send the data 

to a CH node or to sink on the basis of the distance 

between the isolated nodes and the sink. Recently,we 

proposed modified Sectorial SEP protocol; here field is 

divided into sectors, and as shown in Figure 2 [11], nodes 

away from sink node are  advanced nodes and have more 

energy as compared to normal nodes and they follow 

clustering mechanism and a group of nodes lie within a  

 

 

 
Figure 1.Schematic of isolated nodes 

 

 

 
Figure 2. Node deployment in (2X+Y)×(2X+Y) m2 

square field 

cluster elect cluster head among themselves. However, 

the normal nodes also follows clustering mechanism and 

within a cluster each node do not transmit to cluster head 

but two nearby nodes combine using node coupling 

mechanism and in each round one node awake and 

transmit to cluster head and other node goes to sleep 

mode after transferring its data to its coupledpartner. 

Initially all the nodes are active and they broadcast their 

positions, node_ids and type of applications they run. On 

the basis of message received from other nodes each node 

maintain a table and select pairing node which is closet 

to neighbouring nodes and run same application. Let 

initial energy of each node is 2E0 but due to neighbour 

formation some of the energy is lost therefore we assume 

that initial energy of each node is E0(1+U) where U is 

uniform random number between 0 and 1. It is also 

noticeable that in n number of nodes forms clusters, 

without node pairing because node pairing will not be 

beneficial as distance between the nodes is larger. We 

define this region as 1. Let ‘p1’ is the probability of a node 

to become cluster head, then the average number of 

clusters would be np1. Similarly, m nodes forms paring of 

nodes, and further let that isolated nodes are denoted byI, 

therefore number of pairing active nodes in a particular 

round would be A = [m/2 – I], and we define this area as 

region 2. Let ‘p2’ is the probability of a node to become 

cluster head, then the average number of clusters would 

be C=Ap2. In regions 1 and 2, the average number of 

nodes in each cluster except cluster head are (1/ p1-1) and 

(1/ p2-1), respectively.  

In region 2, the cluster head selection is done using 

Equation (1), in the equation R denotes the round. 
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3. ENERGY CALCULATION 
 
For the description and simulation of proposed protocol 

first order, radio model is used and list of symbols used 

and their descriptions are detailed in Table 1. For the 

packet size of ‘S’ bits and distance between transmitter 

and receiver as ‘d’ the transmission energy will be given 

by: 
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RX elE SE=  (3) 

Region 1: 

In a single round, energy dissipated at node cluster head 

(CH) is: 

(4) 
2

1 1

1 1
1CH el DA el fs CH BSE SE SE SE SE d

p p
−

 
= − + + + 

 

 

Or 

(5) 
4

1 1

1 1
1CH el DA el mp CH BSE SE SE SE SE d

p p
−

 
= − + + + 

 

 

where, 2,4

CH BSd −
 is the distance of cluster head to base 

station. Energy dissipation in non-cluster head (N-CH) is: 

(6)  
2

N CH el fs CN CHE SE SE d− −= +  

where, 2

CN CHd −
 is the distance of cluster nodes to cluster 

heads.Total energy dissipated in a cluster in a round is: 

1

1
CH

T

CH N CHE E E
p

−= +  
(7) 

Region 2: 

In a single round, energy dissipated at non- cluster head 

node is: 

(8) 
2

2

1
1 ( )CH ei amp CN CHE E S E S d
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Energy dissipation in data receiving is: 

(9) 
2

1
1Rc RXE SE

p

 
= − 

 

 

Data aggregation energy is: 

(10) 
2

1
AG ADE SE

p
=  

Energy dissipated by cluster to transmitaggregated data 

to BS is (by following Equation (2)) 

(11) 
2

T el amp CH BSE S E E S d −=  +    

Or 

(12) 
4

T el amp CH BSE S E E S d −=  +    

Total energy dissipated in a cluster in a round is 

(13) 
CH

T

Rc AG TE E E E= + +  

Therefore, in both the regions dissipated energy is 

different; distance among the nodes is more in region 1 

as compared to region 2. Therefore different packet 

transfer schemes are adopted. 

In the proposed method, we aim to minimize isolated 

nodes. For mathematical point of view, we consider, the 

area of the field is L×L, and let ‘n’ numbers of nodes are 

uniformly distributed over the given area, the clusters are 

circular in shape and each cluster has same size and area 

(Figure 3). Let initially there are m numbers of nodes, the 

numbers of coupled nodes are c, and numbers of isolated 

nodes are I. 

m c I= +  (14) 

Therefore, numbers of alive nodes in a round are 

2
L

c
A I= +

 
(15) 

Therefore, numbers of clusters are: 

2
2

c
C I p 

 
= + 
 

 
(16) 

As in each round the isolate will transfer packets to sink 

node directly; therefore energy depletion will be fast and 

further if distance of isolated node from sink is larger 

then energy depletion problem becomes two folds. We 

aim to increase the radius of the clusters to bring isolated 

nodes to zero, i.e., and the maximum number of clusters 

will be 

(17) max 2
2

m
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The covered area can be represented as: 
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Figure 3. Schematic of cluster area coverage 
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The maximum radius can be evaluated as: 

(20) 

2

max min

2

2L
r

mp 
=

 

Referring Figure 3, it can be seen that if overlapping 

clusters are chosen such that each node is covered by four 

adjacent clusters than isolated nodes can be set to zero. 

But the number of clusters cannot be chosen arbitrarily; 

therefore we should increase the radius of the clusters to 

get k node coverage. But radius cannot be increased 

beyond a limit which is set as: 

(21) 
max

/
43.85

2 2

fs mpE Ed
r m= = =

 

 

Node Coupling Mechanism 

ID=0; 

fori=1:1:n 

for j=1:1:n 

if(j~=i) 
2 2

, ( ) ( )i j i j i jd x x y y= − + − (distance between the 

nodes) 

if(
,i jd <=

od (coupling distance)) 

if(
,i jd <

, ( )i jd n (neighbour distance )) 

, ( )i jd n =
,i jd ; 

                            ID=j; 

end 

end 

end 

end 

 end 

if (ID>0) 

 pair nodes 

x=x+1; 

else 

 isolated nodes  

y=y+1; 

,

2 2( ) ( )
i j j j

CH CH CH

i id x x y y= − + − (distance between 

cluster head and    isolated nodes) 

,
min

i j

CHd 
 

, (select cluster head j for data forwarding) 

end 
 

Referring to Figure 4, and coupled nodes are marked as 

1 and 2, respectively. We know that using wireless 

channel model if distance between nodes is less than 

thresholds (d≤d0) then the power loss is proportional to 

d2 and known as free space and when thresholds (d≥d0) 

then the power loss is proportional to d4 and known as 

multi-path propagation. Let us first consider that node 2 

transmit to sink node. Therefore, we have: 

2 2 2 2 cosL D d Dd = − +  (22) 

 
Figure 4. Schematic of cosine rules between nodes, cluster 

head and sink 
 

 

We have four cases 

Case 1: If distance between the coupling nodes is small 

i.e., (d≤d0) the energy loss will be proportional to d2 and 

distance between node 2 and sink node is small then 

energy loss will also be proportional to L2. Therefore, 

total energy loss will be proportional to L2 + d2. 

Case 2: If distance between the coupling nodes is large 

and distance between node 2 and sink node is small then 

the total energy loss will be proportional to L2 + d4. 

Case 3: If distance between the coupling nodes is small 

and distance between node 2 and sink node is large then 

the total energy loss will be proportional to L4 + d2 

Case 4: Again if distance between the coupling nodes is 

large and distance between node 2 and sink node is large 

then the total energy loss will be proportional to L4 + d4 

Case 1 is applicable for the nodes which are close to 

sink node. Case 2 will lead to unfeasible solution, case 3, 

is applicable for the nodes which are moderate distance 

from sink, and finally case 4, is applicable for nodes 

which are away from the sink nodes.In our proposed 

method optimum numbers of clusters with radius which 

satisfies Equation (21) are chosen such that, d, g and h 

are less than d0.Referring Figure 4, Equations (5) and (12) 

are modified as: 

(23) 
2

2

1
1 ( )CH ei ampE E S E S g

p

 
= −  +   
 

 

(24) 
2

T el ampE S E E S h=  +  
 

 

Problem Constraints 

The objective is to maximize the stability period and can 

be written as 

(25)                     max p
r

S r R  

   Subjected to 


= 


1   if  establishes a link with 

0   otherwise
is

i s
A  

1   if  establishes a link with 

0   otherwise
fs

f s
A


= 

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isA represents the connectivity between iand s. similarly 

fsA is the connectivity between f and s. therefore all the 

links establish connection is given by: 

(26) = =                     1 ,is fsA A i f N  

No packet drops at the cluster head is given by 

(27) − =                  0 ( , )ic cs HP P i N c C  

Node having energy less than minimum energy will stop 

transmission: 

(28)                  miniE E i N  

(29)                   i i
i

t cb i N     

says that the data generation rate of a given node i during 

a time period t should not exceed its buffer capacity cbi. 

To achieve above objective we should have: 

(30)                     min n n
r

I r R  

(31) 
   r                   maxmax

n

n n
r

r r R  

where I are isolated nodes. 

 

 

5. SIMULATION RESULTS 
 

In this section simulation results are presented. In 

simulation various results are detailed using graphs. The 

parametric values are detailed in Table 1 which is also 

used in Monte Carlo simulation. 100 nodes are 

considered with a radius of 10m and 25m in Figures 5 

and 6, respectively. Referring Figure 5 in case of smaller 

radius it is not possible to cover entire field, and some of 

the nodes remain as isolated nodes (marked in dotted red 

colour); however in case of larger radius it is possible to 

cover entire field, and isolated nodes can be bring down 

zero. Referring case 1 above and Equation (19), radius 

cannot be increased beyond set limit. Avery large radius  

 

 
TABLE 1. Simulation Parameters [10] 

Parameters Value 

Initial Energy E0 0.5 J 

Energy for data aggregation EDA 5 nj/bit 

Transmission and Receiving energy 5 nj/bit 

Amplification energy for short distance Efs 10 pj/bit/m2 

Amplification energy for long distance Eamp 0.013 pj/bit/m4 

Probability P1 0.3 

Probability P2 0.4 

 
Figure 5. Cluster coverage 10 m 

 

 

 
Figure 6. Cluster coverage 25 m 

 

 

will not bring any further improvement as a node will be 

covered by a large number of clusters which will not 

affect node coverage.  

In Figure 7, 

0

( )

(1 )

rE i

E U
 =

+

 normalized residual energy 

is plotted for round number 10 when all the nodes are 

alive and 6000 rounds when nearly 40% nodes are dead. 

Initially all 80 nodes are alive and energies values lie 

between 0.5 and 1, and as the round progresses the value 

of γ falls and after 6000 round its value is around 0.1 

only. As the value of ALp2γ goes less than 1, the cluster 

formation stops and the leftover nodes, directly transmit 

data to base station. 

In Figure 8, radius vs. p2γ for 10%, 50% and 100% 

alive nodes are presented. When all the nodes are alive 

for p2γ = 0.05 radius is 40m for p2γ = 0.5 the radius is 

12.62m, similarly, when 50% nodes are alive for p2γ = 

0.05 radius is 56.42 m for p2γ = 0.5 the radius is 17.84. 

Finally, when10% nodes are alive for p2γ = 0.2 radius is 

63.08 m for p2γ = 0.4 the radius is 44.6. In Figure 9, radius 

vs. alive nodes is presented for p2γ for 0.2, 0.3, 0.4 and 

0.5. for p2γ= 0.2 the clustering mechanism will break 
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Figure 7. The value of γ for all 80 nodes 

 
 

 
Figure 8. Radius vs. p2γ for 10%, 50% and 100% alive nodes 

 
 

 
Figure 9. Radius vs. alive nodes for various values of p2γ 

 

 

when alive nodes are nearly 35, and lower value of 

p2γalso means less number of clusters. Similarly if we 

choose p2γ= 0.5, clustering mechanism will break when 

alive nodes are nearly 6, but initially the value of mp2γis 

40, therefore all the alive nodes will transfer data to base 

station and there will not any advantage of clustering 

mechanism. If we consider, p2γ= 0.4, clustering 

mechanism will break when alive nodes are nearly 10, 

and clustering will become effective from round 1 of the 

simulation. Therefore in our simulation we have 

considered p2γ= 0.4. 

Next we have simulated effect of coupling distance 

on the number of coupled nodes and detailed are shown 

in Figure 10. The cluster diameter is considered to be 

twice of coupling distance. For small diameter 2m the 

numbers of coupled nodes are 4 and isolated nodes are 

76. While increasing diameter from 2m to 15 m the 

numbers of coupled nodes becomes 70 and isolated nodes 

are 10. For diameter range from 25 m to 55m the numbers 

of coupled nodes are 78 and isolated nodes are 2, and 

from diameter of 60 m onwards the numbers of coupled 

nodes are 80 and isolated nodes are none. Considering 

Equation (14) and Equation (15), we conclude that the 

optimal coupling distance is around 30-35 m and cluster 

diameter is around 60-70 m. The optimal distances are 

also depends on the distribution of the nodes therefore 

while evaluating parameters like stability period, 

network life time and throughput optimal distance may 

differ slightly. 

In Figure 11, stability period vs. cluster diameter is 

shown, for lower value of cluster diameter stability 

period is very less due to the reason as stated above (more 

umber of isolated nodes). For cluster diameter of 10 m 

stability period is 2437, which increases to 2729 for 

cluster diameter of 20 m. If we compare results with 

recently proposed work [11] the stability period is 2185, 

2471 for cluster diameter of 10 m and 20 m respectively. 

For cluster diameter of 60 m the stability period for yadav 

et. al. [11], work is 2862, and for proposed work stability 

period is 2854. For the proposed work, the stability 

period reaches its maximum value 2888 for cluster 

diameter of 65 m. It is important to note that for diameter 

more than 60m the number of isolate nodes are zero. 
 

 

 
Figure 10. Numbers of coupled/Isolated nodes vs. Cluster 

Diameter 
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Figure 11. Stability Period vs. Cluster Diameter 

 

 

However, as diameter increases as nodes are covered by 

more than one cluster and a few nodes change their 

cluster heads and lead to the better stability period. 

In Figure 12, network lifetime vs. cluster diameter is 

shown. For cluster diameter of 10 m network lifetime is 

7582 and remains nearly same for any cluster diameter. 

If we compare Yadav et. al. [11], works with proposed 

work network lifetime at the cluster diameter of 60 m is 

7248 and 7616 rounds respectively. It is further to note 

that network life time does not change with rise in cluster 

diameter as energy dissipation remain proportional to d2 

but as diameter increases a few nodes change their cluster 

heads therefore distance from cluster heads also alters, 

and it has been found that this reorganization of nodes 

does not bring any significant change in energy 

dissipation in fact it increases slightly for diameter of 

above 60m. The network life time is maximum for 

diameter of 60 m. 

In Figure 13, Throughputvs. cluster diameter is 

shown. For cluster diameter of 10 m throughput is 

3.62×105 and remains nearly same for any cluster 

diameter. If we compare Yadav et. al.,[11] works with  

 
 

 
Figure 12. Network Lifetime vs. Cluster Diameter 

 
Figure 13. Throughput vs. Cluster Diameter 

 

 

proposed work network lifetime at the cluster diameter of 

60 m is 2.99×105 and 3.58×105 rounds, respectively. 

Again it is noticeable that that network throughputdoes 

not changes with rise in cluster diameter as energy 

dissipation is does not changes and it remain proportional 

to d2,but as diameter increases as discussed above a few 

nodes change their cluster heads therefore distance from 

cluster heads also alters, and it has been found that this 

reorganization of nodes does not bring any significant 

change in energy dissipation, thus throughput remains 

nearly same. The throughput is maximum for diameter of 

60 m. 
 
 

6. COMPARISON WITH RECENT NOTABLE 
SCHEMES 
 

In Table 2, results of the recently proposed protocol are 

detailed. It can be seen that for LEACH, SEP, Z-SEP, 

EECP-EI, DDEEC, DEEC and MAHEE stability period  
 

 

TABLE 2. Comparison with notable schemes 

Protocol 
Stability Period 

(Rounds) 
Network Lifetime 

(Rounds) 
Throughput 

(Packets) 

LEACH [12] 1018 4685 1.99×104 

SEP [13] 2471 3005 3.43×104 

Z-SEP [9] 1089 3791 2.16×105 

S-SEP [10] 1422 3824 2.32×105 

EECP-EI [14] 1763 5143 1.51×105 

DDEEC [15] 1433 3399 6.89×104 

DEEC [16] 1233 3166 4.61× 104 

MAHEE [17] 1333 3690 1.84×105 

Yadav et al. 

[11] 
1455 7248 2.99×105 

PROPOSED 2888 (d=65 m) 7616 (d=60 m) 
3.58×105 

(d=60m) 
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is less than 1500 rounds. For SEP stability period is 1763 

rounds, and in Yadav et al. [11] work stability period is 

2471 rounds. However in the proposed work stability 

period is around 2888 rounds which is 16.87% better than 

Yadav et al. [11] work. Similarly improvements are also 

observed in network lifetime and throughput. In 

comparison to S-SEP improvement is around 100%, 

therefore it can be concluded that in S-SEP using node 

coupling mechanism and optimization of parameters 

such that isolated nodes are zero a significant 

improvement is possible. It is further to note that stability 

period is maximum for diameter of 65 m, while network 

lifetime and throughput is maximum for diameter of 60 

m. 
 

 

7. CONCLUSIONS 
 

This paper presents a wireless sensor network based 

protocol. The main objective considered in the work is 

the improvement in the stability period. We have 

optimized the relevant parameters in such a way that the 

numbers of isolated nodes can bring down to zero. A 

detailed mathematical as well simulation results are 

discussed for the optimization done. It is found that 

cluster diameter of 65 m produces best stability period 

results. It is also found that both network lifetime and 

throughput also improves significantly. Results are also 

compared with recently proposed protocol and it is found 

that all three parameters stability period, network lifetime 

and throughput improves significantly.  
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Persian Abstract 

 چکیده 
ر می کنند و در هر دور انتقال  شبکه های حسگر بی سیم راهی کارآمد برای نظارت بر پارامترهای مهم در زمینه های مختلف علوم و مهندسی هستند. این سنسورها با باتری کا

ها را تحت تأثیر قرار می دهد. برای حفظ گره های باتری به    مقداری انرژی استفاده می شود. بنابراین ، با گذشت زمان ، باتری تخلیه می شود و بنابراین دوره پایداری شبکه

اتلاف انرژی استفاده می شود. گره های معمولی و پیشرفته تقسیم می شوند. انرژی گره های پیشرفته بیشتر از گره های معمولی است. مکانیسم خوشه بندی بیشتر برای کاهش 

  S-SEPآن می توان دوره ثبات ، طول عمر و توان شبکه را به میزان قابل توجهی افزایش داد. مکانیسم پیشنهادی پروتکل    این مقاله مکانیزمی را پیشنهاد می کند که به موجب

ای جدا شده صفر باشند.  را در نظر می گیرد و گره ها به هم متصل می شوند تا جفت شوند ، سپس تعداد خوشه ها و شعاع خوشه ها به گونه ای بهینه می شود که گره ه

 د یابد. درصد بهبو 17مشخص شده است که با استفاده از مکانیسم پیشنهادی دوره پایداری می تواند در مقایسه با کارهای اخیراً 
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