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A B S T R A C T  

 

Neural network is one of the new soft computing methods commonly used for prediction of the 
thermodynamic properties of pure fluids and mixtures. In this study, we have used this soft computing 

method to predict the coefficients of the Antoine vapor pressure equation. Three transfer functions of 

tan-sigmoid (tansig), log-sigmoid (logsig), and linear were used to evaluate the performance of different 
transfer functions to redict the coefficients of the Antoine vapor pressure equation. The critical pressure, 

critical temperature, critical volume, molecular weight, and acentric factor were considered as the input 
variables and the Antoine equation coefficients showed by the symbols A, B, and C were considered as 

the output variables. The results of this study indicated that the linear transfer function had a better 

performance than other transfer functions and the topology of 5-6-3 with Levenberg–Marquardt learning 
algorithm and linear transfer function had the best performance for prediction of these coefficients. 

doi: 10.5829/ije.2019.32.10a.03 
 

 

1. INTRODUCTION1 

 

The thermodynamic properties of fluids, such as vapor 

pressure and density, etc., are significant parameters in 

different industries, like petrochemical, pharmaceutical, 

and chemical processes [1, 2]. Vapor pressure is 

considered as an important thermodynamic property in 

many processes of chemical engineering including 

chemical equilibrium, distillation, evaporation, etc. [3]. 

Many vapor pressure equations have been developed 

including Clausius–Clapeyron, Antoine, and Wagner, 

that each of them includes coefficients which are 

different for each substance. The physical and chemical 

properties of the materials or the parameters which lead 

to achieve these properties are not always available in 

various thermodynamic modes. Thus, use of methods 

through which these properties could be achieved is of 

great importance. Today, smart methods are among the 

new techniques used in modeling and estimating the 

properties. In fact, these methods use the hidden 

knowledge in experimental data to discover the intrinsic 

relationships between the data to be generalized for other 

situations. Artificial neural networks are one of these 

methods. Such networks are inspired by the human brain. 

 
*Corresponding Author Email: k-movaghar@nit.ac.ir (K. 
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In these networks, the data information is stored in the 

form of network weights after the training process [4]. 

Each input into the network is multiplied by a synaptic 

weight and added to a bias and different algorithms are 

used for network training [5]. Several kinds of researches 

have been conducted on the estimation of 

thermodynamic properties using neural networks. 

Lashkarbolooki et al. [6] predicted the bubble and dew 

points pressures of binary systems by artificial neural 

network. They could do it with  average absolute relative 

deviation (AARD) % of 2.66 and corelation coefficient 

(R2) of 0.9950. In another study, Moosavi et al. [7] 

estimated the density of alkanes at high temperature and 

pressure. They used a combined method includeing an 

artificial neural network (ANN) with group contribution 

method (GCM) inputs. The work showed that this 

method could estimate the density of hydrocarbons with 

good accuracy. In addition, Moghadassi et al. [8] 

presented a model by a neural network that could 

estimate the sulfur dioxide density. The best network 

arrangement for this case was the Levenberg-Marquardt 

training algorithm with 15-10-1 topology and had good 

performance. In the present study, the multilayer 

perceptron (MLP) neural network with the transfer 
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functions of tangent sigmoid (Tansig), logaritmic 

sigmoid (Logsig), and linear is used to predict the 

coefficients A, B, and C of Antoine equation. In general, 

the capability of different transfer functions in estimating 

the coefficients of the Antoine equation is investigated.  
 
 

2. MODELING 

 

2. 1. Antoine Equation         Antoine equation 

determines the vapor pressure on the basis of absolute 

temperature. Antoine performed a simple modification 

on Clausius–Clapeyron equation in 1888 and proposed it 

for a wide range of temperatures. Equation (1) represents 

the Antoine equation [9]: 

�����
� = � − 


� + 
     (1) 

where T represents the absolute temperature in Kelvin, P 

represents the vapor pressure in bar, and A, B, C 

represent the coefficients of Antoine equation.  

 

2. 2. Neural Network Design           In this study, the 

Antoine equation coefficients were predicted by a multi-

layer perceptron neural network. This network contains 

three layers,  known as the input, hidden, and output 

layers. The input layer consists of five neurons each of 

which is related to an  input variable. In this study, the 

critical pressure, critical temperature, critical volume, 

molecular weight, and acentric factor were the input 

variables. The output layer included three neurons that 

were equal to the number of output variables, including 

the coefficients A, B, and C in the Antoine equation. The 

number of hidden layer neurons varied from 3 to 10 to 

select a network with the minimum error and maximum 

correlation coefficient as the best topology by trial and 

error method. In this work, 211 experimental data were 

collected from various studies [10, 11]. 70% of data were 

considered for training , 15% for validation  and 15% for 

testing. In this study, the Levenberg–Marquardt 

algorithm was used. This algorithm has faster speed and 

higher computational volume compared to other 

algorithms. In general, this algorithm has acceptable 

performance for prediction or estimation problems. In 

order to evaluate different transfer functions in the 

performance of the neural network, three types of transfer 

functions such as Tansig, Logsig, and linear were used in 

the hidden layer of a neural network. In addition, the 

linear function was used in the output layer. Equations 

(2), (3), and (4) indicate the Tansig, Logsig, and linear 

functions, respectively [12]. 

F�x� = 2/��1 + exp�−2x�� − 1� (2) 

F�x� = 1/�1 + exp�−x�� (3) 

F�x� = � (4) 

In order to evaluate the neural network performance, two 

parameters of absolute relative deviation (ARD) and 

correlation coefficient (R2) were used to achieve the best 

model for estimating Antoine equation coefficients. The 

ARD and R2 were obtained from Equations (5) and (6), 

respectively. 

%��� = �
� ∑ 100 � !"�# $%&

 !"� ��
'(�   (5) 

R* = ∑ � !"�#  %+,�²#∑ � !"�#  $%&�².
/01

.
/01

∑ � !"�# %+,�².
/01

  (6) 

where N represents the number of experimental data, Xexp 

represents the experimental coefficient, Xcal denotes the 

calculated coefficient, and Xavg represents the mean of the 

experimental coefficient [6, 13]. In order to investigate 

the network performance in estimating each coefficient 

of the Antoine equation, the ARD was calculated 

separately for each coefficient. 
 

 

3. RESULTS AND  DISCUSSION 

 

The results of the prediction of Antoine equation 

coefficients by the MLP neural network under the three 

transfer functions of Tansig, Logsig, and linear are given 

in Table 1. 

Based on Table 1, the topology 5-6-3 had the best 

performance in comparison to other topologies among 

the neural network with the Tansig transfer function. In 

the higher number of neurons, the neural network 

performance with Tansig drops, so that its error will 

increase to estimate the coefficients A, and B. In addition, 

it can be found that the network with Logsig transfer 

function in the topology 5-3-3 had a good performance 

and low error while it had high error in other modes. 

However, the network with linear transfer function in the 

topology 5-6-3 had acceptable performance in all modes 

and its error for all three coefficients was very low 

compared to other transfer functions. In general, all the 

three transfer functions had a good performance in 

estimating Antoine equation coefficients while the neural 

network with the topology 5-6-3 and linear transfer 

function had the best performance (low error and high 

correlation coefficient) among other topologies and 

various transfer functions. Figure 1 indicates the output 

values by the neural network and the actual output for 

training, test, validation, and all data for the best neural 

network arrangement (topology 5-6-3 and linear transfer 

function) [14]. 

Based on Figure 1, the correlation coefficient for the 

training, validation, and test data was high while the 

network error was low. According to this figure, the 

output and target data for training, validation, and testing 

(all data) coincided on the line of Y=X approximately 

that showed the modeling is done well. In general, it can 

be said that the designed network could perform 

modeling and predict the coefficients A, B and C 

properly. 
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TABLE 1. The results of the prediction of Antoine equation coefficients 

ARD % (C) ARD % (B) ARD % (A) 
Transfer 

function 

Validation 

correlation 

coefficient 

Correlation 

coefficient 
Topology 

0.2304 

0.0549 

0.0513 

0.0097 

0.1433 

0.2111 

0.5 

0.15 

0.04 

Tansig 

Logsig 

pureline 

0.99932 

0.99944 

0.99956 

0.99954 

0.99950 

0.99952 

5-3-3 

0.1109 

0.0028 

0.0094 

0.0833 

0.3304 

0.0832 

2.46 

1.3 

0.0562 

Tansig 

Logsig 

pureline 

0.99936 

0.99920 

0.99926 

0.99960 

0.99946 

0.99952 

5-4-3 

0.11 

0.067 

0.0146 

0.1 

0.24485 

0.0734 

0 

1.38 

0 

Tansig 

Logsig 

pureline 

0.99970 

0.99954 

0.99958 

0.99972 

0.99960 

0.99970 

5-5-3 

0.0353 

0.0355 

0.0034 

 

0.0834 

0.2234 

0.0199 

 

0.06 

1.3 

0.02 

Tansig 

Logsig 

pureline 

0.99984 

0.99966 

0.99946 

0.99970 

0.99960 

0.99968 

5-6-3 

0.0951 

0.0262 

0.0711 

0.2421 

0.1137 

0.0269 

1.71 

1.18 

0 

Tansig 

Logsig 

pureline 

0.99958 

0.99966 

0.99946 

0.99986 

0.99960 

0.99962 

5-7-3 

0.0262 

0.0305 

0.002 

0.1137 

0.3832 

0.0710 

1.18 

3.65 

0.02 

Tansig 

Logsig 

pureline 

0.99974 

0.99952 

0.99944 

0.99972 

0.99962 

0.99952 

5-8-3 

0.0813 

0.094 

0.1232 

0.0613 

0.1207 

0.3056 

2.55 

0.1 

0.05 

Tansig 

Logsig 

pureline 

0.99958 

0.99954 

0.99954 

0.99974 

0.99962 

0.99952 

5-9-3 

0.0372 

0.1054 

0.0089 

0.1326 

0.2127 

0.0949 

1.15 

1.11 

0.02 

Tansig 

Logsig 

pureline 

0.99970 

0.99918 

0.99956 

0.99964 

0.99952 

0.99952 

5-10-3 

 

 

 

 

 

 
Figure 1. Correlation coefficient diagram for different data 

for the best topology 
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Ultimately, we compared our results in this work with 

another method as presented in Table 2. The results 

revealed that the AARD of ANN model (this work) is 

better than that of GCM [15].  

 

 
TABLE 2. Comparison between this work (ANN) and GCM for Antoine coefficient prediction of selected system. 

Compounds 
This work (ANN) Tochigi et al. (GCM) [16] 

ARD (A) % ARD (B) % ARD (C)% ARD (A) % ARD (B) % ARD (C)% 

butane 0.293 0.727 0.418 4.698 8.573 0.364 

1-butene 0.146 0.144 0.166 4.824 7.904 0.541 

pentane 0.726 1.768 0.038 0.581 0.894 0.475 

1-hexene 0.291 0.588 0.668 1.018 0.358 1.748 

hexane 0.291 1.032 0.958 0 1.199 1.387 

1-heptene 0.579 1.678 0.620 1.014 2.473 1.268 

heptane 0.290 1.535 1.209 1.741 3.192 0.480 

1-octene 0.721 2.569 0.338 2.164 4.269 0.874 

octane 0.289 1.907 1.141 2.604 4.187 0.339 

4-methylheptane 0.434 1.129 0.526 1.304 2.490 0.503 

2,2,3-trimethylbutane 0.736 2.495 1.796 1.472 1.269 2.234 

2,3-dimethylhexane 0 0.084 0.102 0.582 1.489 0.588 

2-methylhexane 0.291 0.786 0.523 0 0.868 1.161 

1,2-pentadiene 0.867 3.438 2.119 3.612 7.021 1.332 

1-pentyne 1.434 4.175 2.302 1.004 1.902 0.127 

avg 0.492 1.604 0.862 1.775 3.206 0.895 

 
 

4. CONCLUSION 

 

Based on the conducted studies, the MLP neural network 

with the transfer functions of Tansig, Logsig, and linear 

had acceptable performance. In Tansig and Logsig 

functions, the error increased with the increasing number 

of neurons while the neural network with linear functions 

was often better than other transfer functions. In general, 

the topology 5-6-3 with linear transfer function had the 

best performance among the other modes and can be used 

for predicting the constant coefficients of the Antoine 

equation. 
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