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A B S T R A C T  
 

 

Image classification and retrieval systems have gained more attention because of easier access to high-

tech medical imaging. However, the lack of availability of large-scaled balanced labelled data in 
medicine is still a challenge. Simplicity, practicality, efficiency, and effectiveness are the main targets 

in medical domain. To achieve these goals, Radon transformation, which is a well-known technology 

in medical field, is utilized along with a deep network to propose a retrieval system for a highly 
imbalanced medical benchmark. The main contribution of this study is to propose a deep model which 

is trained on the Radon-based transformed input data. The experimental results show that applying this 

transformation as input to feed into a convolutional neural network, significantly increases the 
performance, compared with other retrieval systems. The proposed scheme clearly increases the 

retrieval performance, compared with almost all models which use Radon transformation to retrieve 
medical images. 

doi: 10.5829/ije.2018.31.06c.07 
 

 
1. INTRODUCTION1 
 

Medical imaging is one of the essential components for 

modern healthcare. The extensive use of radiology 

images, which is a type of medical imaging, has 

triggered the creation of several medical image 

benchmarks. Accessing medical datasets motivates 

scientists to develop methods to extract proper features 

and attributes from data, resulting in accurate retrieval 

and classification systems. These tools play a crucial 

role in assisting clinicians in diagnosis. Proposing a 

content-based system to retrieve medical images needs 

an accurate feature classification. Numerous studies 

have been conducted on classifying content-based 

features of X-ray images, resulting in different retrieval 

systems [1, 2]. Methods such as Local Binary Pattern 

(LBP) and Histogram of Gradient (HOG) as well as 

feature extractions techniques such as SIFT, SURF, and 

ORB have been recently utilized in almost every filed 
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[3-10]; but they may fail to extract robust features in 

medical imaging [11, 12].  

Image Retrieval in Medical Application (IRMA) 

benchmark is widely used dataset, aiming at classifying 

and retrieving different parts of body, created by 

University Hospital of Aachen, Germany [13, 14]. 

Figure 1 depicts some samples of the benchmark. IRMA 

dataset includes 12,677 radiology images for training set 

and 1,733 images for testing set. All images have been 

divided into 193 categorize/classes. Many studies have 

been conducted on this dataset.  

Radon transformation which captures the parallel 

projections of images from different directions is well-

established in medical domain [15-18]. This 

transformation is widely used because it is easy to 

implement and also efficient in matching. Moreover, it 

enables an efficient retrieval model because it requires 

less memory and storage. In other words, it provides, in 

contrast to some of above-mentioned descriptors, a 

short-length feature vector for further analysis [19]. As 

examples, Tizhoosh [19] introduced Radon barcode 

annotations for tagging medical data, resulted in a 
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retrieval system on IRMA and achieved the error of 

470.57. In another experiment [20], a small number of 

equidistant projections of Radon was examined to create 

a retrieval system.  

There are three main findings of this study; (1) 

applying Radon to original data achieves better 

performance, compared with utilizing the Radon as a 

descriptor at the top of a retrieval system; (2) proposing 

a robust and accurate classification technique; (3)  in 

this specific version of IRMA dataset, which are 

considered 193 categories, a classification technique can 

work as a retrieval system, because all images in each 

category have the same IRMA codes, and a simple 

search-based scheme can easily retrieve the selected 

images.    

This study is organized as follows: The technical 

routines are described in section II. The experimental 

results as well as discussion are reported in Section III, 

followed by a conclusion in Section IV. 
 

 

2. METHODOLOGY 
 
Because a deep network is utilized to propose the 

retrieval system, a large dataset for training is required. 

Hence, augmentation techniques are utilized to enlarge 

the training data. Radon transform and a deep CNN are 

utilized to define the model. 

 

2. 1. Radon         Radon transform is an integral 

conversion, calculating the summation of values of an 

image from different angles along parallel lines: 

 R( , )= ( , )  f x y xcos ysin dxdy     
 

    
 

(1) 

In this equation,  refers to grey-level intensities of 

image F at position  and  is a Dirac delta 

operator. Utilizing the Radon transformation is the main 

benefit of this work. Radon is a well-known method in 

medical domain, as an image descriptor/feature. This 

makes the approach more tuned toward medial images 

as we hope. An important characteristic of Radon is that 

it represents images with low-dimensional vectors. 

Figure 2 shows three Radon projections of a matrix, 

representing an image, from three different angles. 

Figure 3 illustrates the reconstructed image by 

utilizing inverse Radon. It is clear that the reconstructed 

image has the information and details of the original 

image; however it loses unnecessary intensities over 

widely homogenous regions. 

Deep Convolutional Neural Networks (CNNs) have 

been inspired from Multilayer Perceptrons (MLPs). A 

deep CNN includes convolutional blocks which are 

consisting of convolutional and pooling layers, followed 

by at least one fully-connected layer. 

At the top of this network, a classification layer is 

inserted to classify the input features.  

 

 
Figure 1. Some samples of IRMA dataset 

 

 

The convolutional blocks convert the extracted features 

at a higher resolution of an image to more complicated 

information at a coarser level. Each block has different 

convolutional kernel which is a single matrix showing 

how to convolute the input data with convolution 

operations. Feature maps, which are the outputs of 

convolution blocks, contain the convoluted information 

of the previous layer. 

 
2. 2. IRMA Dataset          The IRMA dataset includes a 

variety of radiology images which have been randomly 

selected from radiology routine work at the Department 

of Diagnostic Radiology, Aachen University of 

Technology (RWTH), Aachen, Germany [13, 14].  
 

 

 
Figure 2. Radon projections in three angles 

 

 

 
Figure 3. A three-step diagram, applying Radon on an original 

image 
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The x-ray images represent various cases with respect to 

patients' age and gender, viewing positions, and 

pathologies. All radiology images have been rescaled to 

a zero-padded 512 × 512 bounding box to make the 

processing easier. There is a total of 193 image 

categories. The training set includes 12,677 radiographs 

with known categories. The test set comprises 1,733 

radiographs. 

The complete IRMA code shows a string code of 13 

characters; TTTT-DDD-AAA-BBB. This string 

constitutes four mono-hierarchical axes: the technical 

code T (imaging modality), directional code D (body 

orientations), anatomical code A (the body region), and 

biological code B (the biological system examined). 

Figure 4 depicts two sample images along with their 

IRMA code. We utilized the Python code described in 

literature [13-14], provided by Image CLEFmed09 to 

evaluate the errors. The total IRMA error can be 

computed by  

 
(2) 

With 

 

(3) 

where b is the number of possible labels at position i, 

and  is a decision measure carrying out 1 for incorrect 

label and 0 for correct one, when the image Ii is 

compared with the image . 

 

 

3. EMPERICAL RESULTS 
 

IRMA dataset is conducted in this section to evaluate 

our technique versus the others. Radon transform 

converts an image to a one-dimensional profile. We use 

Radon transform to convert the raw radiology images to 

one-dimensional signals for each direction. Then, the 

transformed images are fed into a deep-structural feature 

extraction system to find and classify the most relevant 

features of each part of body. This strategy 

differentiates our approach from other techniques using 

Radon to propose a retrieval system on IRMA.   

As depicted in Figures 5 and 6, we follow the illustrated 

stages to create the retrieval system: 

Step 1: a preprocessing phase is performed at the 

first stage of the model. First, all images are resized to 

square sizes of 90 × 90 by zero-padding. We also apply 

the procedure, discussed in literature [21] to remove 

landmarks and burnt-in annotations of digitalized 

radiology films.  Practically, we need to enlarge the 

training set because of no availability of big labelled 

image datasets in medical imaging. Different 

transformations; flipping, rotating, and scaling, reported 

in literature [22], are applied to the training set.    

Step 2: we use Radon transform to convert the 

preprocessed x-ray images to one-dimensional signals 

for each direction. A total of 90 equidistant Radon 

projections are computed for all images of the t. As 

depicted in Figures 5 and 6, we followed the illustrated 

stages to create the retrieval system: 

Step 1: A preprocessing phase is performed at the first 

stage of the model. First, all images are resized to 

square sizes of 90 × 90 by zero-padding. 

We also applied the procedure, discussed in 

reference [21] to remove landmarks and burnt-in 

annotations of digitalized radiology films. In addition, 

because deep networks need many training data for 

learning, augmentation techniques are utilized to 

enlarge the training set of the dataset. 

Practically, we preprocessed and augmented dataset. 

These 90 projections are derived from 90 angles, 

belonging to i = {0, π/n,2 π/n,…,n π/n}. Note that the 

output of this step is the images with a size of 90 × 90 

pixels. Step 3: accurate setting of parameters of a deep 

network forces researchers to design and propose 

different networks, corresponding to a specific problem.  

 

 

 
Figure 4. A description of two 13-digit IRMA codes 

 

  
Figure 5. The preprocessing and augmentation steps of the 

proposed model 

 

 
Figure 6. The block diagram of the proposed model 
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Different sizes of input data are investigated to feed to 

the deep CNN. As investigated in literature [23], 

different experiments were conducted based on the 

network architecture introduced in AlexNet [22], and 

LeNet [24]. The Theano framework [25] has been 

utilized for implementation. Different kernel sizes were 

investigated for convolutional and pooling layers. As 

reported in literature [23, 26], the size of 3 × 3 was 

finally selected for this study. It was also found that 

LeNet performed better on the IRMA data set.   

Table 1 presents in more detail the CNN structure 

used for the transfer learning scenario. It follows the 

layer pattern of LeNet, Conv-Pool, which has been 

implemented for MNIST [24].  
Note that the AlexNet has a very similar architecture 

to the LeNet, but it is deeper and larger. Moreover, the 

features of convolutional layers are stacked on top of 

each other. However, in the LeNet, each convolutional 

layer always immediately is followed by a pooling 

layer. After some investigations, the data, obtained by 

previous step, are resized to 58×58, feeding to the CNN 

with three convolutional blocks along with one fully 

connected and one classifying layer, as explained in 

Table 1. This procedure categorizes the data into 193 

classes. Therefore, classified sinograms are the outputs 

of the CNN. Code matching step picks an image up 

from its predicted category, with respect to the test 

query, and calculates the retrieval IRMA error.  

As discussed below, the same investigation is 

performed to find the best rate for hyper-parameters of 

the regularization techniques. The following 

investigation is examined to find the best model, 

regarding each regularization technique. 

As for Drop-Out, the setting from 0 to 60 

percentages is considered for the rate of dropping the 

neurons in the convolution and fully-connected layers.  

 

 
TABLE 1. The deep CNN details 

Name Filter size Filter dimension Stride 

Conv1 3 16 1 

ReLU1 1  1 

Pooling1 2  2 

Conv2 3 32 1 

ReLU2 1  1 

Pooling2 2  2 

Conv3 3 64 1 

ReLU3 1  1 

Pooling3 2  2 

Conv4 3 128 1 

ReLU4 1  1 

Pooling4 2  2 

FC 1 625 1 

TABLE 2. Comparison the results reported on IRMA dataset. 

The methods with * were reported in [26]. In gray highlighted 

results are all achieved with Radon-based methods 

Methods IRMA Error 

LBP+Saliency+SVM [23] 146.55 

TAUbiomed * 169.50 

diap* 178.93 

Our Proposed Method 248.7 

SuperPixels* 249.34 

CNN(Radon, no binarization) [27] 270.12 

SVM-Radon Barcode [28] 294.83 

SP-Radon [21] 311.8 

MedGIFT * 317.53 

VPA* 320.61 

Auto Encoder and Radon [29] 344.08 

SP-Radon Barcodes (Binaries) [21] 356.57 

IRMA* 359.29 

Auto Encoder Radon Barcode [30] 392.09 

MedGIFT* 420.91 

Radon Barcodes [19] 559.46 

 

 

In terms of depth analysis, different kernel sizes of 2×2, 

3×3, and 4×4 were tested. AlexNet architecture of 

Conv-Conv-Pool and LeNet structure of Conv-Pool 

were considered as well. 

By setting the kernel size to 3×3, the test prediction 

rate of 78% (median among five folds, as discussed) is 

achieved. The investigation shows that if the kernel size 

is reduced to 2×2, a decrease of 1.78% is noticed in the 

performance of the test prediction rate, and if it is set to 

4×4, a drop of 1% is observed.  

Step 4: image retrieval is the main aim of this step. 

Suppose a test query is selected. This query goes 

through the proposed chain of processing. Figure 6 

depicts, 90 equidistant Radon projections of the 

computed samples. Then the converted datum is fed to 

the CNN to obtain the most relevant category. Each 

IRMA code of the selected category can be chosen as 

the retrieved code of the original test query. Therefore, 

the Python code, provided by ImageCLIFmed09 is used 

to calculate the error between the original and the 

retrieved image. We achieved an IRMA error of 248.7 

by utilizing the same scenario to all test queries. This 

outcome significantly surpasses that of the methods that 

use Radon projections on IRMA dataset. 

Table 1 shows the comparison between our proposed 

method and the other techniques. More specifically, as 

for the method proposed in reference [19], the error of 

559.46 was obtained by proposing Radon-based barcode 

on IRMA. Liu et al. in [27] conducted another 
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investigation on IRMA dataset using Radon projections. 

They applied Radon on the features extracted by a deep 

CNN and achieved 270.12 IRMA error once no 

binarization was performed on the features. Sze et al. 

[29]  applied the Radon on the dense features extracted 

by a deep autoencoders, and obtained an error of 

344.08. Accordingly, it is clear that our contribution 

which applies the Radon transform on raw data, 

followed by deep extraction for retrieval system, 

achieves better performance.    

 

 

4. CONCLUSION  
 

Radon transform has been widely used in medical 

domain, especially in CT imaging and for image 

reconstruction. Radon projections can be utilized as 

features to retrieve images. In contrast to other methods 

that use Radon projections as a descriptor, we used 

these features, extracted by Radon transform, as input 

for a deep network, followed by a procedure to retrieve 

the selected image. The retrieved image was selected by 

defining the error function, calculating the weighted 

distance between the original codes and the retrieved 

ones. Our experiments showed the superiority of our 

model compared with other Radon-based techniques. In 

the future, a further investigation on feeding different 

types of features to the deep network will be taken into 

account. 
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 چکیده

 
 
موارد  نیدرمان ا ریخط س یریگیشده و پ رهیبه موارد مشابه ذخ یدسترسس لیبه دل یپزشک ریتصاو یابیو باز یدسته بند یها ستمیس رایاخ

شده در ابعاد  یگذار رچسبیمتوازن و  یحال، به علت عدم وجود داده ها نیمورد توجه قرار گرفته اند.  با ا یاز هر زمان شتریمشابه، ب

 ستمیس کی جادیمطالعه به منظور ا نیها را دشوار ساخته است. در ا ستمیس نیبه ا ی( دسترسیپزشک ری)به خصوص در تصاو عیوس

 نشان جیاست. در بخش نتا دهیاستفاده گرد قیعم یشبکه عصب کیبه همراه  ریتصاو Radon لیاز تبد رمتوازن،یغ سیتابید کیدر  یابیباز

   .دهد یم شیافزا یریاطلاعات را به طور چشمگ یابیدقت  باز ق،یشبکه عم کی یورود هیبه لا لیبدت نیداده شد که اعمال ا

 

doi: 10.5829/ije.2018.31.06c.07 

  


