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A B S T R A C T  
 

 

The aim of this problem is to choose a set of project activities for crashing in such a way that the 

expected project time, cost and risk are minimized and the expected quality is maximized. In this 
problem, each project activity can be performed with a specific executive mode. Each executive mode 

is characterized with four measures, namely the expected time, cost, quality and risk. In this paper, 

linear relationships between time and cost, and between time and quality are omitted and the problem 
of the expected time-cost-quality trade-off is considered in a probabilistic and discrete state 

(DTCQRTP). Then, to make the problem more real, the combination of four measures are considered 

as uncertain for each executive mode. It means that the time, cost, quality or risk (or all of them) of 
each activity in each executive mode is considered as the expected numbers (probabilistic means). 

After modeling four-objective problems, a test problem with nine activities is presented and solved by 

the non-dominated sorting genetic algorithm (NSGA-II). In order to improve the results and speed of 
the proposed algorithm in accessing Pareto solutions, a new hybrid algorithm, called MEM-NSGA, is 

presented that gives better solutions than the original NSGA-II at the same conditions. 

doi: 10.5829/ije.2018.31.05b.12 

 

 
1. INTRODUCTION1 
 
The main function of project management is to achieve 

the main goals of project implementation, including the 

earliest accomplishment date, the most acceptable 

quality and the least cost [1]. 

A time-cost trade-off problem has been focused on 

the reduction of project duration by crashing of the 

duration of each activity from the late of 1950s. The 

researcher of this field has used linear programming 

models [2, 3] and nonlinear programing models [4, 5] to 

solve time-cost trade-off problems. When the time-cost 

tradeoff is linear for each activity, this relationship can 

be demonstrated as a line on a graph that shows the 

relationship between time and cost of the activity [6]. 

The cost of the activity completion changes linearly 

between the normal and crashed time.  

Crashing the time should be done cautiously if the 

quality of project completion is important, and 

                                                           

*Corresponding Author Email: tavakoli@ut.ac.ir (R. Tavakkoli-
Moghaddam) 

sometimes it is necessary to improve the quality of the 

project by increasing the time [4]. In these cases, it is 

necessary to do preventive actions to avoid redundancy 

and corrections. The project will be successful if the 

project outcomes satisfy the expectations of the project 

owner. The durability of the project outcomes is 

important for the project owner and the results should 

be satisfying, so it is not enough to complete the project 

based on a deadline, a pre-determined budget, and the 

execution quality is very important.   

Researchers believed that quality is an important 

factor in project planning, so they have developed linear 

programming models considered time, cost and quality 

simultaneously. Babo and Suresh [7] developed five 

limitations with a lower bound for quality in their 

studies. In two other studies, modeling and solving of 

the time-cost-quality trade-off problem was proposed 

[8, 9]. 

Table 1 provides a general overview of the time-

cost- quality trade-off problem. In addition to time, cost 

and quality, another factor that affects on project 

performance and is important in project completion is 
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TABLE 1. A summary of the studies on the TCTP problem 

Problem type Meta heuristic/deterministic solution algorithm References 

TCTP GA, MOGA [10-15] 

Non-nonlinear TCTP Simulated annealing and MOGA [16] 

TCQTP Pareto solution genetic algorithm ,GA [17, 18] 

DTCQTP Particle swarm optimization algorithm [19] 

DTCTP NSGA II, Ant colony optimization [20, 21] 

Quality loss cost in the time-cost trade-off 
problem 

-constraint method and a dynamic self-adaptive multi-objective 

evolutionary algorithm 
[22] 

PERT environment Hybrid scatter search [23] 

Renewable and nonrenewable resource Ant colony optimization [24] 

Setup times after preemption Genetic algorithm [25] 

Tardiness and earliness Genetic algorithm [26] 

Time-cost-environment trade-off Adaptive-hybrid genetic algorithm [27] 

Multi-mode resource constrained project 
scheduling problem (MM-RCPSP) 

Branch-and-bound algorithm [28] 

 

 

an uncertainty condition, which is resulted from three 

factors of an external environment, changes in business 

objectives and unsuitable methods designed for 

execution. 

Uncertainty is not just the result of insufficient 

knowledge and low experience of the project team, but 

can mostly be related to the complexity and newness of 

the project. An external environment includes factors, 

such as commercial and political forces, changes in 

values and norms, rules related to technical and 

financial goals of the project, and changes in 

stockholders requirements. 

Changes in the basic information for decision 

making during the time will result in project 

uncertainties, which put the project at risk. One of the 

most important challenges in project control is 

management of project risks. Today, risk management 

is an important part of project management, which 

results in an efficient improvement, cost saving and 

profit increase [29]. Every business has some risks and 

most of the problems of the project management are the 

results of the risks [30]. Today, the number and severity 

of risks has increased and this has motivated the 

stockholders to control the risks in order to protect their 

projects against the negative financial and legal 

outcomes [31]. 
One of the methods to solve such problems is to use 

the probability theory. In order to act in conditions of 

uncertainty, this theory can provide mathematical 

formulation of concepts, variables and systems that are 

unclear and ambiguous. It provides grounds for 

reasoning, inferring, controlling, and decision making. 

Despite the important role of uncertainty and risk in the 

success of projects, a few studies have been carried out 

on mathematical modeling in project planning. In this 

study, another dimension is added to the cost-time-

quality trade-off problem, which is called risk. On the 

other hand, this problem is an NP-hard one. It means 

that by increasing the problem size, the computational 

time will increase exponentially. Since this problem is a 

multi-objective optimization one, exact methods cannot 

be used to optimally solve large-sized problems. In most 

cases, meta-heuristic algorithms cannot be used alone. 

Thus, in this paper, the multi-objective model is solved 

by two different meta-heuristics as high-performance 

algorithms. 

 

 

2. PROBLEM STATEMENT 
 

Estimating the completion date of the project is based 

on the assumption that the project activities, especially 

critical path activities, are all practicable in a normal 

time. However, in most cases, it is necessary to 

accomplish the project on the net before the estimated 

date. In this condition, one of the possible solutions to 

shorten the project executive time is to accelerate the 

activities. In order to reduce the time of an activity, the 

level of the used resources should be increased or the 

technical methods of activity execution should be 

changed. In other words, to perform an activity in a 

shorter time than the normal time, it is necessary to 

increase the amount of resources (e.g., workforce, 

equipment and machinery) to use more advanced and 

expensive equipment, or to modify the technical 

methods. In this way, reducing the activity normal time 
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to a shorter time is always costing. In contrast, reducing 

the completion time of a project has some revenues for 

stakeholders, including the flowing of involved capitals. 

Also, in new product development projects, especially 

in competition conditions between different producers, a 

faster presentation of a new product will possibly 

increase the market share of the company. 

In most of time-cost trade-off models, the 

relationship between the reduction of the activity time 

and the growth of the activity cost is assumed as a linear 

function. In these models, the objective is to deliver the 

project product in the given due date with the minimum 

cost. There are so many alternative methods to solve 

these linear models [8, 32-34]. Although some other 

models are presented with convex and concave cost 

functions [35, 36], the discrete time-cost trade-off 

problem is more suitable for real applications. In 

contrast to the linear models, there is little research on a 

discrete time-cost trade-off problem (DTCTP). It may 

be because this model is very difficult to be solved [37]. 

There are at least two reasons for the problem 

discreteness. Firstly, resources and execution modes and 

the type of technology in real world projects are in form 

of discrete options, and secondly, it is easy to formulate 

every time-cost relationship in a discrete form in real 

projects. 

In recent years, there have been requests from the 

project stakeholders for the cost and simultaneously 

time reduction and the increase of the project quality. 

This has led researchers to the development of models, 

which add the quality factor to the previous time-cost 

trade-off models. The quality of the whole project is 

influenced by the compression of the project net. So, the 

quality factor has added to the time-cost trade-off 

problem and has formed the discrete time-cost-quality 

trade-off problem (DTCQTP) [38, 39].  

However, most of the today's projects are 

accomplish in a dynamic and complicated environment, 

in which uncertainty and risk are inherent feature of that 

environments. Most of the projects have not been 

successful in achieving the pre-determined goals 

because of the uncertainty and risk. These features have 

caused some problems, such as a lack of economic 

justification of the projects, reduction of the efficiency 

and dissatisfaction of key stockholders [40].  

According to the PMBOK, risk is defined as an 

uncertain event, which will affect at least one of the 

project objectives if it is happened [1]. The goal of risk 

management is to increase the probability of the success 

of the project. It is achieved by systematic risk 

recognition and evaluation, presenting methods to avoid 

and reduce them using the opportunities [41]. According 

to the PMBOK, risk can decrease the quality and 

increase the time and cost of the project. Respect to the 

importance of the influence of the risk on the project 

performance, there is a serious need to develop methods 

for the project planning and evaluating; which are 

correspondent to the project risks. Despite the 

importance of the risk identification, qualitative and 

quantitative analysis of the risks, no comprehensive 

mathematic model has been represented for the 

intervention of risks in planning, evaluating and 

controlling the projects in multi-mode cases so far. In 

this study, it has been attempted to evaluate the risk 

impacts on project goals; simultaneously to present a 

method for calculating their effects on project objectives 

including the quality, time and cost. This study also 

attempts to formulate a four-objective model, including 

the expected cost, quality, time and overall risk. 

 

 

3. PRESENTED MODEL 
 

The goal of solving the risk and expected time, cost, and 

quality problem is to choose a set of project activities 

for time compression, as the overall risk and expected 

time and cost are minimized and the expected project 

quality is maximized. In this problem, each project 

activity can be executed with specific executive 

methods. Each executive method has three features of 

E(t), E(c), and E(q), which represent the expected time, 

cost and quality, respectively. So far, no research has 

been carried out on combinational optimization 

problems. To eliminate the linear relationship between 

cost and time, also between time and quality, this 

research investigates the risk-based time-cost-quality 

trade-off problem in a discrete state (RDTCQTP)2. To 

make the three-objective combinational optimization 

problem closer to the real situation, each executive 

method is assumed as uncertain. It means that in each 

executive method, the time, cost or quality (or all three 

factors) of each activity will be in the form of expected 

values (i.e., mean). 

 

3. 1. Risk-based Project Performance Objectives 
In this study, we examine time and cost overrun and 

quality reduction risks. The use of untrained human 

resources is a typical example of a case that ends up 

with more time, costs and less quality. Although these 

risks may not necessarily lead to project cancelation, 

they impair project’s economic performances. They are 

called ‘performance risks’[42].  

Suppose that cost C is a stochastic value instead of a 

deterministic value, which depends on a probability 

density function pc(C) and does not fall below a certain 

minimum cost Cmin. We define metrics 𝑟∝ for the cost 

overrun risk of an activity with the expected value of 

cost E{C}. 

𝐸{𝐶} =
𝐶𝑚𝑖𝑛

1−𝑟∝
  (1) 

                                                           
2- Risk-based Discrete Time-Cost-Quality Trade-off Problem 
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Additionally, suppose that time T is a stochastic value 

instead of a deterministic value. This time depends on a 

probability density function p (T) and does not fall 

below a certain minimum time Tmin. We define metrics 

𝑟𝛾for the time overrun risk of an activity with the 

expected value of cost E{T}. 

𝐸{𝑇} =
𝑇𝑚𝑖𝑛

1−𝑟𝛾
  (2) 

Furthermore, suppose that quality Q is a stochastic 

value instead of a deterministic value, which depends on 

a probability density function pq(Q) and does not 

increase more than a certain maximum quality Qmax. We 

define metrics 𝑟𝛽 for the quality reduction risk of an 

activity with the expected value of quality E{Q}. 

𝐸{𝑄} = 𝑄𝑚𝑎𝑥 × (1 − 𝑟𝛽)  (3) 

 

3. 2. Quality Measurement of Project     In this 

study, the method presented by Babu and Suresh [7] is 

used to evaluate the quality of the project. To evaluate 

the value of the quality of each activity in each 

qualitative feature (qijl), we can ask from technical 

experts by asking this question: “how much the 

technical feature l related to the activity (link between i 

and j) is considered if the activity is performed by k 

executive mode?” the experts' reply to this question will 

be 𝑞𝑖𝑗𝑙𝑘. Obviously, the qualitative features of the 

activities are different. If 𝑤́𝑖𝑗𝑙  is the qualitative weight 

of each l feature in each activity, which is determined 

by experts, then the quality of each activity will be as 

follows: 

𝑞𝑖𝑗𝑘 = ∑ 𝑤́𝑖𝑗𝑙
𝐿
𝑙=1 ∗ 𝑞𝑖𝑗𝑙𝑘    , ∑ 𝑤́𝑖𝑗𝑙

𝐿
𝑙=1 = 1  (4) 

The value of the quality impact of each activity on the 

project quality can be calculated by the use of the 

technical experts' group decision-making. Then, the 

project quality can be calculated by: 

𝑄 = ∑ ∑ 𝑤𝑖𝑗 × 𝑞𝑖𝑗𝑘 × 𝑦𝑖𝑗𝑘𝑘∈𝑀𝑖𝑗𝑖𝑗∈𝐸   (5) 

 

3. 3. Problem Formulation        A project is 

represented by a direct acyclic graph G=(V, E) 

consisting of m nodes and n arcs, in which V={1, 2, ..., 

m} is the set of nodes and E={(i, j), …, (l, m)} is the set 

of direct arcs. Arcs and nodes represent activities and 

events, respectively. Each project activity, called (i, 

j)E, can be executed by a set of modes, Mij. Each 

kMij needs an expected execution time of tijk, cost of 

cijk and quality of qijk. Let k and r be two modes for 

activity (i, j) and k<r ; then, it is assumed that tijk>tijr , 

cijk<cijr and qijk≠qijr. Although in the literature, it is 

assumed that any activity time decreasing leads to 

activity quality decreasing. It is noteworthy that this is 

not always the case in real world projects. For instance, 

a new technology can be employed to reduce the 

required time, while this reduction can be accompanied 

by an increase in the cost and quality. 

The aim of this paper is to obtain the optimal 

combination (tijk, cijkand qijk) of each activity for 

crashing the project network in the situation of existence 

of performance risk, including the risk of time and cost 

overrun and the risk of quality reduction, such that the 

risk-based cost and time of the project is minimized 

while the risk based project quality is maximized. 

Notations used for the problem formulation are as 

follows: 

 

Parameters: 

Mij Set of available execution modes for activities i 

and j, where (i, j)E 

Cijk Direct cost of activities i and j performed by 

execution mode k 

tijk Duration of activities i and j performed by 

execution mode k 

qijk Quality of activities i and j performed by 

execution mode k 

𝜔𝑖𝑗  Quality weight of activities i and j in the project, 

∑ 𝜔𝑖𝑗𝑖𝑗∈𝐸 = 1 

𝜔́𝑖𝑗𝑙  Weight of quality level L in activities i and j 

𝑟∝𝑖𝑗𝑘    Probability of the cost overrun risk of the project 

activity execution in execution mode k 

𝑟𝛽𝑖𝑗𝑘  Probability of the quality reduction risk of the 

project activity execution in execution mode k 

𝑟𝛾𝑖𝑗𝑘   Probability of the time overruns risk of the 

project activity execution in execution mode k 

𝑟𝜃𝑖𝑗𝑘   Failure probability of the project through the 

implementation of the executive mode k of 

activities i and j.Consequently, re-execution of 

the activity. 
 

Decision Variables: 

𝑦𝑖𝑗𝑘 [
1
0

if  mode k is assigned to activities i and j

   otherwise                                                      
 

 

xi Earliest time of event i (i={1, 2, ..., m}) 

 

Objective Functions: 

E (C) Total expected project cost 

E (T) Total expected project duration  

E (Q) Total expected project quality 

OR      Overall project risk 
 

The problem of the RDTCQTP is formulated by: 

Min 𝐸(𝐶) = ∑ ∑ (
min(𝑐𝑖𝑗𝑘 )

1− 𝑟∝𝑖𝑗𝑘
) × 𝑦𝑖𝑗𝑘𝑘∈𝑀𝑖𝑗𝑖𝑗∈𝐸   (6) 

Min 𝐸(𝑇) = 𝑥𝑛 − 𝑥1  (7) 

Max 𝐸(𝑄) = ∑ ∑ ∑ × 𝑤𝑖𝑗 × (1 − 𝑟𝛽𝑖𝑗𝑘) ×𝑘∈𝑀𝑖𝑗𝑙∈𝐿𝑖𝑗∈𝐸

Max(𝑞𝑖𝑗𝑘) × 𝑦𝑖𝑗𝑘    
(8) 
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𝑀𝑖𝑛 (𝑂𝑅) = ∏ [1 − ∑ (1 − 𝑟∝𝑖𝑗𝑘) ∗ (1 −𝑘∈𝑀𝑖𝑗𝑖𝑗∈𝐸

𝑟𝛽𝑖𝑗𝑘) ∗ (1 − 𝑟𝛾𝑖𝑗𝑘) ∗ (1 − 𝑟𝜃𝑖𝑗𝑘) ∗ 𝑦𝑖𝑗𝑘]     
(9) 

s.t. 

𝑥𝑗 − 𝑥𝑖 ≥ ∑ (
𝑚𝑖𝑛(𝑡𝑖𝑗𝑘 )

1− 𝑟𝛾𝑖𝑗𝑘
) × 𝑦𝑖𝑗𝑘𝑘∈𝑀𝑖𝑗

 ; 𝑖𝑗 ∈ 𝐸;  𝑖, 𝑗 ∈ 𝑉  (10) 

∑ 𝑦𝑖𝑗𝑘𝑘∈𝑀𝑖𝑗
= 1  ;  𝑖𝑗 ∈ 𝐸     (11) 

𝑥𝑖 ≥ 0  ; 𝑖 ∈ 𝑉  (12) 

𝑦𝑖𝑗𝑘 ∈ {0, 1}  ;   𝑖, 𝑗 ∈ 𝐸 ;  𝑘 ∈ 𝑀𝑖𝑗  (13) 

Equations (6) and (7) minimize the total project cost and 

duration. Equation (8) maximizes the total project 

quality. Equation (9) minimizes the overall project risk. 

Equation (10) preserves the precedence relations 

between project activities. In Equation (11), one and 

only one execution mode is assigned to each activity. 
 

 

4. SOLUTION PROCEDURE 
 

In the RDTCQTP, there are a number of execution 

modes to select for each activity. If the number of 

project activities is n and there are k execution modes 

for each activity to choose from, then there are kn 

solutions, which results in a very large search 

space.Therefore, it is necessary to develop an efficient 

evolutionary algorithm. 

 

4. 1. Non-dominated Sorting Genetic Algorithm 
(NSGA-II)     Initialization of a random parent 

population 𝑃𝑂 sorted based on non-domination. First, 

the offspring Q0 of size N will be created using the usual 

binary tournament selection, recombination and 

mutation operators. Algorithm 1 describes the procedure 

for the t-th generation. First, we combine the parents 

and the offspring (𝑅𝑡 = 𝑃𝑡 ∪ 𝑄𝑡), which has the size 

2N. Then, we sort the population 𝑅𝑡 according to their 

non-domination.  

Elitism is ensured that the current and previous 

members are included in 𝑅𝑡. The new population (𝑃𝑡+1) 

will be filled with the best fronts (first F1, then F2, etc.), 

until the size of the next front (Fl) is bigger than the 

number of open spots in 𝑃𝑡+1. To have exactly N 

members in the new population and the diversity 

preservation (i.e., that a good spread of solutions is 

maintained in the obtained solution set), the front Fl will 

be ordered based on the crowding-distance and the first 

N − | Pt +1| (i.e., the number of open spots) solutions 

will be added to end up with exactly N solutions in Pt +1. 

Then, we start again to make an offspring (Qt +1) of Pt +1 

and we repeat this algorithm until the stopping criterion 

is met [43]. 

 

Algorithm 1: NSGA-II (main-loop for the t-th 

generation). 

Rt= Pt∪ Qt 

F = fast- non-dominated-sort ( Rt) 

Pt +1 = ∅and i = 1 

while | Pt +1| + |Fi| ≤ N do 

crowding-distance-assignment (Fi) 

Pt +1 = Pt +1 ∪ Fi 

i = i + 1 

end while 

Sort (Fi≫ 𝑛) 

Pt +1 = Pt +1 ∪ Fi[1 : (N −1 | Pt +1|)] 

Qt +1 = make-new-pop ( Pt +1) 

t = t + 1 

 

4. 2. Memetic Algorithms (MA)         A classical 

genetic algorithm acts well in finding the response 

regions, but spend a lot of time in obtaining the answer 

with the desired accuracy. This defect can be partially 

improved by utilizing existing knowledge of the 

problem or adding a local search phase to the 

evolutionary cycle [44].  

Memetic algorithms during the implementation, due 

to the effective local improvement and correction made 

on the genes, provide a small step-by-step search 

capability, but they may miss the great search capacity, 

such as the convergence of the population to an optimal 

it should be avoided in dynamic environments. 

Therefore, this can be an interesting research idea in an 

efficient environment for examining the effectiveness of 

the algorithms that have been improved with a variety 

of appropriate methods. Therefore, local search (MEM) 

is related to the problem. So, how to find optimal 

operators and prevent us from using inappropriate local 

search methods is one of the most important issues. A 

consistent algorithm combines local initiative search 

with genetic algorithm to achieve better results in less 

time. In the following, we discuss the concepts and their 

differences with other algorithms and their application 

in dynamic environments. 

Therefore, due to the structure of the memetic 

algorithm concept used in this paper, a structural change 

occurs, so that after the mutation in the NSGA-II 

algorithm, all mutant chromosomes are mutually 

mutated. In this case, a two-point mutation is used. 

Then, the mutant chromosome and the mutated 

chromosome from this pairwise chromosome are 

compared, while each of these chromosomes in the 

better position is selected as the mutated chromosome 

Otherwise, the distance between the chromosomes is 

calculated and the superior chromosome is selected and 

transferred to the population. The structure of this 

structure is depicted in Figures 1 and 2. The formulated 

model has more than 32 binary variables, which 

includes only 232 modes for selection. 
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Figure 1. New memetic mutations 
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Figure 2. MEM-NSGAII algorithm [10] 

 

 

5. ILLUSTRATIVE EXAMPLE 
 

As an example, a project consisting of nine activities is 

presented in this section as depicted in Table 2. 

Different execution modes of each activity associated 

with its time, cost, quality and risk are presented in 

Table 5. 

On the other hand, due to the nonlinearity of the 

objective function of the overall risk, it is possible to 

solve this nonlinear model with standard methods and 

available software that is impossible to achieve Pareto's 

solutions.  

TABLE 2. Network matrix 

 
 
 

First, the NSGA-II is coded in MATLAB software, 

and then improvements are made by improving the 

algorithm using the MEMTIC algorithm. In this section, 

the results of solving the designed model with the 

above-mentioned algorithms are discussed. Solving the 

formulated problem, a set of chromosomes that shows 

the combinational activities execution modes and its 

corresponding time, cost and quality are obtained as the 

output. Some parts of the results are shown in Tables 6 

and 7. The project manager may then obtain executive 

solutions that best fit with project conditions. The 

values of Pareto solutions presented in these tables are 

obtained based on different execution modes with two 

meta-heuristic algorithms. For example, in Table 6 first 

row solution, execution modes of 5, 5, 5, 5, 6, 5, 2, 5 

and 4 are respectively selected for the first to the ninth 

project activities. Based on this solution, the values of 

the expected time cost and quality and overall risk 

objective functions are respectively obtained as 28, 

2032.579, 822.3523 and 0.000226. 
 

 

6. EXPERIMENTAL EVALUATION 
 

To validate the algorithm and the formulated model, the 

results of the MEM-NSGAII and NHGA [41] 

algorithms are compared under equal conditions. The 

results of this statistical comparison are presented in 

Tables 3 and 4. 

The results of solving the three-objective model by 

using NHGA and MEM-NSGAII are compared. 

Description of the presented model results based on the 

central statistic features and dispersion is presented in 

Tables 3 and 4. The results of the ANOVA test show 

that the time and cost of the project plan in the NHGA is 

more than the MEM-NSGAII and its quality is less.  

 

TABLE 3. NHGA and MEM-NSGAII description 
 method N Mean Std. Deviation 

Time 
MEM-NSGAII 499 35.00 1.73 

NHGA 499 37.4444 2.404 

Cost 
MEM-NSGAII 499 1536.66 35 

NHGA 499 2143.33 32.016 

Quality 
MEM-NSGAII 499 815.860 .423 

NHGA 499 812.176 1.876 

population

mutation memtic
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TABLE 4. Results of the analysis of variance (ANOVA) test 
  F Sig. t Sig. (2-tailed) Mean Difference 

Time 
Equal variances 

2.248 0.153 
-2.47 0.025 -2.44 

Unequal variance -2.47 0.026 -2.44 

Cost 
Equal variances 

.278 0.605 
-38.4 0.000 -606.67 

Unequal variances -38.4 0.000 -606.67 

Quality 
Equal variances 

0.883 .061 
-.492 .0429 -.315 

Unequal variances -.492 0.0435 -.3155 

 

 

TABLE 5. Activities executions modes 

 

 

TABLE 6. Part of the Pareto solution setof the given problem with the NSGA-II  

Pareto solution 
Activities execution mode Objective 

1 2 3 4 5 6 7 8 9 Expected time Expected cost Expected quality Overall risk 

1 5 5 5 5 6 5 2 5 4 28 2032.579 822.3523 0.000226 

2 1 1 1 1 1 2 1 1 2 45 1522.874 819.6351 5.44E-05 

 

 

TABLE 7. Part of the Pareto solution setof the given problem with the MEM- NSGAII 

Pareto solution 
Activities execution mode Objective 

1 2 3 4 5 6 7 8 9 Expected time Expected cost  Expected quality Overall risk 

1 1 1 1 2 6 2 1 2 1 44 1585.614 820.115 5.18E-05 

2 1 1 1 2 1 2 1 2 2 43 1562.634 819.9988 6.33E-05 

m
o

d
e

 m
ea

su
re

 

1e 2e 3e 4e 5e 6e 7e 8e 9e 

m
o

d
e

 m
ea

su
re

 

1e 2e 3e 4e 5e 6e 7e 8e 9e 

1 

T 7 8 8 10 14 8 11 11 11 

4 

T 4 5 5 7 11 5 8 8 8 

C 160 140 110 100 160 130 150 140 150 C 200 180 150 150 200 170 200 170 200 

Q 90 85 90 88 92 85 87 91 90 Q 70 75 80 75 70 85 90 75 90 

1R 600 550 500 350 450 300 250 200 600 1R 98 70 65 57 40 86 38 46 54 

𝑟∝𝑖𝑗𝑘 0.12 0.137 0.137 0.171 0.240 0.137 0.189 0.189 0.189 𝑟∝𝑖𝑗𝑘 0.08 0.100 0.100 0.140 0.220 0.100 0.160 0.160 0.160 

𝑟𝛽𝑖𝑗𝑘 0.1 0.088 0.069 0.063 0.100 0.081 0.094 0.088 0.094 𝑟𝛽𝑖𝑗𝑘 0.15 0.135 0.113 0.113 0.150 0.128 0.150 0.128 0.150 

𝑟𝛾𝑖𝑗𝑘 0.1 0.094 0.100 0.098 0.102 0.094 0.097 0.101 0.100 𝑟𝛾𝑖𝑗𝑘 0.175 0.188 0.200 0.188 0.175 0.213 0.225 0.188 0.225 

𝑟𝜃𝑖𝑗𝑘 0.02 0.023 0.023 0.029 0.040 0.023 0.031 0.031 0.031 𝑟𝜃𝑖𝑗𝑘 0.04 0.050 0.050 0.070 0.110 0.050 0.080 0.080 0.080 

2 

T 6 7 7 9 13 7 10 10 10 

5 

T 3 4 4 6 10 4  7  

C 180 150 120 130 170 140 180 150 170 C 230 200 170 165 220 190  265  

Q 85 82 85 90 90 82 90 88 88 Q 85 80 90 80 80 90  85  

1R 300 250 250 450 450 250 400 350 350 1R 520 490 470 240 160 350  236  

𝑟∝𝑖𝑗𝑘 0.1 0.117 0.117 0.150 0.217 0.117 0.167 0.167 0.167 𝑟∝𝑖𝑗𝑘 0.05 0.067 0.067 0.100 0.167 0.067  0.117  

𝑟𝛽𝑖𝑗𝑘 0.1125 0.094 0.075 0.081 0.106 0.088 0.113 0.094 0.106 𝑟𝛽𝑖𝑗𝑘 0.112 0.097 0.083 0.080 0.107 0.093  0.129  

𝑟𝛾𝑖𝑗𝑘 0.125 0.121 0.125 0.132 0.132 0.121 0.132 0.129 0.129 𝑟𝛾𝑖𝑗𝑘 0.2 0.188 0.212 0.188 0.188 0.212  0.200  

𝑟𝜃𝑖𝑗𝑘 0.03 0.035 0.035 0.045 0.065 0.035 0.050 0.050 0.050 𝑟𝜃𝑖𝑗𝑘 0.05 0.067 0.067 0.100 0.167 0.067  0.117  

3 

T 5 6 6 8 12 6 9 9 9 

6 

T     9     

C 190 170 140 140 180 150 190 160 180 C     240     

Q 80 80 84 85 86 80 85 85 85 Q     90     

1R 720 700 610 550 420 650 510 505 510 1R     300     

𝑟∝𝑖𝑗𝑘 0.09 0.108 0.108 0.144 0.216 0.108 0.162 0.162 0.162 𝑟∝𝑖𝑗𝑘     0.05     

𝑟𝛽𝑖𝑗𝑘 0.125 0.112 0.092 0.092 0.118 0.099 0.125 0.105 0.118 𝑟𝛽𝑖𝑗𝑘     0.112     

𝑟𝛾𝑖𝑗𝑘 0.15 0.150 0.158 0.159 0.161 0.150 0.159 0.159 0.159 𝑟𝛾𝑖𝑗𝑘     0.2     

𝑟𝜃𝑖𝑗𝑘 0.025 0.030 0.030 0.040 0.060 0.030 0.045 0.045 0.045 𝑟𝜃𝑖𝑗𝑘     0.05     
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In this paper, the NSGAII and MEM-NSGAII are coded 

and run in order to solve the four-objective time-cost-

quality-risk trade-of problem and some of the results are 

presented in Tables 4 and 5. 

In this section, the mean ideal distance (MID) 

measure is used to compare the results of the NSGA-II 

and MEM-NSGA. It is used for measuring the closeness 

between Pareto solution and an ideal point.  

According to the objective functions, we consider (0, 

0) as an ideal point. This metric is formulated as it is 

clear that a less value of the MID is of interest. In this 

equation, n denotes the number of non-dominated set 

and f1i and f2i denote the first and second objective 

value of the i-th non-dominated solution, respectively. 

𝑀𝐼𝐷 =
∑ √𝑓1𝑖+𝑓2𝑖

𝑛
𝑖=1

𝑛
  (14) 

The ideal point for the model solution results using the 

NSGA-II and MEM-NSGA-II is shown in Tables 8 and 

9, which is based on the answers of the first front (a set 

of 100 of Pareto solutions). It means that the minimum 

value is used for the objectives of time, cost, and risk 

and the maximum value is in the quality objective. 

To calculate the MID index, the answer matrix is 

normalized with the Euclidean method, and then the 

closeness index to the ideal normalized answer for the 

NSGA-II is 0.007226. 

The closeness index to the ideal normalized answer 

for the MEM-NSGAII is 0.006526703. Based on the 

average distance to the ideal solution considered as the 

accepted criterion for scholars in this field, the new 

improved MEM-NSGA-II algorithm has better results 

than the NSGA-II algorithm in the analyzed solutions. 

 

 
TABLE 8. Ideal solution for the final model solving by the 

NSGA-II 

 

 

TABLE 9. Ideal solution for the final model solving by the 

MEM-NSGAII 

 

 

7. CONCLUSION 
 

Over the past three decades, scheduling issues have 

been one of the most important issues for project 

managers. The literature review has shown that there is 

a deep gap in the discussion of risk issues in project 

control issues. In this regard, in order to better match 

this issue with real world applications and fill the gap, 

this paper has addressed the issue of the risk, project 

costs, project execution time and quality improvement. 

The model presented in this paper has addressed real 

world projects. To be as realistic as possible, the 

problem was considered in an uncertain condition. In 

this condition, a risk-based discrete time-cost-quality 

trade-off problem (RDTCQTP) was also considered, in 

which each project activity could be executed by one of 

several modes. Associated with each execution mode of 

any activity, there are specific resources, execution 

methods, technology and risk. For each mode of an 

activity, there is a triple combination of the expected 

risk-based time, cost and quality (t, c, q). These risk 

probability numbers have represented the effect of 

performance risk on project objectives in such a way 

that the time and cost has increased and the quality has 

decreased.  

To solve the given problem, a multi-objective 

evolutionary algorithm, called non-dominated sorting 

genetic algorithm (NSGA-II) was also used and 

developed. The high speed of the proposed algorithm 

and its quick convergence have made it desirable for 

large projects with a large number of activities. 

Furthermore, we have used the ANOVA test to compare 

the performance of the NSGA-II in the conditions of the 

lack and existence of project performance risks. The 

results have shown that in the condition of existence of 

the performance risks, project objectives including time 

and cost minimizing and quality maximizing have 

affected by uncertainties such that the time and cost of a 

project have increased and the quality has decreased. 

Considering critical risk factors, this model can be 

extended to more realistic cases. Also, after modeling 

the problem with four objectives, an applied scheduling 

problem with nine activities presented, solved and 

coded with the NSGA-II. In order to improve the results 

and the speed of the proposed algorithm in accessing the 

Pareto solutions, a new hybrid algorithm, called MEM-

NSGA-II, is presented that gives better solutions than 

the NSGA-II at the same conditions. 
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چكيده
 

 

زمان اتمام سازي است، بطوریکه هزینه مورد انتظار، مدتهاي پروژه براي فشردهاي از فعاليتهدف از این مسئله، انتخاب مجموعه

تواند با روشهاي يروژه مپو کيفيت کل مورد انتظار پروژه بيشينه شود. در این مسئله هر فعاليت  مورد انتظار، ریسک پروژه کمينه

شود، که به ترتيب بيانگر زمان، بيان مي   Rو  E(t)،E(c)  ،E(q)اجرایي مشخص اجرا شود. هر روش اجرا با چهار مشخصه 

-نطي بين زماابطه خرآن فعاليت است. در این مقاله، با حذف  هزینه، کيفيت مورد انتظار و ریسک کلي مربوط به هر مد اجرائي

و احتمالي بررسي   (DTCQRTP) الت گسستهریسک را در ح-کيفيت-مانز-يفيت و مسئله موازنه هزینهک-هزینه و زمان

صورت   هرا براي هر روش اجرایي ب  (t, c, q, r)تر کردن مسئله،  ترکيب  چهارتایيمشخصه هايکندو سپس براي واقعيمي

 هش اجرایي، بکند. یعني اینکه زمان یا هزینه یا کيفيت یا ریسک )یا هر چهار معيار( هر فعاليت در هر روغيرقطعي مطرح مي

رائه اه فعاليت، دي با نسازي مسئله چهار هدفه، یک مسئله کاربرصورت اعداد انتظاري )ميانگين احتمالي( خواهد بود. پس از مدل

هاي پارتو و بهبود جوابها، کد نویسي و حل شده است. براي افزایش سرعت دسترسي به جواب NSGA-IIم شده و با الگوریت

تم بهتري را نسبت به الگوری هايبصورت ابتکاري ارائه شده است که در شرایط یکسان جواب MEM-NSGAالگوریتم تلفيقي 

NSGA-II .ارائه نموده است 

doi: 10.5829/ije.2018.31.05b.12 
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