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A B S T R A C T  
 

 

For remote places having less-strong wind, single resources based renewable energy system (RES) 

with battery storage can sustainably and economically generate electrical energy. There is hardly any 
literature on optimal sizing of such RES for very low load demand situation. The objective of this 

study is to techno-economically optimize the system design of a Photovoltaic (PV)-battery storage RES 

for an institutional academic block in Silchar, India having maximum demand less than only 30 kW. 
The sizing process of various subsystems of the RES is first discussed. Then the RES is techno-

economically optimized under 100% reliability to power supply condition, i.e. 0% unmeet energy (UE) 

and least excess energy. In this, performances of three different optimization algorithms- genetic 
algorithm (GA) and two meta-heuristics, namely Firefly Algorithm (FA) and Grey Wolf Optimizer 

(GWO) algorithms are investigated and compared. The optimal configuration under least levelized cost 

of energy (COE) is further examined. Results demonstrate that GWO is the best optimization tool for 
optimizing the cost of energy (COE) in comparison with the other optimization algorithms. It has been 

shown that a single optimization method might not always guarantee that the objective function has 

converged successfully in fulfilling all the requirements of least excess energy, autonomy days, and 
least COE. The present research provides a useful reference for the design optimization of single 

resource based RES for low load demand situation. 
doi: 10.5829/ije.2017.30.10a.17 

 

 
1. INTRODUCTION1 
 

In most of the remote villages and islands around the 

world, the access to electricity is still a distant dream, 

which creates a huge barrier in the development of these 

regions. Hence, a stand-alone renewable power system 

is considered to be a feasible solution for providing 

electricity in the absence of utility grid. The system 

sizing and optimization of hybrid solar-wind systems 

for stand-alone power generation have been studied 

substantially over last few decades [1-11]. Borowy and 

Salameh [1] did work on the optimal sizing of 

photovoltaic array in hybrid mode with wind generator 

system and obtained promising performance of such 

hybrid system for standalone application. Bagul et al. 

[2] performed sizing of a stand-alone hybrid wind 
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photovoltaic system using a three-event probability 

density approximation and such approximation 

successfully simulated the performance of the hybrid 

system. Diaf et al. [3] developed a methodology for 

optimal sizing of autonomous hybrid PV/wind system. 

Bernal-Agustin and Dufo-Lopez [4] simulation and 

optimized the performance of a stand-alone hybrid 

renewable energy system using solar-wind and storage 

system. Zhou et al. [5] did an extensive review on the 

current status of research on optimum sizing of stand-

alone hybrid solar-wind power generation systems as of 

2010 for guiding researchers towards further researches 

in this area. Dali et al. [6] did an experimental 

investigation on the control and energy management for 

grid connected and standalone hybrid solar–wind 

system with battery storage and compared their 

performances. Ren and Li [7] simulation and optimized 

the performance of a hybrid wind-solar-pumped storage 
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power system. Ma et al. [8] studied the technical 

feasibility of a standalone hybrid solar-wind system 

with pumped hydro storage for a remote island in Hong 

Kong. In this, the system was designed for a fixed user 

load condition. Again, Ma et al. [9] made a feasibility 

study and economic analysis of pumped hydro storage 

and battery storage for a renewable energy powered 

island. Ma et al. [10] investigated the performance of 

PHS in integration with solar-wind system, which have 

been optimized using GA for renewable energy power 

supply to a small island; but the optimum solution 

resulted in a large upper reservoir capacity that needs to 

be accommodated. Ma et al. [11] made another 

extensive study in hybrid renewable energy system with 

detailed feasibility study of a stand-alone hybrid solar–

wind–battery system for a remote island.  However, 

only solar PV based RES with feasible energy storage 

for very low load situation has not been studied much in 

the available literature. The availability of renewable 

resources for power generation in different parts of the 

world is not the same. For example North-East region of 

India has less-strong wind for power generation [12], 

whereas annual average solar insolation received in this 

part is sufficient for PV power generation [13]. This 

paper addresses the system sizing of PV-battery storage 

Renewable Energy System (RES) for a place named 

Silchar in North-East India. Further, the purpose of this 

study is to techno-economically optimize this RES to be 

used in an institutional academic block with low load 

demand situation having a maximum load of few kilo-

Watts only.  

A feasible energy storage unit for standalone PV 

based RES is very much essential due to the 

intermittent, unpredictable and stochastic nature of solar 

energy. Out of many energy storage technologies, the 

two most popular energy storages that have widely been 

studied for renewable energy integration are battery and 

pumped hydro storage (PHS) [7-10]. Ma et al. [8-11] 

have done extensive work related to hybrid solar-wind 

systems with detailed studies on the feasibility and 

economic prospects of pumped hydro storage.  In the 

literature [8], it is reported that PHS based hybrid 

system is an ideal solution to achieve 100% energy 

autonomy in remote places. In the literature [9], it is 

further reported that economic benefit of PHS is high if 

some adjustments like increasing energy storage 

capacity of the PHS is possible. However, not always 

that the optimization of hybrid system for remote 

electrification would give the best feasible energy 

storage (say PHS). Forexample, techno-economic 

optimization of PV/PHS renewable energy system has 

although reduced the optimal cost of energy, but also 

has resulted in a large upper reservoir storage unit 

(13,205 m
3
 at height of 60m), which might not be 

always feasible in all places especially for small 

building electrification [14]. The same concern was also 

reflected in the study [15], which reports that the 

viability of PHS in stand-alone application is best 

realized if power generation capacity of the RES is up to 

or below 300 kW. On the other hand, rechargeable lead-

acid batteries, particularly those with deep discharge 

rate and high cycling stability, are more commonly 

employed in stand-alone RES due to simplicity and high 

load stability nature [16-21]. Such storage system will 

be more viable since the problem of sizing the battery 

storage is not that critical like PHS, especially for low 

load demand situation. However, from the available 

literature, it is seen that there is hardly any work on the 

optimum design of PV-Battery storage RES for low 

load demand situation. Keeping this in view, the present 

work is carried out.  

In the techno-economic study, it is not always 

possible that any single optimization tool will minimize 

or maximize the objective function as per the 

requirements in all aspects. For example, in [14], 

although the levelized cost of energy was successfully 

optimized using Genetic Algorithm (GA), the resulting 

upper reservoir capacity became quite huge. 

Optimization techniques like GA, Grey Wolf Optimizer 

(GWO), Firefly Algorithm (FA), etc. [22-25] are based 

on physical phenomena that can be observed in the 

nature. And if the laws of nature and living beings are 

technically implemented in designing real-life systems, 

then it would lead to better solution as needed, say 

100% reliability, less excess energy, more autonomy 

days, COE, and improved load factor, etc. Although 

lead-acid batteries have high initial investment for large 

capacity systems [26-29] and those in the scale of few 

hundred kW [8, 10], studies on their optimal sizing for 

low load demand situation with a maximum load of few 

kilowatts only are scarce. Moreover, comparison of the 

performances of various optimization tools for 

improving the design of RES is also scarce. 

Keeping all these in perspective in this paper, 

optimal PV-battery storage RES for an institutional 

academic block in Silchar, India with low load demand 

has been designed. In this paper, one heuristic and two 

meta-heuristic algorithms have been used. The GA 

(heuristic algorithm) is categorized as global search 

heuristic approach, largely used for optimization of any 

physical system. Both Firefly and Grey Wolf optimizers 

are nature-inspired meta-heuristic algorithms; but their 

applications for optimizing physical systems like hybrid 

Renewable Energy Systems are not that much available 

in the existing literature. The FF and GWO algorithms 

are also inspired by natural evolution like GA. There are 

other similar algorithms available in the literature, but 

these two are very popular and are recently developed 

meta-heuristic algorithms (for e.g. GWO was developed 

in 2014 only). The performances of these three different 

optimization algorithms are investigated and compared. 

Mathematical formulations have been done for their 
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component sizing and modeling. After that, the system 

performances are simulated and techno-economically 

optimized under 100% reliability condition by using 

single objective optimization in terms of their life cycle 

cost (LCC) and cost of energy (COE). The optimal 

configuration under least levelized cost of energy 

(COE) is further examined and at the end conclusions 

have been drawn. 

 

 

2. DESIGN OF SUBSYSTEMS OF THE RES 
 
The physical model and working principle of 

PV/Battery system can be understood from Figure 1. 

The main components of the system include PV array, 

Battery bank, DC-AC Converter and AC-Load. The PV 

energy production first fulfils the load demand after that 

surplus energy goes to the Battery bank. The stored 

energy is dispatched when the PV power production 

falls below the local load demand. A small dump load is 

also connected for taking care of excess energy. 

 

 

3. MODELING AND SIZING OF THE RES SYSTEM 
 

The mathematical equations for individual components 

of the renewable energy system are proposed in this 

section. An hour by hour simulation program is then 

developed to size the PV panel, and the Battery bank. 

 

3. 1. PV Array Modeling           The power output from 

a PV panel is given by Equation (1):  



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
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Therefore, the energy produced in a whole day is given 

in Equation (2): 

dttPE PVPV )(

24

0

   (2) 

 

 
Figure 1. Block diagram of a stand-alone PV/Battery 

renewable energy system 

where )(tPPV
 is the net power output from PV panel 

(kW), 
PVN  is the rated capacity  of PV panel (kW), 

PVY  

is the PV derating  factor, accounting for the factors as 

aging, soiling, wiring losses, shading, and so on, )(tG  is 

global solar insolation at any time ‘t’(kW/m
2
).    

 

3. 2. Battery Bank Modeling         The capacity of 

battery storage in ampere hour (𝐶𝐴ℎ) is determined by 

Equation (3): 

Bateffb
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where 
dayn  is number of autonomous days powered by 

the battery storage, 
LoadE  the daily energy consumption, 

BatV  rated battery voltage, DOD allowable depth of 

discharge, 
effb _  overall efficiency of battery, and  the 

portion of power that goes from PV to the load. 

Charging and discharging current of battery are defined 

in Equations (4) and (5) as: 
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Therefore, the net charge in battery is given by: 
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where 
eff  is efficiency of inverter, 

effb _  efficiency of 

battery,   
coefficient of self-discharge, 

AhC  
capacity of 

battery in Ah and 
BatV  nominal voltage of battery. 

The generalize energy balance model of the solar 

power generation system at time t is expressed as: 

)()()()( .. tPtPtPtP DumpBatLinvPV   (7) 

where 
.inv  is the inverter efficiency which is the ratio of 

the inverter’s AC output power to DC input power, 

)(tPL
 the solar system power output directly delivered 

to the load, )(. tPBat
 the power transferred to the battery 

bank and )(tPDump
 the excess energy.  

 

 

4. COST ANALYSIS 
 

In this study, total life cycle cost (LCC) is used to 

analyze the system’s economic performance. LCC 

includes the cost of construction (CC), replacement cost 

(RC), and operating and maintenance (O & M) cost.        



A. Kumar and A. Biswas / IJE TRANSACTIONS A: Basics  Vol. 30, No. 10, (October 2017)   1555-1564                          1558 
 

RCMOCCLCC  &  (8) 

The annual real interest rate is the discount rate used to 

convert between one-time costs and annualized costs. It 

is related to the nominal interest rate. CRF is capital 

recovery factor which is defined as in Equation (9) [30]. 
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So, the total Annualized Life Cycle Cost (ALCC) is 

defined in Equation (10). 

CRFLCCALCC   (10) 

The levelized cost of energy (COE) is considered as a 

principal cost of economics for figuring out the merit of 

the all the systems. It is a ratio of the annualize life 

cycle cost of the system to the daily energy demand. In 

other words, it is the cost per unit electricity generated.   

    

LoadE

ALCC
COE   

(11) 

All constant parameters and cost of units are provided in 

Tables 1 and 2, respectively. 

 

 
TABLE 1. A summary of constant parameters 

Parameter Value 

Battery efficiency (
effb _ ) 85% 

Inverter efficiency (
eff ) 85% 

Derating factor (
PVY  85% 

Nominal interest (
'i  ) 7% 

Annual interest ( f ) 4% 

Life of project (n) 25year 

Coefficient of  self-discharge )(  0.002 

Days of autonomy (
dayn ) 1 day 

Area of PV module (m2) 0.9991.4 

 

TABLE 2. A summary of cost and lifecycle of system’s major 

components    

Component 

Unit 

Capital 

Cost ($) 

Life 

cycle 

(Year) 

Replacement 

cost ($ ) 

O & M cost 

$/kW-year % 

of capital cost 

PV panel 
(200 Wp) 

300 25 200 0.2% 

Battery 200 
Ah/12V 

65 3-4 65 0% 

Inverter 900/kW 15 900 0.5% 

 
 

5. OPTIMIZATION ALGORITHMS  
 

In this work, for finding out the least possible value of 

COE, three well-known optimization algorithms, 

namely Genetic algorithm (GA), firefly algorithm (FA), 

and Grey wolf optimizer (GWO) have been applied 

simultaneously. The reason for more than one algorithm 

has already been explained in the introduction section.     

 

5. 1. Heuristic Approach         Genetic algorithms are 

categorized as global search heuristics approaches. 

Basically the GA optimization is inspired by natural 

evolution, such as inheritance, mutation, selection, and 

cross over [20, 22]. In GA, the evolution usually starts 

from a population of randomly generated individuals 

that continues in generations. In each generation, the 

fitness of every individual of the population is 

evaluated, then multiple individuals are selected from 

the current population (based on their fitness function), 

and they are modified (recombined and possibly 

mutated) to form new population/generation. The new 

generation is then used in the next iteration of the 

algorithm. Commonly, the algorithm terminates when 

either a maximum number of generations has been 

performed, or a satisfactory fitness level has been 

reached. An initial individual chromosome is as shown 

in Table 3. It consists of four real numbers in the string 

in the order of capacity of PV panel (kW), area of 

panels (m
2
), capacity of battery bank (Ah), and volume 

of upper reservoir (m
3
). A few of the crossover and 

mutation operations resulting in varied cost of energy 

($/kWh) are also shown in the same Table 3.   

 
TABLE 3. Initial chromosome along with crossover and mutation operations 

Chromosome and Offsprings 
Size of PV-panel Capacity of  Battery 

(Ah)/72V 
Volume of upper 

Reservoir (UR)  (m3) 
Cost of Energy 

($/kWh) (kW) Area (m2) 

’’ 110.589 773.357 1757.971 0.726 890.327 

’’ 126.002 881.136 1416.658 0.654 518.449 

’’ 89.848 628.385 1950.778 0.512 373.003 

’’ 72.940 505.478 1895.486 0.508 542.644 

Offspring 1 (Crossover) 72.940 505.478 1950.778 0.512 728.499 

Offspring 2 (Crossover) 126.002 881.136 1757.971 0.726 310.194 

Offspring 3 (mutation) 67.436 881.136 1757.971 0.726 539.312 

https://en.wikipedia.org/wiki/Heredity
https://en.wikipedia.org/wiki/Mutation_(genetic_algorithm)
https://en.wikipedia.org/wiki/Selection_(genetic_algorithm)
https://en.wikipedia.org/wiki/Crossover_(genetic_algorithm)
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5. 2. Meta Heuristic Approach         Meta-heuristic 

optimization approaches have been widely used and 

these have become very popular over the last two 

decades because of their simplicity, flexibility, and 

derivation-free mechanism. 

 

5. 2. 1. Firefly Algorithm and Flow chart                             

Firefly algorithm (FA) is a meta-heuristic and nature-

inspired algorithm, developed by Yang in late 2007-

2008 [31], which is based on the flashing pattern and 

behaviour of fireflies. Three flashing idealizing 

characteristics of fireflies to develop firefly inspired 

algorithm are:                                                                     
 Fireflies are in same gender, so that one firefly will 

be attracted to other fireflies regardless of their 

gender. 

 Its attractiveness is proportional to the brightness, 

and they both decrease as their distance increases. 

 The firefly’s brightness is determined by the 

landscape of the objective function. 

The attractiveness of fireflies is directly proportional to 

intensity of light, i.e. the variation of attractiveness of 

''  with distance of ‘r’, which is given by Equation (12): 

2r

oe
               (12) 

where o  (attractiveness) at r = 0 and   is absorption 

coefficient. The summary of this algorithm is given in 

[32]. 

 
 
5. 2. 2. Grey Wolf Optimizer and Flowchart            
The Grey Wolf Optimizer (GWO) is the latest and most 

popular meta-heuristic algorithm developed by Mirjalili 

et al. [25] in 2014, which is inspired from the grey 

wolves in nature. The wolves have been categorized in 

four types such as alpha ( ); “The leaders of the 

group”; beta (  ), “The subordinate wolves that help the 

leaders”; delta ( ), “The third level wolves who submit 

to  and  ” and omega ( ), “The lowest ranker 

wolves of group who have surrendered to all the other 

governing wolves”. And these four are employed for 

simulating the leadership hierarchy. These use three 

main steps of hunting: at first searching for prey 

(exploration), then encircling prey, and finally attacking 

the prey (exploitation). The encircling modeling 

behaviour of wolves at current iteration ‘ t ’, at PX


 

position vector of prey and with 


X  position vector of 

wolf is given as Equation (13) [25].      



 araA 12  
)()( tXtXCD P







 DAXtX P)1(  ,  


 22 rC  

 (13) 

where 


A  and  


C  are coefficients of  the position 

vector, 


a linearly deceased vector from 2 to 0 over the 

maximum iterations, and 


1r  and 


2r  are the random 

vectors in the  range of [0,1]. Here, alpha ''  is taken as 

the best fittest solution of the objective function, beta 

''  and delta ''  are taken consequently second and 

third best solutions, and rest of all the solutions are 

taken as '' . The summary of this algorithm is given in 

[32]. 

 

5. 3. Optimization Strategy           In the Single-

objective optimization, the main objective is to 

minimize the value of COE. Three optimization 

techniques such as GA, GWO and FA have been used to 

find out the least possible value of cost as it cannot be 

concluded by using a single optimization method. The 

levelized cost of energy (COE) is taken as the fitness 

function without any type of power failure, i.e. in 100% 

reliability of power supply to the load. The fitness 

function for all the three proposed configurations is 

shown in Equation (14). 

)(min_ COEfZ   (14) 

%0UE  is taken as the subject to constrain. The lower 

and upper boundary of  NPV,CAh and VUR  are given as 

per below:  

2000  PVN ; 80000  AhC ; 50000  URV  (15) 

Where NPV = capacity of PV panel (kW), Ah = capacity 

of battery (Ah), VUR = upper reservoir volume (m
3
). The 

above objective function has one indirect constraint (i.e. 

UE%). Hence, in optimization-tool box of GA, the 

following have been considered:   

 The constraints box remains empty.  

 In the population box, “Feasible population” is 

selected. 

 The “Stochastic uniform” is selected in selction 

function box.  

 0.05*population size default function is chosen for 

reproduction function box. And cross-over fraction 

is 0.8 as default value. 

 In the Mutation function box “Adaptive feasible” 

is selected. 

 The “Heuristic function” is chosen for cross-over 

function with default ratio of 1.2. 

 Then, the “Forward direction of migration” is used. 

 Finally, the number of generations is selected as 

“200” for all the three systems 

Similarly, for firefly algorithm (FA) the following 

parameters have been used:                

 Number of searching agent (fireflies) / population = 

20. 

 The maximum number of generations/iteration=300 
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 Number of variables for the RES is two (i.e. PV and 

Bat.)  

 Set the lower bound [Lb] and upper bound [Ub] of 

variables. 

For the GWO algorithm the following parameters have 

been used:-  

 The number of searching agents 

(wolves)/population = 20. 

 The maximum number iteration/generations = 300 

 Number of variables for the RES is two 

 Some default constants for alpha ( ), beta ( ), 

and gamma (  ) are 0.5, 0.2 and 0.1 respectively.  

 Set the lower bound [lb] and upper bound [ub] of 

variables. 

The system optimization process flow chart for the 

PV/Bat. RES is illustrated in Figure 4. The optimization 

process starts with the random guess value of the system 

variables (like size of PV modules, size of battery 

capacity), then consequently runs through all the steps 

of the algorithms, and continues until achieves stop 

categories or reaches max-iteration/ max-generations. 

Here, state of the charge (SOC) of battery is taken                          

between 30%  to 100% as shown in Figure 2.  

 

5. 4. System Reliability Model          In this study, the 

system reliability is evaluated based on the percentage 

of unmet energy (UE) per year, which is defined as the 

total power supply failure divided by the total energy 

demand over a year [8]. The reliability study is done to 

evaluate whether a system is able to fulfill the load 

demand, and if there is any deficiency, then to calculate 

the percentage of insufficient energy. Another most 

important index which is widely used is percentage of 

excess energy (EE) in a year. The index UE and EE are 

calculated as follows in Equations (16) and (17), 

respectively. The objective here is to have 100% 

reliability , i.e. 0% UE and least EE.    

100
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6. THE CASE STUDY 
 
The proposed RES system is employed in an 

institutional academic block with low load demand 

situation, which is situated in Silchar, Assam, India. 

This academic block is a 4-storey building, which 

consists of large rooms for laboratories and faculty 

cabins. 

 
Figure 2. Flow chart of optimization for PV/Bat RES 

 

 

A survey for the electricity consumption of the building 

was conducted for collecting all these load data. Figures 

3(a) and (b) show the hourly variation of load for the 

building for winter and summer, respectively. As can be 

seen from these figures, the load factor of both seasons 

is very low (around 0.131). The load factor is defined as 

the ratio of the average load to the peak load.  Also, the 

daily average energy consumed is only 88.7 kWh.  

 
 
7. RESULTS AND DISCUSSION 
 
Under the single objective COE function (i.e. zero 

unmet energy), the convergent graphs for GA, GWO 

and FA are shown in Figure 4. It can be observed that 

among all the approaches, GWO technique gives the 

lowest COE of $ 0.5594/kWh. The fitness function for 

GWO and FA has converged at 300 iterations, whereas 

the GA has converged at 200 generations. It can further 

be observed that starting initial guess value for GA is 

very far away from its final minimized value. On the 

other hand, for both GWO and FA, fitness functions are 

more quickly converged compared to that of GA, and 

their initial guess value is not far away. According to 

GWO, it has been obtained that the optimal 

configuration is: PV (142 kWp, 712 pieces of module 

and module area 995.633 m
2
), battery size (6328.70 Ah 

of 72V), size of inverter (28.5kW) and the 

corresponding LCC and COE are $305,408 and 

$0.5594/kWh, respectively. 

The life cycle costs (LCC) of the components for 

this optimal configuration in percentage values are 

shown in Figure 5. It can be seen that the LCC of PV 

shares the maximum percentage i.e.70% ($213,470), 

which is due to the very high initial cost of PV as 

compared to that of the battery and inverter. 
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Figure 3. Daily electricity demand variation for the 

winter (top) and summer (bottom) 

 

 

 Figure 4. Converged curve of COE during GA (top) and 

GWO/FA(bottom) 

On the other hand, the battery and the inverter have 

shares of 22% ($ 66,125) and 8% ($ 25,813) of the total 

LCC, respectively. Table 4 shows the results of the 

optimization algorithms.       

 

7. 2. Hourly Energy Balance Simulation       The 

simulation analysis has been done for 1 year period i.e. 

for 8760 hrs. In Figure 6, the hourly simulation curve 

for the optimized PV/Bat system of a sample day has 

been demonstrated. In this plot six parameter such as 

PV power, Load demand, Discharging current (Di), 

Charging current (Ci), EE and Capacity of charge (Ah) 

are varied with respect to time. It can be noted that no 

excess energy has generated over the day and also no 

loss of power supply has occurred meaning unmet 

energy is zero.     

The simulated plot illustrates that the PV array 

produces electricity and serve the load from 6:00 hrs to 

17:00 hrs, and the surplus electricity after meeting the 

load goes to battery and hence battery gets charged. 

 

 
Figure 5. Break-down of LCC for the RE 

 

 
TABLE 4. Results of the various optimization algorithms 

PV/Battery 
Cost 

($/kWh) 

Excess 

Energy (%) 
PV (kW) Bat (Ah) 

GA 0.5683 36.42 156.901 4611.7 

FA 0.5611 34.18 142.398 6388.5 

GWO 0.5594 32.19 142.312 6328.7 

 

 

 
Figure 6. Hourly energy balance curve on a sample day 
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During 14:00 -16:00 hrs, the load has been balanced by 

the PV and battery bank, both simultaneously. In this 

sample day, the maximum state of charge (SOC) of 

battery has occurred at 13:00 hrs, i.e. 5664.357Ah 

(89.50%) and minimum SOC at 23:00 hrs i.e. 3765.917 

Ah (59.51%). From the same plot, it can also be noted 

that the maximum charging current (Ci) occurs during 

the low load demand and high PV power generation, 

which is at 12:00 hrs with 311.84573 Ah of charging 

current, and maximum discharging current occurs at 

16:00 hr, which is 263.36088Ah. The net energy 

production from the PV array for the entire year is 

190,510 kWh, whereas its peak power output is 

127.6751kW. The results demonstrate that the PV 

system along with battery storage have effectively 

balanced the load demand of this building. The 

intermittent nature of solar energy is very well 

compensated by the battery storage system. 

Figure 7 shows the comparison between the new 

load profile as generated by the optimal solution and the 

actual load profile of the building for a single day. Here, 

in the first part (day-time) the energy is stored in battery 

bank in the form of electro-chemical energy and then 

this stored energy is dispatched during night time to 

fulfill the load requirement of the end user. The load 

factor of new load profile of RES system is 0.267, 

whereas actual load factor of the building is 0.131. 

Therefore, the load factor has also improved by 0.136. 

Figure 8 shows that the battery’s SOC distribution 

frequency is from 30% to 100% for the entire year. The 

results indicate that the maximum percentage of relative 

frequency (about 44.828%) of its SOC values lie for 

90% to 100% of SOC, which means there must have 

some excess energy which goes to the dump load. In 

this configuration, 32.19% (61,320kWh) of excess 

energy has generated because of very low load factor 

and size of battery bank being not enough to store this 

energy. Consequently, 29.83% and 20.19% of relative 

frequency has occurred for the 80% - 90% and 70% - 

80% of SOC, respectively.  

 

 

 

Figure7. The new load and actual load profile 

 
Figure 8. The relative frequency vs. battery’s SOC 

 

 

About 0.41% of relative frequency for 30% to 40% of 

SOC has occurred because of the zero unmet energy.           

 

 

8. CONCLUSIONS 
 
In this paper techno-economic optimization of a stand-

alone PV-Battery Renewable Energy system for low 

load demand situation has been performed using three 

different optimization algorithms. From this study the 

following conclusions can be drawn: 

For achieving 0% UE with least excess energy, the 

simulation through GWO is found to be the best in 

terms of optimizing the cost of energy (COE) as 

compared to other algorithms. And the best optimal and 

economical system in this case is PV/Bat RES, for 

which COE is $ 0.5595, with PV array capacity 142 kW 

(712 pieces of module and module area 995.633 m2) and 

battery bank capacity 6328.700Ah of 72 V, inverter size 

28.5kW, and the corresponding LCC and COE are 

$305,408 and $ 0.5594/kWh, respectively. 

Considering the high capital cost of UR, for small 

autonomy of days with 0% UE, the present RES PV/Bat 

can be an effective solution for low load factor 

application. 

The load factors of the new load profiles generated 

by the optimal solution is 0.267 for the present RES, 

which is more than the existing value of the building. 

Hence, the optimal solution has improved the load 

factor of the academic block by 0.136.  

Finally, the present study shows that the optimum 

feasible RES depends on proper designing of 

components of the RES which can minimize the cost of 

energy with least failures as well as optimum storage 

unit that can suffice the electricity requirements of a 

place with highest reliability. Furthermore, using one 

optimization method might not always guarantee that 

the objective function has converged successfully in all 

aspects. It is better to explore two or more optimization 

methods and compare them. Optimization techniques 

such as GA, GWO, and FA, etc. are based on physical 

phenomena that can be observed in the nature. And if 
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the laws of nature, of living beings, are implemented in 

designing of real-life systems, then it would lead to 

better solutions as per the requirements of low excess 

energy, least unmet energy, low COE, and improved 

load factor. The present research could encourage future 

researchers to compare various optimization algorithms 

for improving the design of RES with different low load 

demand situations. 
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 هچكيد
 

 

 
توان انرژی پایدار و ی باتری، میتر، سیستم انرژی تجدید پذیر  با منابع ذخیرهبادهای ضعیفهای دور با برای مکان

هایی برای شرایط تقاضای بسیار ی پژوهشی برای اندازه گیری مطلوب چنین سیستماقتصادی تولید کرد. تقریباً هیچ سابقه

( PVستم طراحی مجتمع ذخیره سازی فتوولتائیک )کم در منابع وجود ندارد. هدف از این مطالعه، بهینه سازی فنی سی

کیلووات است. ابتدا در مورد  30هند با حداکثر تقاضای کمتر از  (Silcharبرای یک بلوک علمی دانشگاهی در سیلچار )

قابلیت اطمینان برای وضعیت  ٪100های مختلف بحث کرده و سپس آن را از نظر فنی به فرایند اندازه گیری زیرسیستم

سازی مختلف کرد سه الگوریتم بهینهکنیم. در این کار، عملذخیره انرژی، یعنی انرژی و حداقل انرژی اضافی، بهینه می

ساز گرگ و الگوریتم بهینه (FA)تاب ی شب( و دو آلگوریتم فراابتکاری، یعنی الگوریتم پروانهGAیعنی الگوریتم ژنتیک )

شود. ( بیشتر بررسی میCOEی انرژی )شود. پیکربندی بهینه با کمترین هزینهبررسی و مقایسه می (GWO)خاکستری 

هاست. نشان داده ی انرژی  در مقایسه با سایر الگوریتمبهترین ابزار برای بهینه سازی هزینه GWOدهد که نتایج نشان می

شه نتواند تضمین کند که تابع هدف با موفقیت در برآوردن تنهایی ممکن است همیشده است که یک روش بهینه سازی به

گرا شده است. پژوهش حاضر مرجع مفیدی برای هم COEتمام الزامات حداقل انرژی اضافی روزهای مستقل و حداقل 

 دهد.سازی برای وضعیت تقاضای کم به دست میطراحی بهینه سازی سیستم انرژی تجدید پذیر مبتنی بر ذخیره

doi: 10.5829/ije.2017.30.10a.17 

 

 

 


