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ABSTRACT

Intrusion detection systems (IDS) by exploiting Machine learning techniques are able to diagnose
attack traffics behaviors. Because of relatively large numbers of features in IDS standard benchmark
dataset, like KDD CUP 99 and NSL_KDD, features selection methods play an important role.
Optimization algorithms like Genetic algorithms (GA) are capable of finding near-optimum
combination of the features intended for construction of the final model. This paper proposes an
innovative method called chain method, for evaluation of the given test record. The main intuition of
our method is to concentrate merely on one attack type at every stage. In the beginning, datasets with
the proposed features by GA based on different labels will be assembled. Based on a specific
sequence— which is found on different permutation of four existed labels- the test record will be
entered the chain module. If the first stage —which is correlated to the input sequence-, is able to
diagnose the first label, the final output has been indicated. If is not, the records will pass through the
next stage until the final output be obtained. Simulations on proposed chain method, illustrate this
technique is able to outperform other conventional methods especially in R2L and U2R detection with
the accuracy of 98.83% and 98.88% respectively.

doi: 10.5829/ije.2017.30.10a.10

1. INTRODUCTION

There are no doubts, internet attacks are truly precarious
and must be taken seriously.

similar to well-known KDD dataset but of course,
contain more reliable and applicable attack varieties.
Moreover, advances in computer networks and

Intrusion Detection implementation of novel topologies for packages

Systems (IDS) are one of the most applicable and useful
methods to diagnose attack traffics patterns. These
systems utilize machine learning methods to construct a
smart model for attacks recognition. Researchers
generally seek to build their models on a reliable and
studied dataset. In the IDS discussions, KDD CUP 99°
is one of the most famous and studied datasets ever.
However, it is recommended to benefit from more
recent datasets which are able to address more fresh and
advanced attack types. A more recent version of KDD
CUP 99 dataset is NSL_KDD? [1] which are structurally

*Corresponding Author’s Email: j.ghasemi@umz.ac.ir (J. Ghasemi)
2 kdd.ics.uci.edu/databases/kddcup99/kddcup99.html/

3 http://www.unb.ca/research/iscx/dataset/iscx-NSL-KDD-
dataset.html

transfer advocate different pattern and behavior in new
network traffic. Hence, shifting to a new dataset is
crucial for real world applications.

Both datasets like other standard datasets in this
scope contains numerous features. The features which
are able to divide the space into more discriminative
subspace, are more encouraged. Curse of dimensionality
suggests the results of choosing more features will not
be always promising [2, 3]. Used datasets in this paper
convey this consequence as Erfani et al. [4]. In this way,
features selection method is able to counter this effect as
one of faced problem in IDS discussions.
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2. RELATED WORKS

KDD CUP 99 is applied as the main benchmark dataset
since of its appearance and has been counted as the
major dataset for IDS researches [5, 6]. An improved
version of well-known and well-studied KDD CUP 99
emerged and called NSL_KDD [1, 7, 8]. By exploiting
optimization algorithms like GA, the near optimum
combination of features is obtainable. In classification
phase, DT [9, 10], MLP [11, 12], KNN [13, 14] and
SVM [15, 16] can be measured as the most applicable
and popular classification algorithms.

Using classification algorithm alongside of
evolutionary algorithms such as GAs [17] becomes
more popular in recent years. Methods like GA are more
helpful especially when the size of space becomes much
larger [18]. In literature [19] with the combination of
statistical concepts and SOM algorithm, authors are able
to reach an efficient model on NSL_KDD dataset. They
used Principle Component Analysis (PCA) and Fisher
Discriminant Ratio (FDR) for feature selection and
noise removal phase, respectively. For diagnosing
traffic types, the SOM algorithm has been applied. In
reference [20], the concept of multi-objective
approaches for feature selection and its application in
Growing Hierarchical Self-Organizing Maps
(GHSOMs) has been utilized. Moreover, with multi-
objective approach, they are able to distinguish between
attack and normal and of course between attack types.
Authors use NSL_KDD as their benchmark. In Ref. [6],
authors used a hybrid KPCA_SVM_GA method for
attack detection. They used KPCA for feature reduction,
SVM in classification phase and GA for setting
punishment factor of a parameter of C in kernel function
of SVM. Simulations on KDD CUP 99 confirmed their
model is efficient in IDS criteria evaluations. In Ref.
[21], with an innovative idea, the authors present a
biologically-inspired computational approach learn
signatures for network traffics using a supervised
learning classifier system. Minimization of the overlaps
and conflicts between signatures by new generalization
operator represents their main approach. They used
KDD CUP 99 dataset as their evaluation benchmark as
suggestion of the effectiveness of their model. In Ref.
[22], the authors used a fuzzy rule-based system which
can act as a genetic feature selection for finding optimal
feature combination. Their simulations on KDD CUP 99
dataset show improvement in IDS criteria in comparison
with general simulation. In Ref. [23], cuttlefish
algorithm (CFA), an optimization algorithm uses as a
search strategy to extract an optimal subset of features
and the decision tree (DT) classifier for the
classification phase. KDD CUP 99 has been put in the
consideration for built model evaluations. In
comparison with all features, obtained results show
better performance. Last four spoken studies used old

KDD CUP 99 dataset and as discussed before, it is not
able to monitor novel attack types. These studies
performance on new datasets like NSL_KDD is not yet
determined. Hence, their reliability and performance in
real work environment is not completely trusted. In Ref.
[24] based on KDD CUP 99, they used a framework
which combines multiple classifier outputs in order to
enhance performance. They introduced the novel
Multiple Adaptive Reduced Kernel Extreme Learning
Machine (MARK-ELM) which combines Multiple
Kernel Boosting with the Multiple Classification
Reduced Kernel ELM. In Ref. [25] authors exploit the
adapted chaos concept in their proposed time-varying
chaos particle swarm optimization (TVCPSO) method
to carry out parameter setting and feature selection for
multiple criteria linear programming (MCLP) and
support vector machine (SVM). NSL_KDD as a more
reliable version of KDD CUP 99 has been chosen for
their evaluations. In Ref. [26], authors use an outlier
based system based on identifying relevant subset of
features by mutual information and generalized entropy-
based feature selection algorithms. A tree-based
clustering technique also has been used for ranking
outlier and finding anomalies. They used NSL_KDD
dataset for their complex method evaluations. Last two
discussed studies use NSL_KDD dataset for their
simulations which make the outcomes more consistent
and applicable. Last three papers have been compared
with our proposed method to demonstrate proposed
method’s ability versus recent studies. As it has been
illustrated further in this paper, our proposed method is
able to outperform the results of these three papers.

For IDS studies, algorithms like GA is commonly
used as a feature extraction tool [26]. GA is a
population-based optimization algorithm which tries to
attain optimum solution by its efficient operators like
crossover and mutation. In this paper, GA attempts to
examine the different combination of features and reach
to near optimum accuracy or detection rate for a specific
label. 1t will return a combination of features which are
able to achieve fine performance based on four attack
types in the dataset. Different permutation of four attack
types in the KDD and NSL dataset will generate 24
different sequences as proposed method input and
consequently 24 different performances. As it is
publicized further in this article, focusing merely on a
specific feature in every stage turns to be a very
effective method for attack detections.

The contents of this paper will be as follow: In
the following section, the proposed method will be
explained. In the next section, the results of our method
and the performance of proposed method versus other
methods will be brought. Best sequences for proposed
method will be put in the discussion in the subsequent
section. Finally, the conclusion of this study will be
conveyed.
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3. PROPOSED METHOD

If there will be a mechanism which is able to focus on
every attack type and not confused with other labels, the
improved results could be expected. Proposed method
attempts to work on GA suggested features for a label in
order to diagnose that specific label. The system acts as
though there is only this attack type in the original
dataset by considering all other labels as one class.
Trained classifier by modified 2-labeled dataset with
GA suggested features for the first label determines
whether the entered test record is related to the first
label or not. In the case of no relation, the same scenario
will be conveyed in the second stage. This mechanism
similarity to a chain encourages this paper’s authors to
name this method as CHAIN method. Based on
different permutations of attack types, every label will
be detected in the corresponding stage. The sequence
input in the chain module can make effective
differences. In other word, this is really important which
label should be concentrated in the first stage and which
one should be focused on the last stage of the chain
module. Figure 1 visualizes the proposed chain method.
In the first phase, the dataset will be prepared. In
contrast with NSL, KDD dataset has some redundant
records which will be eliminated in data preparation
phase. Random sampling in both datasets will generate
the final random datasets which will be considered as
the main benchmark for simulations. n the next phase,
suggested features based on different labels by GA will
be extracted. For every label in both KDD and NSL
dataset, a modified 2-labeld dataset will be created. For
example, 2-labled Dos dataset contains all records in the
random dataset but of course with different labeling. In
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this dataset, all of the Dos records will be considered as
one class, and all other labels — three other attack types
and normal records- will be considered as the other
class. GA will be executed on this dataset and proposed
features will be extracted. The GA tries to minimize the
value of numbers of misclassified records based on the
specific label. For every label, suggested features will
be extracted (see appendix 1). In the table in appendix 1,
every feature based on executed GA for specific label
have been illustrated. For example, third feature in KDD
has been suggested by GA based on Dos and Probe 2-
labled dataset. Now, these proposed features help to
pursue the next phase.

CHAIN method phase conveys the main idea of this
paper. Based on different permutation of attack types as
chain method input, the different dataset will be made.
For example, suppose a specific sequence: 1,2,3,4.
Sequence 1 is corresponding to Dos, 2 to Probe, 3 to
R2l and 4 to U2R attack type.

Note this is an example sequence and for complete
simulation, all of 24 possible orders will be analyzed.
Supposing this example, the first dataset will be
generated by GA proposed feature for Dos label. That
means there will be a dataset with the same records as
random dataset but with proposed features by GA for
Dos- not all the features. The trained model via 2-
labeld, dataset with proposed features by GA for Dos
will decide whether the entered test record is Dos or not.
If this is true, the specific test record will be classified
as Dos attack and the predicted label has been decided.
If it is not, the test record will be entered in the second
stage. Before entering the second stage, the records with
Dos label will be eliminated from the original random
dataset.
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Figure 1. Block diagram of proposed chain method
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The second classifier will be trained on the 2-labeld
dataset with GA proposed feature for Probe, which
contains all records -except records with Dos label.

If the first stage suggests that the entered record is
not Dos, we suggest the records with Dos records
should be eliminated to assist the next stage training
classifier to consternate on other remaining labels and
do not be confused with Dos records to any further
extent. This treatment will be followed to the end of the
chain. Note at the end of chain method if — for this
example- the entered test record do not recognize as
U2R by trained classifier on the dataset —which
contained no records with class of Dos, Probe and R2L
and only includes U2R and Normal records-, the
discussed record will be classified as Normal. Based on
the predicted outputs by chain module, results will be
captured and analyzed in respect of IDS criteria.

In overall, this paper provides an innovative method
for considering every attack type with high
concentration and moreover a comprehensive and
applicable knowledge extraction for input sequences.
The accomplished simulations and gathered results will
be discussed in the next section.

4. SIMULATION AND RESULTS

Both KDD CUP 99 and NSL_KDD contain numerous
records. In this way, dealing with the entire dataset
seems a very burdensome task. Therefore, many types
of researches like this paper, desire to carry out random
sampling from the original dataset as their major dataset
[6, 19, 25-29]. In our sampling, redundant records have
been removed and the result only contains non-
repetitive records [29]. The random dataset generated
from KDD has been built on the non-repetitive records.
NSL dataset originally doesn’t contain any repetitive
records; in fact, this characteristic is one of NSL
advantages in comparison to KDD. Before analyzing the
methods performance and capabilities, the specific
criteria for evaluating an IDS need to be explained;
Accuracy (A), Detection Rate (DR) and False Alarm
Rate (FAR). These measures will be defined as follow:

A = (TP+TN) / (TP+TN+FP+FN) 1)
DR = TP / (TP+FP) )
FAR = FP / (FP+TN) 3)
where:

e TP: True Positive: number of Attack records which
were classified as Attack

e TN: True Negative: number of Normal records which
were classified as Normal

e FP: False Positive: number of Normal records which
were classified as Attack

o FN: False Negative: number of Attack records which
were classified as Normal
These criteria are the most applicable and the tool for
evaluating an IDS could be simply judged for real world
applications using these criteria.

In the first simulation, four well-known
classification algorithms performances which build their
model on the entire features of the dataset have been
investigated — we will refer to this simulation as General
Simulations. The Table 1 demonstrates the performance
of these simulations.

As it has been illustrated in Table 1, in most cases
DT have superior performance. This is one of the main
reasons why DT has been chosen as the main classifier
for further simulations- selection features by GA in
fitness function and main classifier in chain module. DT
has not the best performance in both datasets only for a
few criteria for specific labels. For example, see
detection rate for U2R in NSL dataset. R2L and U2R
performance in both datasets are undeniably poor.

TABLE 1. Performance of four classification algorithms on
the entire features

DOS  Probe R2L U2R  Normal

DT 97.06 84.85 29 4428  98.63

KNN G 95 786 4 3714 978
MLP & 8236 7605 4 3571 9516
SVM 96.86 80 32 2857 971
DT 137 13 136 136 1422

g KN 221 22 22 22 2185

¥ MLP Y 817 817 818 802 3304
SVM 22 13 11 1 197
DT 98.61 97.64 4142 4305 79.26
KNN 9777 9597 3773 2826  69.82
MLP O 9062 8323 138 772 6046
SVM 957 946 267 175 79
DT 9674 9531 71 9252  97.45
KNN 9662 9222 6546 9205 8311
MLP & 8583 8227 6264 8759 8431
SVM 964 94 6566 9336 82.99
DT 36 36 36 36 188

. KNN 4 4 4 4 2374

2w s 1233 1233 1233 1192 247
SVM 43 43 43 43 2353
DT 9529 9513 7372 4193  96.98
KNN 9481 9423 3548 3846  68.27
MLP O 8243 8052 1635 1466  70.2

SVM 9443 9411 3943 4941 67.63
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For considering all possible permutation of attack types
in the chain method, 24 feasible sequences should be
entered in the chain module. These 24 sequences have
been provided in appendix 2. As it has been shown in
the first row, 1 would refer to Dos, 2 to probe, 3 to R2L
and finally 4 to U2R. For example, consider the row
number 21; the order of considering label in the chain
module would be as: U2R, Probe, Dos, R2l. In this
paper, all of the possible sequences have been analyzed
based on IDS criteria for every dataset — KDD or NSL.
Based on the IDS intention in order to counter a specific
attack type, a sequence would be selected. There are
sequences — like 7 (2, 1, 3, 4) - which are able to
outperform the best performance of four popular
classifiers in the Table 1. That means alongside
possessing sequences with high-quality performance for
a particular attack type, there are sequences which are
capable of diagnosing all attack types more efficiently
without concerning about specifying the attack types.

In first visualization, average of every attack type’s
results based on different methods will be compared.
For every method and criteria, average of five existed
label has been calculated. Figure 2 displays the
demonstration. In this figure, performance of different
method based on different IDS criteria has been
exposed. Note that Figure 2(a) represents the KDD
simulations while Figure 2(b) illustrates NSL
simulations. DT_AIl means the simulation of DT on a
dataset which works on all 41 features. In both datasets,

chain method provides superior outcomes. Calculation
of average of five labels (Dos, Probe, R2L, U2R, and
Normal) for each method is a reliable way to judge on
the comprehensive IDS. Earlier in this paper, results of
table 1 have been alarmed as one of the main reason
why DT has been selected for GA fitness and chain
method classifier. Moreover, above figure provides
another reason for this matter. As it has been shown in
Figure 2, the proposed method is able to outperform
other general method in the case of 3 defined criteria.

The next presentation addresses the best
performance of IDS criteria. For every attack type,
based on IDS criteria, best results of all method have
been captured and suitably compared with proposed
chain method. In first figure, detection rate and accuracy
will be examined.

In both dataset, for R2L and U2R attack types,
chain method improves their performance more
significantly. As it has been mentioned before, there are
sequences which are able to outperform general
simulation outcomes solely (see sequence 7).

FAR of every attack types represented in the Figure
4. Results of NSL dataset —Figure 4 (b)- for all four
labels are nearly half of general simulations. U2R false
alarm rate in KDD has a fine outcome which is equal to
the proposed method. Nevertheless, DR and accuracy of
this attack type in general simulations -as pointed up in
the previous figure- are not defendable by any means.

100 100
80 80
A A
= 60
g o0 ®DR S =DR
40 - FAR = 40 A FAR
20 - 20
0 - 0 -
DT All KNN All MLP All SYM All Chain DT_AIl  KNN_AIl MLP_AIll SVM_AIl  Chain
(a) (b)
Figure 2. Comparison of average performance of chain method and four classification algorithms
100 100
80 = Dos 90 ® Dos
—~ 60 H Probe — 80 m Probe
S RoL g 70 R2L
=U2R 60 =U2R
20 50
0 40
A_AlISim  A_Chain DR_AIISim DR_Chain A_AlISim  A_Chain DR_AIISim DR_Chain
(a) (b)

Figure 3. Comparison of best DA and ACC of chain method and general simulations based on different labels
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m Probe
R2L
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AlISim Chain

(b)

Figure 4. Comparison of best FAR of chain method and four classification algorithms based on different attack types

For better evaluation of proposed method, it is required
to compare the chain method to recent studies. For
every dataset, DR of every label has been provided in
favor of comparison. In paper [26], it has provided the
outcomes of simulation in both datasets while Fossaceca
et al. [24] worked merely on KDD and Bamakan et al.
[25] on NSL. Table 2 shows the performance of
proposed chain method versus these studies.

As illustrated in Table 2, proposed method has
superior performance in comparison with other studies,
especially in R2L and U2R detections. In every label for
every dataset, best results have been bolded. Proposed
method’s Dos and Normal performances are inferior to
other methods however their differences are far lower in
comparison to R2L and U2R. However, for overall
observation of the method performance, the average
results of every label could be measured as a more
reliable degree for comparison. The average
performance of both dataset’s labels suggests a
considerable enhancement in comparison with recent
studies. IDS with high-quality detection ability of all
attack types might seem more supportive rather than
IDS with outstanding detection ability for some attacks
kinds and poor detection capability for other dangerous
attack types. Therefore, the real world applications can
suggest proposed chain method as a more reliable IDS
rather than three compared papers.

5. SEQUENCE DISCUSSION

The sequence of attack types as chain module input is
truly essential. The Table 3 shows the proposed
sequences for every attack type.

In Table 3, every row is related to a specific label. In
every attack type, first row belongs to the KDD and
second row belongs to NSL dataset. Every row explains
the best sequence of attack types for diagnosing an
attack label. For example, for DOS detection in KDD,
the sequence of 2,3,1,4 which means at first Probe, then
R2L, Dos and U2R, has the best detection rate in chain
module. Hence, this sequence will be suggested for

DOS detections in application of chain module. For
some attack types, there is a consistency between both
datasets. For example, for U2R the obtained results
suggest Dos and Probe in the end of the chain while
R2L and U2R have been suggested for the first or
second stage of chain module. As claimed before, the
chain method improves the detection rate and accuracy
of R2L and U2R more notably.

TABLE 2. Comparison of DR of proposed method with 3
recent studies

jase1eq
SpoyBIN
soqg
agoid
¢
den
[ewIoN
abeleny

KDD  [11] 999 974 949 628 999
[3] 998 967 877 734 986 912

CAHIN 989 989 988 9388 988 989

NSL  [31] 989 969 879 725 98 908
[10] 988 892 75 596 991 843

CHAIN 977 976 976 975 969 975

[{e]
—

TABLE 3. Elite sequences in respect of every label

Labels Datasets 1st 2nd 3th 4th

KDD 2 3 1 4
Dos

NSL 1 4 2 3

KDD 2 1 3 4
Probe

NSL 4 1 2 3

KDD 2 3 1 4
R2L

NSL 4 3 1 2

KDD 3 4 2 1
U2R

NSL 4 3 2 1

KDD 3 4 1 2
Normal

NSL 3 2 1 4
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6. CONCLUSION

This paper has tended to detect attack types based on
both KDD CUP 99 and NSL_KDD dataset by means of
focusing merely on one attack type at the moment. This
paper proposed an innovative method called chain,
which focuses on detection of every label in every stage.
By working on selected features of both original
datasets for every attack types, the degree of
concentration for one label detection has been increased.
Hence, this study demonstrates there is no need to work
on entire features to obtained desired performance.
Moreover, this paper indirectly suggests the existence of
curse of dimensionality effect in both datasets in the
detection of all four attack types. In overall, turning
dataset to 2-labed ones in every stage and selecting
corresponding GA_ proposed features to the label in
every stage, shaped the general idea of the concentration
of diagnosing every attack types. The different order of
examination of attack types in every stage makes
different outcomes. With inspection of 24 possible
sequences from four attack types, the elite sequences for
both datasets are obtainable. This paper extracted the
superior sequences for every attack types as chain
module inputs. In this way, based on provided results
and information in this paper our proposed chain
method is valid and reliable in the real world
applications.
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