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A B S T R A C T  
 

 

Today for the expedition of the identification and timely correction of process deviations, it is 

necessary to use advanced techniques to minimize the costs of production of defective products. In this 

way control charts as one of the important tools for the statistical process control in combination with 
modern tools such as artificial neural networks have been used. The artificial neural networks were 

used to recognize the pattern in control charts in several research. Two procedures were used based on 

the raw data and feature for training and application of neural network. This paper presented new 
statistical features besides the investigation of their efficiency by application of a neural network. The 

simulation results demonstrated the positive effect of the presented statistical feature on neural network 

performance. 
doi: 10.5829/idosi.ije.2017.30.09c.10 

 

 
1. INTRODUCTION1 
 

Statistical process control (SPC) technology, which was 

invented by Shewhart in 1994, has been used in the 

control widely as a monitor methodology of process 

quality. The objective of statistical process control 

(SPC) charts is to detect out-of-control signals 

indicating the existence of special causes that affect the 

process stability by providing a visual indication of the 

behavior of critical quality variables. In fact, Shewhart 

chart scheme tests the hypothesis that the process is still 

in control [1]. 

In general, six based CCPs are used to analyzed the 

abnormal patterns, including normal (NOR), cyclic 

(CC), increasing trend (IT), decreasing trend (DT), 

upward shift (US) and downward shift (DS) [2]. 

The increase in demand for faster delivery and 

highly precise products has led manufacturing systems 

to move towards becoming more flexible, integrated and 

intelligent. Traditional statistical process control (SPC) 

monitoring and diagnosis approaches are in sufficient to 

cope with these new developments.  

                                                           
*Corresponding Author’s Email: m_kabirinaeini@yahoo.com (M. 
Kabiri Naeini) 

With the development of computer technology, artificial 

neural networks (ANN) are frequently used in control 

chart patterns recognition [3-18]. However, ANN needs 

“good” and “large” training samples and hence 

significant computation time is inevitable.  

Feature extraction plays an important role in CCPs 

recognition. A smaller data size can lead to faster 

training and more efficiency [19]. Regarding this, 

features-based control chart recognition method was 

proposed. Ranaee and Ebrahimzade used both shape 

features and statistical features as the data input.  Their 

results show that this method is good for control chart 

recognition [20]. 

Gauri and Chakraborty [21, 22], performed a strong 

study on different kinds of useful potential shape 

features to recognize pattern in control chart. 

Other artificial intelligence techniques like support 

vector machine and fuzzy logic used in some researches 

[23-26]. 

In this study, we train the ANN using a new 

statistical feature which we have presented in [27]. In 

this method for each six patterns under investigation 

(normal, cycle, increasing trend, decreasing trend, 

upward shift, downward shift), the belief indicator, the 

probability of presentation of each patterns in process 
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will be investigated. This probability update and 

calculate based on the received observations from 

process. In the next step, the belief variable will be used 

as new statistical feature for neural network.  

 
 
2. THE BELIEF VARIABLE AND IT’S CALCULATION 
METHOD 
 

As we have presented in [28], in the proposed method 

the CCP recognition is looked as a decision making 

problem to select one member of the alternatives set. 

Assume the control chart pattern, ( )xPattern . The 

pattern is unknown, but we know it belongs to a 

candidate set { ; 1,2,3,4}iS P i    where the values of 

i represent normal, trend, shift and cycle respectively. 

The objective is to identify ( )xPattern  from the set of 

four candidate patterns. The presented method selects a 

member of S which its probability of presence is both 

greater than other members’ probability and a lower 

bound.  

For an observation window of size n, we estimate 

the pattern parameters using the Maximum Likelihood 

Estimation. Then, using estimated pattern parameters, 

we eliminate the effect of considered pattern assignable 

cause to reach normal distributed data. Now, we can 

calculate the beliefs on patterns by using the Bayes 

theorem to calculate the posterior beliefs from the prior 

ones. Now by identifying the maximum belief, we select 

maximum belief’s regarding pattern for ( )xPattern . 

The neural network is trained by this feature and 

recognizes the pattern.  

The patterns equations are mentioned in Table 1 

where tx  represents the 
t
th process observation. Since 

for the in-control process tx  follows a normal 

distribution with mean   and variance 2 , in case of 

each pattern, by subtracting the pattern part from the 

observation data, the remainder value ( tx ) is a normal 

random variable with known parameters   and 2 , as 

presented in Equations (1-4): 

At each iteration of data gathering process, beliefs are 

calculated and updated using a recursive equation based 

on Bayes’ Rule. 

TABLE 1. Equation and parameters of patterns 

Pattern equation Pattern parameters Pattern 

t tx r  mean (μ) SD: (σ) NOR 

t tx r kt   Gradient (k) IT, DT 

t tx r s   Shift magnitude (S) US,DS 

sin(2 / )

0

x r A t Tt t

T

 



 Amplitude (A) 

Period (T) 
CYC 

 

 

Now, using 
t
th observations vector, MLE of pattern 

parameters could be obtained using Equations (5-8) 

[27]. 
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(8) 

Assume we have the 
t
th observations vector tO . The 

belief on iP  to be the desired pattern, on the basis of 

the information obtained from the observations up to 

this point, is defined as follows: 

( ) : { | }i t r x i tB o P Pattern P O   

After ( 1)t   observations, assume the decision is to 

continue. After taking a new observation,

1 1 2, ( , ) ( , ,..., )t t t t tx O O x x x x  is the observations 

vector on the quality characteristic of the current and the 

previous 1t   iterations. Thus, using Bayes formula, the 

beliefs 1( , )i t tB x O   can be determined by the following 

recursive equation. 

1
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(9) 

In Equation (9), we need to calculate the probability 

1{ | , } { | }r t i t r t iP x P O P x P  . We have: 

22/2{ | } (1 2 ) ( )r it i e itP r P r       (10) 

1t tr x  (1) 

2t tr x kt   (2) 

3t tr x s   (3) 

4
2

sin( )t t
t

r x A
T


   (4) 
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TABLE 2. parameters for simulating SPC chart 

Pattern type Parameters (in terms of σ) 

NOR 
mean: 

SD: 

0 

1 

UT gradient: 0.075-0.1 

DT gradient: -0.1 to -0.075 

US shift magnitude: 0.7-1.5 

DS shift magnitude: -1.5 to -0.7 

CYC 
Amplitude: 

Period: 

0.5-1.5 

8 

 

 

Hence, the detection and classification of control chart 

patterns at iteration t can be achieved by employing the 

following algorithm. 

Step 1: Estimate the patterns parameters using 

Equations (5-8). 

Step 2: Determine the residuals, itr , using Equations 

(1-4). 

Step 3: Calculate and update the beliefs recursively 

using    
2/2
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0.251,0 2,0 3,0 4,0B B B B     

Step 4: Find the greatest belief, ,g tB  where  

, ( ) { ( );i 1,2,3,4}g t g t i tB B O Max B O   . 

Step 5: Check for stopping condition: if ,g tB  is greater 

than  , then conclude that pattern gP  exists and finish 

the process. If g  is 2 or 3, then look at the sign of the 

current regarded pattern parameters and decide whether 

the pattern is increasing (upward) or decreasing 

(downward). For example if 2g   and ˆ 0.085k   , 

conclude that decreasing trend exists in the process. If 

,g tB  is not greater than  , without having any 

selection at this iteration, take a new observation ( 1tx  ) 

and return to Step 1. The suitable value of   could be 

determined based on type I and type II errors using 

simulation experiments. 

 
 
3. SAMPLE PATTERNS  
 
To supply sample patterns as the consequence of other 

research, simulation data are used by the application of 

Swift [5] methodology. Each sample pattern consists of 

20 subgroup averages of time sequence data with a 

sample size of five. The applied parameters in 

simulation are demonstrated in Table 2. The values of 

these parameters were varied randomly in a uniform 

manner between the limits shown. It is assumed that 

only one fundamental period exists for cyclic patterns, 

and a sudden shift only appears in the middle of an 

observation window. A total of 2160 and 3600 sample 

patterns are used in the training and recall phases, 

respectively. 

 

 

4. DESIGNING OF SYSTEM 
 

The system is developed based on the multilayer 

perceptrons (MLP) architecture (Figure 1). The number 

of nodes in input layer while using raw data equal the 

size of observations window (20), while using feature 

equals the number of features (6). The number of output 

nodes is determined based on the pattern classes (6). 

The number of nodes in hidden layer is determined by 

trial and error. Therefore, ANN structures are selected 

for raw input and feature input as 6×6×6 and 20×6×6, 

respectively. Since this study used the supervised 

training approach, each pattern presentation is tagged 

with its respective label. The labels, shown in Table 3, 

are the targeted values for the recognizers output nodes. 

The selected algorithm for network is the descending 

gradient algorithm with momentum and comparative 

learning rate. The network performance is measured 

using the mean squared error (MSE). 

The activation function for hidden layer is 

hyperbolic tangent and for output layer is linear. The 

hyperbolic tangent function is given by 

( ) /x x x xf x e e e e     with output range from -1 to +1.  

 

4. 1. Training Phase             The procedure is started 

with the generation and presentation of process data to 

the observations window. The performed preprocessing 

for raw data does as normalization of them, that their 

values put in [-1, 1] range. In contrast, the probable 

features that extracted from data gain the value of [0, 1]. 

 

 

 
Figure 1. MLP neural network structure 
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TABLE 3. targeted recognizer outputs 

Pattern 
class 

Description 
Targeted recognizer outputs 

Node 

  1 2 3 4 5 6 

1 NOR 0.9 0.1 0.1 0.1 0.1 0.1 

2 UT 0.1 0.9 0.1 0.1 0.1 0.1 

3 DT 0.1 0.1 0.9 0.1 0.1 0.1 

4 US 0.1 0.1 0.1 0.9 0.1 0.1 

5 DS 0.1 0.1 0.1 0.1 0.9 0.1 

6 CYC 0.1 0.1 0.1 0.1 0.1 0.9 

 

 

The remainder of the process is same for two 

procedures. Before the sample data are presented to the 

ANN for the learning process, it is divided into training 

(60%), validation (20%) and preliminary testing (20%) 

sets.  
These sample sets are the randomized to avoid 

possible bias in the presentation order of the sample 

patterns of the ANN. The training procedure is 

conducted iteratively covering ANN learning, validation 

of in-training ANN and preliminary testing. During 

learning, a training data set (2160 patterns) is used for 

updating the network weights and biases. The ANN is 

then subjected to in-training validation using the 

validation data set (720 patterns) for early stopping to 

avoid overfitting. 

The error on the validation set will typically begin to 

rise when the network begins to over-fit the data, the 

training process is stopped when the validation error 

increases for a specified number of iterations. In this 

study, the maximum number of validation failures in set 

to five iterations. The ANN is then subjected to 

preliminary performance tests using the testing data set 

(720 patterns). The testing set errors are not used for 

updating the network weights and biases. However, the 

results from the preliminary tests in terms of percentage 

of correct classification and the test set errors are used 

as acceptance criteria of the trained recognizers. In  

other words, the decision on either to accept the trained 

recognizers or to allow for retraining is made based on 

these preliminary performance tests. The training stops 

whenever one of the following stopping criteria is 

satisfied: the performance error goal is achieved, the 

maximum allowable number of training epochs is met 

or the maximum number of validation failures is 

exceeded (validation test). Once the training has 

stopped, the trained recognizer is evaluated for 

acceptance. 

The acceptance criteria as given in Table 4 are 

compared with the recognizer’s preliminary 

performance results. The recognizer would be retrained 

using a totally new data set if its performance remained 

poor. This procedure is intended to minimize the effect 

of poor training sets. Each type of recognizer (statistical 

features input and raw data input) is replicated by 

exposing them to 10 different training cycles, giving 

rise to 10 different trained recognizers for each type. 

These recognizers are labelled 1.1-1.10 in Table 5 and 

2.1-2.10 in Table 6 for the raw data and statistical 

features input, respectively. All 10 recognizers in each 

type have the same architecture and differ only in the 

training data sets used. The Recognizer 1.j and 

Recognizer 2.j for j = 1, 2… 10, are trained using the 

same training data set. 

 
4. 2. Recall or Recognition Phase       Once accepted, 

the trained recognizer is tested (recall phase) using 10 

different sets of fresh totally unseen data sets.  
 
 

5. THE SUGGESTED MODEL PERFORMANCE 
 
The belief indicator can be used as an extracted feature 

from raw data in teaching of systems based on learning 

such as CCPR based on ANN. In a form that for 

example neural network is trained by this feature instead 

of using raw data. This feature is called the probability 

feature. The assumption test is used in order to 

investigate the efficiency of the probable feature in 

significant improvement in operation and neural 

network generalization. The research hypothesis is 

defined as follows:  

The neural network based on the probable feature 

has the better operation and generalizability than the 

network based on the raw data in spite of its smaller 

size. ”Generalization” means the system strength in 

correct recognition of the pattern that does not include 

the training examples. In this investigation, “equal” 

means assumption test is used when the observations are 

paired. In fact, we want the effective factors on 

operation be fix except g\for one of the two networks 

based on the probable feature and raw data. Because, if 

the experience does not design carefully, it probably 

presents wrong results in a way that the obvious 

difference of networks operation is affected by other 

factors. 

 
TABLE 4. training specifications 

Value specification 

2160 patterns 
Maximum no. of epochs =300 

Error goal = 0.01 

Maximum no. of validation failures=5 

Number of training samples 

Training stopping criteria 

0.01 MSE   Percentage of correct 

classification >= 95% or the best 

recognizer after retraining 

Acceptance criteria for 
trained recognizer 

Twice 
Maximum number of 

retraining allowed 
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In order to avoid such a bias, we use two solutions 

of control and randomization of the experience. In other 

that observations are produced in pair form, and each 

pair in same empirical condition is related to main 

factors, and conditions changing from one pair to 

another. In non-major factors a randomization occurs 

and these factors randomly are related to sampling. 

Therefore, two networks, with the same random data are 

trained and tested with same random data.  

 

 

6. DISCUSSION AND RESULT 

 
In this study the belief indicator is used as the extracted 

feature from raw data in training of artificial neural 

network. In this section, the operation results of two 

systems based on the raw data and based on the 

probable feature is compared. Tables 5 and 6 show the 

training and recall performance of the 10 raw data-based 

recognizers and the 10 feature recognizers, respectively. 

It is noted during training that feature-based recognizers 

are more easily trained. None of the feature-based 

recognizers required retraining, whilst all of the raw 

data- based recognizers required such retraining before 

they could be accepted.  The overall mean percentages 

of correct recognition of raw- and feature- based 

recognizers are 90.03% and 97.36%, respectively. 

The percentages ranged from 89.55% to 90.64% and 

from 96.87% to 97.67% for the raw data- and feature- 

based recognizers, respectively. The results for statistical 

significance tests are summarized in Table 7. Paired t-

tests (α=0.01) are used for 10 pairs of raw data- and 

feature- based recognizers for their performance in terms 

of percent of correct classification and training error 

(MSE). The result in Table 7 suggest that the difference 

in recognition accuracy between the types of recognizers 

is significant. This confirms that features as input data 

representation give better recognition performance 

compared with raw data. Also, the results shows that the 

difference between training errors is significant. This 

results indicates that more training efforts would be 

required if the raw data-based recognizer are to achieve 

the required error margin.  

Confusion matrices, as given in Tables 8 and 9, 

provide the overall mean percentages for confusions 

among pattern classes for 10 raw data-based and 10 

feature based recognizer, respectively. In confusion 

matrix, the main diagonal matrixes demonstrate the 

accurate recognition percentage and other matrices 

show the inaccurate recognition percentage. Both tables 

demonstrate the average of recognition percentage of 10 

related systems. The comparative recognition 

performance of the respective 10 raw-based and 10 

feature-based recognizers to correctly recognize 

different types of patterns are given in Table 10. The 

recognition performance for each type of pattern is 

compared statistically using paired t-tests (α=0.01) and 

the results are summarized in Table 11. These results 

clearly suggest that the feature-based recognizers are 

statistically less confused for 3 types of patterns 

(random, trend, shift) compared with the raw data-based 

recognizers. It means that it has more recognition 

accuracy. In cycle pattern we find that the system based 

on the raw data has better operation. 

Therefore, the performed survey confirms that this 

probable feature improves the training and recalling 

process of network and increases the system recognition 

accuracy. 

 

 
TABLE 5. training and recall performance for raw data –based recognizers 

Recall phase Training phase  

Percentage correct classification 
No. of epochs Training error (MSE) Percentage correct classification Recognizer  no. 

SD mean 

0.571 89.84 188 0.0152 91.81 1.1 

0.475 89.86 210 0.0155 90.28 1.2 

0.618 90.16 214 0.0164 93.06 1.3 

0.425 90.18 215 0.0138 91.25 1.4 

0.524 90.64 191 0.0159 94.17 1.5 

0.472 89.69 209 0.0171 92.22 1.6 

0.476 90.17 298 0.0156 92.36 1.7 

0.494 89.55 195 0.0198 90.56 1.8 

0.378 89.92 188 0.0170 90.69 1.9 

0.569 90.30 201 0.0165 90.14 1.10 

 90.03 210.90 0.0163 91.65 Overall mean 

 0.321 32.34 0.0016 1.3167 SD 
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TABLE 6. training and recall performance for feature data-based recognizers 

Recall phase Training phase  

Percentage correct classification 
No. of epochs Training Error (MSE) Percentage correct classification Recognizer no. 

SD mean 

0.352 97.03 146 0.00964 97.22 2.1 

0.230 97.67 157 0.00968 97.92 2.2 

0.200 97.23 151 0.00993 98.06 2.3 

0.280 97.71 173 0.00996 97.50 2.4 

0.401 96.78 144 0.00991 97.50 2.5 

0.205 97.32 151 0.00999 97.08 2.6 

0.263 97.43 148 0.00984 97.64 2.7 

0.188 97.54 145 0.00996 97.64 2.8 

0.243 97.50 157 0.00984 98.61 2.9 

0.267 97.39 163 0.00981 97.78 2.10 

 97.36 153.50 0.0099 97.69 Overall mean 

 0.288 9.17 0.0001 0.4353 SD 

 

 

TABLE 7. statistical significance tests for difference in performance 

 tcritical tstatistics 

Hypotheses Performance measure 
Decision (tα)

 
(T)

 

Reject 
0H 2.821 44.66 

0 ( )

1 ( )

: 0

: 0
recall Feature Raw

recall Feature Raw

H

H











 Recall performance 

Reject 
0H 2.821 13.25 

0 ( )

1 ( )

: 0

: 0
MSE Raw Feature

MSE Raw Feature

H

H











 MSE 

 

 

TABLE 8. mean percentage for confusion using raw data as the input vector 

Pattern class identified by raw data-based recognizer   

CYC DS US DT UT NOR   

2.07 2.24 2.61 2.58 2.67 87.83 NOR 

true pattern class 

0.04 0.00 10.06 0.00 88.93 0.98 UT 

0.01 9.51 0.00 89.61 0.00 0.87 DT 

0.02 0.00 88.29 0.00 10.17 1.52 US 

0.06 87.88 0.00 10.53 0.00 1.54 DS 

97.65 0.10 0.02 0.06 0.08 2.10 CYC 

 

 

TABLE 9. mean percentage for confusion using feature data as the input vector 

Pattern class identified by feature data-based recognizer   

CYC DS US DT UT NOR   

0.05 0.03 0.04 0.00 0.00 99.88 NOR 

true pattern class 

0.00 0.00 2.27 0.00 97.73 0.00 UT 

0.00 2.25 0.00 97.76 0.00 0.00 DT 

0.00 0.00 97.54 0.00 1.77 0.69 US 

0.00 97.49 0.00 1.82 0.00 0.68 DS 

93.76 0.01 0.01 0.00 0.00 6.22 CYC 
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TABLE 10. recognition performance of raw data-based and feature-based recognizers 

CYC DS US DT UT NOR  

feature raw feature raw feature raw feature raw feature raw feature raw Data set 

91.78 97.17 96.93 85.48 97.37 85.75 98.33 91.92 97.78 90.70 99.95 88.02 1 

95.68 97.20 97.55 86.62 97.60 88.63 97.88 90.22 97.48 89.67 99.83 86.85 2 

93.35 98.17 97.25 87.90 96.92 89.12 97.88 89.85 98.00 87.83 99.98 88.10 3 

95.78 97.83 97.67 86.00 97.98 87.37 97.57 90.13 97.60 88.08 99.67 91.67 4 

92.50 97.63 97.05 90.32 97.25 90.47 96.83 88.20 97.07 88.18 99.97 89.02 5 

91.90 97.73 98.47 88.77 98.02 90.48 98.03 88.02 97.63 87.45 99.88 85.68 6 

93.25 98.17 97.87 88.98 97.62 87.45 97.48 89.88 98.42 91.07 99.95 85.48 7 

94.13 97.42 97.63 87.68 97.98 90.40 97.97 89.28 97.67 85.28 99.83 87.22 8 

94.85 97.18 97.55 87.38 97.32 83.35 97.65 89.60 97.73 91.98 99.92 90.02 9 

94.37 97.98 96.97 89.63 97.33 89.83 97.92 89.03 97.90 89.02 99.83 86.28 10 

 

 

 

TABLE 11. statistical significance test for recognition performance of raw data-based and feature-based recognizers 

 tcritical

 
tstatistics 

Hypotheses Type of pattern 
decision (tα)

 
(T)

 

Reject 
0H  2.82 18.99 

0 ( )

1 ( )

: 0

: 0
NOR Feature Raw

NOR Feature Raw

H

H











 NOR 

Reject 
0H  2.82 14.64 

0 ( )

1 ( )

: 0

: 0
UT Feature Raw

UT Feature Raw

H

H











 UT 

Reject 
0H  2.82 26.29 

0 ( )

1 ( )

: 0

: 0
DT Feature Raw

DT Feature Raw

H

H











 DT 

Reject 
0H  2.82 12.72 

0 ( )

1 ( )

: 0

: 0
US Feature Raw

US Feature Raw

H

H











 US 

Reject 
0H  2.82 18.69 

0 ( )

1 ( )
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7. SUGGESTIONS FOR FURTHER RESEARCH  
 

 

1. In this study, the capability of procedure was 

investigated in 6 patterns recognition, next studies can 

investigate the other types of patterns such as systematic 

and classified treatment. 

2. In this study, the efficiency of probable feature in 

neural network operation improvement in stable 

window state was confirmed. In subsequent research, 

the efficiency of probable feature in operation 

improvement of ANN in moving observation window 

state can be investigated. 
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 هچكيد
 

 

 

-ای استفاده شود تا هزینهپیشرفتهاز فنون موقع آن لازم است امروزه برای تسریع در شناسایی انحرافات فرایند و اصلاح به

نمودارکنترل به عنوان یکی از ابزارهای مهم کنترل  ،های ناشی از تولید محصولات معیوب به حداقل برسد. در این مسیر

های ت. شبکههای عصبی مصنوعی مورد استفاده قرار گرفته اسآماری فرایند در ترکیب با ابزارهای مدرن همچون شبکه

اند. برای های مختلف مورد استفاده قرار گرفتهعصبی مصنوعی برای تشخیص الگو در نمودارهای کنترل در پژوهش

 شده دو رویکرد مبتنی بر داده خام و مبتنی بر ویژگی استفادهاز آموزش و کاربرد شبکه عصبی مصنوعی در تشخیص الگو، 

آماری جدید، کارایی آن در تشخیص الگو با استفاده از شبکه عصبی مطالعه  هایاست. در این مقاله ضمن معرفی ویژگی

 دهد.عملکرد شبکه عصبی نشان می سازی تاثیر مثبت ویژگی آماری ارائه شده را برنتایج شبیه شده استو
doi: 10.5829/idosi.ije.2017.30.09c.10 

 

 

 

 

 

 


